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Foreword

Software agents are defined as computer systems situated in an environment and
that are able to achieve their objectives by: (i) acting autonomously, i.e., by
deciding themselves what to do, and (ii) being sociable, i.e., by interacting with
other software agents.

The research and development of software agent technologies has seen a
continuous evolution during the last two decades, since they were first proposed as
a breakthrough computing paradigm. Especially during the last decade we have
witnessed an increased interest in the application of software agent technologies in
the context of Internet everywhere and later on Internet on anything endeavors.

Autonomous Agents and Multi-agent Systems represent a well-established
research community within the broad area of Computer Science. Research inter-
ests in agent systems are spanning various topics including the modeling, design,
and development of advanced software systems. Agents have a number of inter-
esting properties including autonomy, reactivity, intentionality, and interactivity
that are appealing for a number of contemporary computer applications.

E-learning is broadly understood as the application of digital technologies in
education. It represents a collection of e-services that employ digital media and
ICT for supporting educational processes. E-learning is a broad term, as well as a
highly interdisciplinary area, encompassing many aspects of the educational
technologies that cover instruction, training, teaching, learning, pedagogy, com-
munication, and collaboration.

During the last decade, agent technologies were proposed to enhance e-learning
systems across at least two dimensions: (i) agents as a modeling and design par-
adigm for advanced human–computer interaction and (ii) agents for smart func-
tional decomposition of complex systems.

First, agents have been described as entities that exhibit several interesting
properties that are very appealing for the modeling and design of advanced user
interfaces that are able to adequately support the types of users encountered in
e-learning systems: teachers, tutors, and students. The focus of many research
works was set on defining various types of adaptation and personalization
according to the user type and characteristics.

Second, generic agent types including task agents (i.e., dedicated agents for
performing special tasks) and middle-agents (i.e., agents that intermediate between
producers or providers of resources and consumers or requesters of resources)
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were proven to be effective for the appropriate functional decomposition of
e-learning systems. Moreover, dynamic and interoperability characteristics of
agents are very suitable for supporting maintainability and extensibility of
e-learning systems (i.e., agent-based modules are easy to add for extending an
e-learning system). For example, specialized task agents can be used for harvesting
and composition of e-learning resources according to the teaching, as well as
learning needs. Moreover, middle-agents, for example brokers and recommenders,
can mediate between the user preferences and resource capabilities, according to
different criteria, for example the knowledge level of the student or the educational
domain of the course.

Finally, e-learning systems often comprise personal agents that support users
during their activities of educational processes. Personal agents can be seen as
either suitable for modeling users, their requirements, expertise, and preferences,
as well as suitable for implementing advanced modularity concepts that support
adaptation and continuous improvement of an e-learning system.

We do believe that e-learning and software agents are orthogonal technologies
and their integration is beneficial for designing better e-learning systems. On the
other hand, we do expect that this integration will raise new issues and challenges
for the future scientific research in this field.

August 2013 Costin Bădică
Zoran Budimac
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Preface

Over the years, the usage of e-learning and online tutoring systems has proven to
bring numerous benefits and advantages over the traditional teaching methods.
Recent scientific research has been focused on improving the overall performance
of these systems even further. That is, the research focus has been on designing
e-learning architectures that exhibit a higher level of adaptability to students
personal needs, architectures that offer content personalization, improved moti-
vational aspects, and, in the end, better learning outcomes. During this quest, the
increased usage of software agents has shown to be of great importance and
challenge. Many concepts of the agent technology, such as intelligence, autonomy,
and cooperation, have had a direct positive impact on many of the aforementioned
requests imposed on modern e-learning systems.

This book presents the state of the art of e-learning and tutoring systems, and
discusses their capabilities and benefits that stem from integrating software agents.
We hope that the presented work will be of great use to our colleagues and
researchers interested in the e-learning and agent technology.

Synopsis of Book Chapters

The book comprises nine chapters. In Chap. 1, Burkhard, H.-D. and Domańska, M.
present their RoboNewbie framework, which simplifies programming of virtual
soccer playing robots. The goal of RoboCup soccer leagues is to foster the
development of various AI techniques, by providing a formidable challenge in a
fun environment. However, the programming of real robots can represent a very
complex task. RoboNewbie consists of several easy-to-use APIs that hide these
complexities and enable students with no previous knowledge of robotics to
quickly start developing their own agents.

Chapter 2 by Kuk, K. et al. takes the similar approach of using games to
improve the quality of the learning process. The authors have developed a system
of game-based modules for teaching computer science courses. To evaluate the
students performance and allow him/her to advance to the next gaming/learning
level, their system utilizes a fuzzy logic-based intelligent agent. It has been shown
that the developed agent model can be successfully used to assess the students
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knowledge level, not only in this, but also in various other game-based e-learning
scenarios.

Chapter 3 by Gheorgiul, D. et al. presents an e-learning system that aims to
preserve cultural identities and heritage of villages in Southeast Europe. As in the
previous two chapters, it utilizes the learning-by-playing method. The system
combines mobile devices and augmented reality to deliver educational content in
the form of virtual reconstructions of environments and objects. Software agents,
on the other hand, are employed for the development of narrative e-learning tools,
and for the evaluation of acquired knowledge.

In Chap. 4, Tibaut, A. et al. have recognized that, although the virtual learning
environments have a significant positive impact on teaching and learning, there is
an overall lack of inter-university cooperation. This situation exists mostly due to
the lack of interoperability of heterogeneous learning environments. In order to
overcome this problem, the authors present a use case of ITC-Euromaster, and
propose taxonomy, ontology, and an agent-based software system that enables
dynamic interuniversity cooperation.

The next chapter (Chap. 5, by Roy, S. et al.) discusses how agents can be used
to manage a grid-based e-learning framework. The proposed system utilizes a
number of autonomous, cooperative agents, each with a predefined functionality
and responsibility. A concrete implementation of an e-learning architecture as grid
services is presented, with the overall conclusion that the usage of agents results in
a flexible, convenient, cost-effective, and adaptable framework.

In Chap. 6, Mabanza, N. and de Wett, L. acknowledge that the computer
illiteracy represents a major issue in developing countries. Their goal is to evaluate
the efficiency of using pedagogical agent in assisting learners to acquire basic
computer skills. In the experiment, 103 adult learners undertook a computer lit-
eracy training course, with some of them being introduced to pedagogical agent,
while others were thought using traditional teaching methods only. The end results
have shown that the learners who used pedagogical agents acquired more
knowledge and performed better during testing.

The process of finding high-quality learning resources that would satisfy the
users needs in a particular context represents a difficult task for any e-learning
system. In order help both instructors and learners, Moise, G. et al. (Chap. 7)
propose a multi-agent system capable of evaluating and classifying learning
material available in open educational repositories. The system relies on the
authors socio-constructivist quality model in order to evaluate the quality and
relevance of collected material.

In Chap. 8, Gusev, M. presents a novel approach of designing an e-learning
system as a cloud service, with an SOA-based architecture. The system operates as
an assessment tool, leading the student toward new knowledge by systematically
asking questions. To achieve adaptive testing, it employs a number of software
agents, each with a different behavior. Evaluation results have shown that the
behavior three correct answers in the row results in the best outcome.

In the final Chap. 9, Mušić, D. discusses the importance of emotions, person-
ality, and mood in business-oriented group decision-making processes. The end
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goal is to develop agents that will be able to successfully assist, or even replace
their human users in these domains. The chapter presents research results of
implementing emotional agents in e-learning environments. The emotional feature
of an agent is constructed using mechanisms and algorithms that simulate expe-
rience and patience.

We would like to express our special thanks to professors Zoran Budimac and
Costin Bădică for the discussions, constant support and ideas, and their very
unique foreword. We also would like to express our thanks to young colleagues
Dejan Mitrović and Miloš Savić for technical support.

This book would not have existed without the tremendous contribution by the
authors and the reviewers. We remain grateful.

Finally, thanks are also due to Springer-Verlag for their excellent support
during the preparation of the manuscript.

Mirjana Ivanović
Lakhmi C. Jain
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Chapter 1
RoboNewbie: A Framework
for Experiments with Simulated
Humanoid Robots

Monika Domańska and Hans-Dieter Burkhard

Abstract The RoboNewbie project is a basic framework for experimenting with
simulated humanoid robots. It serves as an inspiration with introductory experi-
ments for beginners, and it provides room for further challenging experiments.
While real robots of this complexity need large efforts for usage and maintaining,
the simulated robots run on common computers (e.g. laptops) after short time of
installation. They run in the environment of SimSpark RCSS, the official RoboCup
3D simulator for simulated soccer playing robots. The soccer scenario of RoboCup
and the related competitions are a well known initiative to foster Artificial Intel-
ligence and Robotics using a popular setting. The simulated robots are models of
the humanoid Robot NAO of the French Company Aldebaran. The RoboNewbie
framework provides easily understandable interfaces to simulated sensors and
effectors of the robot as well as simple control structures. They are illustrated by
example agents which can easily be understood and modified by the users. The
framework has been successfully used and tested at different courses where the
participants needed only few hours to understand the usage of the framework and
to develop own agents for different tasks.

Keywords Robotics tutorials � E-learning � Simulated robots � RoboCup

1.1 Introduction

People feel that robots are exciting, others think that they are scaring as in
numerous science fiction stories. Are they machines or could they be individuals
with own interests and emotions? Will they become competitors of mankind, can
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they make humans to slaves or will they make our life easier? Will they steal our
jobs or will they make us free for more human like tasks? Will cold machines
substitute human care or will they assist people in managing their daily life? All
these questions have to be discussed by politicians, economists, philosophers,
moralists etc., but it is difficult to discuss and to solve problems which are
superimposed by unscientific impressions.

Thus it is important to teach people more about the techniques of robots and
autonomous machines. Such techniques are already integrated in many ways into
our daily life, but not as spectacular as robots would be. Of course, mastering these
techniques is also an unavoidable prerequisite of economic success today and in
the future.

Robotics integrates many disciplines and it is interesting from many points of
view. It can provide us with deeper insights not only into (artificial) intelligence,
but also into many other fields like physics, biology, medicine, psychology, and
philosophy. Robotics is well suited as a comprehensible illustration for many fields
in schools. It allows for a broad variety of own activities for building robots and
experimenting with them. Related initiatives and competitions are supported by
big companies as well as by governmental institutions especially to foster interest
in natural and technical science among young people.

It needs not much efforts to build primitive machines which can follow a line,
pursue a light, or avoid an obstacle. Children can get first experiences with self-
controlled machines. Other tools allow more flexibility and programmed behav-
iour. More advanced tools are available for university students, a collection of
examples is presented in [10]. The RoboCup Initiative [12] uses soccer playing
robots of different kinds for development and competitive evaluations of new
technologies in Artificial Intelligence and Robotics (cf. Sect. 1.3). The DARPA
challenges [4] are attempts to develop new technologies, in previous years for
autonomous vehicles, recently for robots acting in a disaster area. Millions of
dollars are spent for price money and for governmental support, and only few
institutions are able to carry out the necessary efforts.

The main problem that ambitious approaches are confronted with, is the
complexity of robots with substantial equipment of sensors and actuators, espe-
cially robots with a humanoid shape. Such robots are expensive and need much
efforts for their maintenance. In the consequence, most robots used for educational
purposes are of simple design. Beyond question, the study of such robots can tell
us a lot of the principles of life, and they are able to perform striking tasks. But
their intelligence is not sufficient for more complex behavior, e.g. for a robot
performing different tasks in a household.

It is the aim of our RoboNewbie project, to provide more ambitious experiments
without an explosion in cost and maintenance efforts. Simulated robots in simulated
environments are used as an alternative for complex hardware. Our RoboNewbie
framework addresses the needs of people interested in Robotics, but it does not
assume neither special resources nor specialized education. A simple laptop at
home is sufficient such that e-learning will be not restricted by available hardware.
Interest in technical problems and only some basic skills in programming (JAVA)
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are required for the usage, such that even interested young people at secondary
schools can use it. It needs only short time for down load and setup, and then the
users can immediately start guided by the supporting documents. The framework
includes some examples which can be modified and extended such that users can
learn by doing. It allows insights to the problems of perception, actuation, and
control by related experiments.

We use the existing simulation environment SimSpark. It was developed by the
RoboCup Community. It is open source and it is used for the RoboCup robot
soccer competitions in the 3D simulation league (cf. Sect. 1.3). It simulates a
soccer field with simulated humanoid robots Nao as soccer players. The original
robot Nao (Fig. 1.1) is produced by the French company Aldebaran [1], it is also
used for educational and scientific purposes. The chapter is continued with some
discussions about robots in education. The aims of our RoboNewbie project are
explained in more details. Section 1.3 informs about the challenges of the soccer
playing robots in RoboCup. Section 1.4 gives a short overview about the SimSpark
simulator. The communication between the agents and the simulator is described
in Sect. 1.5. Sections 1.6 and 1.7 give an introduction to the RoboNewbie project
and its resources for download, while Sect. 1.8 discusses the details of the Rob-
oNewbie framework. Prepared examples and exercises serve as practical intro-
duction to the problems of Robotics and to the usage of RoboNewbie. They are
presented in Sect. 1.9. We have evaluated the framework at different courses under
different conditions, the results are presented in Sect. 1.10 before we come to our
conclusions.

We are thankful to the whole RoboCup community, especially to the developers
of SimSpark, to the teams magmaOffenburg and NaoTeam Humboldt, and espe-
cially to Yuan Xu. We thank them all for providing the interesting scenario, the
resources for simulation, the fruitful discussions and their help. Special thanks
goes to the team magmaOffenburg [7]. We have used part of their code for the

Fig. 1.1 Robot NAO from
Aldebaran [1]
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communication with the server and for the parsing of messages (details are
annotated in our code). We also thank the participants of our courses for their
engagement and for their evaluations.

1.2 Robots in Education

1.2.1 Experimenting with Hardware

Experiencing with own experiments is an important prerequisite for studies in
Robotics and Artificial Intelligence. But experimenting with complex real robots is
difficult not only because of expensive hardware. Maintaining the robots and set
ups for experiments are very time consuming even for experienced people.
Experiments at home as needed for e-learning require a deep technical under-
standing by the students, i.e. experiences that they are just going to learn. So it is
not surprising that simple hardware is still broadly used in Robotics education,
hardware which is far behind the recent technical developments, not to talk about
complex humanoid robots. The collection of papers in [10] can be understood as
an illustration of our statements.

Only few and simple hardware is needed to build robots that can avoid
obstacles, follow a line, or drive to a light, respectively. The ‘‘Cybernetic Turtle’’
[21] requires only light-sensitive sensors and separately driven wheels. The sen-
sors and the drives of the left turtle in Fig. 1.2 are connected via cross: If the left
sensor gets more light, then the right wheel moves faster and the turtle moves to
the left. If the right sensor is closer to the light, the vehicle moves accordingly to
the right. Overall, the machine always moves towards the light. If the light moves,
the vehicle will pursue it. Obstacle avoiding robots can be build similarly with
range sensors on the front instead of light-sensitive sensors. If the light-sensitive
sensors and motors are connected left to left and right to right as in the right turtle

Fig. 1.2 ‘‘Cybernetic Turtles’’: the left one pursuits the light, while the right one flees from the light
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of Fig. 1.2, then the turtle will move away from the lights. Now several turtles of
both kinds, some of them with lights on their backs, can be placed together. What
happens looks quite complex: Some turtles seem to like each other (those with
crossed couplings and lights on the back), others (with parallel connections) seem
to be afraid from light carrying turtles and so on. Human observers tend to ascribe
even further mental capabilities like tactics and learning, or affections like altru-
ism, brotherhood, revenge. Some primitive intelligence seems to rule the behavior,
while only a suitable coupling of sensors and actuators is used. Nature has many
examples of organisms that realize very complex behavior in a simple manner.
Primitive behavior can be built following related principles [3, 22].

Experiments with such robots can show different aspects of Robotics, among
them:

• Basic understanding of sensors, actuators and their coupling,
• Emergence of behavior by embodiment as in Behavioral Robotics,
• Biologically inspired constructions,
• Interaction of primitive individuals as in Swarm Intelligence.

Many available tools and tutorials for basic experiences with robots start with
experiments like Cybernetic Turtles and extend it accordingly. The limits of these
approaches are reached when more complex situations have to be analyzed and
related behaviors are required. Motion in complex terrain and manipulation of
objects need more sophisticated actuators (legs, grippers, …), more sensitive
perception (camera with image processing, range finders, monitoring of the
internal state: proprioception, …), and more powerful controls (interpretation of
situations, deliberation, monitoring of behavior, …). Again, there are a lot of
robots, hardware packages, sophisticated modules etc. for different purposes
available on the market with prices up to several thousands Euro and even more.

From our point of view, humanoid robots are especially appealing for educa-
tional purposes. Humanoid robots need to combine complex ‘‘low level’’ func-
tionalities with ‘‘high level’’ deliberation skills. The ‘‘low level’’ functionalities
concern the basic bodily skills, which are very difficult to implement in artefacts.
Researchers in Artificial Intelligence (AI) had to learn that it is comparably easy to
implement journey planners, electronic market places, chess programs, computer
games etc. But daily tasks like observing the environment by looking around, fast
running, powerful striking, soccer playing, bicycling etc. are much more difficult
for machines and offer many still unsolved challenges.

In fact, bodily tasks need much more than forces and muscles, they need
complex controls which actually must be trained over long times as it is the case
e.g. for dancers, athletes, surgeons, craftspeople. At the same time, the perfor-
mance of bodily tasks is shaped by the design, by good interactions between the
physics of the body, the environment, and the controls, such that optimal behavior
can emerge by their interplay. Recent approaches in AI and Robotics claim that
human rational behavior is grounded in the interaction with the real world:
Intelligence needs a body to grasp the world [11]. For that, experimenting with
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humanoid robots leads directly to the challenging problems of understanding
(artificial) intelligence and (artificial) life. The interest in robots with human shape
is also culturally grounded and there are a lot of (controversial) discussions over
centuries. But only recently, the technical developments seems to be mature
enough for serious efforts in realization. To discuss about possible consequences,
people need to know more about the techniques behind. Such knowledge can be
developed by experiments with robots, too. Groups of experienced people can
build humanoid robots using customized modules and toolkits (e.g. [14]). About
thousand Euros are needed for the hardware to build a robot of e.g. 60 cm height.
Figure 1.3 shows humanoid robots of related size at the RoboCup World Cham-
pionship 2006 in Bremen. The robots are usually equipped with about 20 motor
activated joints, a camera and other sensors, and a control board.

Besides such toolkits one can bye well designed complete robots which are
available for more than 10,000 Euro like the robot Nao (1) from Aldebaran.

It comes as no surprise, that such sophisticated hardware and the related control
software needs some training at the beginning. Moreover, it also needs continuous
efforts for maintenance. Together with the reasonable cost price, these efforts often
exceed the available resources for educational experiments at schools or at home
for e-learning.

1.2.2 Experimenting with Simulated Robots

An alternative is the usage of simulated robots in simulated environments. To be
close to real robots, the simulation must model a physical world with rigid bodies,
with forces, inertia etc. The robot hardware with the body parts, the sensors and

Fig. 1.3 Humanoid robots at the RoboCup world championship 2006 in Bremen
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actuators is part of the simulated world, too. Because simulation of real envi-
ronments is not in the center of robotic experiments, such a simulation should be
provided. Then the students can do their experiments by programming robots in
this environment similarly to the programming of real robots. For that, the sim-
ulated robots must be usable just like robotic hardware in reality, i.e. the students
should have access to the sensor data and to the actuator commands similarly to
the situation with real robots.

There exist different simulation tools where scenarios and robots can be con-
figured for a physical simulation, usually the systems include already prepared
scenarios. Some of them like Gazebo [5] are related to games, others are related to
special hardware like NAOsim [2] (for the robot NAO by Aldebaran).

The Robot Operating System (ROS) provides libraries and tools to help soft-
ware developers create robot applications. It provides hardware abstraction, device
drivers, libraries, visualizers, message-passing, package management, and more
[15]. Commercially developed simulators (with some free offers for academic
purposes) are Webots by Cyberbotics Ltd. [23] and the Microsoft Robotics
Developer Studio (MDRS) [9]. They mentioned system contain models of existing
hardware and allow the transfer of the code to the real robots. They are in use by
many Robotics courses at universities worldwide. The courses using ROS or
MDRS assume (or provide) related pre-knowledge for using the systems. The
RoboCup community uses several simulators for their competitions (cf. Sect. 1.3
for more details about RoboCup):

• Unified System for Automation and Robot Simulation (USARSim) is a high-
fidelity simulation of robots and environments based on the Unreal Tournament
game engine. It is intended as a general purpose research tool with applications
ranging from human computer interfaces to behavior generation for groups of
heterogeneous robots. In addition to research applications, USARSim is the
basis for the RoboCup rescue virtual robot competition as well as the IEEE
Virtual Manufacturing Automation Competition [20].

• RoboCup 2D Soccer Simulation League is a research and educational tool for
multi-agent systems and artificial intelligence. It enables for two teams of 11
simulated autonomous robotic players to play soccer (football) [17]. The robots
are modelled by circles in a two dimensional world. There is no physical
simulation which makes body control simple, but allows for more dedicated
Multi Agent and Machine Learning experiments.

• SimSpark is a generic physical multi agent simulator system for agents in three-
dimensional environments. It builds on the flexible Spark application frame-
work. It is used as the official Robocup 3D simulation server [16] for the
RoboCup competitions (Fig. 1.4). The robots in the Robocup 3D simulation
server are models of the robot Nao by Aldebaran [1].

The RoboCup simulation software is open source which makes it especially
attractive for Robotic courses. An excellent example is the course ‘‘Autonomous
Multiagent Systems’’ at the University of Texas [19]. For our purposes, the 3D
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simulator is especially suited because it is close to real human robot hardware. It is
used for educational purposes especially by the universities which have teams
participating in the competitions. Several teams have published their source code
on the web (cf. e.g. [16], but also the team pages), such that other courses can use
it, too. Available tutorial and programming materials are mostly addressing the
interests of new team members, and they still need some efforts to become familiar
with the server and the soccer agent programs.

1.2.3 Experimenting with RoboNewbie

There exist many materials (robots, simulations, courses) addressing the needs of
children on the one side, and the education of undergraduate and graduate students
on the other side: The tools for children allow experiments with limited com-
plexity, and the courses at universities need more pre-knowledge and longer
engagements. Hence there is some gap in between which concerns interested
young people e.g. on secondary schools. We assume that they have some pro-
gramming skills and technical understanding, but they do not have the knowledge
provided in computer science curricula.

The charm of products like Lego Mindstorms [6] is the fact, that people can
immediately start without much preparation. They can learn by doing and incre-
mentally step forwards to more complicated tasks. It the aim of our RoboNewbie
project to provide a fast and easy entrance to the world of humanoid robots. Simple
experiments lead to a basic understanding of the problems in perception, actuation,

Fig. 1.4 RoboCup 3D simulation league: finale at RoboCup championship 2012 in Mexico
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and control, respectively. There are no prior requirements besides some pro-
gramming skills and interest in technical problems. At the same time, there are no
limits for step wise extended tasks which require more knowledge as it can be
provided by courses in Robotics. This makes RoboNewbie also a good candidate
for practising at higher level education (cf. Sect. 1.10).

We have chosen the SimSpark simulator of the RoboCup community as the
environment of a our simulated robots for several reasons: It is well established
and used by a broad community, it is open source and can be modified without
problems. It has minimal requirements for resources and can run on simple
hardware (e.g. on laptops). It was developed and is still maintained by volunteers
of the RoboCup community and hence improved and tested over years. It opens
close connections to the world wide RoboCup community with the option to
participate later at the RoboCup competitions.

The minimal assumptions for the usage of RoboNewbie can be provided even
by a technically oriented education at secondary schools. Hence the framework
could be used already on this level:

• Some basic programming skills for JAVA are required such that users can write
their own programs. All robot related processing in RoboNewbie is transparent
to the users in detail, we did not want to hide details e.g. by simply clicking
graphical icons, or vice versa by complicated program structures or unexplained
algorithms. The documentation in the provided code explains the methods and
the conditions of their usage.

• Some mathematical and technical understanding is assumed to understand the
methods involved. The examples for beginners do not require deep under-
standing of Robotics. Instead, they lead to a first understanding of the problems
to be solved. Education in Robotics can use the framework from the very
beginning and later come to more complicated tasks.

The RoboNewbie framework provides the necessary program structures which
simulate the middle ware of a robot (access to sensors and actuators, agent
structure, connection to the server, etc.) and the parameters of the simulated world
(size of objects, identifiers, etc.). Several examples give introductions to the usage
of the framework and to the problems of Robotics. First exercises require only
modifications of the examples, such that successful own work can be experienced
after short time. Besides the programs, some documents explain the usage of the
framework and guide the experiments and exercises (cf. Sect. 1.10).

At the recent stage of development, the materials presented at the RoboNewbie
webpage [13] are ready for usage as e-learning material associated to introductory
courses on Robotics. We have successfully tested the usage at several short courses
at different universities (cf. Sect. 1.10). Based on these experiences, the lecture
materials for providing theory and experiments in a unified style for e-learning are
in preparation.

The usage of a soccer simulation in the RoboNewbie project has several
advantages: The robots act in a dynamically changing environment with given

1 RoboNewbie: A Framework for Experiments with Simulated Humanoid Robots 9



structures and rules, which are well known to the public. To play soccer the robots
need appropriate skills for motions, they need perception to observe and interpret
the situation, and they need controls to react in real time. They have to coordinate
with their team members, and they have to be aware of their opponents. The
scenario allows for competitions between the users which serves for motivation.
Experiments can range from the development of simple motion skills up to
challenging tasks in Machine Learning.

1.3 Soccer Playing Robots: RoboCup

The RoboCup community has 15 years of experience with real and simulated
robots in the field of soccer playing robots [12]. Acting autonomously in the real
world is still difficult for machines. Therefore, the development of soccer playing
robots has become a challenging research and test field. The competitions in
RoboCup are used to evaluate scientific and technological progress, similarly to
the role of chess as a test field for Artificial Intelligence in the past. Soccer playing
robots have to be able to control their bodies and their motions according to soccer
play, they must perceive a dynamically changing environment and they have to
choose successful actions out of many options in real time. They have to cooperate
with team mates and to pay attention to opponents. Several thousand scientists and
students are participating in the annual RoboCup competitions in different leagues
with different types of real and simulated robots. The different leagues were
introduced to tackle different problems based on different hard- and software.
Some of them can drive on wheels, while others have humanoid shapes with two
legs.

The humanoid robot Nao is used in the Standard Platform League (SPL), where
all teams use the same standardized hardware. Its simulated version is used in the
3D-simulation league. The official SimSpark RoboCup 3D Soccer Simulation
(SimSpark RCSS) [16] provides an excellent environment for experiments with
simulated complex robots: It provides a physical simulation using ODE [18] for
the body dynamics of the robot Nao and the soccer environment. Users can pro-
gram their own robot controls as ‘‘agents’’ which communicate by messages with
the simulation server of SimSpark RCSS. The agents could be considered as the
‘‘brains’’ of the robots. They perceive sensory information from the server and
send action commands back to control the motors of the robot. The technical
details of the simulation server are designed for the more experienced users par-
ticipating in RoboCup. They can still be a barrier for inexperienced users and some
efforts are necessary to become familiar with them. Therefore, our RoboNewbie
project addresses especially the needs of such inexperienced users. A more
detailed introduction to SimSpark RCSS will be given in Sect. 1.4. The robots in
RoboCup have to act autonomously, no human interaction is allowed.

They have to recognize the environment, to decide about their next goals and
related actions, and to perform the actions using their skills. The robots have to
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gather all needed information using their sensors (Fig. 1.5). They have to process
the sensory input to obtain a picture about the situation, the localization of the
robot itself, of the other robots, and of the ball. Today, visual sensors are widely
used to perceive the environment. Sophisticated algorithms for picture processing
and scene interpretation are needed. Statistical methods like Kalman filters or
particle filters are used for localization tasks. Not only the place but also the the
direction and the speed of the ball are very important. Latency modeling and
prediction methods are important as well.

Especially humanoid robots need various proprioceptive sensors for observing
and controlling their movements. Sensors for joint angles, forces, and torques
measure the positions, directions and movements of different parts of the body.

Having a belief (not necessarily a true knowledge) about the environment, the
robot has to decide for its next goals and actions. This means to check and to
evaluate the own chances in comparison with the opportunities of other robots
(team mates and opponents) on the playground. Therefore, the robot needs
knowledge about his own skills and about the results it can hopefully achieve.

There are different levels of control. On the lowest level, the robot has to
control its body movements. In the case of humanoid robots it has to keep balance
while walking or kicking. This needs a continuous interaction between sensor
inputs and appropriate actions at the related joints. The compensation of an
unexpected force by an adjustment of the heap is an example. It is still an open
problem in the worldwide research on humanoid robots how this can be achieved
best: how to couple sensors and actors, which sensors to use, how to program the
control etc. Recent efforts try to implement some kind of a spinal cord inspired by
solutions from nature. Because of the lack of complete models, methods from
Machine Learning are tested for the development of efficient (distributed) sensor-
actor loops.

Fig. 1.5 The effectors and perceptors of the Nao in the simulator SimSpark RCSS
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Having such basic skills like dribbling, intercepting or kicking the ball, the next
level of control concerns the choice of an appropriate skill for a given task. While
the skill is performed, the robot has continuously to check the performance of the
skill, e.g. maintaining control over the ball while dribbling. Again, a close inter-
action is necessary between sensors, control, and actors.

On the highest level(s), tactical and strategic decisions can take place. Actually,
related reasoning procedures are especially studied in the simulation leagues
(preferably in the 2D simulation). Psychologically inspired attitudes like belief,
goals, plans, utilities etc. are used.

1.4 SimSpark RoboCup 3D Soccer Simulation

The SimSpark RoboCup 3D Soccer Simulation (SimSpark RCSS) is developed
and used by the RoboCup community in the 3D Simulation League. It simulates
the soccer games in a three-dimensional world, while the games of the 2D Sim-
ulation League are restricted to only two dimensions without complex physical
features. Hence, the 2D Simulation is especially used for multi-agent modelling,
while the 3-Simulation League models soccer play regarding the physical prop-
erties of the real world.

SimSpark is a generic physical multi agent simulator system for agents in 3D
environments. It uses the Open Dynamics Engine (ODE [18]) for detecting col-
lisions and for simulating rigid body dynamics. ODE allows accurate simulation of
the physical properties of objects such as velocity, inertia and friction.

The Simulator SimSpark RCSS consists of the server for simulation and the
monitor for visualization and interaction, together with some configuration files. It
models a soccer field with the player bodies (adapted from the robot hardware of
Nao) (Fig. 1.4) and the ball. It also controls the rules of the soccer game, i.e. it
controls the game according to the decisions of a simulated referee.

SimSpark RCSS can be used without charge as open source software. It can be
downloaded from [16] for different platforms. To admit an easy start, a complete
preconfigured version for Windows 7 is provided for RoboNewbie which can be
downloaded from the RoboNewbie web page [13]. Nevertheless, the RoboNewbie
agents run with SimSpark RCSS under other platforms, too. By some small
(documented) changes in the configuration files, the soccer rules are simplified for
first usages of RoboNewbie.

The SimSpark RCSS project itself is constantly evolving according to the
progress in the RoboCup initiative. The version (compiled in June 2012) on the
RoboNewbie web page serves for stable usage, while new RoboCup versions
might need adaptations in the future.

SimSpark RCSS is documented in a Wiki [16] with download links to the latest
version as used in the RoboCup competitions. The Wiki documentation is thought
to represent the actual state of the simulator by continuous updates. But since
different developers are volunteering in parallel on different tasks in the project,
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the structure of the Wiki is not always optimal, and occasionally some outdated
information is still present. Moreover, the Wiki is directed to experienced users
which makes it sometimes difficult to understand for novices.

To provide an easy access, the down loads of the RoboNewbie Project contain
an introduction to SimSpark RCSS which refers to the provided version (as
described above). It gives the user an overview about

• Simulation using SimSpark RCSS: The SoccerServer and the Monitor,
• The Nao-Model used by SimSpark RCSS,
• Communication between agents and SimSpark RCSS (with explanations of the

message formats),
• Synchronization between SimSpark RCSS and the agents,
• Monitor and user interface,
• Running a game.

Actually, our description of SimSpark RCSS provides also some ‘‘background’’
information which is not needed for beginners, e.g. details about the message
formats. Since RoboNewbie permits a direct access to the items of messages like
sensor values and motor commands, the syntax of messages must not be known by
users. Nevertheless, we have included the information for deeper understanding of
RoboNewbie in case of interest.

1.5 Communication Between Agents and SimSpark RCSS

SimSpark RCSS implements the soccer environment including the bodies of the
Nao robots. It models all physical interactions between players, ball and envi-
ronment. The agents implement the control of the players. The interface between
the physical environment and the control of real robots is constituted by sensors
and actuators: Robots perceive the world by sensory data (e.g. by vision, accel-
erometer, force sensors etc.), and influence the world by their actuators (motors,
voice etc.). In simulation, the sensory data are calculated by the simulator
according to the situation in the simulated world (e.g. observable objects) and sent
via message exchange to the agent. Then, like a real robot, the agent can update its
belief about the situation and decide for actions it wants to perform. A real robot
would then activate its actuators (e.g. motors at the joints) to perform the intended
actions. The agent communicates with SimSpark RCSS by messages which
transmit the sensory data and the motor commands, respectively. Both are syn-
chronized by a communication cycle of 20 ms (Fig. 1.6).

The message transfer with SimSpark RCSS is optimized for minimizing the
server load: All sensory data are packed in one server message to be sent at the
beginning of a communication cycle. Vice versa, the agent can send all action
commands by a single agent message before the end of a cycle. The message
formats follow a special syntactic scheme based on symbolic expressions
(S-expressions). As a consequence of collecting data into one message, the
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processing of the data in an agent needs more efforts than in a real robot. It is an
advantage of the RoboNewbie agent that this preparation is hidden from the user:
The agent provides special getter- and setter-methods which allow the access to
the sensor (perceptor) data in a similar way as in a real robot.

The interaction between the server and the agent works as follows (cf. Fig. 1.7):

1. At the beginning of a cycle at a time t, the server sends the individual server
messages with sensations to the agents.

2. During this cycle, the agents can decide for new actions depending on their
beliefs about the situation.

3. Before the end of this cycle, the agents should send their agent messages to the
server for desired actions.

4. The server collects the agents messages and calculates the resulting new situ-
ation (poses and locations of the players, ball movement etc.) according to the
laws of physics and the rules of the game. This is done during the following
cycle at time t ? 1. (Note that the server message sent at the beginning of this
cycle regards the situation calculated in the previous cycle at time t).

5. At the beginning of the subsequent cycle, at time t ? 2, the sensor data in the
server message is based on the effects of the actions at time t ? 1 which were
chosen by the agent according the information from time t.

The delay between observation, reaction, effects and recognition of effects
corresponds the situation in the real world. Students learn to regard these effects
when programming with RoboNewbie. Another special feature of SimSpark RCSS
is the use of so-called perceptors instead of sensors. The perceptor data can be
regarded as already pre-processed sensor data. For example, the image data from
the camera are not presented by a pixel matrix. Instead, the vision perceptor sends
a collection of observable objects with egocentric coordinates relatively to the
camera of the observing agent. In a similar way, action commands of the agent are
encoded as so-called effector values and sent to the server which translates them to
the intended actuator control commands. The calculation of perceptor values and
the interpretation of effector values are part of the simulator, too (see Fig. 1.6). On
the agent side, a server message has to be parsed for the contained perceptor
values, and the action commands have to be collected to the agent message. Both

Fig. 1.6 Simulation Scheme: All parts in between the dotted lines belong to the simulation of the
physical world. They are simulated by the SimSpark RCSS
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constitute a significant burden for a beginner while it provides only few insights
into robotics. But as already mentioned, the RoboNewbie users need not to care
about that, because the needed processing is done by the framework (cf. Sect.
1.8.1).

The simulated robot has Hinge Joint Effectors for each of the 22 hinge joints
and a Say Perceptor (as of a loudspeaker with limited capacity). Besides them, the
initial connection with SimSpark RCSS is installed by special effector messages,
too. They define the team identity (team name, player number) and the initial
position.

The following perceptors are available in SimSpark RCSS (for details see the
Wiki or our SimSpark description):

• Vision Perceptor (camera in the center of the head),
• Hinge Joint Perceptors at each of the 22 hinge joints (cf. Fig. 1.11),
• Accelerometer in the centre of the torso,
• GyroRate Perceptor in the centre of the torso,
• Force Resistance Perceptor at each foot,
• Hear Perceptor (directed microphone with limited capacity),
• Game State Perceptor (reports the actual game state of the soccer match).

1.6 The RoboNewbie Project

The RoboNewbie Project is a basic framework based on JAVA for the develop-
ment of simulated humanoid robots. It provides easy understandable interfaces to
simulated sensors and effectors of the robot as well as a simple control structure. It
serves as an inspiration for beginners and behinds that it provides room for many
challenging experiments. It runs in the environment of the SimSpark RCSS, thus it
can but need not be used for soccer playing robots. Users can develop their own
motions, e.g. for dancing, gymnastics or kicking a ball. They can get insights into
the complex phenomena of coordinated limb control, of kinematics and sensor-
actor control. They can experiment with problems of perception, action planning,
and coordination with other robots. The framework can also be used for Machine

Fig. 1.7 The synchronisation between the server and an agent
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Learning, where many runs can be performed to train behaviours—much more
than ever possible with real robots.

The RoboNewbie Project implements some kind of ‘‘minimalistic approach’’
with respect to Robotics. Users are able to start without special knowledge about
robots. They can learn by their own experiences about the basic concepts of
perception, motion, control, synchronization, and integration. Simple exercises
lead to more insights. The first exercises are based on prepared examples and
described by tutorial materials. Further exercises may be solved in parallel while
presenting more theory in a Robotics course.

All related program code in RoboNewbie is understandable from simple prin-
ciples without further knowledge. That concerns the structure of the code as well
as the underlying computational methods. As soon as users learn more in Robotics,
they will be able to extend the programs accordingly, e.g. concerning complex
motions or world modelling.

At the same time, such a ‘‘minimalistic approach’’ is not needed for the non-
robotics aspects of RoboNewbie, e.g. the communication with SimSpark RCSS
and the special preparation of messages (cf. Sect. 1.5). RoboNewbie performs all
this tasks in the background. The users need not to deal with these details. Instead,
RoboNewbie provides comfortable access methods. Users need not to be aware
that they are dealing with simulated robots instead of real ones.

1.7 The Resources of the RoboNewbie Project

The main goal of the RoboNewbie Project is to provide an uncomplicated starting
point to the programming of complex robots with minimal requirements and pre-
knowledge. The users are only supposed to have some programming background
(Java) and some technical/mathematical understanding. More knowledge about
robotics can be provided in parallel to the exercises with RoboNewbie, e.g. as a
course (as we already did) or by further elaborated e-learning materials.

The users of the RoboNewbie project can find all materials on the web page
[13] of Berlin United/Nao-Team Humboldt. Besides links to RoboCup, Nao
(Aldebaran) and the SimSpark-Wiki, it contains resources for download:

• Description of installation and first steps by the documents Installation and
HowToStart.

• Sources of the RoboNewbie Agent programmed in JAVA 7 and prepared for
usage under Netbeans.

• Quick Start Tutorial: Introduction to the features and the usage of the agent.
• Motion Editor for the design of Keyframe Motions (needs JAVA 3D to be

installed) with an introduction.
• SimSpark RoboCup 3D Soccer Simulation (SimSpark RCSS) for Windows with

an introduction to the usage of SimSpark RCSS for RoboNewbie.
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1.8 RoboNewbie Framework

The RoboNewbie framework offers a comfortable interface for agents interacting
with SimSpark RCSS. It includes sample agents which illustrate basic concepts
and methods of Robotics (cf. Sect. 1.9). Users can start exercises with these agents
and learn how to use RoboNewbie and what the programming of robots is like.
They can make their own experiences with different topics and algorithm by
modifications and extensions. The source code of the framework and the agents is
open source.

It is a main goal of the project, to provide easily understandable concepts,
methods and programs, which need no special education or training to start with.

There are no complicated structures, and all code is documented in detail. As a
consequence, some more demanding concepts were replaced by simpler approa-
ches (e.g. keyframe motions instead of inverse kinematics, approximated coordi-
nates of observed objects etc.). Nevertheless, the clear structure of the project
supports extensions for more challenging solutions if wanted.

1.8.1 Low Level Interface Functionalities

The framework includes interface functionalities on two levels. The lower one
corresponds to the hardware-near functionalities of robots, while the higher one is
concerned with more abstract control functionalities, cf. Fig. 1.8. For the

RoboNewbie
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GameStateConsts
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AgentIO
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Input

Effector- 
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Fig. 1.8 Data flow for RoboNewbie as interface to the simulator
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communication with the server, parts of the code of the RoboCup team magma-
Offenburg [8] was used as documented in our source files.

The hardware-near layer encapsulates the network protocol for interaction with
SimSpark RCSS and it allows access to the simulated hardware entities corre-
sponding to sensors and motors. The access is implemented by getter functions for
perceptor values of different perceptors which can be used similar to sensor signal
queries of real robots. Related setter functions for effector values can be used for
control of actuators. Especially the low level interface functionalities in SimSpark
RCSS are a hurdle for beginners, and they need substantial work even for expe-
rienced users. They concern tasks like network connection, synchronisation with
the server, parsing of nested server messages, syntactical analysis of S-expres-
sions, synthesis of agent messages with a lot of technical non-robotics details. The
users of RoboNewbie need not to care about that, the framework offers ergonomic
methods for the interaction with the simulated environment in an easily under-
standable way similar to the methods used by the operating systems of real robots.
Users can learn to use these methods after a short training time (cf. the evaluation
in Sect. 1.10).

The processing of effector and perceptor messages is illustrated by Figs. 1.9 and
1.10, respectively. The synchronization protocol was already described in Sect.
1.5. The user needs not to care about the communication details, except the delays
by the protocol and the duration of the cycles given by 20 ms. It is necessary to
fetch a server message at each cycle and to send the agent message before the end
of the cycle. The related control structures are already implemented in the
examples and explained by the Quick Start Tutorial. If the calculations during one
cycle do not exceed the cycle time, there will be no problem. The needed time
depends of course on the used computer, the example agents run without problems
even on less powerful machines.

Fig. 1.9 Preparation of
effector messages
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The first example Agent_BasicStructure (cf. Sect. 1.9.1) lets the user
start with an agent which already implements all low level communication. The
agent simply rises an arm by setting related effector values. The user can exper-
iment with other values and other effectors just to understand the basic structures.

1.8.2 Perception

The available perceptors were already listed in Sect. 1.5. All perceptor values can
be queried by related getter methods using the perceptor names instead of the
acronyms of the server messages. This allows a comfortable access to the per-
ceptor data which corresponds to the access of sensor values by a related operating
system of a real robot.

Fig. 1.10 Analysis of perceptor messages
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RoboNewbie has already implemented the necessary conversion from the
nested server messages to the perceptor values. For that, the S-expressions of the
server message are parsed for the constituents of a tree like structure (again, thanks
to usage of the code of the team magmaOffenburg [8] as documented in our code).
According to the analyzed acronyms in the expressions of the tree, the corre-
sponding perceptor values are filled in by RoboNewbie (cf. Fig. 1.10).

The programs Agent_TestPerceptorInput and Agent_TestLo-
calFieldView (cf. Sect. 1.9) illustrate the usage of the related getter methods
and the perceptor values. As an exercise, the user can implement an agent, which
lifts the robots arm, when it senses another robot and moves the arm down, when it
does not sense any robot. Which arm is lifted should depend on the side where the
other robot is seen.

Special efforts are needed for the vision perceptor. It provides coordinates of all
objects in the vision range of the camera of the robot. SimSpark RCCS in its
common version does not communicate image data. Instead, the communicated
information can be understood as the result of basic image interpretation, it con-
tains coordinates of the goal posts, the lines, the ball, and the body parts of robots.

The coordinates of the vision perceptor are given by egocentric coordinates
relatively to the camera in the centre of the head. Hence they depend on the
position of the head. Further calculations would be necessary to get the coordinates
of objects relatively to other coordinates, e.g. relatively the body direction of the
robot (‘‘robot coordinates’’) or to global coordinates of the playground. Accurate
calculations would need the inspection of the cinematic chain. The necessary data
are available by the hinge joint perceptors and the inertial sensors (accelerometer
and gyrorate perceptor). Further calculations especially for self localization would
be necessary for the transformation into global coordinates.

RoboNewbie does not provide related programs following the intended ‘‘min-
imalistic’’ approach, because they would not be understandable by beginners
without pre-knowledge about Robotics and Linear Algebra. Instead, the imple-
mentation of related methods can serve as exercises during courses in Robotics.

As a simple substitute, we have decided to provide only approximations for the
conversion from camera coordinates to robot coordinates. The approximation
regards simply the offsets by the turning angles in the program LocalFieldView. It
is documented in the sources and easily to understand. It is correct only if the head
is turned horizontally, but not for a tilted head. Users can make experiments
according to the accuracy and draw their own conclusions on cinematic relations.
Some problems due to the approximation are discussed in Sect. 1.10.2.

Visual information is provided by SimSpark RCSS only at each third cycle, and
the robot would have to act blindly in between when there are no vision data
available. Because of that, the perceived vision information should be stored for
the following cycles. Moreover, the vision perceptor is limited by the camera view
range of 120� horizontally and vertically. Hence, the robot has to move its head to
observe more objects in the world. Again it is useful to store objects seen before in
other directions. In general, such updating and memorizing of past and recent
observations is maintained as belief of the robot in a so called world model.
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Updates may regard corrections according to robot motion, guesses for movements
of invisible objects and integration of information communicated by other robots.

Again, a fully elaborated world model is far behind the scope of beginners.
Hence, RoboNewbie provides a very simple version, where just the observed
objects are stored in a simple form. The coordinates of those objects are referenced
with respect to ‘‘robots coordinates’’, where we use the coordinate system of the
camera when facing forwards (when neck pitch and neck yaw angles are zero).
The correction is done by simple approximate calculations as mentioned above.
Other movements of the robot like turning or walking are not regarded. Time
stamps indicate the last time of observing an object.

1.8.3 Motions

All intentional motions are performed by controlling the hinge joints by sending
effector values (speed of motors) to SimSpark RCSS. Then the physical simulation
engine calculates the effects of the commands regarding physical laws and updates
the simulated world accordingly. The simulated Nao has 22 actuated hinge joints
(cf. Fig. 1.11) which can be controlled by motor commands every 20 ms. It results
in 1,100 commands per second.

Simple motions like turning the head or rising the arms can be easily pro-
grammed by the users. The motions can be controlled using the feedback of hinge
joint perceptors. i.e. by sensor-actor coupling, where the delay of observing an
action has to be regarded as described in Sect. 1.5. There is much room for own
experiments of users.

More complicated motions like walking need coordinated movements of dif-
ferent joints, users may learn about these problems after some trials. We have
decided to provide keyframe motions in RoboNewbie because they are easily to
understand and to design. The interpolation mechanism for keyframe motions in
RoboNewbie realizes a linear interpolation—users may implement other interpo-
lation methods like splines if they want. Keyframes are stored as text files which
can be edited by any text processing system. There with, users could even design
and change motions while using the programs as a blackbox.

RoboNewbie comes with a set of very simple predefined keyframe motions for
walking, turning, stand up and others. The simplicity is intentional: The examples
illustrate only the principles, while the users are encouraged for improvements.
They can change these motions by changing the related text files in the keyframe
directory. They can also define new motions and integrate them into the frame-
work. Details are explained in the Quick Start Tutorial and the documentations of
the related programs.

According to simplicity, there are no concepts implemented for interruption of
motions: Each motion is performed completely until its end, and there are no
cyclic motions, e.g. for walking. Instead, continuous walking is performed by
subsequent calls of a two-step-walk.
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The design of keyframe motions is supported by the Motion Editor which was
developed by the NaoTeam Humboldt. It can be downloaded from the Robo-
Newbie web page as well. It shows the postures of the robot for selected key-
frames. Then the keyframe can be edited in two ways. In the graphical
representation the posture can be kneaded into the desired posture with the mouse.
Alternatively, each joint angle can be set to specified values which are immedi-
ately presented by the graphics. Transitions between keyframes can be defined
with specific transition times as explained in the provided documents.

Fig. 1.11 The hinge joints of the Nao in the simulator SimSpark RCSS. Positive turn direction is
from x- to y-axis
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The program Agent_KeyframeDeveloper helps in designing keyframes.
A robot performs the motion of the actually edited keyframe file. After each
change, the new motion is performed immediately. If the robot falls down during
such a motion, it stands up by itself. Another helpful program can be used to
mirror keyframes from one side to the other.

The example Agent_SimpleWalkToBall illustrates the motion concepts
(cf. Sect. 1.9). As an exercise, the users can change the program for obstacle
avoidance (walk around the ball without touching it). To realize it, they can use
existing keyframe motions for walk, stop and turn. Additionally, the agent must be
able to recognize the ball and to decide for the appropriate motions. Another
exercise is the design of a new motion for kicking the ball. Users can furthermore
do their own experiments e.g. with dancing robots.

In general, keyframe motions are useful for designing special motions like
standing up, but they are not so well suited e.g. for walking. Walking is still a
challenging problem in Robotics. The users of RoboNewbie will get some
understanding about these challenges. The framework is also well suited as a basis
for other implementations and for Machine Learning by more educated users.

1.8.4 Control Cycle and Decision Making

The basic control cycle follows the classical deliberation approach, often denoted
as the ‘‘sense–think–act–cycle’’, or by related similar names. This corresponds
closely to the cycle given by SimSpark RCSS: At first, sensations are provided to
the agent, then the agent decides for appropriate plans and then it sends the related
action commands back to the server.

Critical remarks may come from the community of Embodied Robotics/AI, e.g.
concerning the centralistic and symbolic computations in the classical approach.
To realize the promising concepts of Embodied Robotics/AI one needs to put more
emphasis on local sensor actor coupling, distributed control, embodiment, situat-
edness, emergent behaviour etc. The real robot Nao as well as its simulated
counterpart with their central control (i.e. our agent) are not primarily designed for
such purposes. It is possible to design sensor actor couplings and other behavioural
concepts in the RoboNewbie framework, too. One might even split the agent into
different ‘‘parallel’’ acting parts (implemented e.g. by threads) to simulate dis-
tributed controls, but some synchronization is unavoidable by the server cycles of
SimSpark RCSS.

At the same time, thinking in terms of the ‘‘sense–think–act–cycle’’ is quite
natural for beginners because it reflects some causal dependencies. It provides an
intuitive and easily maintainable structure in the design of robots. Therefore, the
control cycle in RoboNewbie adopts the related terms for structuring the run-
methods of the agents by cyclic calls of methods sense, think and act. The think-
method is sometimes omitted for simpler (‘‘reactive’’) agents.
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The sense method is responsible for receiving and processing the perceptor data
by the already implemented RoboNewbie methods. The act methods calls the
transfer of the agent message with the effector commands. What is left is the
further analysis of the perceptor data (e.g. a more elaborated world model) and the
decision for plans and actions to be performed now and possibly in the future. By
the given structure of RoboNewbie, all this can be included in the think method.
The think method can of course be split into more dedicated deliberation methods
which may be organized hierarchically if needed. Again, all this is left to exercises
during related courses. RoboNewbie provides just a simple example for illustra-
tion, the program Agent_SimpleSoccer (cf. Sect. 1.9).

The Agent_SimpleSoccer is able to perform a very simple soccer play: As
long as it is behind the ball and sees the opponent goal, it walks forward while
pushing the ball with its feet. If the condition is not fulfilled, it turns around until it
sees the ball, walks to the ball, turns around the ball until it sees the opponent’s
goal, and then it starts walking towards the goal again. The decisions are made by
a simple decision tree whenever the previous motion is completed (note that
motions can not be interrupted as described above).

The play of Agent_SimpleSoccer can be improved in many ways. This is
just what we want: The users can collect many ideas for improvements.
Improvements may concern better usage of perception (e.g. by a ball model
guiding the search), improved motions (like faster walk), new motions (like kick or
dribble), better control (like path planning). It is also possible to have more players
on the soccer field such that players can cooperate (e.g. by positioning and
passing). There with the RoboNewbie agents can be extended for competitions in a
course.

1.8.5 Logger

Runtime debugging of programs may be difficult because it affects synchronization
with the server: While an agent stops at some break point, the server runs on and
the agent program will be not synchronized anymore. Debug messages printed on
System.out may need too much time such that the agent cannot respond in time
and becomes desynchronized again. It is possible to use the so-called sync mode
which lets SimSpark RCSS wait until all agents have sent their messages [16].
Alternatively, all debug messages can be collected by the program Logger of
RoboNewbie. After the agent has finished, the collected messages are printed out.
The usage is shown by the programs Agent_TestPerceptorInput and
Agent_TestLocalFieldView (cf. Sect. 1.9). Both programs provide also
examples for the usage of the access methods for perceptors and effectors.
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1.9 Exercises

RoboNewbie provides prepared examples for different aspects of Robotics. They
contain sample code to be used, modified and extended as exercises. They serve as
examples for own implementations. Step by step, the examples help the users to
learn more about problems and methods in Robotics and to become familiar with
the usage of RoboNewbie. All code is easily understandable, and the detailed
documentation explains the methods behind and how they are used.

The examples were already mentioned in the preceding section. All example
agents have the same architecture. Identical methods for initialization establish the
communication with the server and define team membership and initial pose. The
run-methods implement the sense-think-act-cycle. Dedicated methods (or classes
for more complex cases) implement sensing, thinking, and acting, respectively.

The Quick Start Tutorial provides necessary hints and the links to the examples.
It is already a step towards the e-learning material. It will be extended and inte-
grated into a complete online course. In our practical evaluations (see Sect.
1.10.2), the experiments and exercises of the Quick Start Tutorial were connected
to the lectures.

1.9.1 Hello World: Structure of Agents, Simple Actions

The program Agent_BasicStructure is a first simple example demon-
strating the architecture of the RoboNewbie agents (cf. Fig. 1.12). It shows basic
concepts of the RoboNewbie framework and gives examples for interacting with
the simulation server and using the classes EffectorOutput and Percep-
torInput (cf. Fig. 1.8). The usage of the framework is explained by help of this
examples and users can try out modifications as exercise 1:

• Choose another initial position for the robot,
• Change the effector commands,
• Try out other velocities,
• Use other robot joints.

The users can understand the usage of motor commands (effectors) under
control by joint perceptors values (i.e. sensor-actor coupling). They become able to
implement other simple examples, e.g. performing knee bends or dancing. They
will understand, that implementation of walking needs more efforts.
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1.9.2 Examples for Perception

The programs Agent_TestPerceptorInput and Agent_TestLocal-
FieldView illustrate the usage of perceptors. Examples for the usage of per-
ceptors and the perceived information at several cycles are collected by the logger
and printed as output. The code provides examples how to get this information
(learning by examples). Agent_TestLocalFieldView helps to understand
the collection and processing of data by looking around (cf. Sect. 1.8.2).

The agent is the base for exercise 2. The task is the implementation of an agent
which signals the direction of an other moving agent. It has to lift an arm when it
senses another robot and moves the arm down, when it does not sense any robot.
Which is lifted depends on the direction: If the other robot is on the left (right)
side, the left (right) arm should be lifted. The example agent Agent_Simple-
Soccer can be used as a moving target.

1.9.3 Examples for Motion

The RoboNewbie project provides already some simple keyframe motions. The
example Agent_SimpleWalkToBall illustrates their usage. It is the base for
exercise 3 where perception and motion have to be combined to avoid some
obstacle. The robot has to start facing the ball. It should walk forward, not hitting
the ball while staying close to the direct way. For that it must move sidewards
when it comes close to the ball, walk past the ball and then turn back to the original
direction. The evading is composed from related keyframe motions.

Fig. 1.12 The Hallo World Example
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Exercise 4 concerns the design of keyframe motions and their integration into
the framework. The task is the design of a motion for kicking the ball. It can be
developed using the Motion Editor. The program Agent_KeyframeDevel-
oper helps for the design: It can run continuously and it performs the new
keyframe motion immediately after it was saved as a text file. If the robot falls
down, the program performs a stand up motion such that it is ready for a new trial.

The new motion must be integrated into the framework according to the
instructions given by the code documentation. Finally, an agent performing the
developed kick has to demonstrate the successful implementation.

1.9.4 Examples for Control

The program Agent_SimpleSoccer implements a simple soccer player as
described in Sect. 1.8.4. It uses all features of RoboNewbie under the control by a
simple decision tree. The decisions depend on the situation that is perceived by the
perceptors. Other examples of control structures can be found in the examples
mentioned before.

The Agent_SimpleSoccer is extremely simple: It has no kicking skill, its
perception is very raw, and its decisions are not very accurate for the actual
situation. It mostly needs about 10 min to push the ball into the opponent goal. Its
simplicity comes again by intention: The users of RoboNewbie have many chances
to improve the behavior. They can implement a kick motion (exercise 4), and
improve the given motions for walk and turn. They can improve the perception
such that robot does not loose so much time for orientation, e.g. by a better world
model. The control can be improved for shorter reactions and better adaptation to
the situation. Improved control parameters are one possibility for that. Users are
allowed to use more that one robot, such that they can implement coordination and
communication.

We have used this exercise for final competitions with the participants of our
introductory courses (cf. Sect. 1.10). It appeared to be a good source for motivation.

While dealing with the exercises, students experience basic principles of
Robotics and become able to follow theoretical lectures with better insights and
motivation. Further examples and exercises illustrating more advanced methods
can be developed according to the needs of related courses.

1.10 Evaluation by Courses

We have tested the RoboNewbie framework under different conditions and with
different users. The results are regarded for the further development of the
framework and the e-learning project on Robotics. We have used the framework
for several courses on Robotics Fig. 1.13 and Fig. 1.14:
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1. Short Seminar on Robotics, University of Novi Sad, Serbia, June, 5th and 7th,
2012, 4 h, 12 participants. This Seminar served for a first test of the concepts.

2. DAAD school on Robotics and Mathematics Ohrid, Macedonia, August, 12–18,
2012, 30 h, 23 participants.

3. Course ‘‘Cognitive Robotics’’, part 1, Humboldt University Berlin, October–
December during Winter Semester 2012/13, 32 h, 10 participants. The only
regular course of our evaluations.

4. Intensive Course ‘‘Cognitive Robotics’’, Vistula University Warsaw, February
25th–March 1st, 2013, 30 h, 30 participants.

5. Intensive Course ‘‘Cognitive Robotics’’, at University of Novi Sad, Serbia,
March, 12–21, 2013, 32 h, 9 participants.

6. Intensive Course ‘‘Cognitive Robotics’’, at University of Rijeka, Croatia May,
21-29, 2013, 24 h, 18 participants.

At all events, lectures and practical exercises were mixed, and the exercises
took about 30–50 % of time (see below).

1.10.1 Local Requirements for the Courses

As already discussed, RoboNewbie is intended for easy usage by beginners in
Robotics. Therefore, the requirements for the users are as minimal as possible,
while the framework gives maximal support.

Fig. 1.13 Participants of the DAAD course in Ohrid, August 2012
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Since most of the courses had only a short duration, organisational issues were
important for the success. We have asked the local organizers to prepare the
technical resources accordingly. In the following, we describe the requirements in
more detail.

Participants: Users are expected to have some programming skills in Java,
such that they are able to understand and modify the agent programs. The pro-
grams are already prepared for usage under Netbeans, therefore the participants
should be familiar with such tools. Users should be able to download and instal
programs from the web according to given instructions.

Some physical and mathematical background is needed to understand the
theoretical and practical issues of Robotics. Related undergrade level is sufficient.
Moreover, we plan the usage at Secondary Schools, but we could not test up to
now.

Preferably, participants should work in teams (as useful for programming
exercises in general). Each team might consist of 3–5 participants, preferably
mixed by different skills of its members. It helps for a smooth course if there are no
big differences between the teams (e.g. each team should have at least one of the
good programmers of the course, good mathematicians etc.).

Technical Resources: The participants should have their own computers where
they can install and use the programs. Participants need access to the computers
during the courses as well as for their homework. Hence, laptops are preferable.
They are sufficient to run all the programs. Alternatively, participants may use
computers in a lab (which have to be prepared accordingly if students are not
allowed to install their own software).

The list of needed installations is given on the RoboNewbie webpage (cf. Sect.
1.7). Instructions for installation and functionality tests are found there, too. If
possible, students should get information before starting the course. They should
be asked to install the programs by themselves and test if the programs can be
started. If students can not be asked before, an on-site test by some responsible
person should be performed. It helps to save time during the courses if on-site
problems with hardware or software are solved before. Nevertheless, if computers
are ready, installation of programs needs only short time and can be done at the
beginning of a course.

Organisational Issues: A good schedule is necessary for smooth courses. This
includes early information (as far as possible) of participants as described above.
Then the lectures and exercises are mixed appropriately. After a short overview
about Robotics, participants start their first exercises as given by the Quick Start
Tutorial (also found on the RoboNewbie web page). Later, more explanations are
given as far as the theoretical lectures proceed. Thus, theoretical introductions to
sensors are connected to explanations of perceptor usage in RoboNewbie, intro-
ductions to motions are connected to the development of keyframes etc.

Competition: The courses end with a competition, which serves as a motiva-
tion for the participants. The successful participation at the competition can also be
a substitute for an examination if students need some certificate.
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The competition is announced at the beginning of the course, and it should be
performed by the teams. This helps for the integration inside the teams from the
very beginning. The number of competitors should be not more than 10 in order to
make the contest not too long. This is also an argument to form teams if the
number of participants is larger. The level of teams should be comparable for
fairness reasons.

For the competition, the teams have to improve the Agent_SimpleSoccer
program to get a better performance. It is up to them, what they want to improve.
Actually, Agent_SimpleSoccer performs very poorly, it needs about 10 min
to push the ball from the middle into the goal. It was designed this way just to
motivate the participants for improvements, which can be achieved in many ways
by changing the original program. The result should be a better performing agent
which needs less time for scoring, e.g. by better walk, related kicks, better world
model, better control, cooperation etc. At the competition, each team should give a
short description of its efforts and expected results, at best just before its trial. This
is also a possibility to check the engagement of each team member.

To make the competition a success (and a fun), it must be organized by strict
and transparent rules. It should have a tight schedule to emphasize the aspects of
sports. Therefore, each team has only one trial of only 3 min. The ranking of teams
is determined by fastest scoring times. For teams who did not score, the ranking is
given by minimal distances to the goal after the 3 min have elapsed.

Fig. 1.14 Impressions from the DAAD course in Ohrid, August 2012
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To save time and to avoid compatibility problems, teams use their own com-
puters in the competition. For fairness reasons, the teams have to stop working on
their programs at the same time just before starting the competition (to avoid
complaints, this should be controlled, e.g. by collecting the computers at a special
place). The 3 min for each trial have to be measured by SimSpark (because
computers might have different performances).

Moreover, each participant can be asked to provide a written report of his/her
individual efforts. Contents of the reports should be the performed trials and its
(positive or negative) results, and the contribution to final program of the team,
respectively.

1.10.2 Evaluation and Results

We have asked the local organizers to prepare the courses according to our
requirements as described in Sect. 1.10. It was not always possible, to install the
programs before the beginning. But as far as the participants were prepared to do
installations by themselves, they were ready to work after less than one hour
following the steps described in the document ‘‘Installation’’.

The participants of the courses (except for the first short seminar) were asked to
give feedback on a prepared form at the end of the course. They could evaluate
different aspects of the course and the framework by numbers between 1 and 5, as
given by Table 1.1.

As the evaluation shows, the exercises with the simulated robots were moti-
vating and helpful, the participants wanted to have more time for exercises and
especially for own experiments. As expected, the participants with less experience
in Robotics gave higher marks related to motivation and help.

The usage of the framework was intuitive. Interestingly, the participants with
more experience in Java programming gave significantly higher rankings.

The different times spent for homework were related to the special conditions of
the courses. The courses in Warsaw and Novi Sad were held as compact courses
during the semester, where students had to obey further obligations. In contrast,
the course in Ohrid was a summer school, while the course in Berlin had a duration
of two months.

The level of the exercises was considered as adequate, but for that the pro-
portion of exercises was adapted by us accordingly.

As a unique observation, participants wanted to have more time for exercises
than for lessons. This may have several reasons. The individual work load resulted
in a bias for exercises: The participants had to fulfil given requirements, and many
of them spent much time for preparing the final competition. This becomes
obvious especially in Rijeka, where the amount of common exercises were
extremely short. Furthermore, the lectures tried to give a broad overview about the
actual state of art in Robotics. There was not enough time to exercise on all these
topics. Hence, a reduction of topics in the lectures of such short courses should be
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considered. On the other side, the e-learning material should be extended with
related exercises.

The participants of the course in Berlin had more time (two months) for their
studies and exercises. Students implemented more sophisticated methods and tried
out changes of the framework itself (e.g. other interpolation methods for key-
frames). This again came by no surprise, because they started with more knowl-
edge in Robotics, while RoboNewbie is designed for beginners. As a consequence,
the framework will be extended with more challenging experiments for advanced
users.

When we will prepare related extensions we have to be aware about possible
conflicts concerning didactics and motivation. Not all such experiments can be
performed under the ‘‘minimalistic’’ conditions. For example, experiments with
cooperative behavior should be based on sufficiently well performing skills, e.g.
for walking or passing. The development of such skills (e.g. by physical or bio-
logical models, by Machine Learning etc.) is a challenging task. This would need
time for development, and it opens further experimental fields in more advanced
courses, too. But for experiments on cooperation, acceptable skills should be given
to the participants. If participants have started with basic methods and have
developed related keyframe motions before, then they may feel frustrated about
their former ‘‘useless’’ efforts: Why to work hardly on exercises with keyframes,
when better skills are available later. As an alternative, keyframes should be used
in exercises for other skills, e.g. for dancing or for stand-up.

As another problem, the approximated correction of the coordinates (angles)
according to head motions as described in Sect. 1.8.2 should be discussed further.
It results in deviations when the head is facing downwards, e.g. when the robot
looks for a nearby ball while preparing a kick. Moreover, the reported values
change at different cycles while the facing direction changes. This could be
misinterpreted as motion even if the ball does not move (actually the distance to
the ball is not affected and remains constant, only the reported angles can vary).

The situation for a tilted camera is illustrated by Fig. 1.15. Actually, the head is
rotated in the neck, which results also in a small translation of the camera which is
placed in the center of the head. This translation is in fact small, and we can ignore
it for our discussion. As can be seen, the horizontal angle and the vertical angle are
both affected. Knowing a0 and d0 from the vision perceptor data, we want to
calculate a and d as if the robot would face in forward direction. A precise
correction would need calculations using the rotation by the head pitch angle /.

Our approximation in the program LocalFieldView uses simply an offset
by the turned head angles. This is correct if the head is only turned horizontally by
some yaw-angle while the nick angle is zero. Differently, if the head is tilted, the
situation is more complex as illustrated by the Fig. 1.15. Here, the correction by
offsets gives only approximated results.

Better calculations could be provided for more experienced users which
understand the geometry behind, or could be left as exercises for them. To provide
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such algorithms for inexperienced users would violate the desired transparency of
the system.

As expected, the participants were able to use the framework after very short
time of introduction, i.e. on the first day of the course. The documents Quick Start
Tutorial, HowToStart, and SimSpark were used as first references. These docu-
ments are extended for the e-learning project.

In all courses, the final competitions were a source for fun, and many partici-
pants came with original ideas and solutions. Up to now, only one team from
Rijeka could score in the given 3 min frame during the competitions, but some
more could during the preparation. Of course, the competition is also affected by
individual luck, because the scenario works not deterministically: Occasionally a
robot falls down and the agent looses time. Nevertheless, the engagement of
participants can be observed and evaluated even in such cases.

Even in case of few participants, the task should be performed as teamwork. In
Novi Sad, the task was given as an individual work, which appeared to be difficult
for some participants. Nevertheless, good results were obtained even there.

All in all, the evaluation has shown, that RoboNewbie is well suited for its
intended usage as a framework for beginners. It allows first experiments with
complex robots. More experienced users could follow their own ideas. Over all our
courses, there were no substantial complaints by the users, and we did not find the
necessity for substantial changes.

Z’

Z

φd
D

X δ
α

O

δ’
α’

X’ YP

P’

Fig. 1.15 The camera of the robot in point O is tilted by pitch angle / while the yaw angle
remains zero. The cartesian coordinate system X–Y–Z of facing forward is rotated by / around the
Y-axis to the new system X0–Y0–Z0, with Y 0 ¼ Y . The object D has cartesian coordinates ðx; y; zÞ
and x0; y; z0ð Þ, respectively. It has polar coordinates ðd; a; dÞ in the original system. The distance is
given by d, the horizontal angle a is the angle between the X-axis and the line OP, while the
vertical angle d is the angle between OD and OP. P ¼ ðx; y; 0Þ is the projection of D to the X–Y-
plane. The object has polar coordinates d; a0; d0ð Þ in the rotated system, and P0 ¼ x0; y0; 0ð Þ is the
projection of D to the X0–Y0-plane. The distance is again given by d, the horicontal angle a0 is the
angle between the X0-axis and the line OP0, while the vertical angle d0 is the angle between OD
and OP0
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The amount of exercises was sufficient for our short courses. But additional
exercises should be provided for longer courses and for e-learning. There should
be more exercises of simple kind (similar to the ones already prepared), and more
challenging ones for deeper studies. Additional exercises on the level of existing
examples could concern e.g.

• Different behaviors like those of ‘‘Braitenberg-Vehicles’’,
• Balancing, knee bend, dancing, …,
• Swarm behavior of simple agents,
• Further improvements of the program Agent_SimpleSoccer.

More advanced exercises can concern methods which need well educated users
or even teams of such users. Such scenarios and exercises can be found e.g. for

• Motions by different paradigms (model based, biologically inspired motions,
Machine Learning approaches),

• Advanced perception (world models, mapping, …),
• Modelling other agents,
• Coordination strategies,
• Competitive soccer players (e.g. for RoboCup competitions).

The soccer scenario as a well known scenario was well suited for our intro-
ductory courses because it needs the integration of motions, perception and control
skills. We did not address all challenges (dynamically changing situation, real time
behavior, cooperation with team mates, controversial agents, …) and hence there
is still room for further challenging tasks. Nevertheless, it would be useful to have
other environments like rescue robots or home service robots, but the efforts for
the implementation are behind our actual personal resources.

1.11 Conclusion

In contrast to other experiments in Robotics, the RoboNewbie experiments can be
performed without special hardware. It simply needs a computer for the simulation
of complex robotic scenarios. Actually, the scenario is more complex than the
scenarios provided by many available hardware equipments. It is easy to under-
stand and to use after a short introduction. No special knowledge (except basic
programming in Java) is required to start with own experiments, and while the
users acquire more knowledge, they can work on more challenging tasks.

The practical evaluations have confirmed our expectations on the RoboNewbie
project. Beginners in Robotics were able to use the framework after short intro-
ductions. They were able to program own methods in parallel to the theoretical
concepts and methods provided by classes. Participants have attested the useful-
ness of own experiences.
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The ‘‘minimalistic approach’’ is useful especially for short courses and for
introductions to longer courses. Later on, more sophisticated methods will be
useful for higher level integrative tasks. It is impossible to let students implement
all desirable algorithms in the limited time of a course. Joint activities of robots,
for example, depend heavily on the available bodily skills and on the capabilities
for interaction and coordination. Hence related skills for usage in the courses
should be prepared before. It will be done while the project is developed further for
e-learning purposes.

Next plans concern the evaluations of the RoboNewbie framework in Sec-
ondary Schools, and the integration into an e-Learning course on Robotics. The
web page with its documents is an already tested starting point for the related
exercises. We also hope, that RoboNewbie can serve as an entrance to the 3D
simulation league of RoboCup, such that it comes back to its roots.
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Chapter 2
Designing Intelligent Agent in Multilevel
Game-Based Modules for E-Learning
Computer Science Course

Kristijan Kuk, Ivan Milentijević, Dejan Rančić and Petar Spalević

Abstract Nowadays, game-based learning environments are very common
environments for studying major scientific fields such as mathematics, computer
science, electronics and electrical engineering. This chapter presents a game-based
modules system called the game-based modules (GBMs). It combines the char-
acteristics of computer game elements with the existing interactive multimedia
environments for learning mathematics, physics and electronics. This module
presents a new type of game-learning environment for teaching units of Computer
Science courses. Bearing in mind that the GBMs includes interactive tasks as a
form of a multi-level approach to problem solving, we have also shown an
approach to evaluating student’s knowledge necessary for upgrading him/her to
the higher level of learning. To assess a student’s knowledge level needed for the
next game level in the GBMs, we have developed an intelligent agent. This
illustrates how intelligent agents and fuzzy logic can help increase the quality and
quantity of the most important element of e-learning and that is making a decision.
The results of student’s knowledge diagnosis by means of agent within the GBMs
e-learning system demonstrate the possibility of applying the presented agent
model in various game-based learning systems for the determination of the
knowledge level performance. On the basis of the data obtained through the
exams, as well as through the use of statistical reasoning methods, we have shown
the efficiency of the GBMs in the learning process.
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2.1 Introduction

Game-based learning promises to be a successful approach to teaching computer
science courses. Educational games and interactive simulations can enable a stu-
dent to acquire knowledge in a specific field by playing a game successfully. To a
great extent educational games can be referred to as computer science disciplines.
Authors Shabalina et al. [1] have implemented the educational games concept in
the learning game for C# programming language. Their system is based on the
common game engine architecture, but it has been extended to the use in educa-
tional games and it consists of two high-level subsystems: a game engine and a
learning engine. Computer Programming course is found to be difficult and boring.
Thus, learning through games seems to develop students’ motivation for the
subject. Authors Roslina et al. [2] describe the perceptions of students at the
Malaysian university (UTM) about using educational games for the purpose of
self-learning within introductory programming courses. Virtual learning environ-
ments support teaching and learning in an educational context, offering the
functionality to manage the presentation, administration and assessment of
coursework activities. Callaghan et al. [3] demonstrate how immersive virtual
worlds can be used for a game-based strategy for the purpose of teaching elec-
tronics and electrical engineering by using a collaborative team-based competitive
format. Studies conducted in a Greek High School within the Computer Science
course investigated potential gender differences with respect to the game-based
learning effectiveness, as well as with respect to the motivational appeal of a
computer game to learning computer memory concepts [4].

A learner model, also known as a student model, refers to the model constructed
from observing the interaction between a learner and a learning system or
instructional environment. A student model must contain the following important
information about the user: domain knowledge, learning performance, interests,
preferences, goals, tasks, background, personal traits (learning styles, aptitudes…),
environment (work context) and other useful features [5]. Domain-specific infor-
mation is organized into a knowledge model. The knowledge model has many
elements (concept, topic, subject…) which students need to learn. In this chapter
we have described the learning strategy for computer science curricula as a pos-
sible model for college students.

The strategy is founded on the research conducted in the field of teaching
methodology on the one hand, and game-based learning features on the other. The
learning environment should be customized to the individual learner’s learning
styles and educational needs with the quality of the learning experience continu-
ally validated and evaluated. Software agents can be used to support instructors
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and domain experts with both course design and delivery. They can also support
individual learners by personalizing course materials based on learning objectives,
learners’ characteristics, and learners’ prior knowledge, and facilitating learners’
interaction. Agent technology, a combination of artificial intelligence and software
engineering, represents an exciting new means of analyzing, designing and building
complex software systems [6]. Agent-based systems have been successfully used in
many areas such as information collection/filtering, personal assistants, network
management, electronic commerce, intelligent manufacturing, health care, enter-
tainment, etc. [7, 8]. An agent works towards its goals. The agent’s goal model
ensures the agent will do the right thing at the right time. Agent technology has
existed for a long time, but there are few researches combined with educational
values or educational technology. Actually, personalized or adaptive game-based
learning has become very popular in the game-based learning and game-based
testing. This chapter illustrates the easy integration of agent technology into game-
based learning system and a case study based on it.

Section 2.2 discusses in more detail the related work we consider most relevant.
Section 2.3 presents some pedagogical elements of the student model realized
through the Net-Generation students and Game-Based Learning (GBL); Sect. 2.4
includes the use of game-based modules—the GBMs as a new teaching approach
to teaching units in the Computer Science courses. This section shows two types of
multi-level GBMs: (a) module for the ‘‘Unary logical operations’’ teaching unit
and (b) module for the ‘‘Z-buffer’’ teaching unit. Section 2.5 describes the pro-
posed intelligent agent model for the assessment of the knowledge level for the
game-based learning system, the results of which are estimated by an equation
with variable coefficients. Finally, Sect. 2.4 illustrates experimental results of
estimated values obtained through the agent model versus the results obtained
through classical tests and the efficiency of the GBMs as a supporting tool for the
preparation of the exam questions.

2.2 Related Work

Recent research into game-based learning has identified adaptability as an area that
requires further attention. Adaptability is required in game-based learning simply
because each person has a different way of learning in different learning envi-
ronments—one size does not fit all [9, 10]. Thus, learning may be related to and
influenced by the player’s preferences and customization of elements within the
learning environment. The IMS Learning Design (IMS-LD) is a specification for
creating Units of Learning (UoLs) which express a certain pedagogical model or
strategy (e.g., adaptive learning with games). In this sense the MS-LD can be
complemented with off-the-shelf components and resources integrated in Units of
Learning (UoLs). Author Koper [11] in the project named \e-Adventure[ shows
how an adaptive IMS-LD UoL can be modeled and integrated within an external
resource such as educational game. The main goal of the project was to apply a
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documental approach to the development of educational adventure video games
(often also referred to as point-and-click adventure games or conversational
games). However, the question is what sort of adventure games should be included
in the curriculum and what degree of complexity should they offer. The authors
Jeetinder and Jayanthi [12] responded to this question by offering a framework for
creating individual simulations (modules) and organizing them in the form of
multiple levels of a game. For educational games to be effectively integrated into
the curriculum, they propose to concentrate on developing simple and small games
and make explicit the relation the game bears to the lessons. This is better than
creating very complex games with which the student is left to figure out the
relation. As a result, this chapter shows how to create simple modules in the GBMs
system as independent and interrelated concepts in the field of Computer Science.

Adaptive game-based learning is a fundamental issue for the next generation of
educational games where progress is controlled in accordance with the learners’
behavior. The major aim of an adaptive game-based learning system is to support
and encourage the learners considering their needs, strengths and weaknesses. In
their paper Weng et al. [13], proposed the framework of a personalized Quiz-
MASter assessment game and the flow of a personalized quiz game. With the
services provided by an intelligent agent, a user can play the personalized
assessment game by means of the flow of a personalized quiz game. Actually, the
personalized or adaptive game-based learning has become very popular in
the game-based learning and game-based testing. In the GBMs system proposed in
this chapter an adaptive system approach to users is being realized through a
pedagogical agent. Within the system the agent presents the modules on the basis
of the estimated knowledge of every student.

Pedagogical agents are embodied software agents that have emerged as a
promising vehicle for promoting effective learning. They provide customized
problem-solving experiences and advice that are precisely tailored to individual
learners in specific contexts. However, Conati and her colleagues [14] believe that
the pedagogical agent could strike a better balance between learning and
engagement if, in addition to the student’s knowledge, it could have access to a
student’s affective reactions to the game. Bayesian techniques must be used when
the agent’s decisions about the states of the game world are uncertain, because a
Bayesian network is often used to model the agent’s uncertainty about its oppo-
nents. A project by Lester [15] at North Carolina State University focuses on the
development of a full suite of Bayesian pedagogical agent technologies for
inquiry-based science learning. It will provide a comprehensive account of the
cognitive processes and results of interacting with Bayesian pedagogical agents.

In regards to Bayesian techniques, the implemented pedagogical agent in our
e-learning system uses a simple fuzzy logic deduction—‘‘if-then’’. Intelligent
agents in combination with fuzzy logic can help increase the quality and amount of
interaction in a computer game. The storyline often demands precise control over
certain creature’s properties, but autonomous agents may exhibit undesirable
emergent behaviors due to the absence of centralized planning and control. In
order to achieve this, our agent uses the students’ knowledge assessment module in
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the section about pedagogical module. The mentioned pedagogical module
intended for calculating the current learnerṡ level of knowledge in the GBMs
system uses a simple mathematical formula, unlike some other agent-based game
design technologies which often use the given BDI.net agent framework [16].

2.3 Method

2.3.1 Problem Statement

Upon analyzing the final exam results during the examination periods in the
Computer Graphics course at the School of Electrical Engineering and Computer
Science Applied Studies in Belgrade, we came to the conclusion that the results of
one group of questions were much more different than the others. Performing an
analysis we discovered that those were the questions referring to the field of hidden
surface techniques and especially to the Z-buffer algorithm. Although students had
the same learning materials for the purpose of the exam preparations in all fields,
the difference discovered in this teaching unit showed that this field was quite
complex and abstract for students. Therefore, it was necessary to take some steps
in order to improve the approach to learning regarding this teaching unit, as well as
to improve the final exam results. Of all the algorithms for finding visible surface,
the Z-buffer algorithm is perhaps the simplest and therefore most frequently used.
Starting from the facts that this teaching unit is simple and that, in spite of that, the
students show worse results in this field than in any other, we began searching for
the ways how to offer our students the teaching material which would be more
student-friendly.

During laboratory exercises in the Computer Architecture and Organization
course students brush up and improve their knowledge acquired in lectures through
concrete tasks and under the supervision and help of assistant lecturers. Taking
exercises without previously acquiring the basic terms in the field being taught in
the lectures directly results in difficulties with individual realization of the labo-
ratory exercises. The possibility of visual representation of the task solving method
for rehearsing materials in this course enabled their implementation in the form of
an interesting game. For the purpose of motivating students to get ready for
laboratory exercises and get them more active in individual task solving during the
exercises, the educational game ArhiCOMP has been created. This educational
game contains interactive tasks [17, 18] implemented in the graphic environment,
which directly associates it with the field of application use. The game has been
designed to help the students learn basic terms referring to unary logical operations
and to apply them practically through solving the given examples by randomly
generated content of virtual registers, which are an integral part of the arithmetic-
logical unit of computer systems.
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2.3.2 Characteristics of Students

Nowadays, elementary and secondary school pupils, as well as university students,
belong to the generation born in the Internet age. Modern psychologists, sociolo-
gists and pedagogues refer to them as the Net-generation. For the above-mentioned
reasons, in this work we tried to make it easier for students to learn abstract
educational materials and to improve their score in the final exam by using any type
of interactive multimedia applications. The Net-generation students prefer learning
by being told what to do [19]. They learn successfully through discoveries—both
individually and with their age-mates. They learn by doing, and not by reading
instructions from the manual or by listening to lectures. The Net-generation is more
comfortable in the environment abound in pictures than in text. The researchers’
report that the Net-generation students will refuse to read a large quantity of text,
regardless of the length of the task or instruction. Rather they merely think or speak
about activities they like to perform them. Each student has a different learning
style. Some students learn best by visual learning exercises. These (visual) learners
benefit from a variety of ocular stimulation. One example would be the use of color.
Others do best by performing intellectual activities—problem solving and rea-
soning. Intellectual learners like to engage in activities such as solving problems,
analyzing experiences, doing strategic planning, generating creative ideas, etc. [20].

In order to make it easier for students to learn and acquire knowledge in the
computer science courses that cannot be seen with the naked eye or observed on the
basis of pictures, we used the characteristics of two types of students: intellectual
and visual. Bearing in mind the fact that the intellectual-type learners are fonder of
educational material in the form of simulations and interactive tasks, we created our
environment for learning the Z-buffer algorithm as an environment in which the
task solving is performed as a simulation of the operation of the mentioned algo-
rithm. On the other hand, taking into consideration the fact that visual-type learners
remember graphically presented information more easily, the environment was
enhanced with various colors and shapes for concepts as integral parts of the
algorithm. We reduced the definition of registers content used by the algorithm to
decide upon the color, and the register itself was presented as a series of squares,
where each square stands for 1 bit.

It is considered that educational games improve learning due to a better learning
method that meets the needs and habits of the Net-generation students. To provide
this kind of support for learning is at the same time extremely important and
represents an extreme challenge. Creating special learning systems that contain
educational games represents a challenge since it demands a careful analysis of
stimulating learning and maintenance of positive motivation.
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2.3.3 Simulations and Games

A memo-technical rule says that in order to memorize a term or a definition more
easily, they should be made interesting. Motivation is also increased when we do
something amusing. In this regard, one of the significant techniques is visual
representation. If a piece of information can be represented by a visual picture or
animation, then it should be represented in that way. Simulations and games, as
highly interactive multimedia applications, can increase students’ motivation for
science learning, deepen their understanding of important science concepts,
improve their science process skills, and advance other important learning goals.
Through solving the tasks in the form of interactions the students are required to
recognize the simulation of the operation of an algorithm or process, but they are
not afraid of giving incorrect answers or performing wrong actions.

After performing an analysis of the existing Internet simulations and other
interactive multimedia applications used in the teaching process, we came to the
conclusion that it is necessary to introduce some of those contemporary teaching
resources to the course in Computer Graphics, so that students could learn the
planned material in the best possible way. However, since the students to whom
such a type of education material is to be presented do not belong to the generation
for which the existing applications and modules had mostly been made, we had to
introduce additional pedagogical elements to those applications to make them more
acceptable for the students. On the one hand, these applications certainly have to be
amusing, while, on the other hand, they must have an educational character.

Regarding the pedagogical elements supported by the games-based learning,
Norman [21] identifies seven basic requirements for a learning environment: (1) to
provide a high intensity of interaction and feedback, (2) to have specific goals and
established procedures, (3) to motivate, (4) to provide a continual feeling of chal-
lenge that is neither so difficult as to create a sense of hopelessness and frustration,
nor so easy as to produce boredom, (5) to provide a sense of direct engagement,
producing the feeling of directly experiencing the environment, directly working on
the task, (6) to provide appropriate tools that fit the user and tasks so well that they aid
and do not distract, and (7) to avoid distractions and disruptions that intervene and
destroy the subjective experience. By adding certain inherent engaging elements,
suggested by Prensky [22], we created the most acceptable learning model for our
type of students. As a combination of visual and intellectual types of learning, the
game-based learning environment with its characteristic given in Fig. 2.1 will
improve their psychological capability of photographic memory and help them to
create mental images of concepts being learnt.

Stimulated by modern technologies, teachers use computer games and simu-
lations more and more frequently in order to motivate students. Although video
games can potentially be beneficial for learning, they must be aligned to specific
curriculum content to achieve solid gains in learning. The three factors influencing
the possible choice of the existing interactive multimedia applications for learning
the subject were: content, age and learning styles.
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2.4 Game-Based Modules

The analysis of the existing multimedia interactive environment for learning in the
field of education shows that there are three types of applications used effectively
for teaching mathematics and computer engineering to students. Those types of
existing educational applications are:

• Gizmos,
• IMMEX,
• Interactive tasks.

1. GIZMOS: ExploreLearning’s Gizmos are an effective and engaging way to
move students to inquiry-based science and math. The students get to see real
simulations that they read about in textbooks. It gives real life problem-solving
a whole new meaning! Interactive simulation that makes key concepts easier to
understand and fun to learn [23]. World’s largest and most advanced online
repository of math and science simulations for grades 3–12. Gizmos are online
simulations that are powerful teaching and learning tools to engage students.
Their easy-to-use format makes them practical and effective. Students manip-
ulate key variables, generate and test hypotheses, and engage in mathematical
inquiry. Gizmos supplement and enhance your instruction with powerful
visualizations of math concepts. Gizmos are an effective and engaging way to
move students to inquiry-based science and math [24]. Gizmos move students
to use higher-level thinking skills.

2. IMMEX: Interactive Multimedia Exercises (IMMEX) is an online library of
science simulations that incorporate assessment of students’ problem-solving
performance, progress, and retention. Each problem set presents authentic real-
world situations that require complex thinking. Originally created for use in
medical school, IMMEX has been used to develop and assess science problem

Fig. 2.1 Characteristics of
GBL environment that are
used to help psychological
student’s phenomena
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solving among middle, high school, and undergraduate science students as well
as medical students. Students navigate a hierarchy of menus and submenus to
select different pieces of information which are each available at a cost. This
form of task structure and subtask boundaries would be expected to elicit
different levels of cognitive engagement as students explore and seek out rel-
evant information [25]. The use of IMMEX software has been scientifically
shown to have significant positive effects on students’ understanding of science
content as well as the process of scientific investigation [26]. By integrating our
multimedia simulations into a unique web-based learning platform for mod-
eling strategic thinking and problem solving, IMMEX is able to help teachers.

3. INTERACTIVE TASKS: Through an adaptive approach, with visual indication
of the course of performing the task, students are enabled to learn the proce-
dures for solving tasks from various fields and of various complexity levels.
The very applications are created in the well-known software package for
creation of multimedia content Adobe Flash CS4. Students’ interactivity with
this type of applications was achieved with the use of graphic symbols (dif-
ferent types of buttons) and specific colors. Realized interactive tasks [27] differ
in: (1) The way of giving answers, (2) Visual guidance during the task exe-
cution, (3) The level of complexity. Interactive tasks will not allow advancing
to the next level of solving unless the student previously fills or selects inter-
active fields in the previous level accurately. From the pedagogical aspect,
these applications stimulate students to make conclusions on the accuracy of
achieved steps in solving of the entire task on their own. In this interesting way,
through self-revealing students acquire the needed knowledge quantity and thus
carry out the learning process without tutor’s intervention or previous knowl-
edge, through random guessing.

By combining characteristics of these three types of educational applications,
we have created a model learning environment (Fig. 2.2) that will be acceptable
for implementation of teaching units in the course Computer Science, on one side,
and for previously analyzed type of students, on the other side. In order to increase
the engagement and interest of students for this type of teaching material, we
included game characteristics in this environment. Thus the game concept should
be based on two components: (a) learners must get the course information through
its interpretation in the game world; (b) learners must see the result of this algo-
rithm in a game context. Also, besides placing a game interface into learning
environment we have also applied basic game elements, such as: result, time and
difficulty levels. These new modules, which include game elements, represent
research multimedia learning applications and are intended for Computer engi-
neering students. These new learning environments, which include game elements,
represent research multimedia learning applications and are intended for Net-
generation students, we named game-based modules (GBMs).
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2.4.1 Implementation of GBMs

The basic terms that explain the principle of operations functioning are reached by
selecting the Help option in modules. When a student starts learning with the use
of the game or faces a difficulty during solving a task generated by the application,
Help serves to accelerate finding the right solution. This means that formulation of
definitions and theorems within Help is the key moment in designing the entire
application. The purpose of learning through the game is to enable students to
learn the rules and check them in practice on the example of all unary operations.
Multiple repetition of tasks with performing the same operation increases the
probability of learning characteristics and use of particular operation. Quality
evaluation whether an operation is acquired or not is performed through visual
indication of the number of successful and unsuccessful tasks (score) with the
same operation, and comparison with preset criteria. The model of the e-learning
system GBMs is shown in Fig. 2.3.

2.4.1.1 Z-Buffer Module

The possibility of visual representation of the task solving method for rehearsing
material in the course Computer Graphics enabled their implementation in the

Fig. 2.2 Evolution of GBMs
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form of game-based module. The game has been designed to help students learn
basic terms referring to the principle of the Z-buffer algorithm operations and
practically apply them, through solving given examples with randomly generated
content of buffer registers. This GBMs contains interactive tasks implemented in
the graphic environment, which directly associates with the field of the application
use.

By using advantages of the concept map technique, on the course in Computer
Graphics we created a concept map for the teaching unit Z-buffer, with the aim to
reduce the items presented in this unit to main concepts and to connect them in the
simplest possible way. Having in mind the terms students should learn in order to
successfully acquire knowledge about the Z-buffer algorithm functioning and thus
have the needed knowledge for the exam, prior to creation of the conceptual map
we marked this as the needed knowledge (Fig. 2.4).

Starting from the theoretical basis of this algorithm functioning, its integral
parts (sub-concepts), without which the algorithm cannot function, are the con-
cepts it contains—Z-buffer memory, Screen buffer memory and Scanning line.
Every memory type (including the two mentioned) consists of a series of buffer
registers containing a series of bits. This type of algorithm uses a 16-bit buffer, and
the content of bits depends on the functioning principle of two types of tests, which
are key sub-concepts of this teaching unit. In case that a Depth test is used for
determining the depth of the observed polygons in relation to the observer, the test
results are placed in the buffer register bits. On the other hand, results of the Color
tests are also put into the buffer register as a series of 16 various bit values. As
shown on the conceptual map, the basis of this algorithm functioning is deter-
mining the bit value content (1 or 0). Determining the bit that is active and whose
content is to be filled determines the scanning line position in the algorithm.

Fig. 2.3 The model of the e-
learning system GBMs

2 Designing Intelligent Agent 49



Having in mind the concepts a student should learn, the student should connect
these concepts through GBMs and successfully solve the given tasks. The tasks are
given as a part of the game, and in the role of players students are motivated to
solve them in order to advance in the game. Since two main concepts are given in
the concept map (the depth and color test concepts), which are to be learned by
students through this module, we presented them as two levels with different
solving difficulty. Skill-based learning as a part of the micro game cycle com-
pletely fits into levels within the game. Many learning characteristics can occur
during the game when the player attempts to go from one level to another. Adding
time as a game element that contributes to the player’s better ranking in the game
also results in an increase of knowledge and improvement of the skills acquired
through easier levels.

With the use of techniques for the first class innovative testing select/recognize
[28], we came to the idea that answers in the GBMs can be given as a series of
image fields on which a student should click. Since the buffer we use in the
Z-buffer algorithm uses 16 bits, the task of this module is to determine the value of
each bit, i.e. contents of the registry in various situations presented in the inter-
active task. The correct answer to fill the content of one bit is one of the proposed
answers presented to students in the form of squares to be selected [29]. These
squares, i.e. offered answers, are presented in two ways. In the level 1 of the
module answers are offered in the form of a 13-square column (type 1). When
certain square is selected in the scanning line (which shows the current active field
in the task), the square falls down and fills the content of the active bit in the
buffer. Answers in the level 2 are also offered as an array, but in the form of a five-
square row (type 2). This row with offered answers is not constantly visible, but is

Fig. 2.4 The conceptual map for the GBMs Z-buffer module
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shown only when the given bit is selected as a sub-menu in the menu list. The task
at this game level is to determine the color in the screen buffer by determining the
resulting color in each individual bit. The resulting color should be the result of
overlapping of two or three pixel colors as parts of overlapping polygons in the
given scanning line.

2.4.1.2 Module ArhiCOMP

The teaching unit ‘‘Unary logical operations’’ is aimed at teaching students about
the way of performing logical operations at the level of registers in the computer
system, through comparing the register binary contents before and after per-
forming of the given operation. When it comes to operations for moving to the left
or right, what is illustrated is the way of hardware implementation of the arithmetic
operations division or multiplication with a degree of number 2. If students want to
know how to apply an unary logical operation, i.e. if they want to know the register
contents after the applied logical operation, they have to know basic rules of the
binary digit system and rules referring to unary logical operations, such as the rule
for logical shift to the right. Acquisition of basic terms is facilitated with the use of
appropriate graphic representations, which presents the contents of the accumu-
lator register in the arithmetic-logical unit before and after the shift operation. The
arrows show the moving direction and new positions of bit in the register, as well
as the contents of Carry flag in the condition register. Good knowledge of the set
of rules from the field of unary logical operations is a precondition for future
successful acquisition of knowledge in other fields within the course Computer
Architecture and Organization or related courses in higher years of studies.

Starting from the fact that a well designed visual environment can attract the
attention of students and motivate them to spend more time solving tasks within the
educational game, special attention was paid to selection of the background, which
in this case consists of various forms of binary statements presented in bright colors
with effects of brightness, transparency and reflection, characteristic for new
‘‘fancy’’ technologies. To make working in the application more interesting,
components in the game are not fixed but can move on the screen independently,
which gives students comfort in the process of task solving. Moving and over-
lapping of components such as registers enables easier defining of their contents
when a complex operation is applied. The task of the game is to determine the
contents of Register 2 (which represents Register 1 immediately after the selected
operation) in relation to contents of Register 1, which are randomly generated and
appear after selection of the unary operation, together with the task text. When the
student selects a bit in Register 2, the falling menu enables entering of the particular
bit in the virtual register through selection of one of the options 0 or 1. Text of the
task constantly changes on the basis of randomly selected values presented in the
very text. Attempts to solve the task with the same text once again are reduced to a
minimum. Observed from the pedagogical side, the repeated task solving prevents
mechanical solving, but stimulates students to show the real level of acquired
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knowledge through previous problem solving. The basic terms that explain the
principle of logical operation functioning are reached by selecting the Help option
in the game (Fig. 2.5). When a student starts learning with the use of the game or
faces a difficulty during solving a task generated by the application, Help serves to
accelerate finding the right solution. This means that formulation of definitions and
theorems within Help is the key moment in designing the entire application.

2.5 Student Modelling in E-Learning System GBMs

In tutoring systems, students can learn new concepts and recognize the relation-
ships between the previously learned and new concepts. This knowledge is
represented as a conceptual map in the GBMs system. Hwang [30] introduced the
‘‘Concept Effect Graphs’’ where the subject materials can be viewed as a tree
diagram comprising chapters, sections, sub-sections and key concepts to be
learned. In order to obtain maximum benefits from the material, the teacher must
perform a very difficult task referring to the use of conceptual maps in the reali-
zation of the teaching units. In the process of designing and creating the teaching
units a lecturer may find concept maps very useful. Global ‘‘macro maps’’ can also
be made, showing the main ideas we want to present during the entire course, or
specific ‘‘micro maps’’, showing the structure of knowledge for specific fields. The
concept maps are graphic tools for organizing and presenting the knowledge base.

The conceptual map approach offers an overall cognition of the subject con-
tents. The diagnosis process can be easily implemented through this approach. If a
student fails to learn the concept ‘‘sub-concept 1/level 1’’, it is possible that the
student did not learn the concept ‘‘sub-concept 2/level 2’’. Therefore, the system
suggests that the student needs to study the sub-concept 2 again. For this reason,
the GBMs knowledge base of the must show the relationships between concepts.
To do this, a conceptual map-based notation is proposed. Let us suppose that Ci

and Cj are two concepts and if the concept Ci is a prerequisite for the concept Cj

then the concept-effect relationship Ci ? Cj exists.

Fig. 2.5 The help option in
the GBMs module ArhiCOM
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The repository of knowledge stored in the knowledge base of the GBMs is
structured as follows: a set of sub-concepts that represent atomic content teaching
unit parts—concepts, a concept map that describes the interdependence between
the sub-concepts. Each sub-concept is composed as a module including interactive
tasks as game levels. Bearing in mind that the GBMs have interactive tasks
implemented as multi-level problem solving, we have also shown the model for
evaluating the knowledge necessary for upgrading to the next level, as shown in
Fig. 2.6. To assess a student’s knowledge level needed for the next game level in
the GBMs, we have developed an intelligent agent model for the knowledge level
assessment. By means of the intelligent agent model we have managed to assess a
student’s knowledge at the current game level, which has provided us with the
basis upon which it is possible to decide if a student should move to the next level
of learning or if he should stay at the same level.

2.5.1 Pedagogical Agent and System

The student is introduced to the set of all realized GBMs through the Internet
portal ‘‘e-Learn_CScourses’’. The GBMs represent separate concepts that are
being loaded on to the portal. Every module contains two or more separate files
loaded within the module. The files represent the external swf files, while each one
of them comprises a sub-concept within the module. Upon a student’s registration
and logging on to the portal, the Internet browser shows the Flash-supported

Fig. 2.6 Pedagogical agent in GBMs
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environment as well as the possibility of choosing a pre-defined teaching units list.
When a student chooses a certain teaching unit an adequate module based on the
chosen unit appears on the portal shell. Afterwards the portal itself guides the
student through other teaching units, loading the external swf files until it finishes
displaying the associated sub-concepts in the knowledge domain. Up to this point
the student is guided by the portal without being able to choose the files which are
to be loaded on to the shell.

A teacher defines in advance the order in which the file within the GBMs is
loaded, as well as the modules within the portal shell. In the process of creating the
order of presentation the teacher divides the course into sets of teaching units.
Afterwards, these are causally connected, thus creating the knowledge domain.
Subsequently, the teacher ranks them according to their difficulty and complexity.
The unit which does not require the knowledge of other units becomes a candidate
for the easiest level and it is displayed on the list students can choose by them-
selves. The units at the more difficult levels are ranked according to their com-
plexity and they are themselves loaded on to the portal. Upon finishing the ranking
of units or concepts the same rule applies to ranking sub-concepts within the
concepts. The example of sorted Computer Science course concepts can be seen in
Table 2.1.

Since in the process of learning a student needs to show adequate knowledge
about a specific concept or sub-concept, the next step in the assessment of causal
relationships relating to the domain is to determine the student’s knowledge
necessary for the transition to the next concept, i.e. to the module itself or some of
the game levels within the module. On the portal this task is performed by a
pedagogical agent. The pedagogical agent assesses a student’s current level of
knowledge in the system and on the basis of this assessment it loads external
databases into the system. Within the system the agent is never revealed to the
student nor does the student know that the agent is being used by the system.

Table 2.1 Classification of certain concepts within the computer science course

Concepts Sub-concepts Complexity Precondition

Data representation 1 No
Computer organization 1 No
Binary arithmetic Add 1 No

Subtract
Multiply
Divide

Operation on bits Unary logical operations 2 Binary arithmetic
Binary logical operators

Data manipulation 2 Computer organization
Machine language programming 3 Data manipulation

Computer organization
Display systems 1 No
Z-buffer algorithm Depth test 2 Display systems

Color test
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Related modules are loaded independently and students do not decide upon the
loading order. It is done by the agent on the basis of a conceptual map given by
the teacher as well as on the basis of the knowledge assessment model.

While using the loaded module, on the basis of a student’s logging on to the
portal the data on his interaction with the modules are stored in the system
database. Upon finishing the module game level the pedagogical agent receives the
information about a student’s interaction with the system and then by means of a
simple ‘‘if-than’’ rule reaches the decision to let the student move to the next game
level in the same or different module (thus loading another module on to the shell).
The fuzzy rules are interpreted as:

if ðPðXÞ[ ¼ necessary KNOWLEDGEÞ then SHELL ¼ next LEVELð Þ
else ðSHELL ¼ current LEVELÞ

If the agent decides that a student does not possess sufficient knowledge
to move to the next level (sub-concept), the agent does not load the next level
(sub-concept) within the same module (concept), but forces the student to return to
the same level. The teacher determines the level of knowledge—P(X)—that the
student needs to master on the basis of the analysis of the connection between
the concepts in the knowledge domain. However, the question is how to calculate
the current student’s knowledge in the GBMs system? The answer to this question
lies in the pedagogical model for calculating the current level of a student’s
knowledge which is used by the agent to display the module on the portal.

2.5.2 Designing Intelligent Agent Model

One of the most common solutions for the student diagnosis in ITS is testing.
Generally speaking, test-based diagnosis systems use heuristic solutions to infer
students’ knowledge. In contrast, Computerized Adaptive Testing (CAT) is a well-
founded technique, which uses a psychometric theory called Item Response
Theory (IRT) [31]. The IRT supplies several methods to estimate students’
knowledge. All of them calculate a probability distribution curve P(h|u), where
u = u1…un is the vector of items administered to students. When applied to
adaptive testing, the knowledge estimation is accomplished every time the student
answers each item posed, obtaining a temporal estimation. The distribution
obtained after posing the last item of the test becomes the final student knowledge
estimation. One of the most popular estimation methods is the Bayesian method
[32]. It applies the Bayes theorem to calculate students’ knowledge distribution
after the posing an item i.

The students’ knowledge level in an adaptive hypermedia application [33] is
measured by using the answers to the questions previously presented to the stu-
dent. The decision whether a student has solved the task presented in our proposed
intelligent agent model is made on the basis of a formula which, aside from the

2 Designing Intelligent Agent 55



correct answers, includes two additional parameters (time and the number of used
Help options [34]).

In the ITS approach [35], user model content variables are used for keeping
records on user interaction with the ITS and for adjusting the content presentation to
the user profile. These learning style variables are a part of the Bayesian Network—
BN for drawing conclusions about the student. There is a list of variables for each
topic: spent time, topic depth level, wrong answers and correct answers. The vari-
ables relevant to deciding on students’ knowledge in the GBMs system also include
spent time and correct answers. However, the time needed for solving the tasks
within our approach is divided into: (1) time used to read contents of the Help window
and (2) time needed for giving the answers when the Help windows were not used.

The idea of the Neuro-Fuzzy Reasoner (NFR) system was the initial inspiration
to create the model for students’ knowledge diagnosis in a game-based learning
system. The NRF system is relatively simple, supports creation of high-level
pedagogical strategies, and can be easily adapted to individual teacher’s prefer-
ences. The NFR model for student classification is based on test results and the
time needed to complete the test. Modification of the NRF system parameters is
made by adding a new parameter—time needed for reading the contents of the
Help window. The learning model we have used in this education game is based on
the operation principle of the NFR presented by Sevarac in his work [36]. The
intelligent agent model has been extended with one more input variable—the Help
window, because this component has been used by students in the educational
game to a great extent. The initial model which we started with and which we used
in the module N was based on the NRF.

Since the initial model had not produced the expected results, we applied the
new model for knowledge level estimation which used the coefficients as variable
values. The rule for determining the percentage of knowledge applies basic
arithmetical operations to input parameters of the model. The significance of the
input values for final knowledge estimation is determined on the basis of empirical
coefficient values, given by the teacher. The knowledge level that student pos-
sesses after playing the education game is given by the following formula [37]:

PiðX ¼ MasteredÞ ¼ a� Ai

N
� h� Hi

N
� t� ta � ðAi � HiÞ � th � Hi

Tmax

� �
� 100

ð2:1Þ

where

• a, h and t are coefficients that should be estimated,
• AiNumber of correct answers of i-th student,
• HiNumber of opened help windows of i-th student,
• taAverage time a student needs to give an answer without using help window,
• thAverage time a student needs to give an answer when using help window,
• NTotal number of answers,
• TmaxMaximum duration of the game.
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The values of coefficients: a, h and t can have a range from 0 to 1. The first part
of the formula has the most significant role in calculating a student’s final
knowledge level, since it uses the number of correct answers—Ai. The second
important part for knowledge estimation is the second part of the formula, which
represents the number of used Help windows during the game—Hi. This part of the
formula has the negative sign, since it decreases the probability of the final
knowledge level. The part of the formula which depends upon time has the least
importance for knowledge calculation. When a student uses the Help window, the
time needed for giving an answer increases, which results in reduction of the
student’s total knowledge.

The basic terms of knowledge that a student has to present on a test are written in
the help windows in the game. When a student starts learning by using the game or
faces a difficulty during solving a task generated by the application, the Help
window serves to accelerate finding the right solution related to a particular task.
This means that an appropriate formulation of definitions and theorems within the
Help window is the key moment in designing the entire application. There is a need
to optimize the maximal duration of the game Tmax. We have selected the approach
to limit Tmax by setting Tmax C Nth. This admission is based on the assumption that
when a student does not know the answer to a single question, he will use the Help
window for each, namely Nth. The inequality in relation is set, because there is
some additional time provided for a student to decide if he will use the Help
window, (if he is not sure enough that he has a correct answer). If a student thinks
that he has the correct answer to the query, he will provide an answer in shorter time
ta and estimated knowledge level will be higher according to the Eq. (2.1).

Based on teachers’ estimation, the values referring to the significance of
coefficients in the given formula are estimated as:

• a—0.50,
• h—0.35,
• t—0.15.

where the sum coefficients must be 1. Through repeated comparison of the
results obtained through classical paper test and results obtained through a com-
puter game by using the estimation of the knowledge level with the new model
(Eq. (2.1) and empirical coefficients) we have come to very encouraging results.
With the use of the new model we have managed to reduce the error in estimating
the students’ knowledge level by 20 %. The new error value is 29.97 % (e = 0.3)
and it is reached by means of the above given formula and the empirical coefficient
values.

The goal of the intelligent agent model is to estimate the knowledge of students
as sufficient enough to let them pass the current level of module (sub-concepts) and
go to the next one. Another goal is to compare and narrow the difference between
the results obtained through playing a game and results obtained through classical
examination methods. The results of classical examinations are graded into three
groups: bad, good and excellent. Thus, we have graded the results obtained
through using intelligent agent model in the same manner. The output of the model
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estimates students’ knowledge sorted into three grades: bad (P(X) B 45), good
(45 \ P(X) \ 85) and excellent (P(X) C 85). In our experiments we have
obtained results through classical paper-based tests that deviate a lot from the
results obtained through playing a computer game. For example, some students
passed the classical examination test with the highest scores (P(X) = 100) but they
answered less than 3 out of 8 level tasks in playing the game during maximum
time of game duration. Or quite the contrary—some students achieved very bad
results in classical examination tests (P(X) = 0) and they answered correctly to
more than 5 out of 8 level tasks in playing the game.

The selection of optimal coefficients is performed by using algorithm for
minimizing the root mean square (RMS) error [shown at Eq. (2.2)] between the
classical test results of students and the result of estimation model calculated by
the Eq. (2.1):

aopt; hopt; topt ¼ min
fa;h;tg2ð0;1Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

i¼1

ðRi classic � Ri estÞ2
vuut ð2:2Þ

where Ri classic is result of ith student obtained by classical paper-based exami-
nation and Ri est is result of i-th student estimated by intelligent agent model. The
C++ like code of algorithm implemented [38] is given in Fig. 2.7. At the output of
this algorithm the optimal values of a, h and t are calculated according to RMS
rule.

Fig. 2.7 C++ like code for calculation of optimal coefficients
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The similar results may be obtained if other error criteria (like minimum
average absolute error, maximal absolute error, etc.) are selected. The values of
coefficients a, h and t calculated by the Eq. (2.2) are 0.55, 0.30 and 0.15. This leads
to the error of 25.35 % (e = 0.25). This is the main reason why the error of
intelligent agent model estimation is even lesser.

2.6 Evaluation Results and Discussion

Modeling students’ knowledge in educational games involves a high level of
uncertainty. For this reason, the presented agent model could be applied through
the pedagogical agent to game-based e-learning systems as a student knowledge
diagnosis engine. Game-based learning represents one kind of software applica-
tions that uses games for the purpose of learning or education. The aim of such an
application is to help the students understand the topics by visual representations
of pertinent processes. In our evaluation we were interested in studying two
factors:

• the search for the best coefficient values to make the model as precise as
possible,

• how well the students learn the concepts from the GBMs environments.

Within our first study, we have analyzed the results achieved for each sub-
concept through the classical paper-based test by the students who used the
modules of our portal for the purpose of studying. The results of this test were
collected in order to be compared with the results of students’ knowledge obtained
by means of intelligent agent model while playing the GBMs. The parameters
were recorded during the playing modules of 71 students. The analysis has taken
into consideration only the group of 50 students who used the modules in a time
span lesser than maximum time allotted Tmax. Also, this group did not include the
results of the students who did not use the Help option while using the module
itself. The reason for neglecting the Help option is the fact that the students who
already had the knowledge about the given concepts used the module simply to
practice what they had already mastered.

On the other hand, there are the students who wanted to finish the task in the
module in the shortest possible time disregarding the potential inaccuracy of the
given answers and thus ignoring the possibility of using the Help option. In order
to calculate a student’s knowledge by means of formula (2.1), the intelligent agent
model in this study uses the following optimal values calculated by the Eq. (2.2):
a = 0.62, h = 0.25 and t = 0.13. The mistake made by the agent model compared
to the results of classical examinations on a paper test was very small e = 0.18, as
shown Fig. 2.8.

On the basis of the represented optimal values for the coefficients in this study
the pedagogical agent has created the following relations in the knowledge
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assessment: the knowledge of 9 students has been equally estimated, the knowledge
of 35 students has been underestimated while the knowledge of 15 students has
been overestimated. Generally speaking, the results obtained through classical
paper-based tests are better than values estimated by the agent model. In the
intelligent agent model, each of the input parameters is weighted and the main task
has been to calculate weighting coefficients in order to match the results estimated
in this model to the results obtained through classical paper-based test. By com-
paring the results with the same set of the archive data, we also came to a conclusion
that the values in formula (2.1) are partially sensitive to certain changes. The
accuracy of the evaluation stays almost the same if, for example, we change the
value of the rate t from 0.10 to 0.20 and the value of the rate h from 0.30 to 0.55.
Slightly larger sensitivity of evaluation has been noticed while changing the value
of the rate a. In order to maintain the model accuracy in a student’s knowledge
evaluation, the value of the rate a can vary from 0.50 up to 0.75.

Our second study dealt with the efficiency of the use of the GBMs as a sup-
porting tool for preparing the exam questions in the field of the Z-buffer algorithm
and the Unary logical operations. The total number of students attending was 183.
However, the students that gave the ‘‘I don’t know’’ answer were not taken into
consideration in the analysis of the achieved results referring to this exam ques-
tion. After the exam, we analyzed the results achieved by the students. We
investigated the difference in the use of the GBMs between two groups of students,
Group A and Group B. The group of students that used the GBMs for the purpose
of the exam preparation was marked as Group A, while the other group that did not
use the GBMs was marked as Group B. There were 82 students in each group. The
exam results achieved by both groups are given in Fig. 2.9.

As shown in Fig. 2.9, Group A achieved better results than Group B. The
difference in the number of correct answers is bigger than the difference in the
number of incorrect answers. On the basis of these data, we can assume that Group
A that used the GBMs was more successful than Group B that did not use the
GBMs. To check this assumption we will use the method of statistical hypothesis
testing in our research. In statistical research, the starting points are two mutually
exclusive, opposite assumptions regarding the testing result—zero (H0) and
alternative (Ha) hypothesis:

Estimated values by the agent model vs results from classical paper test 
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Fig. 2.8 The mistake made by the agent model compared to the results of classical test
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H0 There is no statistically significant difference in distribution of correct and
incorrect answers between Group A and Group B.

Ha There is statistically significant difference in distribution of correct and
incorrect answers between Group A and Group B, and it is not accidental.

To determine whether the differences we observed within the comparative table
are statistically significant (whether the distribution of values in rows and columns
is independent), we used the X2 test (Pearson Chi Square). The following values
were obtained: X2 = 1.03, df = 1, p = 0.310. From the Chi Square distribution
table we read X2 values for the selected significance level and the corresponding
number of the freedom level. The corresponding probability X2 (a) is 0.455. Since
X2 [ X2 (a) we automatically accepted the alternative hypothesis as the truth and
concluded: the difference is statistically significant and it probably occurred under
the influence of the experimental factor, which is in our case the GBMs. We have
thus justified the use of the GBMs as a significant factor in the learning process.
The presented results and conclusions drawn in this chapter attach considerable
significance to the use of the GBMs in the fields that are abstract and difficult to
understand, especially if we bear in mind that Net-generation students are not quite
interested in the classic manner of learning. In that sense, the GBMs can represent
good teaching material for other technical science courses as well.

Although we have done a lot of research on the intelligent agent model
developed and used in the adaptive game-based learning, as well as virtual
learning environment, our survey is not complete. A more thorough survey of the
current trends in the applicability of knowledge management to e-learning system
such as Moodle needs to be done. In the future we plan to create many GBMs for
other units of Computer Science course and implement Moodle platform as
classroom resources. In Moodle, any resource may be hidden by selecting option
Hide from teacher. We have tried to develop Moodle plug-in based on the intel-
ligent agent model which would automatically show the modules on grounds of
estimated knowledge. The amount of knowledge P(X) necessary for students to
reach the next module should be determined by the teacher. A large amount of data
is to be gathered to find the optimal coefficients for the proposed model.

Fig. 2.9 The exam results
achieved by both groups
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diagnosis through game learning environment. Tech. Technol. Educ. Manage.—TTEM 7(1),
103–110 (2012)

38. Kuk, K., Ilic, S., Spalevic, P., Panic, S.: Student knowledge diagnosis in game-based learning
applications. In: 2012 IEEE 10th Jubilee International Symposium on Intelligent Systems and
Informatics (SISY), pp. 455–459 (2012)

2 Designing Intelligent Agent 63



Chapter 3
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in Virtual Contexts
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Abstract During the last several decades, the cultural pressures exerted by urban
societies on the rural ones have led to a loss of cultural identity in the villages of
South-East Europe. We believe that e-learning represents a solution for the pres-
ervation and continuation of the cultural identity in rural communities, as defined
by traditional technologies and crafts. The present approach is based on a learning-
by-playing teaching method and mobile-learning in real and virtual contexts. An
original software application was designed for mobile devices making use of
Augmented Reality technologies and delivering as main educational content 3D
reconstructions of traditional environments and objects. The application integrates
AI elements in the form of software agents. In this chapter the authors present the
application prototype focusing on the role of software agents for the development
of narrative e-learning tools and on the evaluation of the educational outcomes.
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3.1 Introduction

3.1.1 The Vanishing Identity of the Traditional Societies

A crucial problem of contemporary traditional societies is the protection and
continuity of their cultural identity. The pressure exerted during the last decades by
urban societies on rural societies has led many villages of South Eastern Europe to
lose a significant part of their identity.

Starting from the premise that traditional crafts represent one of the crucial
features of the identity of rural societies, it follows that their disappearance, due to
the phenomenon of modernization, is particularly prejudicial to traditional
societies.

3.1.2 A Brief History of Rural Romania

For centuries Romania was a country with a predominantly agricultural economy
which, after World War II, was affected by a rapid process of industrialization and
collectivization [13], changes which severely undermined the traditional rural
society [52].

The period of the communist regime introduced more dramatic social changes,
with even the creation of a new folklore, a new ideology, new forms and materials
replacing the traditional ones, and the oral culture based on visual narratives,
specific to the village mentality being replaced with a culture of the text, based on
foreign models. This process continued during the last decades at an accelerated
pace, with practically all the ancient traditions being forgotten within the span of
two generations.

Vădastra, a village in Olt County, southern Romania, is a representative
example that illustrates the crisis of the Romanian rural communities. It is for this
reason that it was chosen as the place where the attempt to revitalize part of the
traditional customs and technologies would be made, aiming to recreate with the
help of the archaeological experiments, some of the ancient eco-technologies.

Initiated a decade ago, a series of research projects,1 coordinated by Gheorghiu
[18] from the National University of Arts Bucharest, succeeded in developing in
Vădastra a small ceramics’ center inspired from the ancient technologies. Aside
from the initial scientific objectives, these projects also had strong educational
goals, to be achieved by involving the young villagers in the process of recovery of
their cultural past [47].

1 2006–2007, Grant CNCSIS 945, Space, water, fire. The Hydrostrategies and protechnologies of
the traditional habitat, Romania; Gheorghiu [18].
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The current research project conducted by Professor Gheorghiu at Vădastra—
‘‘The Maps of Time—Real communities-Virtual Worlds-Experimented Pasts’’
(Grant PN II IDEI) continues this trend, while attempting to transfer the educa-
tional content and programs resulted from experimental archaeology to the IT area,
with a strong focus on e-learning.

3.1.3 The Maps of Time Project

Our research is part of the project ‘‘The Maps of Time’’, Grant PN-II-ID-PCE-
2011-3-0245, in which both traditional and modern e-learning technologies were
developed. The latter insist not only on the identification, storing and transmission
of the data about traditional technologies, but also on the use for educational
purposes, of visual narratives about the ancient technologies, thus trying to revi-
talize a local custom dating back to the 18th century, that of painting visual
narratives with moral and educative subjects on the facades of various secular and
religious buildings (Figs. 3.1, 3.2).

Consequently, our interest was focused on a paradigm based on multimedia
visual narratives (also called hyper-story), implemented with the help of software
agents, and designed to develop the cognitive capacities of young people, while
simultaneously bringing an old tradition back to life.

After the successful experiment of revitalizing ceramic technologies in Văda-
stra,2 we continued the process of recovering traditional crafts by focusing on local
textile production, a field of craftsmanship famous in the region in the distant past
[39]. Many of the old village women still practice the traditional craft, but this

Fig. 3.1 A narrative on the
ceramics’ decoration

2 2000–2002, Gant World Bank and CNCSIS, The revitalization of ceramic tradition, Romania;
2003–2005, Grant CNCSIS 1612, The revitalization of traditional technologies, Romania.
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knowledge was not transmitted to the young generation, who ignore it completely.
Therefore this subject was prioritized for our pedagogical activity in Vădastra.

The current chapter is structured as follows: (a) A section on related work;
where related learning theories and implementation solutions are discussed high-
lighting the differences between the latter and our solution; (b) A section
describing the agent-based learning paradigm, including a functional description
of the overall learning solution and its components; (c) A section on implemen-
tation details focused on the software agents’ functional role; (d) A section dis-
cussing experimentation of different scenarios of application use, presenting the
learners’ perspective of the e-learning solution; (e) A section on educational
novelty and outcomes analysis; (f) Conclusions and future work, as the final
section of this chapter.

3.2 Related Work

3.2.1 Theoretical Basis of the Educational Applications’
Design

To deliver an educational message, teachers resort to modern pedagogical theories
based on cognitive sciences and psychological behavior. The educational content
has to be developed considering these theories, i.e. during a process named
instructional design.

According to the instructional design theory, instruction should be organized in
increasing order of complexity for optimal learning [40].

Robert Gagné [41] created an instructional theory that is currently used in the
instructional design in different learning settings. One of his theories defines
‘‘curriculum as a sequence of content units arranged in such a way that the learning
of each unit may be accomplished as a single act, provided the capabilities

Fig. 3.2 A visual narrative
written on the cultural
community center’s façade
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described by specified prior units (in the sequence) have already been mastered by
the learner’’ [41]. In our case, this means the correct learning of fundamental stages
of some of the traditional technologies which formed the identity of the Vădastra
village (e.g. the textiles), represents a first stage of the learning process.

In [18] the author stresses that ‘‘learning software can be distinguished from
pure information systems by the fact that its design is based on some conceptual
models of teaching and learning.’’ For the design of our educational software we
considered theories of learning that applied to our paradigm.

3.2.2 Hypermedia Learning Environments

In [49] the author defines multimedia as a ‘‘new medium and a new communi-
cation technology’’ and he mentions that the ‘‘justification for learning with
multimedia is that aspect of learning and instruction which may be designated as
enrichment of learning.’’ Schulmeister also considers multimedia ‘‘a second
Gutenbergian revolution’’ [49]. In some implementations, the multimedia systems
are complementary to the traditional learning style, while in others they are used as
standalone systems aiming to completely substitute the professor’s presence.

A hypermedia environment contains all kinds of media combinations: text,
graphics, sound, and video. ‘‘Hypermedia is the integration of a computer and
multimedia to produce interactive, nonlinear hyper environments’’ [49]. A hy-
permedia system resembles the human way of thinking, based on connections [18].
Some authors consider that it contains ‘‘the non-linear chaining of information
which in a strict sense must exist in at least one continuous and one discrete
medium’’ [53]. Schulmeister cites [36] as the one that defined the term of hyper-
learning systems as ‘‘the combination of multimedia or hypermedia and learning;
not a single device or process, but a universe of new technologies that both process
and enhance intelligence.’’ Schulmeister also states that a multimedia system must
be ‘‘reactive, proactive and reciprocal interactive’’. It is important to remember
that multimedia by itself cannot produce learning outcomes, as Clark emphasizes
in [9], the latter being the result of the underlying instructional design.

Reciprocal interaction is implemented in modern computerized systems, like
virtual reality, in which ‘‘learner and system may reciprocally adapt to each other’’
[49]. We conclude that a multimedia system is a highly interactive system. In such
complex informational systems different modalities and techniques are used to
inter-connect the constitutive media, e.g. system-user interactivity, narrative
structures, artificial intelligence or software agents, which ensures the ‘‘naviga-
bility, adaptivity, reactivity’’ of these systems [49].

Regarding the modern cognitive theories and learning and teaching paradigms,
the multimedia learning systems support an autonomous self-paced learning style
and a constructivist learning paradigm, which is a form of active learning, or
‘‘learning by doing’’. According to this model, the learners develop their knowl-
edge in a participative way, gaining a practical experience in real situations or in
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environments resembling the real ones [14]. The active learning is typically
implemented with environments featuring a kind of immersion. The hypermedia
systems also support the non-linear learning, and try to recreate the spontaneity of
the learning process. The learner is presented a multitude of learning opportunities
and subjects from which he can select the desired ones based on individual
preferences, level and educational necessity [14].

In our research project we have attempted to implement a modern paradigm of
learning traditional technologies within their genuine historical contexts, based on
the local tradition of visual narratives, an educational strategy tailored for children
between the ages of 8 and 12 years old. We surmised that the transformation of
simple visual narratives, describing the technical processes, into digital stories
would produce an efficient tool of mobile and contextual learning for children.

Since the stories are ‘‘narratives of true or fictional events that intend to capture
and involve learners actively’’ and have ‘‘a topography, and spatial and temporal
dimensions’’ [43], they were ideal for our contextual approach. A special type of
narrative is the hyper-story, based on multimedia content and able to develop
‘‘cognitive structures that determine tempo-spatial relationship and laterality in
early age children’’ [43]. Through this description Sanchez and Lumbrera
emphasize the importance of spatial and temporal features in the process of
learning, or, in other words, the importance of the receptor’s situation, an aspect
which we took into consideration in our approach. By exploring the environment
children learn in a process similar to a play; this is why our paradigm could also be
described by the term ‘‘learning-by-playing’’.

3.2.3 Mobile Augmented Reality

As a personal learning style, mobile learning is defined as ‘‘the acquisition or
modification of any knowledge and skill through using mobile technology, any-
where, anytime and results in the modification of behavior’’ [15]. Mobile learning
also supports the ‘‘situated or context-based learning’’ model [1], which stresses
that learning has to take place in ‘‘true learning contexts’’, and contain ‘‘authentic
activities and assessment’’ [12].

In order to implement a mobile-learning system with hypermedia simple or
complex narrations, we considered the technology of the Augmented Reality (AR)
on mobile devices.

Augmented Reality is a computer technology which allows the dynamic
overlapping of multiple computer generated content layers, on a live-view camera
stream, while tracking the user’s movements and view changes. AR is seen as
supporting a new immersive visualization paradigm and a natural human-computer
interaction. It is for this reason that AR technology is adopted in educational
projects, to mediate an enhanced visual and cognitive perception, and to support
several new learning styles: mobile, situated in context, ubiquitous and nomadic,
social. The content may comprise texts, 2D images and graphics, 3D graphics and
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animations, audio and video files superimposed on the surrounding reality, cap-
tured by means of a video camera, or optical systems (HMD or glasses). These
augmentations have to be integrated naturally and in real time on the video stream
represented by the real scene, making the user perceive a new cognitively aug-
mented scene. This is achieved by means of complex and advanced techniques,
such as real-time tracking and 3D registering. The technical definitions of AR
processes can be found in the reference paper of Azuma [2].

Some authors [40] consider that video information does not represent an aug-
mentation of reality. When these augmentations are visualized outside the AR
process, they are referred to as ‘‘actions’’ attached to AR, but when integrated in the
real video stream using video-in-video techniques they are part of the AR process.
The use of the video augmentations has great pedagogical value, and opens the way
to integration between AR and multimedia systems, leading to a new form of
hypermedia-learning system, the generic Mixed Reality (MR) system [11].

The AR/MR systems allow the augmentation of the user’s perception of the real
world, but also the use of existent visual and spatial abilities and an enhancement
of the interaction capacities of the users [19]. Specifically, compared to MR
systems, the AR applications allow the implementation of context sensitive
applications. When the context is geographic, the AR applications act as true
information browsers. These kinds of AR applications present a non-linear navi-
gation metaphor for content visualization and make use of remote data services.
The augmented data delivery is determined by certain ‘‘triggers’’. The similarity
with web applications is obvious, except that the data request is triggered not by
the user, but by a geographic context. From this architecture we conclude that AR
applications are strongly dependent on online connections, a feature which can
affect the usability of AR applications for learning purposes.

Consequently, our approach is to develop an AR learning tool as a native
application for Android i.e. to use integrated hardware and software capabilities to
store both the application and the content. The native application approach has the
disadvantage of being restricted to specific mobile platforms.

The present AR technology allows a seamless integration with social networks
by means of service mash-ups. In our approach we used combined software agents
with social network mash-ups.

Having thus described the AR processes’ capacity to augment a user’s under-
standing of reality in its context, we must now question whether, for an educational
application, a simple visualization in an AR view is sufficient even if it is ideally
implemented (as defined by Azuma [2]: 3D content overlaid in real time on the
live video image). We consider that this is sufficient only for achieving a first
cognitive level but not for a learning purpose.

That is why we proceeded to investigate technologies to be associated with AR
in order to develop an educational application. Furthermore, targeting a group of
primary and secondary school children, this kind of application needs to include
elements to engage this category of learners and to offer a certain level of appli-
cation control. Analyzing modern software engineering technologies we consid-
ered software agents, which are discussed later in this chapter.
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3.2.4 Agent-Based Approaches

The learning process is a dynamic one and traditionally mediated by the teacher.
Modern models of e-learning, are focused on a learner-centered model, and ped-
agogically mediated by technology. Conrad and Donaldson [10] define several
methods for creating engaging courses in the e-learning environments.

Software agents as well as AI (Artificial Intelligence) are used in educational
software to create intelligent applications, adaptive to the context of their use, to
support this learning paradigm and also to capture the learner’s interest.

Narrative based educational application use software agents under the form of
animated humanoid agents, namely in the form of characters, which are designed
with the purpose of rendering the lesson more engaging, to compensate for the
absence of the teacher, or to provide help to students in different situations
occurring during the educational process. The agents guide the learner through the
learning process according to the pedagogic strategy.

In multimedia systems, agents serve as ‘‘personal metaphor guide (guides,
agents, tutors) or historical personages’’ [49]; they make the connection between
the learner and the educational system. An example is the one implemented by
Sanchez and Lumbreras [44] and Sánchez et al. [43].

Most implementations of software agents represent complex applications with
elements of artificial intelligence, e.g. digital storytelling, collaborative, gaming.
Software agents were extensively used in Virtual Reality based educational
applications having visual interfaces.

In [4] the authors perform a brief review of software agent implementations in
AR environments, as these are more recently integrated within AR environments.
An early AR application with humanoid agents is the ALIVE system [37]. In [8] a
live video avatar of a real person is placed into a Mixed Reality setting, and
interacts with a digital storytelling system with body gestures and language
commands. In [3] are experimented interaction techniques with virtual humans in
Mixed Reality environments, which played the role of a collaborative game
partner and an assistant for prototyping machines. For [7] the agent is a virtual
playmate assisting children in a natural storytelling play with real objects.

In [19] the authors review implementations of Mixed Reality applications
which use the technologies of software agents for the control of the actions/tasks
and also as a user interface metaphor.

Archeoguide [17] is an example of an outdoors AR application that uses X3D
data format and runtime to describe the content and a dynamic runtime behavior,
which contains elements of AI logic written in JavaScript. An X3D scene consists
of three different layers: background video, 3D reconstructions and the user
interface [17].

AMIRE it is an authoring language developed within an EU IST Program,
completed in 2004, dedicated to efficient creation and modification of Mixed
Reality (MR) applications, authoring metaphors, and generic design recommen-
dations and procedures [20].
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As we can see, state-of-the-art approaches exist for different educational pur-
poses and learning settings. Of these, only [17] and [34] use software agents in
mobile AR settings, similar to our approach. In [17] a proprietary AI solution was
developed for an intelligent and adaptive touristic guide. In [19] open technologies
were used for an educational application using visual agents which assist the
learners. In our approach we used non-visual software agents as AI components in
order to support a narrative learning application with both pre-determined and non-
linear learning paths. For the implementation we chose both open source and
commercial SDK.

3.3 Description of the Agent-Based Learning Paradigm

3.3.1 Motivations for Present Work

We believe that e-learning can be a solution for the support of the preservation and
continuity of many cultural traits of rural societies, such as textile technologies,
ceramics technologies, as well as various other crafts.

In our case of vocational learning the successful integration of new e-learning
technologies is due to the application of a blended learning strategy, i.e. a com-
bination of traditional classroom teaching (or workshops), and e-learning specific
technologies, to cite only the videoconference interactive system, or the use of
virtual learning environments or mobile learning. This strategy is described by
Schlosser and Burmeister [48] as using the ‘‘best of both worlds’’.

To kickstart this pedagogical project of the revitalization of the traditional
textile technology, the local school was equipped with a Sony Bravia monitor with
a CMU-BR100 video camera, and with Skype Internet connection. The first video
conferences were conducted in the summer of 2012, with the courses delivered by
the staff of the Textile Department of the National University of Arts Bucharest
and attended by both village teachers and students. In the beginning, face to face
hands-on lessons (consisting of presentation of techniques and individual work
with groups of village students) were performed using replicas of Roman looms.

In the subsequent stage the project set the basis for the development of a
community of learning which advanced the blended-learning approach by creating
a platform of experimentation of the technologies, as well as a virtual and inter-
active e-learning system.

To support a new paradigm for informal learning, as a precursor to further
vocational training, an original software application was designed for Android
mobile devices (smartphones and Tablet PCs), integrating at least a GPS receiver
and a rear video camera.

The application assists children as they progress through each lesson in a
mobile real/virtual environment based on the Augmented Reality technology and
the concept of geo-referenced Points of Interest (Figs. 3.3, 3.4). Thus, the appli-
cation is dependent on a well-defined geographic context.

3 E-Learning and the Process of Studying 73



The educational content is structured under the form of hypermedia narrations
(as individual lessons), consisting in walkthroughs within a multimedia inter-
connected content. Each lesson uses 3D reconstructions of the traditional objects
and of the original environments in which these objects were used. The children
select a specific digital narration according to their learning objectives. The whole
application integrates several specialized functional modules including a frame-
work for software agents. The application was developed following the Android
application model.

3.3.2 General Presentation of the E-Learning Solution

In our research project we have attempted to implement a modern paradigm of
learning traditional technologies within their genuine historical contexts, based on
the local tradition of visual narratives, an educational strategy tailored for children
between the ages of 8 and 12 years old. We surmised that the transformation of
simple visual narratives, describing the technical processes, into digital stories
would produce an efficient tool of mobile and contextual learning for children.

Fig. 3.3 The application and
the list of POIs

Fig. 3.4 The mobile AR
application
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Since the stories are ‘‘narratives of true or fictional events that intend to capture
and involve learners actively’’ and have ‘‘a topography, and spatial and temporal
dimensions’’ [43], they were ideal for our contextual approach. A special type of
narrative is the hyper-story, based on multimedia content and able to develop
‘‘cognitive structures that determine tempo-spatial relationship and laterality in
early age children’’ [43]. Through this description Sanchez and Lumbrera [44]
emphasize the importance of spatial and temporal features in the process of
learning, or, in other words, the important of receptor’s situation, an aspect which
we took into consideration in our approach. By exploring the geographic and
historic environment, children learn in a playful manner, searching for Points of
Interest (POIs) representing different learning stages; this is why our paradigm
could also be described by the term ‘‘learning-by-playing’’.

Following the choice of implementing our solution on mobile equipments
(smartphones and tablets) we promoted the mobile learning paradigm.

The programmatic power of the software agents’ technologies was leveraged in
order to implement a multi-agent system. One of these agents is the ‘‘learning
agent’’, which has the main task of mediating the learning process. The agent-
based learning solution will be described in the following sections.

The learning paradigm experimented in our project consists of a hypermedia
learning system in the context of an Augmented Reality—based environment. The
software application provides a logical suite of stages of learning of the traditional
technologies (textiles, glassware), while leaving the children the freedom to
choose a learning path, i.e. a specific lesson. By using our application, the children
can see all the stages of a technology, both as a pure technique and a technique in a
cultural and historical context.

This educational scenario is addressed to children and contains elements to
attract and persuade them to travel through a complete lesson. If this does not
happen, i.e. a lesson is not completed, this status is persistently stored, such as at
the next use the application is able to make the recommendation to resume the
lesson from where it left off.

For our paradigm we therefore needed to implement scenarios based on mul-
timedia sequences and an application to provide intelligent, adaptive behavior.
This required an implementation of methods for monitoring the learning process to
provide feedback on the application usage, and a behavior adapted to the context
of use. Instead of traditional AI programming, we chose to use software agents,
due to their ability to incorporate both logic and communication mechanisms, and
therefore adequate for designing very specialized functions.

3.3.3 Basic Concepts of Software Agents

In computer science software agents represent intelligent software modules, which
can act in the name of the user, or other software module by means of an agency.
This represents ‘‘the authority to decide which, if any, action is appropriate’’ [38].
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In the domain of Human-Computer Interaction (HCI), the agents are referred to as
interface agents or user agents [35].

Software agents also represent a modern programming paradigm [50], Agent-
Oriented Programming (AOP), different from the procedural or objectual ones, but
close to the concepts of methods and functions.

There are several definitions of the software agents: ‘‘persistent software entity
dedicated to a specific purpose’’ [51]; ‘‘self-contained program capable of con-
trolling its own decision making and acting, based on its perception of its envi-
ronment’’ [55]; ‘‘effective for organizing and programming software applications
in general, starting from those programs that involve aspects related to reactivity,
asynchronous interactions, concurrency, up to those involving different degrees of
autonomy and intelligence’’ [45].

According to [55] a software agent is defined as a hardware-software entity
having the following essential attributes:

• Autonomy: agents can operate without the direct intervention of humans or
others, and have control over actions and internal states;

• Social ability: agents can interact with other agents, as well as with their users;
• Reactivity: Agents can perceive their environment and respond on time to the

changes;
• Pro-activity: agents can take the initiative and display a behavior based on an

objective.

This autonomy allows agents to accomplish tasks which are defined in terms of
‘‘behaviors’’. Because of their autonomy, software agents can be taught by high-
level descriptions so that the user is freed from complex low level operations. With
this programming model difficult programming problems are solved such as
concurrency, security or context-sensitivity [45], and also predictive agents can be
developed.

There are several open source agent-based technologies on mobile devices,
such as JADE [21], JaCa [22], Jadex Android [23], Agent Factory Micro Edition
[24], 3APL [25].

In [45] is presented the JaCa-Android as an integration of two existing agent
programming technologies: Jason and CartAgO. Jason is an agent programming
language based on AgentSpeak language, the most employed agent-based lan-
guage, and also a platform [26] developed in Java. CartAgO is a framework for
programming and running the agent-based applications [27]. We took into con-
sideration this platform for our agent-based implementation, due to the fact that it
is a high-level framework and it provides an Android version.

Jason’s architecture is based on the BDI (Belief-Desire-Intention) computa-
tional model, which defines the behaviour of individual agents and offers a model
for agent reasoning. The agents can be reactive (i.e. react to events) or pro-active
(try to achieve a desired status). On the environmental side, CArtAgO uses the
notion of artifact as an abstraction to define the structure and behaviour of
environments and the notion of workspace as a logical container of agents and
artifacts. Artefacts represent the environment resources and tools that agents may
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dynamically instantiate, share and use [45]. The advantage of JaCa-Android is that
it provides a high-level developing framework based on abstractions that facilitate
the development of agent-based mobile applications on a mobile platform [45].

The advantage of the programmatic power of the software agents is counter-
balanced by the disadvantage of their complexity and steep learning curve. A high-
level framework allows a software developer to concentrate on the design of the
application functionalities, contributes to a lower development time and is less
error prone. Nevertheless, there still remains the issue of understanding which
types of software agents and development framework are suitable for a given
application and the need to allocate time for an evaluation of the existing
frameworks as there are several frameworks offered by an open-source commu-
nity, at different development stages.

3.3.4 Components of the Agent-Based Learning Paradigm

The paradigm we propose has the following structure:

1. An informal learning-by-playing and mobile paradigm focused on skills and
technology;

2. A situation in context and information visualization using Augmented Reality
technology;

3. A digital narrative using hypermedia (i.e. linked multimedia content);
4. Sensitiveness to the context and usage with the help of software agents, i.e.

dynamic adaptation of the didactic content and of the application interface.

In the present chapter we will discuss only the learning of a single craft tech-
nology, that of traditional textiles. It is well known that textiles, as well as
ceramics, was a conservative technology [5], remaining almost unchanged during
millennia. Consequently, the methods of weaving documented in Vădastra village
date back at least from Roman times. This rationale combined with the fact that
Vădastra, like many other villages in the region, was built overlapping a Roman
villa rustica, prompted us to design the lessons on textiles with historical refer-
ences, thus allowing the children to experience a lesson of history, beside the
technological lesson.

As a result, the process of learning proposed by us is based on the concept of a
Hypermedia Digital Storytelling Scenario (HDSS). A HDSS could be defined by
the following formula:

the dynamic content (the 3D architectural reconstructions ? the 3D techno-
logical objects reconstructed) ? the story of technology ? the performance of the
experimentalist (Fig. 3.5).

The educational application designed for this purpose, named MapsofTime-
LearningTool, offers the following 3 learning levels, presented in order of their
gradually increasing cognitive complexity.
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1. The first stage begins with the Context’s Digital Storytelling, or, in other words,
the visual story of the place, which is a narrative about Romans and their
technologies, positioned via GPS within the local geography, and presented
under the form of video films with the re-enactments produced by the team of
experimentalists of Vădastra. For this purpose a couple of horizontal and
vertical Roman looms [6, 54] were reconstructed. To increase the veracity of
the technological performance, performers were dressed in Roman costumes
and acted in a reconstructed villa rustica’s workshop and outdoors (Figs. 3.6,
3.7). Thus children were able to visualize the textile technology in its ancient
context, a historic information layer enhanced by the performance of the
contemporary technologists.

2. The second stage is the Objects’ Digital Storytelling, in which the 3D recon-
structions of the objects for weaving,3 furniture (Figs. 3.8, 3.9) and interior
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Fig. 3.5 Hypermedia digital storytelling graph (UML diagram)

Fig. 3.6 3D reconstruction
of a Roman villa rustica
(Context’s Digital
Storytelling)

3 3D reconstructions by Assis. Prof. Alexandra Rusu (National University of Arts, Bucharest).
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design details were included. Children can play with the animated virtual
reconstructions, understanding the meaning and function of the displayed
objects.

3. The third stage, the Technology’s Digital Storytelling was designed for those
who acquired a high level of technical knowledge, since it presented in detail
the processual stages (chaînes-opératoires) of the technology studied
(Fig. 3.10). The children truly interested in learning the technology can access
this level of the hyper-story made of video films describing the technical
stages,4 with images captured from both the observer’s and the performer’s
perspectives. To contextualize these operations some images had links to the
first stage of the hyper-story.

Fig. 3.7 Artist showing
weaving techniques
(Context’s Digital
Storytelling)

Fig. 3.8 3D reconstructions
of the objects (Objects’
Digital Storytelling)

4 Video footage: Lect. Adrian S�erbănescu (University Spiru Haret, Bucharest).
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4. The practical part of the hyper-story, the Craft Approach, was materialized
under the form of workshops organized for the village children,5 where they
worked with the reconstructed Roman looms (Fig. 3.11). This was a good
opportunity to develop their skills and discover real talents. At this stage too,
children can access the first stage of the hyper-story.

Fig. 3.9 3D reconstruction
of a Roman vertical loom
(Object’s Digital
Storytelling)

Fig. 3.10 Textile
technological gestures
(Technology’s Digital
Storytelling)

5 Weaving experiments: Assist. Prof. Alexandra Rusu and technician Elena Haut (National
University of Arts, Bucharest).
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In the hyper-story we designed, the child has limited decisional control; s/he
can choose a story, for example the visual story of the place, but cannot intervene
in the (pre-determined) order of the technological stages. On the other hand, the
child has the freedom to combine the stages of learning in a real-augmented
environment with the practical experimentation of the technology.

3.3.5 Description of the Software Agents

In order to support the concept of HDSS, we implemented the following categories
of software agents (Fig. 3.12):

1. User-Profile Agent (UP-A)

The UP-A agent manages the user profile by name, associating it with the result
of the current lesson completion status, in relation to the chosen technology
(textile, glass, ceramic). This agent delivers the welcome message and also
transmits information to other agents (the learning agent, the user interface agent).

2. AR Context Agent (AR-A)

The context can be considered an agent for information filtering, making the
application context sensitive. To support this, a geographic area was predefined in
order to contextualize the learning solution. The area represents at large an
archaeological location from Vădastra village. In his area, for each of the taught
technologies, 3 geographic points of interest (Geo-POIs) were defined by their
coordinates, representing the three learning levels (according to their description in
Sect. 3.3.4).

The geographic context is given by the GPS, compass and accelerometer
sensors of the mobile devices. In the AR-A agent the AR functionality and logic
were embedded: receiving and interpreting the information from the sensors;
deciding first if the user is in the pre-defined area; only in this case and according

Fig. 3.11 Hands-on lessons
with children about weaving
techniques using a vertical
loom (Craft Approach)
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to the chosen technology, the three POIs will be displayed. For each selected POI,
the AR software overlays augmented information over the video stream, and
ensures the 3D registration and tracking processes.

The AR-A agent also manages the hypermedia links inside of each learning
level and communicates with LE-A, the learning agent.

3. User Interface Agent (UI-A)

The interface displays the POIs to which the narrative lessons are attached and
allows a non-linear (at choice) navigation among different learning levels related
to the technology in context (e.g. textile technology). The geographic points of
interest (Geo-POIs) are displayed either on a Google map or in a list (Fig. 3.3), and
have attached colored labels with information.

The UI-A agent adapts the interface according to the user’s profile, making use
of the messages received from UP-A. For example, the POIs representing learning
levels completed by a particular user which returns to the application will be
displayed with a different color background.
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Fig. 3.12 The agents and a diagram of their inter-communication
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4. Learning Agent (LE-A)

This agent supervises the learning process: the agent receives message from the
AR-A agent regarding the completion status of a particular learning level, and
transmits specific messages to the UP-A agent. When the child returns to the
application, he is free to choose a learning level, but he also receives a status
information or recommendation due to collaboration among AR-A, LE-A and UP-
A, UP-A and UI-A agents.

The application usage information monitored by LE-A can be used for further
investigations, e.g. lesson completion rates.

5. Social Agent (SL-A)

This agent implements the connections with social networks. The learners can
share their experience by sending an image and text by email, to a Facebook or
Twitter account. The SL-A agent integrates the underlying service mash-up, by
implementing an OAuth authorization service [28].

The control of one learning level comprising several digital stories, i.e. the link
between the multimedia components in a learning scenario, occurs in a linear
manner for users, in order to direct them through a thread of a story. The scenario
follows the template:

• The real environment is assigned the 3D reconstructions;
• The 3D reconstructions are followed by presentation of 3D objects;
• The 3D objects are followed by video presentations.

In the AR view of the application, the navigation through an individual learning
level is achieved by means of interactions with the virtual objects, i.e. attached
events which serve to advance to the next element of the story.

3.4 Implementation Details

3.4.1 Software Integration Challenges

Our learning application is designed to combine several software technologies:
AR, multimedia content, 3D content, software agents on Android mobile platform,
social media.

Software agent technology was chosen as a solution to provide specialized
software components in order to manage the learning application as a whole. The
existing AR platforms can manage the AR processes and the social media inte-
gration, but cannot provide support for managing a complex custom application
with AI behavior.

From the software implementation point of view we had the choices, according
to [45, 46] to either port agent-based software technologies on mobile devices or
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use frameworks developed for mobile devices. To integrate a software agent
framework we needed to select an AR development framework not an AR plat-
form which acts as Content Management Platform.

3.4.2 The Android Platform

The AR application was designed for Android smartphones and tablet PCs. The
integration of different functional modules was possible by developing a native
(device-specific) applications on the Android platform. This offers an open source
software stack for mobile devices which encompasses the operating system (Li-
nux-based), native libraries, Java runtime (virtual machine), the Android appli-
cation framework (SDK) and user applications. This open architecture allows for
modularization and facilitates the development of complex applications.

The Android SDK is an object-oriented Java-based framework, consisting of a
high-level set of classes, providing abstractions for developing mobile applications
for Android-enabled mobile devices. The main components of the framework are:

• Activity Manager: controls the life cycle of all Android applications;
• Fragment Manager: manages user interface elements (e.g. a list of menu items);
• Services: a service does not have a GUI and runs in the background for an

indefinite period of time;
• Content providers: manages specific applications’ data that can be shared with

other applications. The data can reside in an Android SQLite database or XML
files;

• Resource Manager: manages application resources, such as literal strings,
images, XML files;

• Location Manager: provides location information related to the device;
• Notification Manager: allow application to notify the user regarding different

events.

The Android framework also uses low-level synchronization mechanisms in
case of complex applications with asynchronous events. This behaviour is similar
to thread-based programming used in other programming languages. The agent
programming model also uses asynchronous communication, but managed through
an agent-based framework, which abstracts the low-level platform communication
implementation.

3.4.3 The Mobile Augmented Reality Application

For the development of a Mobile Augmented Reality application, three options are
available:
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1. First, and the most common, use of a client-server architecture, which involves
the AR platform, the application developer or third-party server for content
management and a client software residing on the mobile device and down-
loadable for different mobile platforms; in this case, the content delivery is
dependent on the internet connection.

2. Second, is to develop a native application for a specific mobile platform,
package it with the content and install on a mobile device;

3. The third, is a combination of the first two options: the native application and
the content are installed on a mobile device, and those can be upgraded from
time to time on an internet connection.

We chose to build an application following the third architecture model, i.e. a
native applications less dependent on an internet connection bandwidth and
availability but using it for periodic application and multimedia content update.
The development of a native application enabled us to seamlessly integrate the
software agent framework with the AR application and ensured an optimal per-
formance, but have raised the complexity of the application design, implementa-
tion and test.

Three commercial AR platforms were analyzed: Layar [30], Wikitude [31] and
Junaio [32], with the final selection being Junaio from the Metaio company. The
Metaio AR SDK offers more options for developing geographical AR applications
using a modern, powerful and flexible programming model (Fig. 3.13), allows
development of interactive scenario-based AR applications and supports multiple
tracking models (optical and non-optical).

Regarding the authoring of the Augmented Reality scenarios for each indi-
vidual multimedia story, i.e. learning level, we used UML (Unified Modeling
Language) diagrams (Fig. 3.5) and Metaio Creator [29] which is a visual authoring
tool. The application was then deployed to a native Android application using the
AREL export function.

Augmented Reality Experience Language (AREL) is the JavaScript binding of
the Metaio SDK’s API, which uses a static XML content definition. AREL is a
scripting-based programming model which can be employed for highly interactive
Augmented Reality experiences, in conjunction with open web technologies such
as XML and HTML5.

The Metaio SDK also allows the multimedia components for an individual
scenario (learning level) to be defined in the XML file. After the application is
loaded on the device, these components are stored locally, so the Internet con-
nection is necessary only for updates.

The Android application model uses views for each information screen. Our
application uses 2 main ones—MetaioSDKViewController and MetaioSDK-
ViewActivity, which contain all the system calls required to control the augmented
reality experience (e.g. open the camera). These custom classes can be extended
and overwritten for a custom application logic.

To delineate the geographic area of interest, we applied the geo-fencing tech-
nique: the area of interest being limited to the perimeter corresponding to the
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Roman villa archaeological site. Once the user exits this area, the application no
longer provides points of interest.

The POIs are marked using the billboard concept, i.e. a pop-up with a back-
ground image, icon and text.

3.4.4 The Multimedia Educational Content

The studied context, i.e. the Roman villa rustica and its objects, were modeled in
Autodesk 3ds Max6 and used in applications and MD2 Wavefront OBJ formats.
This latter format allows animations, e.g. rotations, etc., and the 3D objects contain
geometry and textures packed in zip archives. The virtual tour through the
courtyard was also implemented with the help of 3ds Max, and contains renderers
in a MP4 compressed video format.

All the digital assets (images, videos, 3D models) were packaged in small files
(under 5 Mb), according to the constraints imposed by the mobile devices, and
also for efficient transfer over an internet connection.

Our multimedia, superimposed on an AR scene, is based on several digital
assets: images, videos, 3D models. We authored the three multimedia hyper-stories
using Metaio Creator which can implement an interactive multimedia scenario,
e.g.: playing full screen (streamed) videos; showing/playing any content (2D, 3D,
video, sound) in AR mode based on the supported tracking technologies; starting,
stopping, looping animations, videos, sounds; moving, rotating, scaling any con-
tent (2D, 3D, video); automatic content adjustment to the tracking object. In order

Android OS

Metaio SDK–AR specific programming

Java, Metaio AREL

Platform specific programing

Capturing Tracking Rendering

Android Applications

Fig. 3.13 The architecture of
Metaio’s development tools
[32]

6 3D reconstructions by: arch. Andra Jipa, Cristina Kudor and Inga Bunduche (National
University of Arts, Bucharest).
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for the content to be 2D/3D registered on the real life target scenes, several manual
calibrations were necessary.

3.4.5 Social Media Integration

In Android, interactions among components are managed with a messaging
mechanism based on the concepts of intent and intent filter. An application can
request the execution of a particular operation offered by another application or
component, by providing to the O.S. an intent with the information related to that
operation. The O.S. will handle this request locating a proper component—e.g. a
browser—able to manage that particular intent. The intents manageable by a
component are defined by specifying a set of intent filters.

The connection of the learning application to web sites, email, Twitter and
Facebook accounts is done using Android intents and is implemented using an
OAuth authorization service, as user authentication is required to access these
networks. This process is also called service mashup.

3.4.6 Software Agents Implementation

Our main concern in using software agents was to implement a mechanism to
support a flexible behaviour of our application designed to be used for learning
purposes. Instead of incorporating AI elements or other logic control we consid-
ered the software agent paradigm on mobile platforms more challenging. We
designed software agents having specialized tasks to perform, capable to ensure
the overall functionality of the application and provide assistance on the learning
process. We mainly leveraged the communication mechanism among software
agents, which we considered very adequate for our task. We did not implement
self-learning mechanisms or other advanced AI functions, but this can be done
further using the existing software agent programming model.

Regarding the BDI (Belief-Desire-Intention) architecture, we focused on pro-
gramming plans for agent’s ‘‘intentions’’. Intentions represent a deliberative state
of the agent, which is translated in the execution of a plan, i.e. sequences of actions
performed by an agent to achieve one or more ‘‘intentions’’.

For software agent programming we have selected the JaCa—Android frame-
work [55], with which we programmed several software agents characterized by a
clear underlying logic and communication channel among them.

Using JaCa we programmed Jason agents with the logic to execute tasks
required for our mobile learning application with the purpose to:

1. Manage the overall application;
2. Make the application adaptive to the usage scenarios;
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3. Implement asynchronous communication mechanism among different appli-
cation components, i.e. agents having different roles and tasks, by programming
a reactive agent behaviour.

Navigation in the hypermedia space is performed on two levels:

1. A simple interaction with the digital augmentations in the AR view, which are
treated by the Augmented Reality agent (AR-A), according to the scenario
developed using Metaio Creator software utility and further customization. This
provides a predefined individual navigation through multimedia story elements;

2. Navigation supervised by the learning agent (LE-A), which detects scenario
completion status and informs other agents about this condition, which can
further assist and inform the learners about their learning process status.

The first level is based on UI events and on an XML list containing digital
assets, and associated to the Geo-POIs. The other level uses specific software agent
communication and logic.

The learning agent (LE-A) receives a status message regarding the lesson
completion, and together with the User-Profile agent can construct a learning
profile of the current user and generate specific messages. For example, detecting
that a user repeatedly does not complete a learning path, will recommend him
either to go through the entire lesson or to chose another learning level which suits
him.

The LE-A agent can also store data regarding the application usage in an
Android SQLite internal database. This data can be extracted from the device at a
later time for analysis of the learning process with our application.

3.5 Application Experimentation

The children were involved in the testing phase of the application. They used
Android smartphones and PC tablets (Fig. 3.14) provided by the research project.

The start page of the AR application allows user registration and selection of
one of the technologies (at this application stage, textiles). The registration is
optional; in case it is overridden, the user profile agent (UP-A) manages the
application using an anonymous user account.

The selection of the technology (i.e. textiles) acts as a filter for the displayed
Points of Interest (Fig. 3.3) corresponding to associated learning levels (L#1, #L2,
#L3). A POI selection further triggers the start of the hypermedia story, consisting
of linked multimedia augmentations over the AR view. The scenario completion is
supervised by the learning agent (LE-A).

The children were presented the usage scenario: upon opening the application
and inserting their names they received a welcome message and a history of their
use of the application. When approaching the areas of interest, in this case the
Roman dwelling, the application displayed the geographic POIs and the children

88 D. Gheorghiu et al.



could use radio buttons to select the Roman technologies (currently TEXTILES,
CERAMICS and METAL, in the future versions). When the children left the GPS
selected area, this information disappeared from the application’s display.
Therefore, through a series of trials the children would situate themselves inside
the perimeter of the Roman dwelling, this situational game being the first edu-
cational stage of the application. The children then chose a technology to learn
about, for instance ‘‘TEXTILES’’, using the touch-screen display. This triggered
the display of the specific lessons under the form of billboards floating on the
screen. In the label of the billboard, a short text described the lesson. The children
chose one of the billboards and entered a corresponding pedagogical stage. Once a
lesson was completely visualized, the colour of the billboard changed.

A detailed presentation of the use of the application would follow the sub-
sequent steps:

Lesson1/Level 1 (‘‘the visual story of the place’’):
The AR agent augments the image of the real context with a reconstruction of a

3D Roman villa rustica seen from the front; when the user clicks on this object, a
film with the re-enactment of a technology starts. After the film ends the user can
return to the real image of the context and select another lesson.

Lesson 2/Level 2 (‘‘the visual story of objects’’) is composed of several stories.
Level 2a (‘‘the visual story of objects—the loom’’): The AR agent provides a

virtual tour of the Roman villa and stops the tour in front of the 3D reconstruction
of a loom. By clicking on this image, a 2D image of the loom and a series of texts
with historic and technical explanations appear followed by another 3D recon-
struction, which can be rotated to see all the details. Once the film ends, the user
can return to the real image of the context and choose another lesson.

Level 2b (‘‘the visual story of objects—furniture’’): The AR agent provides a
virtual tour of the Roman villa, and stops the tour in front of the masters’ room,
equipped with furniture and daily objects. By clicking on this image, a 2D image
of the room appears followed by another 3D reconstruction of the room, which can
be rotated to see all the details. Once the film ends, the user can return to the real
image of the context and choose another lesson.

Fig. 3.14 Children using the
tablet PC version of the
application
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Lesson 3/Level 3 (‘‘the technological digital storytelling’’):
The AR agent completes the real context with the reconstruction of a Roman

villa rustica seen from the front; by clicking on different objects, a series of video
films on technological gestures are opened, which will help the user to better
understand the process studied. During each learning lesson the users can send an
e-mail message with comments or an image capture using a Facebook or Twitter
account.

Lesson 4/Level 4 (‘‘the craft approach’’):
This level is the applied for the practical part of the hyper-story. For example,

the teaching of the weaving techniques to children between the ages of 8 and
12 years old was intended to develop the coordination of the gestures, a high
degree of skill, the attention and, last but not least, the endurance. Although it is
intended to be a solitary activity, the teaching of weaving to groups of children
could develop their interactivity and cooperation skills in solving technical
problems. During the practical workshops a skilled group of children was iden-
tified, and the contact with them was continued after the completion of the
experiments, with the help of Skype and Facebook. The technological lessons were
completed with information on the history of textiles, as well as with the pre-
sentation of unconventional techniques and new approaches to fiber art during the
videoconferences which followed the experimental campaign in the summer of
2012.

The children rapidly understood how to use performant devices but had to
repeatedly try the application in order to understand our learning scenario. They
provided us useful suggestions regarding the design of the application (e.g. UI
interface, text messages), in order to be motivated to continue to use the appli-
cation beyond the experimental phase.

3.6 Educational Novelty and Outcomes

In our project we have experimented a ‘‘learning-by-playing’’ teaching method and
mobile-learning in real and virtual contexts, as a personal style of learning. Also
some components of social learning were integrated.

The learning application implements hypermedia narratives with AR and sev-
eral software agents, which communicate with each other in order to create an
adaptive and coherent application that serves our teaching strategy: the learner has
the freedom to choose a learning path from three learning levels; the overall
learning process is guided to help the learner to obtain a coherent knowledge.

The customization of the application according to the user profile also captures
the children’s interest. This was confirmed by a survey which asked the children
and teachers about their preference between an application insensitive, or sensi-
tive, to the user profile.

The application works in a geographical context, which conditions the children
to place themselves outdoor and seek the historical areas, geographically defined.
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Positioning in the real context stimulates an active learning through a play-like
discovery. The novelty of the project approach resides in the simultaneous pre-
sentation of information on the objects or technologies, and that of the culturally
formative context.

We tested the application on small groups of children. These were presented
with the whole application and were then given the mobile devices to use the
application in several campaigns lasting 2–3 weeks. The last such campaign took
place in April 2013. This approach was based on the fact that the learning process
is slow. We periodically verified, together with the school principal and the fiber
artists, the changes that occurred in the children’s levels of knowledge and skills.

As observed during the experiments, the mobile Augmented Reality application
for educational purpose had a proven, positive impact on children and young
audiences, both in formal and informal educational settings. This is due to the
contextual, user-centric information and the direct connection with true learning
contexts, in this case, both real-life surroundings and virtual reconstructions. These
types of applications are examples of blended learning solutions, which in con-
junction with traditional methods can be efficient learning tools. Our learning
paradigm helped both children and teachers, the latter gaining a better under-
standing of where to insist on teaching and evaluating the learning outcome.

We also evaluated these changes during the practical workshops (‘‘the craft
approach’’) with a group of school children of the Vădastra School. Following the
first test period, the school children proved that they had appropriated the specific
terminology: loom frame, warp, weft, sheds, heddle rod. Also they had learned the
difference between a plain weave, a kilim weave and a knotted weave and different
types of weaver’s knots. The problems encountered (not only in this age group but
in any age group) were noticing and understanding the difference between sheds
and picking up the right threads using the hand, keeping a straight border. Cor-
rections were made through successive demonstrations accompanied by explana-
tions. Following the first workshop a group of school children that had the skill and
wish to master weaving techniques was identified.

The next experiments introduced the children to different weaving technologies
(prehistoric, Roman and modern). What followed was a tour of the experimenting
site, a tour in which the pupils learned and worked with each technology. In the
prehistoric house, during a series of demonstrations, they displayed their under-
standing of the mechanism of weaving and various weaving stages. In explaining
the techniques and tools the teacher had used information already acquired in the
previous experiment. The pupils discovered that the few major differences between
the two bar loom, with which they had worked before, and the backstrap loom
were: the tension system using the weaver’s body and a fixed point, the maximum
width of the fabric, the presence of heddle rods, and auxiliary tools such as the
weaver’s sword.

The educational exercises carried out with the children from the Vădastra
village school demonstrated that this method of ‘‘teaching in virtual contexts’’ had
a strong influence on the young generations. How this method can represent a
successful means of preserving part of the identity of traditional societies in the
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third millennium will only be fully appreciated over a longer follow-up period, but
we already have obtained positive results.

3.7 Conclusions and Future Work

The teaching experiments that we conducted during the course of one year, both by
traditional methods and with an educational application, allowed us to experience
a paradigm with original pedagogical elements, designed for learning traditional
technologies in their historical context. We believe that expanding the perception
of the physical world with AR virtual elements can help cognitive and educational
processes.

In this chapter we presented significant results of our research regarding the
implementation of our MapsofTime-LearningTool application, focusing on the
role of the software agents for creating narrative e-learning tools and on evaluation
of the effective educational outcomes. We conceptualized a learning paradigm and
applied it using advanced software technologies, i.e. software agents and Aug-
mented Reality on Android mobile devices. As much as possible, open and flexible
software technologies were used. The prototype application has the architecture
and functionalities of a native application for Google Android mobile platform,
which combines different metaphors and technologies: geographic Points of
Interest (Geo-POIs) for discovering and accessing different learning levels; digital
stories based on inter-connected multimedia content (text, graphic, video); soft-
ware agents and social media.

The navigation through the multimedia space of a learning level is performed
by simple interaction with virtual objects in the AR view. The overall learning
process is supervised by a learning agent. The software agents’ tasks and the
agent-based environment controlling the communication among them were pro-
grammed using the JaCa-Android framework, which provides a high level of
abstraction and facilitates the application development. These agents have dif-
ferent roles within our application: monitoring and storage of the completion status
of each learning level for each registered user; learners’ assistance in using the
lessons in a consistent manner, based on the history of the application usage;
achievement of a general application autonomy.

The AR application was designed to create a mixed reality environment, where
what mattered was the user’s positioning in the defined geographic area, and not
his ability to locate a particular geographical point. The AR application by itself
could not produce important learning outcomes. That is why the integration of
software agents in an Augmented Reality application for the implementation of
complex educational applications is justified as the integrated AI control can
actively engage and support children in the learning process and provides a
coherent pedagogical structure. This kind of application can support the blended
learning paradigm, which is based on finding learning environments and media
complementary to the traditional classroom ones. The agent-based paradigm is
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also very well suited to a non-linear learning style, which has recognized cognitive
outcomes.

The learning paradigm and the digital narratives are original, made of a com-
bination of technical video lessons with artistic performance videos, object
annotations and simple animations. The application and multimedia lessons will
not by themselves make the children achieve the level of skill required to man-
ufacture traditional objects, this necessitates years of practice, but they can make
them understand how that object was produced in past times. Our modern learning
paradigm is intended to be used together with traditional face-to-face learning
sessions.

As future developments we will extend the application to other traditional
technologies (ceramics, glassware) and historic periods (e.g. prehistory). The agent
functionalities will be further developed with predictive functions, e.g. to provide
further recommendations based on user learning preferences. An Android SQLite
database will be employed to store historic usage data, to be further analyzed by
means of Business Intelligence (BI) tools in order to offer valuable information to
the school community. These data could also help improve the application and
prototype certain functions in order to promote the adoption of these kinds of e-
learning solutions.

The user base will be extended by testing the application in other schools.
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Inter-university Virtual Learning
Environment
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Abstract Virtual learning environments are irreversibly shaping the way of
teaching and learning at universities. They have become more and more popular as
practitioners recognized the advantages virtual learning environments offer when
applied in online teaching and learning. Nevertheless, most of the virtual learning
environments do not provide straightforward support for inter-university interop-
erability between heterogeneous learning environments. This paper presents a use
case of ITC-Euromaster with collaboration concept for inter-university interop-
erability. Furthermore, a taxonomy, an ontology and a high level architecture using
intelligent software agents that enable dynamic inter-university interoperability are
proposed to further develop an existing virtual learning environment used among
four European universities.
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4.1 Introduction

Virtual learning environments (VLEs) in higher education are typically used for
facilitation of online teaching and learning (OTL). Online teaching and learning
occurs thru online participation (OP) within different organizational forms like
courses, labs, meetings, etc. Facilitation mechanisms (FM) that enable online
participation are software and hardware systems like virtual classrooms (VC) and
learning management systems (LMSs). The above-abbreviated VLE concepts are
involved and applied to educational process at modern universities. However,
application of VLE to educational process is not as straightforward as expected
because of the two apparently contradictory assumptions: a rather pessimistic
assumption is (a) that there is no invention in online teaching and learning when
compared to the proven face-to-face concept that works well in traditional class-
room and another, rather enthusiastic assumption is (b) that well designed course
and proper technology is simply enough for successful teaching and learning online.
Of course, both assumptions are false. After while pessimism and enthusiasm fade
and teachers are looking for assessment methodologies for OTL that would lead to
improvement of their online activities. On the other hand understanding of technical
dynamics of OTL, its requirements and improvements towards inter-university
enterprise systems’ interoperability best describe the aim of the chapter. Our VLE
of interest is the ITC Euromaster (ITCEM—European Master Programme in
Information Technology in Construction). The ITCEM [1–3] is an e-learning
award-winning [4] inter-university virtual learning community based on common
course pool. The inter-university concept involves assumption that VLE has
undeniable strengths for integrating fragmented expert domain knowledge that
exists at different universities. In our case this is the knowledge about IT in
civil engineering (also IT in construction or construction informatics). An inter-
university VLE requires also a shared understanding of existing organizational
structures: a common taxonomy for information classification and organization of a
subject that is common for all members of the virtual learning community. The
course pool is a unique mechanism for sharing courses between providers and
consumers. Course pool provider is a partner institution providing a teacher,
who contributes a unit of study to the pool. Course pool consumer is a partner
institution that uses a course from the course pool in its curriculum and for its
students.

The chapter is structured in five sections: after the introductory section, the next
section presents related work about inter-university collaboration concepts and
continues with taxonomy that provides basic understanding about the domain, inter-
university VLE. In the third section the realized VLE, namely ITC Euromaster, is
described. Section four describes concept for implementation of dynamic inter-
operability between university information systems belonging to participating
universities in the ITC VLE. The implementation follows the federated architecture
pattern. Section five describes challenges for further research and development of
the ITC Euromaster platform. Section six concludes the chapter.
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4.2 Review of Related Work

The purpose of this section is to review the key collaboration concepts that contribute
to knowledge sharing at different inter-university levels. This way, we aim at
improving our understanding of different channels of collaboration between uni-
versities in educational process within VLE. In the second part of the section tax-
onomy is developed, which provides an agreed vocabulary for the inter-university
VLE. The taxonomy also aids in lowering cost of misunderstanding because of
different vocabularies used at participating universities. Last part of the section
reviews advances in enterprise interoperability patterns and technologies suitable for
development of seamless inter-university interoperability for ITCEM.

4.2.1 Inter-university Collaboration Concepts

Knowledge sharing through collaboration between universities is a type of inter-
organizational knowledge transfer through which one organization learns from the
experience of another [5]. Inter-university knowledge sharing is facilitated through
local, regional and global collaboration mechanisms. Local and regional inter-
university collaboration typically runs within the framework of selected national
universities [6, 7]. Globalization in education (i.e. Bologna process) leads to
internationalization [8] and brings concepts like transnational, borderless and
cross-border education [9] for better mutual and intercultural understanding and
learning and better mobility of academic staff and students. The concept of inter-
university knowledge transfer in education mostly takes the form of dual degree
programmes. Dual degree programmes allow students to obtain degrees from both
participating universities for a single programme of study. In [10] authors
described a transnational, dual-degree programme in the context of knowledge
transfer process. They developed a theoretical framework (Fig. 4.1) for inter-
university knowledge transfer process.

Alternatives to the controlled dual-degree programmes are more flexible inter-
university programmes where collaboration is at the level of units of study (i.e.
joint courses). Such collaboration brings together students from at least two
universities to work as a team. As the main contribution and benefit of the col-
laboration their implementers emphasize the benefit of sharing units of study
which are not offered by students’ own university [6]. It is also important that the
enrollment process for students is transparent, so that students can enroll into their
chosen units of study in the usual form at their home university [7]. In such
collaboration communities special attention needs to be paid to a shared and
synchronized timetable between universities, shared staff and courses such as to
avoid redundancy.

Multidisciplinary inter-school programmes offer creation of unique degrees.
Such approach enables custom design of a degree programme (multiple-area
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programmes, thematic programmes) including units of study and disciplines from
across a single university [11]. The concept is known in Continuous learning and
Life-long learning programmes.

Joint degree programmes are established in cases where a single university
cannot cover a specific field of knowledge. In such cases, collaboration between
universities is a way to complement the dispersed knowledge where former
competitive programmes at different (national) universities were able to overcome
their mutual suspicion and have developed together a joint programme [12].

A decoupled version of the joint degree programmes is where involved uni-
versities decided not to run the whole programme but to incorporate some of the
units of study of the programme into the existing curricula. The ITC Euromaster
programme uses the concept of a course pool to facilitate collaboration between
universities [3]. Any partner institution can include any number of existing units of
study (courses) in its own curricula.

From the review the following collaboration models can be identified:

• Shared programme: this is rather traditional form of collaboration (by design)
where universities intentionally design their curriculum to increase their col-
laborative capacity. The collaboration is best designed through the curriculum
mapping process [13]. Results of the process are tightly coupled dual-degree
programmes (level of collaboration is ‘‘programme of study’’) of equal standard.

Fig. 4.1 Inter-university knowledge transfer conceptual framework
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Such collaboration results in many potential students abandoning their plans to
move to partner university [10] which increases number of students at home
university and decreases individual study costs. The collaboration is based on
moving staff-pool and/or support of virtual learning environment.

• Shared course pool: this is a loosely coupled concept of inter-university col-
laboration, which is a mediation workspace between course providers and
course consumers. Course consumers use the course pool mechanism to obtain
requested units of study, while course providers maintain and deliver units of
study to the pool [3].

• Shared teacher pool: this is an old but interesting concept for providing sub-
stitute teachers in large school districts. In [14] authors suggested an optimal
size of permanent pool of substitute teachers as one possible method for
improving substitute teacher quality as well as reducing school cost.

Concluding, we hypothesize that the shared course pool is the most flexible and
open collaboration model for an inter-university virtual learning community.

4.2.2 Taxonomy for Inter-university Interoperability

Practical knowledge sharing through collaboration in virtual learning environment
at university level [15] is influenced by research that ranges from virtual networks
[16], virtual teams [17–19], professional virtual communities of practice [20–24],
virtual enterprises [25], agent-based technologies for efficient knowledge sharing
and personalization of e-learning services [26–32] and semantic web technologies
[33, 34].

At a university collaborative knowledge sharing supported by e-learning may
occur at different granularity levels within the generic nine-level taxonomy for
inter-university collaboration (Fig. 4.2): sharing between universities (inter-
university), schools (faculty, department, college), degree schemes (graduating
curriculum, degree, sub-degree), programmes of study, tracks of study (special-
izations), modules of study (specialized sub-tracks), units of study (courses,
classes or subjects), course units (lessons, activities) and/or at the level of indi-
vidual learning objects (lesson chapters).

Shared understanding of existing organizational structures at a university is
needed for new and innovative collaboration models, new delivery modes, new
policies, new assessment models, new funding models, and new skills on the part
of the students, faculty members and administrators, which eventually may also
lead to new virtual universities [35–37]. While on the other hand effective digital
knowledge sharing at university level education leads to higher Bloom’s levels of
conceptual understanding [38, 39].

The nine-level taxonomy is a classification scheme for the categorization of
organizational structure at universities. Common taxonomy and its methods are
useful for information classification and organization of a subject that is common
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for all members of the virtual learning community. Specifically, it defines con-
trolled vocabulary that helps overcome differences of language usage in different
members (individuals or organizations) of the virtual learning environment.
Semantic technologies complement taxonomy methods. Implementation of
semantic technologies can also include ontologies. An ontology identifies, captures
and arranges key concepts in a hierarchy that is often referred to as structural
knowledge taxonomy [40].

Referring back to the previous section and applying the taxonomy to the course
pool we can conclude that the course pool facilitates knowledge transfer at the
level of units of study (courses, classes or subjects). While on the other hand the
tightly coupled dual-degree programmes facilitate knowledge transfer at the level
of programmes of study (inter-programme).

4.2.3 Interoperability Technologies

In the past, universities competed for students against each other. Nowadays,
modern universities must collaborate in order to be more competitive. Universities
that adapt to collaborative online environments broaden their enrolment base
towards international students. Consequently, universities can be regarded as
enterprises that interoperate with many different heterogeneous enterprises
implementing different business processes, technologies and semantics. Generally,
‘‘to inter-operate’’ implies that one system performs an operation on behalf of
(or for) another system. Enterprise Interoperability (EI) is well-established applied

Fig. 4.2 Basic taxonomy for
inter-university collaboration
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systems’ research area, studying the problems related to the concerns and barriers
of systems’, applications’ and data interoperability [41]. According to the INTE-
ROP Enterprise interoperability Framework (now CEN/ISO 11354 standard)
various dimensions of EI are:

• Interoperability concerns: levels within an enterprise at which the interoperation
occurs (data, service, process, business).

• Interoperability barriers: obstacles to interoperability (conceptual, technological,
and organizational).

• Interoperability approaches: approaches for elimination of interoperability
barriers (integrated, unified, federated).

The objective of the INTEROP framework is to tackle interoperability prob-
lems through the identification of barriers that prevent interoperability to occur.
The first two dimensions (interoperability concerns and barriers) constitute the
problem space of enterprise interoperability. After identifying the problem space,
the ‘‘interoperability approaches’’ propose solutions to this problem space:

• Integrated approach means that there exists a common format for all models.
Diverse models are built and interpreted using/against the common template.
This format must be as detailed as the models themselves. The common format
is not necessarily an international standard but must be agreed by all parties to
elaborate models and build information systems.

• Unified approach means there is a common format but it only exists at meta-
level. This format is not an executable entity as it is the case in integrated
approach. Instead it provides a mean for semantic equivalence to allow mapping
between models and applications. Using the meta-model a translation between
the constituent models is possible even though they might encounter loss of
some semantics or information.

• Federated approach aims to establish the interoperability on the fly, which
means that the adoption of the approach should not impose the existing models,
languages and methods of work as the integrated approach.

The integrated and unified approaches have been well researched and imple-
mented, but the federated approach is still an ongoing research. In the revised
Enterprise interoperability research roadmap (European Commission, [42]),
development of federated approach for interoperability is considered as one of the
grand challenges. Today, most of existing interoperability solutions propose
integrated or unified approaches, which are not satisfactory to dynamic networking
enterprises.

Practical requirements of inter-university VLEs from the research and devel-
opment in the EI domain should be that partner universities participating in a VLE
don’t need to think about re-engineering of their legacy systems or building up an
integrated platform and proposing novel methods and frameworks to support
collaboration. Instead, participating universities’ information systems should use
technology that enables establishing interoperability on the fly.
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Technologies that are helpful for the development of federated EI are:

• Model driven architecture (MDA): this methodology has been defined and
adopted by the Object Management Group (OMG) in 2001 and updated in 2003.
It is designed to promote the use of models and their transformations to consider
and implement different systems. It is based on an architecture defining four
levels, which go from general considerations (CIM—Computation Independent
level and PIM—Platform Independent Model) to specific ones (PSM—Platform
Specific Model and Coding level).

• Model driven interoperability (MDI): the approach considers interoperability
problems at the enterprise model level instead of only at the coding level. The
main goal of MDI, based on model transformation, is to allow a complete
follow-up from the expression of requirements to the coding of solutions and
also to provide a greater flexibility thanks to the automation of these transfor-
mations. MDI concepts were developed in the Task Group 2 (TG2) of INTE-
ROP-NoE [43].

• Reverse engineering model: after MDA, OMG launched another research
activity leading to what was later called Architecture Driven Modernization
(ADM) [44] Reversing the MDA lifecycle, ADM is discovering models from
the coding level of legacy information system, such as UML models, Knowl-
edge Discovery Meta-model (KDM) and Abstract Syntax Tree Meta-model
(ASTM) [45]. KDM and ASTM are aimed to satisfy someone interested in
discovering more specific models from a legacy system.

• High level architecture (HLA): the HLA Evolved 1516 [46] is a software
architecture specification that defines how to create a global software execution
composed of distributed simulations and software applications. The Defense
Modeling and Simulation Office (DMSO) of the US Department of Defense
(DOD) originally introduced this standard. The original goal was reuse and
interoperability of military applications, simulations and sensors. In HLA, every
participating application is called a ‘‘federate’’. A federate interacts with other
federates within a HLA federation, which is in fact a group of federates. The
interface specification of HLA describes how to communicate within the fed-
eration through the implementation of run time infrastructure (RTI). Federates
interact using services proposed by the RTI. They can notably ‘‘Publish’’ to
inform about an intention to send information to the federation and ‘‘Subscribe’’
to reflect some information created and updated by other federates. The infor-
mation exchanged in HLA is represented in the form of classical object class
oriented programming. The two kinds of object exchanged in HLA are class
Object and class Interaction. Class Object contains object-oriented data shared
in the federation that persists during the run time; data from class Interaction are
information sent and received between federates. These objects are implemented
in XML format. HLA also supports web services for easier interaction with
legacy systems.
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4.3 Use Case: ITC Euromaster

ITC-Euromaster (European Master Programme in Information Technology in
Construction—ITCEM) is one of the most unique and award winning e-learning
paradigm [3, 4] in higher education offered to civil engineering bachelors. The
ITCEM has developed an e-learning model of education based on the course pool
and participation of academic institutions being course providers and/or course
consumers. Specialized courses, offered by five European Universities (University
of Maribor from Slovenia—UM, University College Cork from Ireland—UCC,
Dublin Institute of Technology (CITA) from Ireland—DIT, University of
Ljubljana from Slovenia—UL and University of Technology Graz from Austria—
TUG), cover a wide area of IT in Construction. Graduates from participating
universities represent a unique profile of an ITC specialized Civil Engineer that is
increasingly recognized and demanded by the Architecture/Engineering/Con-
struction (AEC) sector.

The courses (units of study) of the ITCEM Course Pool were initially developed
by academics from nine European universities as part of a EU-funded Socrates
Erasmus project between 2002 and 2005. The main purpose of the project was to
develop a curriculum on IT in Construction to give students the possibility to
extend their knowledge in research, development, and application of computer and
information science in civil and building engineering. The result in 2005 was a
European Master’s curriculum in Construction IT, complements the existing
portfolio of teaching programs and should meet the growing demand for such
skills. In the case of the institutions already offering ITC courses, the project is
providing the added value of a European dimension for their existing programmes.

After the Socrates Erasmus project was finished in 2005 only two of the initial
partner universities, namely University of Maribor, Faculty of Civil Engineering
and University College Cork, Department of Civil and Environmental Engineering
were successful with the incorporation of the ITCEM-like curriculum into their
existing curriculums. That practically means that any partner institution can include
(consume) any number of existing units of study (courses) from the ITCEM Course
Pool into their own curricula. Today we know that the lowest common denominator
for ITCEM virtual learning community is a shared course pool along with a shared
and synchronized timetable for the courses to ensure one-time delivery for all
course consumers.

The diagram on Fig. 4.3 shows the most common AS–IS Use cases within a
university information system (UIS). It is important to note that the ITCEM VLE
depends on the data distribution from the UIS. The data is semi-manually exported
from UIS and imported to ITCEM VLE. In the following sections a concept of the
new architecture with higher interoperability level is presented.
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4.3.1 The ITCEM Course Pool

Currently, ITC-Euromaster (single entry point is http://euromaster.itcedu.net)
delivers over 10 courses developed and offered by academics from 5 European
Universities in Slovenia, Ireland and Austria. The courses form an ITCEM Course
Pool (mostly delivered courses are: The Role of Construction Informatics, eBusi-
ness in Construction, Automation in Construction, Computer Mediated Commu-
nication, Applied Knowledge Management, Software Engineering, Interoperability
and BIM, Computer Aided Facilities Management). Course pool provider is a
partner institution/author who contributes one or more units of study (courses) to
the pool. A course can have more than one provider from different partner insti-
tutions (i.e. joint delivery of a course). Any institution/author (provider) with the
knowledge in the field of ITC is welcomed. Once accepted by the steering com-
mittee, the new course is included in the pool. Course pool consumer is a partner
institution that uses one or more courses from the course pool in its curriculum.
Course consumers from partner institutions are students who enroll for the course at
their home institution. However, the students participate in a single virtual remote
class, which is delivered by its provider.

Fig. 4.3 AS–IS use case diagram for UIS in relation to ITCEM
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The initial course pool content (between 2005 and 2009) consisted of 12
courses: The role of construction informatics, Data structuring and databases,
Information modeling and retrieval, Modeling and visualization, Software engi-
neering, Knowledge management, Engineering Artificial Intelligence, Computer
mediated communication, Mobile computing in construction, Computer integrated
construction, Virtual enterprises and eBusiness. Since then the course pool content
was distilled and now contains 8 core courses plus some other (electives at partner
institutions).

Responsibility for the course content, namely course units and learning objects
in digital form, has course provider.

The diagram on the Fig. 4.4 shows universities as course providers (left) and
universities as course consumers (right) in relation (provided by and consumed by)
to the courses from the pool (middle). In the year 2012/2013 four universities
(UM, UCC, UL, TUG) are course providers and 4 universities (UM, UCC, DIT,
UL) are course consumers.

The ITCEM course pool content is focused towards students who have finished
their undergraduate studies with a university degree in civil, building or structural
engineering as well as architecture. At partner institutions (consumers) the courses
are used as part of different forms of Master’s degree curriculum in Construction
Information Technology. This shall enable students to continue with the relevant
PhD study or immediately start to work in the industries with a specific knowledge
of IT. The need for such new profile has already been recognized.

Fig. 4.4 The concept of the course pool; sharing of units of study (courses)
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The concept of the course pool solves the problem of adequate human resources
and experiences in ITC, which are scarce. In relation to the current developments
of e-learning usage patterns [47], the ITC-Euromaster Course pool obviously has
made the right choice of an e-learning mechanism to overcome the problem of
dispersed students and teachers. According to the survey about distance, online
and e-learning, practitioners and researchers from Europe, Australia, and Asia
reported participation in twice as many forms of the learning environments
compared to those originating from the continent of North America.

4.3.2 Technology: A Robust E-Learning Environment

E-learning models must be based on the e-learning environments, which ensure
high quality, participation and productivity. According to our experiences a robust
technical infrastructure is a vital part of any e-learning environment (Fig. 4.5).

So far we have gathered experiences with different e-learning environments
where audio or videoconferencing (HorizonLive, VCON, CUSeeMe, ClickTo-
Meet, Adobe Connect Pro) have been used in combination with different web
based learning management systems (WebCT, Blackboard, Moodle) for delivery
of courses from the ITCEM course pool. Our experiences, enriched with those of
many researchers in the field of using IT for education, led to ideas of an ideal
environment to effectively support open distance teaching and learning.

The current ITC Euromaster e-learning environment consists of three compo-
nents: a portal, the course management system Moodle together with file repository
in DropBox and a Virtual Classroom facilitated by Adobe Connect Pro. The main
function of the first is to enable access to teaching and learning material repository
as well as other relevant functions (e.g. forums) and information (e.g. teacher and
student list, timetables, grade book, etc.). The learning management system

Fig. 4.5 ITC-Euromaster system architecture

108 A. Tibaut et al.



(Fig. 4.6) is based on the Moodle—Modular Object-Oriented Dynamic Learning
Environment (also categorized as a CMS—Content Management System or VLE—
Virtual Learning Environment). The Virtual classroom [1, 15, 48] enables teachers
synchronous communication with their students. A participant list, chat, audio and
video control, web links, document sharing, application sharing and a whiteboard
are the basic parts of the virtual classroom (Fig. 4.7). ITCEM community has
access to three Virtual classrooms. They are geographically distributed (one in
Slovenia, two in Ireland) installations of Adobe Connect Pro.

4.4 Specification of the Federated Inter-university Virtual
Learning Environment

This section presents a specification for development of a framework based on the
previously described interoperability approach called federated approach. The
framework is HLA compliant, which means that interoperability between partic-
ipating university information systems (UIS) in the virtual learning environment
ITCEM can be setup rapidly, on the fly. The notion ‘‘on the fly’’ is important for
framework scalability when new partners will join the current consortium of
partner universities. The framework also introduces use of ontology during com-
munication between UISs.

Fig. 4.6 The ITCEM learning management system
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Figure 4.8 shows new ITCEM system architecture that utilizes the new HLA
based framework. Existing literature suggests gradual development (evolvement)
of HLA based architectures [49]. The modernization process requires following
steps:

• Describing the information extracted out of the artifacts of existing information
system: Open source software MoDisco [50] provides generic tools for static
analysis of existing systems (i.e. University information system). The tools can
generate complex models (meta-models) out of existing systems. Model Dis-
cover (MoDisco) is an Eclipse Generative Modeling Technologies (GMT)

Fig. 4.7 The ITCEM virtual classroom

Fig. 4.8 The new ITCEM system architecture based on HLA—high level architecture
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component for model-driven reverse engineering. MoDisco can extract XML
model, KDM model, KDM code model, JAVA code model, UML model, etc.
from existing legacy systems (i.e. university information system). The complex
models, called meta-models, emulate (modeling world) the existing enterprise
information systems (real world, i.e. university information system). The idea is
to automate the process of meta-model creation, which in MoDisco is possible
with the creation of ‘‘discoverers’’. The discoverers extract necessary informa-
tion from the system (i.e. databases, Java and C++ project files, etc.) in order to
build a model conforming to the previously defined meta-model. The way to
create these discoverers is often manual but can also be semi-automatic. Result
of the MoDisco process is an UML file in XML format.

• Understanding the extracted information in order to take the good modernization
decisions: The UML model produced in MoDisco is a large data file where not
all data are meaningful and useful. In this phase parsing of the XML file is
needed to extract only data like objects, attributes and relations that would be
useful information that sufficiently describe artefacts the of existing system. The
extraction process requires a custom code to be written. Result of this phase is
an intermediary XML file, which is a restructured subset of the original UML
file. This phase is iterated over all existing university information systems (in
our case three—UM, UCC, DIT).

• Transforming this information to new artefacts facilitating the modernization: If
previous phase resulted in many different XML files, then these files needs to
evolve into a single model acceptable to all initial participating universities. The
task is a semi-manual activity, which also includes negotiation meetings. This is
the moment where the basic taxonomy for inter-university collaboration from
Sect. 4.2.2 needs to be taken into account. In this phase similarities of the syntax
and semantics of the existing meta-models are programmatically analyzed and
compared. Final result is a model compromise suitable for HLA FOM file
generation. Another result of this phase is also ontology in format Ontology
Web Language (OWL) as shown on the Fig. 4.9.

• RTI federated platform setup: The HLA FOM file from the previous phase is
actually generated with the HLA platform requirements in mind. Our choice for
HLA platform is the open source software poRTIco [51] which supports the RTI
FOM format. Portico is a cross-platform (supports Java, C++) HLA RTI imple-
mentation. Designed with modularity and flexibility in mind, Portico is intended to
provide a production grade RTI implementation and an environment that can
support continued research and development. The goal of this phase is to get a
federation up and running. As shown on Fig. 4.8 the three UISs and the ITCEM
VLE have been converted to RTI Federates thru the modernization process. The
Federates are code plug-ins to the poRTIco provided platform and serve as syntax
and semantics (behavior) mediators between existing and unchanged IS.

• New ITCEM members, outside of the federation, can join the federation thru the
WebService Federate. New ITCEM members are typically universities that want
to join the ITC Euromaster programme as content providers and/or consumers.
These new members are not forced to go through the model alignment process
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because that would ruin the execution of the existing federation. Therefore the
WebService Federate must tackle syntax and semantics disharmony between the
federation and the new member. To address that disharmony we propose the use
of intelligent agents and ontology. Details are described in the next Sect. 4.4.1.

4.4.1 Resolving Disharmony Between Federation and New
ITCEM Members

In order to plug-in the new ITCEM member via WebService Federate to the
existing ITCEM Federation, semantical and syntactical disharmony issues needs to
be resolved first (authors have done similar research in the past, however applied
in the field of construction [52, 53]). While the ITCEM Federation already possess
its own ontology as shown on Fig. 4.9, the new ITCEM member needs to build up
their own local ontology for presentation Fig. 4.9 shows the ITCEM University
ontology developed according to the taxonomy for inter-university collaboration

Fig. 4.9 ITCEM university ontology (created with Protégé/OntoGraf)
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on Fig. 4.2. Figure 4.10 shows the ontology of a new ITCEM member university
that connects to ITCEM Federation thru the WebService Federate. Figures 4.9 and
4.10 illustrate the problem of ontology alignment.

The multiple ontology approach is supportive for achieving federated approach
because multiple ontology approach has no ontology commitment about shared
ontology. Each information source is described by its own local ontology. Fed-
erated approach requires dynamical adjustment and alignment without predefined
common format.

In order to find equivalent concepts between the ontologies of existing HLA
federation and new participant, ontology matching will be performed with a multi-
strategies-based approach (as proposed by [54]). In this approach, two source
ontologies are the inputs.

Algorithm description for ontology alignment process is as follows [54]:

• A pre-process will be carried out to eliminate and tokenize source ontology into
single elements.

• For each pair of elements, a strategy will be applied to select one or more
suitable matchers. There are three matchers used in the approach from different
aspects of source ontology: string, structural and semantic. Each selected
matcher will generate one similarity value.

• In order to aggregate different matching results, an analytic method with Ana-
lytic Hierarchy Process (AHP) is adopted to learn the weight of each matcher.
The process is based on three similarity indicators, which could reflect the
essential features of source ontology, to assign the intensity of importance when
measuring the criteria against the goal. A final correspondence will be generated
with the learned weights.

Fig. 4.10 New ITCEM member ontology (created with Protégé/OntoGraf)
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A threshold can be used to filter the discovered alignments. When the similarity
is greater than the threshold, the alignments are kept, otherwise, the alignments are
considered as invalid. A final correspondence is defined as {e1, e2, r, v, id}, where
e1 and e2 are two identified elements with relation r and similarity value v and a
unique identifier id. With constructs built-in OWL, the equivalence links will be
setup.

An intelligent software agent that uses ITCEM ontology for communication
with the new ITCEM member outside the federation intercepts Webservice Fed-
erate request to the ITCEM Federation through the web service interface. The
behavior of the intelligent agent is described next.

When the agent receives information, it will try to decode the information by
using a local ontology (ITCEM ontology). In case it is not possible to understand
the data, the agent requests ontology associated to this message to be delivered
from the new ITCEM member. After the agent obtains all the information
required, the received ontology file can be deleted. However, the terms inside the
ontology files can also be temporarily saved in the ITCEM ontology (follows the
concept of self-adaptive ontology). In this ontology every ontology term has
weighting coefficient, which can measure the popularity of ontology concept. In
case the ontology concept gets a low coefficient, it will be deleted from ontology.

According to the requirements of the federated architecture, this approach
supports ‘‘on-the-fly’’ (plug-and-play) scenario within the ITCEM Federation.

4.5 Requirements for Further Development of the ITCEM

The ITCEM Curse Pool in this form has been in use since 2006. In 2012 the new
ITCEM site (http://euromaster.itcedu.net) has been launched. In 2012 new insti-
tution (University of Dresden) expressed its interest to provide a new course to the
pool. Authors’ experiences gained with the management and coordination of
the ITCEM in the past years identified following requirements for improvement:

• Need for common vocabulary to resolve ambiguity: In the United Kingdom (i.e.
Ireland) ‘‘course’’ refers to the entire programme of studies required to complete
a university degree, and the word ‘‘unit’’ or ‘‘module’’ would be used to refer to
an academic course in the North American sense [55]. In Germany and Slovenia
‘‘course’’ refers to the unit of study equal to the ‘‘module’’ in Ireland. In
Slovenia ‘‘module’’ is a specialized track while in Ireland it refers to unit of
study. Therefore the taxonomy TOSU for ITCEM needs to be further developed
and computerized to define synonyms. Common vocabulary offers advantages
for teachers and learners. The taxonomy support within the LMS should be
examined. Modern LMS portals have plugged-in taxonomy modules that enable
flat (as metadata in tagging system) or hierarchical arrangement (with parents
and children) implementation of taxonomies.
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• Further development of semantic linking between ITCEM and external
resources: Semantic web technologies (Web 3.0) and ontology mapping/
alignment this would provide a higher level of decision support analysis and
mining, based in qualitative issues like: the pedagogic methodologies used, the
collaborative degree of activities or the understanding expressed in the assess-
ments and assignments.

• Automatic synchronization of timetables between ITCEM LMS and corre-
sponding university ISs: Bi-directional propagation of timetable changes.

• Automatic enrollment with ITCEM LMS: Manual student enrollment process to
ITCEM courses should be upgraded to transfer student information from
existing university-wide student management system. This would avoid dupli-
cate enrollment, which is currently in place.

• Automatic synchronization of assessment results between ITCEM LMS and
corresponding university ISs: On-request secured delivery of exam results from
LMS to the requesting university for the needs of student records services.

• Implementation of adaptable e-learning services within the LMS: In order to
achieve this, we would like to collect data on student motivation with the online
activities, student satisfaction with the online learning environment, student
online activity statistics from LMS (Moodle) and final course grades [56].
Similar approaches like personalized e-learning systems based on intelligent
agents [32], e-learning personalization [29] and adaptable e-learning services
[34, 57] are active research topics.

• Adherence to emergent e-learning standards: Many organizations like IMS
Global Learning Consortium (http://www.imsglobal.org), IEEE LTSC (http://
ltsc.ieee.org), ADL (http://www.adlnet.org), ARIADNE and AICC are making
standards in the field of e-learning and most of the standards are becoming the
de-facto standards in e-learning [58]. These standards have been defined to
structure learning by also providing metadata to represent its objects (e.g.
multimedia content, instructional content, learning objectives, instructional
software, learner profiles, etc.).

We hope to achieve all the other of the above requirements with further study,
development and adaptation of the existing virtual learning environment towards
systems such as adaptive intelligent educational systems and adaptive web based
e-learning systems [30]. We believe that we can achieve this with a semantic web
technologies-based multi-agent system that allows to automatically control stu-
dents’ acquired knowledge in e-learning environment. Such systems allowing the
integration not only of intelligent agents that support the teaching/learning process,
but also adapting the learning process to each particular student. In order to do
that, such systems try to analyze the students’ interactions and, if possible, their
solutions to assignments. The analysis of students’ mistakes allows to propose
them personalized recommendations and to improve the course materials in gen-
eral. In that way, they try to determine the student cognitive stage so that the
learning process can be adapted to each concrete student.

4 Inter-university Virtual Learning Environment 115

http://www.imsglobal.org
http://ltsc.ieee.org
http://ltsc.ieee.org
http://www.adlnet.org


4.6 Conclusions

The main objective of the ITCEM was (and still is) to organize the knowledge
in the field of IT in AEC and to develop an effective environment to support
‘‘collaborative learning scenarios’’ with distributed students and teachers. The
establishment of a community spirit bears at least the same importance for the
success of the developed programme as the implementation, configuration and
further development of the virtual learning environment. The ITCEM VLE with its
High Level Architecture will become the basis for a virtual university, linking
together teachers and students of multiple nations and continents and independent of
the heterogeneous technical facilities they connect from to the ITCEM Federation.
For this reason, we will continue to develop new content for the ICT-Euromaster
course pool and strive to improve all presented state-of-the-art technical aspects.

We are convinced that the civil and building industry will need more engineers
with profound IT understanding and knowledge in the e-society of tomorrow.
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Chapter 5
An Agent Based E-Learning Framework
for Grid Environment

Sarbani Roy, Ajanta De Sarkar and Nandini Mukherjee

Abstract This chapter presents how Grid can be used to build an e-learning
framework which is flexible, convenient, cost-effective, and adaptable. Grid tech-
nologies are appealing due to the fact that the requirements for developing such
framework match very closely what a Grid can offer in terms of computational and
storage resources. On the other hand, agent-based technology can make e-learning
Grid more efficient. A few autonomous, co-operative agents with predefined
functionalities and responsibilities provide more powerful and reliable e-learning
system. The objective of this chapter is to accomplish a blended e-learning Grid
framework, where the framework is designed as a multi-agent system integrated
with Grid. This chapter also presents the implementation of an e-learning system as
Grid services and analysis of the benefits of e-learning Grid system.

Keywords E-learning � Grid � Multi-agent

5.1 Introduction

In recent years, there has been a growing interest to reduce costs of establishing
learning environment systems. Modern e-learning systems are envisioned as
adaptable, interactive, distributed and collaborative systems. Over the Internet,
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learners can effectively realize the learning process at any time from anywhere.
Generally, e-learning systems are designed using client/server, peer to peer; and
recently web service architectures. These systems have major drawbacks because
of their limitations in scalability, availability, distribution of computing power and
storage system, as well as sharing information between users that contribute in
these systems. Therefore, there is a need to redesign the e-learning system to meet
the needs better. Moreover, complex applications which are computationally
intensive and handle large data sets have been ignored in the context of e-learning
up to now, mainly due to technical feasibility problems and prohibitively high
costs. Grid computing can close this gap and enable new types of e-learning
applications. Computations and data can be distributed on Grid if local computers
fail to handle them. Using the concept of virtual organization in Grid, users and
organizations can be effectively grouped for cooperative learning. Hence, e-
learning systems can be extended to e-learning Grids in which Grid computing
functionalities are integrated.

On the other hand, through an agent-based approach, the ideas of personali-
zation and interactive learning can also be incorporated more easily. The oppor-
tunities for using agents in e-learning applications are enormous. Introducing
agents into the e-learning environment will fundamentally change the way online
education is conducted. Agent characteristics like autonomy, abilities to perceive,
reasoning and ability to act in specialized domains, as well as their capability to
cooperate with other agents makes them ideal for e-learning applications. Each
agent contains its own functionalities and responsibilities to achieve its own
objectives. Also, an agent can assist other agents when they are in need of help in
order to complete the task or request. Agents can also monitor learning effec-
tiveness, and thus the benefits of the e-learning program can be assessed by the
organization. Moreover, the mobile agent technology is particularly suitable for
developing distributed e-learning systems because it enhances modularity, reus-
ability, flexibility and reliability. A mobile agent helps to change remote inter-
action into local interaction. It has some advantages such as less dependent on
network, allowing network interruption, reducing network occupying time, over-
coming network delay, increasing the utilization ratio of network, and improving
the response speed of users interaction request. Users can search for suitable
learning objects with agent assistance using Open Grid Service Infrastructure
(OGSI) compliant interfaces. Data sets of learning objects are managed and
controlled by agents.

There is a huge potential of Grid and multi-agent systems to enhance each other
because these models have developed significant complementarities. Multi-agent
systems need a robust distributed computing environment that helps them to
discover, acquire, federate, and manage the capabilities necessary to execute their
decisions [1]. E-learning Grid provides a powerful framework for matching needs
and capabilities and for combining capabilities to address those needs by lever-
aging other capabilities. The Grid based e-learning framework improves the
learning process; simultaneously exploit huge computational power and data
storage. The modern e-learning system indeed needs huge data, like presentation
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slides, images, animations, videos and many other media files. So, the learning
resource management and the maintainability and expandability of an e-learning
system are very essential. In this highly dynamic and heterogeneous environment,
autonomy and flexibility is essential. Hence, multi-agent based e-learning Grid can
move forward a robust distributed computing environment to discover, acquire,
federate, and manage the capabilities necessary to execute their services.

This chapter will focus on a framework for agent based e-learning Grid. The
architecture of e-learning Grid encapsulates educational materials inside Grid
services which satisfy the demands of interoperability and reusability. On the other
hand, Grid core services are used for resource sharing. Agents are created,
deployed and published as web services. Agents are responsible for management
of distributed learning resources, discovery and selection of learning services,
setting up service level agreement (SLA), service level monitoring etc. Depending
on the role of these agents, some are acted as mobile agents. To accomplish the
above mentioned tasks a middleware is required that will integrate Grid and agent
technologies. The middleware for e-learning Grid is designed as a multi-agent
system and built as a set of different middleware layers, which work together to
provide transparent resource sharing environment for the said application.

The remainder of this chapter is organized as follows. Section 5.2 reviews
related work. An overview of Grid environment is presented in Sect. 5.3. The
concepts related to Grid middleware is also discussed in this section. Different
components of e-learning system and their working procedures are discussed in
Sect. 5.4. Architecture of e-learning Grid system is presented in Sect. 5.5. Design
of e-learning Grid as multi-agent system is presented in Sect. 5.6. Implementation
of an e-learning service as a Grid service is discussed in Sect. 5.7. Section 5.8
analyses the benefits of e-learning Grid system. Concluding remarks are given in
Sect. 5.9.

5.2 Related Work

This section presents review of a few existing research on e-learning or e-learning
Grid system. The architectures that surveyed here gives users the ability to collect,
analyze, distribute and use e-learning knowledge from multiple knowledge
sources.

In [2], web service-based framework for e-learning portal system is proposed.
This system provides an environment to present collaborated e-learning by facil-
itating efficient communication in components and portal. Web service based thin
client architecture for e-learning system is proposed in [3] that uses Run Time
Environment (RTE) in SCORM to trace learning process with a suitable mid-
dleware component. Su et al. [4] discussed a set of e-learning web services include
assessment, course management, grading, marking, Metadata, registration and
reporting web services. The proposed architecture is based on e-learning frame-
work (ELF) and consists of four main layers: presentation, e-learning services,
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common services and resources. ELF is a service-oriented featuring of the core
services required to support e-learning applications, portals.

Nowadays, modern e-learning system has met challenges in learning resources
or services sharing and reuse, interoperability. These challenges can be tackled by
Grid technologies. European learning grid infrastructure (ELeGI) project aims to
address and advance present e-learning solutions through collaborative use of
geographically distributed computing and educational resources as a single e-
learning environment [5]. In [6], Grid-enabled large-scale collaboration environ-
ment (GLCE) is proposed. Grid-based cooperative work framework (GCWF) is
also proposed to realize GLCE and used to build the learning assessment Grid
(LAGrid). In [7], distributed architecture for dynamic e-learning environment
(RDADeLE) is proposed. This architecture incorporates web services, and agent
technology. Moreover, it uses regional Data Grid for accessing vast learning
materials of e-learning system. This integrated multi-agent based dynamic e-
learning system is expected to be scalable, stronger and efficient architecture. A
layered architecture to manage data, information and knowledge to enhance the
education system is presented in [8]. In [9], an e-learning middleware is proposed
including agents, web services and Grid technology. Except the basic e-learning
services, this middleware actually uses core Grid services as additional e-learning
services. In [10], the composite state goal model is developed as agent mediated e-
learning in Grid environment with Marketing Agents and Service Agents hierar-
chically. These two agents can negotiate each other to represent service providers
and service consumers. Shen et al. developed this agent model in different hier-
archical level with different sets of agent to reach common goal. However, [10]
does not specifically explain any agents involved with core Grid services.

Unlike other systems, the proposed system not only be used as the traditional e-
learning system, but it also provides benefit to the remote users dynamically
through virtual organizations. Moreover, this proposed system uses data Grid as a
huge storage for fulfilling the demand of the users easily. Generally, individuals
and organizations possess limited resources. Grid based e-learning framework can
provide support for dynamism in terms of resources, content and participants. The
proposed system considered them as a core Grid service feature to design effective
E-learning system.

5.3 Grid as Infrastructure

During the last two decades, an evolution in the Internet technology has occurred.
Alongside, powerful computers and high-speed network technologies have
become available as low-cost commodity components and combination of these
two has changed the way we use computers today. These technology opportunities
have led to the possibility of using distributed computers as a single, unified
computing resource, leading to what is popularly known as Grid computing. The
Grid computing environment is very appropriate for the e-learning application
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since it opens new potentials of improving the learning process. The advantages
that Grid architecture offers flexible and coordinated way of sharing resources in
the Internet as well as on its enormous capabilities of information processing
increased their demand.

5.3.1 Grid Computing

The idea of Grid has been conceived as a large scale, generalized distributed
network computing system that can scale to Internet-size environments with
machines distributed across multiple organizations and administrative domains.
The concept of Grid has evolved from the idea of fulfilling the resource requirement
of an application with the help of coordinated resource sharing among dynamic
collections of individuals, institutions, and resources. This sharing is, necessarily,
highly controlled, with resource providers and consumers defining clearly and
carefully what is shared, who is allowed to share, and the condition under which
sharing occurs. A set of individuals and/or institutions defined by such sharing rules
form a group called virtual organization (VO) [11]. Thus, creating virtual organi-
zations and enterprises as a temporary alliance of enterprises or organizations that
come together to share resources and skills, core competencies, or resources can be
enhanced (multiplied) in order to better respond to business opportunities or to
fulfill large-scale application processing requirements as envisioned in [12]. The
cooperation among the VOs is supported by computer networks.

The mid-level software that provides services to users and to the applications in
the Grid environment is called middleware. Next section highlights the importance
of Grid middleware and describes the architecture and the infrastructure to be
supported by any particular Grid middleware.

5.3.2 Grid Middleware

Grid middleware are software stacks designed to present different compute and
data resources in a uniform manner. The middleware stack is a series of cooper-
ating programs, protocols and agents designed to help users accessing the
resources of the Grid. An appropriate Grid middleware must provide a reliable
implementation of the fundamental Grid services, such as information services, job
management services which include job submission and monitoring, resource
management services which include resource discovery, monitoring and brokering
and data management services. The complexity of accessing the hardware and the
software resources are entirely managed by the Grid middleware. Thus, the
intention of the Grid middleware is to create virtual organizations with the
resources, provide access while maintaining the policies at different levels, and in
general deal with the physical characteristics of the Grid. In order to reduce
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complexity, Grid middleware should allow users and applications to access Grid
resources in a transparent manner, the user does not need to know where the
resource is physically located, and the type of machine it is on. From a user’s
perspective, therefore, Grids are all about resource accessing across sites and
organizations without dealing with complexities related to management and
security policies, accessibility options and other such type of issues.

The existing Grid middlewares are built as layered interacting packages and
controlled by different managers called by a common API. The users are not
concerned with the different syntaxes and access methods of specific packages.
The user can simply submit its job through the API to the job manager.

The Globus Toolkit [13], developed by the Globus Alliance, is a Grid middle-
ware constructed from a number of components that make up a toolkit. Globus
includes quite a few high-level services that can be used to build Grid applications.
The Open Grid Services Architecture (OGSA) [14] developed by the Global Grid
Forum (GGF) [15], aims at defining a common, standard, and open architecture for
Grid-based applications. The objective of OGSA is to standardize practically all the
services, which are commonly used for executing an application in Grid environ-
ment [16]. These include job management services, resource management services,
security services, etc. OGSA specifies a set of standard interfaces and depends on
web services as the underlying middleware. OGSA first spawned the Open Grid
Services Infrastructure (OGSI) [17], which, despite the improvements of web
services in several ways, failed to converge with existing web services standards.
Although the web services architecture was certainly the best option, but it still
failed to meet one of the most important requirements of OGSA—the underlying
middleware had to be stateful. Web services, though in theory can be both stateless
or stateful, they are usually stateless and there is no standard way of making them
stateful. With an objective to fulfill this need, a new set of specifications for web
services (published by OASIS [18]) have been introduced with major contributions
from the Globus Alliance and IBM. These specifications are defined as Web Ser-
vices Resource Framework (WSRF) [19] and form the infrastructure on which
OGSA the Grid architecture is built on. WSRF defines web service conventions to
enable the discovery of stateful services [20] and interactions with them in standard
and interoperable ways. Thus, WSRF provides the stateful services that OGSA
needs. WSRF basically improved on OGSI and eventually replaced it. Globus
toolkit includes quite a few high-level services that can be used to build Grid
applications. These services, meet most of the abstract requirements set forth in
OGSA. Most of these services are implemented on top of WSRF.

The Globus toolkit provides client, server and development components for the
three Globus ‘‘Pyramids’’ [14] of Grid Computing: Resource management, Infor-
mation Management and Data Management. Globus Toolkit has these modules
built on top of a security infrastructure, namely Grid Security Infrastructure (GSI).
These three modules provide support for resource management, data management
and information management and GSI provides different security services like
authentication and authorization. Globus is implemented with computers on a Grid
that are networked and running applications. They also handle sensitive or
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extremely valuable data, therefore the security component of Grid plays an
important role. In addition, Globus implements the resource management, data
management and information services as separate components. The resource
management component provides support for resource allocation, job submission,
managing job status and monitoring progress of the job. Information services
provide support for collecting static and dynamic information about resources and
for querying this information. This is based on the Lightweight Directory Access
Protocol (LDAP). The data management component provides support for trans-
ferring files among machines in the Grid and for managing these transfers.

5.3.3 Service Oriented Architecture

Service Oriented Architecture (SOA) is very much useful to build and enhance
Grid middleware services and is widely seen as a base for new models of dis-
tributed applications (e.g., e-learning). SOA [21, 22] is a prototype for designing,
organizing and utilizing distributed functionalities that may be under the control of
different ownership domains and implemented using various components or ser-
vices that are used to provide a software solution or application.

One of the main aspects of service-oriented architecture is that it separates the
services implementation from its interface. In SOA, a service is viewed by service
consumer as an endpoint that supports a particular request format or contract. The
way the service executes tasks given to it is irrelevant. The most basic message
exchange pattern is a common Request-Response where the parties can simply
communicate with each other. Request-Response is a pattern in which the service
consumer uses configured client software to issue an invocation request to a ser-
vice provided by the service provider. A service registry can also be used within
the architecture to help the consumer automatically configure certain aspects of its
service client. The service provider publishes its contract in the registry for access
by service consumers. A service registry is an entity that accepts and stores
contracts from service providers and provides those contracts to interested service
consumers. A contract is a specification of the way a consumer of a service will
interact with the provider of the service. It specifies the format of the request and
response from the service. The contract may also specify quality of service (QoS)
levels. This is conceptually represented in Fig. 5.1.

The definition of SOA is technology independent. However the most widely
used implementation of SOA is in web Services, where services are communi-
cating using established Internet standards. The language for describing web
services is based on XML and is called Web Services Description Language
(WSDL). In general, Simple Object Access Protocol (SOAP) is the standard
messaging protocol used by web services. SOAPs primary application is Appli-
cation-to-Application (A2A) communication. Universal Description, Discovery,
and Integration (UDDI) provides a registry mechanism for service consumers and
service providers to find each other and uses SOAP for communication.
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5.4 E-Learning System

By nature e-learning system is a web application. The quantity of data in modern e-
learning system is huge. Presentation slides, images, animations, videos and many
other media files are now becoming important learning resources. So, the learning
resource management and the maintainability and expandability of an e-learning
system are very essential. To develop e-learning systems, many researchers made
their research on the architecture and component of e-learning systems, which
include workflow based architecture, knowledge flow driven architecture, P2P
based architecture, service oriented architecture, web-service based architecture etc
[3, 23, 24, 25]. A multi-layered framework for designing an e-learning system is
illustrated in Fig. 5.2. A generic view of e-learning system architecture is depicted
in Fig. 5.3. The architecture of e-learning system must be able to integrate the
services of each layer. Following is the brief description of each layer.

Fig. 5.1 SOA data and message exchange pattern with a service registry

Fig. 5.2 Multi-layered
framework of e-learning
system
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Layer 1: E-learning Portal—It is a single entry point that allows all users to
access all relevant part of the system via a standard web browser. The log-in takes
the user into the user management service for authentication.

Layer 2: User Management—This layer mainly provides services that are
needed by every user and are not tied to any particular pedagogic function. Each
user is identified with a unique ID, to which roles can be assigned with distinct
privileges. Roles include: author, trainer, administrator and learner, etc. Roles and
privileges can be changed as often as desired. Individuals can have multiple roles
and therefore numerous privileges may be assigned to them. The user management
service records and handles all the user information and conducts the authenti-
cation process. This layer also provides collaboration services to establish com-
munication among all users of the system. Both synchronous and asynchronous
collaboration technologies are implemented. Virtual classroom (with audio-visual,
and whiteboard resources), virtual meeting rooms, and chat are examples of
synchronous collaboration. Asynchronous collaboration technologies include
email, threaded discussion, and peer-to-peer instant messaging.

Layer 3: Learning Management—This layer provides services to manage core
functionality for the production and consumption of e-learning resources. The
learning management system (LMS) is tightly connected to the user management

Fig. 5.3 Generic view of e-learning system architecture
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services in order to give learners access to the resources that their level of privilege
allows. Learning services handle backend management of curriculum, resources,
instructors and learners. Content consumed by learners are created by author is
stored and exchanged in units of learning objects (LOs). Learning objects are self-
contained and reusable entity that can be authored independently and accessed
dynamically. Content, learning activities and elements of context are three com-
ponents of learning objects. Generally, the learning objects have an external
structure of information called metadata to facilitate their identification, storage
and retrieval. Learning object metadata (LOM) is developed by IEEE Working
Group P1484.12 [26] to provide well-structured descriptions of learning resources.
This facilitates the discovery, location, evaluation and acquisition of learning
resources. Sharable Content Object Reference Model (SCORM) [27] is another
metadata standard. SCORM provides a reference model to develop models of
learning content and delivery.

This layer also manages content development and delivery services. Authors
create content, which is stored in a database. Existing content can be updated and
can also be exchanged with other systems. LMS consists of complex activities
such as administration, interaction among users (such as learners and trainers)
through runtime environment, learner tracking, assessment etc.

Layer 4: Data Storage and Access—This layer provides services for data
storage, data access, file access and file sharing. Typically, the services allow
HTTP access, and sometimes FTP access.

Layer 5: Infrastructure—Services in this layer use the Internet as a commu-
nication and composition infrastructure and provides a service oriented view by
using a standardized stack of protocols.

5.5 Architecture of the E-Learning Grid

In this section architecture of e-learning Grid is discussed. Grid based e-learning
architecture can exploit huge computational power and data storage. Thus, through
the integration of mass storage and high performance computing power, the
availability and quality of service of the system also increases. A layered archi-
tecture of e-learning Grid is shown in Fig. 5.4. It contains core learning services of
a LMS as well as core Grid services of Grid middleware. The learning layer
services interact transparently with the Grid middleware so that a user is not aware
of the Grid.

Usually the LMS coordinates all learning related activities. LMS offers both
services which makes use of the Grid as well as services that does not need Grid
functionality. Some of the LMS functionalities are implemented as web services.
Figure 5.5 shows the detailed architecture of e-learning Grid.

Application layer—E-learning portal provides a secure unified access point in
the form of a web-based user interface.
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Learning layer—User management system provides functionalities like login,
logout, new user creation, delete existing user etc. User management module of
LMS creates a proxy certificate request for new user creation and sends it to Grid
login service of Grid layer. Certificate authority (CA) of Grid signed the proxy
certificate. The signed proxy certificate is sent back to LMS. This module also
handles authentication and authorization mechanism of the LMS. Role of a user is
used to set its access rights. For example, if a user is a learner (role) then he or she
can access a learning material, the functionality of which is implemented as a
course management service but denied content management service of the LMS.
However, the learner can look for suitable courses, and search for learning objects
in a content registry. On the other hand, the authoring tools provide an environ-
ment to create, edit and publish contents in content registry, so that they can be
found by the LMS. So, users which have been assigned the role of an author can
only access this service. To complete the authentication mechanism, LMS sends
the login credentials to Grid login service which checks the validity of the cer-
tificate as well as its access rights. User registry is maintained and updated with
user information. Figure 5.6 shows the sequence diagram of interactions between
user management module of learning layer and Grid login of Grid layer.

Fig. 5.4 Layered architecture of e-learning Grid
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Learning contents consist of two main components—learning object and
metadata. A course material consists of several learning objects. Metadata is used
to describe a learning object. The purpose of metadata is to support the reusability
of learning objects, to aid discoverability, and to facilitate their interoperability.
Learning objects are indexed with metadata and stored in content repository. LMS
maintains its local content registry service, which uses to discover and provide
learning services. The UDDI content registry is an information system that man-
ages any content type and the standardized metadata that describe it. Content
management system and course management system enables user access to the
learning objects through access to WSDL files. Brief description of LMS methods
are shown in Fig. 5.7.

Fig. 5.5 Detailed architecture of e-learning Grid
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Grid layer—Some services of LMS are implemented as Grid services. Grid
middleware maintains its service registry to discover and provide such services.
Service management system is responsible for discovery and deployment of such
services. Resource management system of Grid middleware accesses an infor-
mation service which is aware of the status and type of all resources in the Grid.
By accessing the Grid resource registry service it first determines which resources
are available. This module is responsible for selecting the Grid resources for
distributing computation and data. Data distribution and maintenance of contents
of LMS is managed by data management system of Grid. LMS with Grid plays the
role of service provider, i.e., exposing a set of services, helping to discover them,
maintaining full control of access to them and being responsible for their execu-
tion. Figure 5.8 shows sequence diagram of content management module of LMS
and Grid layer services. Description of methods in Grid middleware layer are
shown in Fig. 5.9.

Web services and software agents both are a modular way to develop software.
The main distinction between software agents and web services is that web ser-
vices are user-driven while agents act on their own after user has given the nec-
essary instructions. Combining web services and autonomous agents to a
composite service requires common method for using the system. Web services
are normally used by a e-learning user, who directs the system at each stage. Agent
systems are used through client software that gives initial instructions to an agent.

Fig. 5.6 Interactions between user management module and Grid login service
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Client software for the user is able to invoke agents, web services, or both. The
agent then proceeds to do the task, reporting either success or failure. The agent
may use other agents or even other software systems to do the work. These agents

Fig. 5.7 Description of LMS methods
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may be as simple as web services, or they may have complex internal state and
own goals. Web services may contain a hierarchy of web services.

Multi-agent system is a flexible and modular way to develop complex systems
like e-learning system. Some agents do simple tasks, and the combination of multi-
agent systems and web services can be helpful to reduce overhead and increase the
performance of the system.

5.6 E-Learning Grid as Multi-agent System

This section presents design of the above mentioned e-learning Grid architecture
as multi-agent system. The proposed framework is based on the area of e-com-
merce towards enhancement of e-learning services. It is already mentioned that the
dynamic e-learning service has to be developed in distributed manner incorpo-
rating multi-agent techniques. In multi-agent system, multiple software agents play
different kinds of roles assigned to them. In spite of having some significant
responsibility, each agent can cooperate and interact with other agents to reach a
common goal. With intent to achieve modular, interactive, time-oriented, context-
aware services, different agents are proposed in this e-learning framework. Mul-
tiple agents along with their roles and responsibilities are elaborately discussed in
the following.

In the beginning, the roles of Learning Layer and Grid Layer are identified. In
the Learning Layer, the roles are User, Course Manager, Content Manager and
Learning Service Manager in order to achieve the functionalities mentioned in this

Fig. 5.8 Interactions between content management module and Grid layer services
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layer. Specifically, the role, Content Manager involves in content management,
similarly the role Learning Service Manager will be solely responsible for pro-
viding learning services of e-learning. Subsequently, in Grid layer, the role Grid
Manager will perform all the service management related to the Grid middleware.

On the basis of the functionalities referred in the e-learning Grid architecture,
the above-mentioned roles are subdivided into the corresponding roles as
following:

1. In the User management layer, the roles Administrator, Author, Trainer and
Learner will be activated with respect to the responsibilities of the role User.
Administrator provides privileges for all other users and manages all the pro-
files. Author creates and updates contents; Trainer moderates contents

Fig. 5.9 Description of Grid middleware methods
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(prepared by more than one Author), prepare assignments, evaluate assign-
ments and also involves in synchronous learning services like, chat and asyn-
chronous services like, email.

2. In the Learning Management Service (LMS) layer, corresponding roles are
same as aforementioned roles of Learning Layer.

3. In the Grid middleware layer, the role Grid Manager acts as collaborator
between LMS layer and Grid layer. More specifically, Grid Manager needs to
be further categorized into Grid Resource Manager, Grid Data Manager and
Grid Service Manager. Grid Resource Manager allocates resources for execu-
tion of task as and when required, Grid Data Manager is responsible of dis-
tribution and maintenance of data. Grid Service Manager is responsible of
discovery and deployment of services in Grid.

Hence, the detailed roles of each layer are mapped into the consequent agents
and agent mapping is shown in Fig. 5.10. This agent model would definitely
provide a direction towards implementation of the system.

In addition to this agent model, it is very much necessary to discuss role,
responsibility and granted permission of each agent for each layer distinctively. At
first, User Management Layer, all these four agents: Administrator Agent, Author
Agent, Trainer Agent and Learner Agent are distinguishable through their access
rights only. Each of these user enters into the system through portal login itself.
Any individual can play multiple roles, but not through single login. Purposely, the
users are specialized into these four agents. Administrator Agent is solely
responsible for assignment of different roles and access rights to the users
according to their requirements. It creates new user, deletes existing user if not
using the system for long time or sent some requests for not willingness to use.
Most importantly, it manages user profile. Simultaneously Administrator Agent

Fig. 5.10 Mapping of roles and agents in different layers
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associates with other four agents. Author Agent is actually the writer of the book,
document, course material or content of this e-learning Grid. So it can create the
new content, updates or deletes the existing contents. Thus, the responsibility of
Author Agent is publishing the content or learning materials in content registry for
availability of learning. Next, Trainer Agent performs interaction between dif-
ferent learners through asynchronous or synchronous learning services. Trainer
Agent can use the existing available contents or they can moderate the contents
according to the specific course. It involves in preparation of specific assignments
and evaluation as well. Learner Agent plays the most important role in this e-
learning Grid with respect to utility. This agent searches for specific courses and
accesses course based learning materials on the basis of availability of the courses.
It involves in synchronous or asynchronous interaction with trainer as doubt
clearing session or improvement of the learning courses.

Next, in Learning Management Service Layer, checking of access rights is
essential for the agents namely, Course Agent, Content Agent and Learning Ser-
vice Agent. Course Agent is exclusively in charge of managing all available or
new courses according to the learners choice. First of all, it reserves the specific
courses or lessons for each user easy access and then it also checks the require-
ments and finally can set up a new course if necessary. Partly, contents of the
courses or lessons are managed by Content Agent. Content Agent accesses the
available contents which are published by the Author Agent in the content registry.
It is responsible for preparing study material of the specific courses while the parts
of the contents (created by the Author Agent) can be used in more than one course
simultaneously. However, sometime same contents can be used in various courses
partly. Thus, the Content Agent can often interact with the Author Agent. Sub-
sequently, Learning Service Agent provides diverse e-learning services to the
learners. Learning services may be synchronous or asynchronous based on the
courses. This agent is part of the Course Agent as learners can access the different
services through this agent. These agents are solely responsible for conducting
online examinations, appraises the learners after evaluating the assessments. At the
same time, it can also generate alerts to the learners through continuous tracking.
At this stage, it is obvious that Learner Agent and Trainer Agent are dependent on
Course Agent. Because Course Agent makes available the courses or lessons to the
Learner Agent and Trainer Agent just does interaction with the learners for that
specific courses.

At last, in Grid Middleware Layer, responsibility of Grid Agent acts as service
provider in Grid. Interaction between Grid Agent and user of e-learning portal is
transparent to the user but it is indeed required. Therefore, each user is dependent
on Grid Agent for providing heterogeneous resources, enormous data and reliable
services. Except checking access right, it reads registered users certificates and
validates of these certificates. Entirely it exposes the services through updating
registry; maintains users accessibility. Since Grid Agent plays the role of service
provider, it is sub divided into special category of agents, Grid Resource Agent,
Grid Data Agent and Grid Service Agent depending upon their responsibilities.
These three agents interact themselves too. Responsibility of Grid Resource Agent

138 S. Roy et al.



is allocation of resources for execution of task as and when required. In order to do
this task, first it checks access rights, and then reads user policy along with
resource type. Finally, it schedules the specified task after checking the resource
status. Distribution and maintenance of data in Grid is carried out by Grid Data
Agent. Obviously, after checking access rights, it searches specific data according
to learner need then makes available the data through copying it; can delete data if
it is obsolete; finally, can manage replicas for easy retrieval and reliability. Grid
Service Agent is solely responsible for discovery and deployment of services in
Grid. So as to make available the services, it also updates service registry. Inter-
actions of these agents are represented in the class diagram (Fig. 5.11).

5.7 Implementation of E-Learning Service with Globus
Toolkit

This section discusses the implementation details of e-learning service with Glo-
bus toolkit, version 4 (GT4). GT4 is builds upon web services standards and
technologies like Simple Object Access Protocol (SOAP) and Web Services
Description Language (WSDL). The main components of the server side of GT4 is
shown in Fig. 5.12. The GT4 architecture consists of a Grid container to manage
all of the deployed Grid services throughout their lifecycles. The GT4 Grid con-
tainer uses apache axis [28] as its Grid services engine to handle all of the SOAP
message processing, JAX-RPC handler processing, and services configuration.
GT4 provides software libraries that support security, discovery, resource

Fig. 5.11 Agent class diagram
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management, invocation, communication, exception handling, data management,
etc. Programming models for exposing and accessing service implementations
such as Grid Resource Allocation Management (GRAM) and GridFTP are also
supported by GT4. The Reliable File Transfer Service (RFT) is a web service that
provides interfaces for controlling and monitoring third party file transfers using
GridFTP servers. GRAM uses RFT for staging operations and RFT uses GridFTP
to perform the actual transfer of data. E-learning services use these services to
transferring files from one machine to another. GT4 Java core services offer a run-
time environment capable of hosting user application services. The run-time
environment mediates between the user-defined application services and the GT4
core services, underlying network, and transport protocol engines.

E-learning system is a collection of several services and these services are
implemented as Grid services. To create and deploy a service of e-learning system
as a Grid service, we need to do the followings. Here we consider content man-
agement service of e-learning system as an example.

• Service interface: A WSDL file is created to define the e-learning service’s
interface. The WSDL file contains the abstract definition of the service including
the types, messages and portTypes. For example, the portTypes for the e-
learning content management service are defined in a WSDL file (content.wsdl).
It describes all operations that the content management service will provide. A
portType defines one or more operations using the operation element. Each
unique operation element defines an operation and the input/output messages
associated with the operation. The operation elements within a portType define
the syntax for calling all methods in the portType. The content data type is
defined in a xsd file (content.xsd). Messages are also defined here. A Message
element consists of one or more part sections. Each part element corresponds to

Fig. 5.12 E-learning service
as a Grid service
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a parameter. Each part has a type attribute. Messages can be either Requests
(input messages) or Responses (output messages). In this step the service end-
point interface (e.g., ContentMgmtPortType) is generated.

• Service implementation: In this step, a class is implemented the interface defined
in the previous step. For example, here we provide a class, ContentMgmtImpl
that implements the ContentMgmtPortType interface. The implementation uses
stub classes that were generated from the WSDL file. The ContentMgmtImpl
class implements the methods defined in the ContentMgmtPortType. In this way
all the services of e-learning system are implemented.

• Deployment parameters: A Web Services Deployment Descriptor (WSDD) file
is created to define the deployment parameters. The GT4 deployment descriptor
is the deploy-server.wsdd. This file contains a service name which specifies the
location of the service.

• GAR file generation: In this step all source codes are compiled and a GAR file is
generated using Ant. The GAR file contains all the files and information that the
web server needs to deploy the e-learning service.

• Service deployment: In this step the GAR file is deployed using tools from the
GT4 distribution. Gt4 deployment tool globus-deploy-gar is called to copy the
archive files (wsdl file, compiled stubs, compiled implementation, wsdd file)
into the appropriate server location directory tree of the GT4 container.

Consequently, in order to serve these above-mentioned services (Sects. 5.4 and
5.5) autonomously or through directed by any other service in e-learning Grid,
java-based client or user side (namely, Learner Agent, Trainer Agent, etc.) and
server or Grid side (like, Grid Resource Agent, Grid Data Agent, etc.) agents
would also be deployed.

5.8 Benefits of E-Learning Grid

Traditional e-learning systems are often based on technologies which are difficult
to scale-up or share with multiple users. Moreover, performance of e-learning
systems degrades for data intensive fields, such as image processing, multimedia
etc. In this section, we analyse how the proposed e-learning system utilizes
underlying Grid environment to tackle these problems.

Grid environment help learners to worldwide collaborate and carry out effective
learning. Grids allow users to create virtual learning communities and organiza-
tions. These virtual organizations are providing a platform to share learning
resources, ideas and views. This also makes the system scalable to a potentially
unlimited number of parties. On the other hand, one of the popular ways to make
educational content available is by recording lectures. However, the main draw-
back about recording lectures is that the better the quality of the recording, the
larger the file that stores it. Thus, huge capacity storage devices are required to
manage a single course which may comprise several hours of recorded lectures
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with reasonable video and audio quality. Moreover, sharing resources would be of
particular benefit, where learners use portable devices with limited memory and
processing power. Data intensive fields, which require significant amounts of
computing power, can easily get benefit from underlying Grid environment of e-
learning Grid.

By sharing the processing power and storage space of resources of Grid
environment, the proposed system could offer a viable solution. More specifically,
the main ways that Grid technologies can leverage educational activities in the
proposed e-learning Grid system are as follows:

• Virtual organization: The users of e-learning system can be organized dynam-
ically into a number of virtual organizations. For example, creating virtual
classrooms by interconnecting trainers to geographically scattered learners.
Within virtual organizations, users can access any resources without knowing
the exact location of the resources. This includes real-time and asynchronous
collaboration. Moreover, educators and students can access a massive com-
puting power for simulations and computational calculations which is a problem
in traditional e-learning systems.

• Data-Grid: Learning material plays a major role in e-learning; this includes
recorded video lectures, tutorials, books, articles and so on. This requires huge
storage capacity that may be easily scaled-up whenever required. Grid envi-
ronment accomplishes the problem of storing huge quantities of data, which
demands high storage capacity infrastructures.

5.9 Conclusion

The main intention of this chapter is to draw up a research agenda for an exploi-
tation of Grid computing in the field of e-learning. This chapter presented an
overview of the e-learning Grid environment and discussed different services
provided by the e-learning Grid middleware. In order to provide dynamic e-learning
service, it needs to be developed as distributed application incorporating multi-
agent techniques. E-learning services need to be developed scalable, flexible,
secured as it is necessary to be accessed by users located at sites distributed over
geographically. Grid middleware provides functionalities to manage resources in
the dynamic, distributed, heterogeneous environment. Multi-agent systems offer
valuable techniques to provide the autonomy and flexibility required in highly
dynamic and heterogeneous environments. These are also defining characteristics
of Grid environments. E-learning application would benefit from incorporating
such techniques. Design of e-learning Grid framework is presented here as multi-
agent system. Architecture of e-learning Grid which integrates core Grid middle-
ware and LMS functionality appropriately is also outlined in detail. Implementation
of a service of e-learning system as a Grid service is discussed. In future, we intend
to extend the implementation of e-learning Grid with GT5 (latest version).
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Chapter 6
Determining the Usability Effect
of Pedagogical Interface Agents on Adult
Computer Literacy Training

Ntima Mabanza and Lizette de Wet

Abstract A large part of the population in developing countries is technologically
ignorant. Pedagogical interface agents are pieces of educational software with
human characteristics that facilitate social learning. The aim of this research was an
attempt to evaluate the extent to which a variety of pedagogical educational agents
could assist adult learners in acquiring basic computer skills. This was done by
conducting a usability test in the context of South African adult computer literacy
training. A hundred and three participants were randomly assigned to either a
control group or a test group, where after all participants received Microsoft Office
Word training (pre-test). Only test group participants were introduced to peda-
gogical agents (experimental treatment). During the usability test both groups were
given tasks to perform. Findings showed that computer illiterate adult users could
perform better during literacy training with the assistance of educational agents
when compared to only being taught through traditional teaching methods. This
could open the doors to more effective ways of reaching and teaching a larger group
of previously educationally disadvantaged adults in order to give them a better
chance at securing employment in the labour market.

Keywords Pedagogical agents � Educational agents � Adult learners � Usability
testing � Computer literacy

N. Mabanza (&)
Department of Information Technology, Central University of Technology Free State,
Bloemfontein, South Africa
e-mail: nmabanza@cut.ac.za

L. de Wet
Department of Computer Science and Informatics, University of the Free State,
Bloemfontein, South Africa
e-mail: lizette@ufs.ac.za
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6.1 Introduction

Similar to other developing third world countries, South Africa (SA) is also
challenged by adult illiteracy. The term ‘adult illiterate’ refers to a person with
little or no formal education. According to Professor Solomon Sibiya of the
University of Pretoria, illiteracy among the population in SA is preventing young
people and adults from effectively participating in the social, economic and
political life in the new SA [1].

Illiteracy is but one of the factors contributing to the high level of computer
illiteracy and technological ignorance among the population of SA. Other factors
include lack of funds, lack of infrastructure, shortage of computer instructors, and
emotional factors such as fear of the unknown. Computers have become part of our
lives. Various jobs require the use of computers as part of everyday tasks. There is
a need to find better ways to support computer illiterate people in SA so that they
can become part of the workforce, raise their self-confidence and feelings of
worthiness and also enabling them to take part in labour and social activities. This
can be achieved by giving them the necessary learning opportunities such as basic
computer training that can improve their skills development for employability.

For several years now, among Human–Computer Interaction (HCI) researchers,
there have been increased efforts towards developing innovative tools to ease or
enhance users’ interaction with computers. Pedagogical Interface Agents (PIAs) is
one example of such an innovative tool. A PIA is a piece of educational software
with human characteristics used for the purpose of assisting a learner in the
completion of his/her tasks in a socially engaging manner [2]. The main motive
behind these innovative tools is to reduce novice users’ perception of the learning
difficulty level of the material, as well as to help them in managing or recovering
from negative emotions that might arise during their interactions with computers.
For these reasons it was decided to pursue the use of PIAs in the research project
discussed in this chapter.

In line with this, the research project in question was seen as an initial step
towards finding ways to incorporate PIAs to ease computer literacy training for
adult computer illiterate users in SA. This research was conducted with the
co-operation of a group of adult learners from the Mangaung University of the
Free State Community Capacity Programme (MUCCP) based in Bloemfontein,
SA. These adults had little or no formal post-school education and exposure to
computers. They were introduced, trained, and assessed using a Simulated
Microsoft Office System (SMOS) developed by Potgieter [3] at the University of
the Free State. This simulated system incorporated a variety of PIAs (varying in
terms of e.g. appearance, gender, voice, and reality).

Usability is the key to any successful software system and can broadly be
explained as how effective, efficient and enjoyable (satisfying) a system is to use
[4]. The main focus of this research study was to test the usability of a variety of
PIAs incorporated in an SMOS to determine the extent to which each of them could
help adult computer illiterates in acquiring basic computer skills. To accomplish
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this, test participants’ opinions (satisfaction) on each of these PIAs (in terms of e.g.
appearance, voice and movement), as well as their performance while making use
of the assistance provided by the PIAs when carrying out basic Microsoft (Ms)
Office Word tasks, were explored.

The remainder of this chapter is structured as follows: Sect. 6.2 introduces the
main research areas, terms and terminology relevant to this study. It further dis-
cusses the current research objectives and approaches used in this research, its
limitations, and its contributions. Section 6.3 discusses related work on peda-
gogical agents and agent systems. It also explains the Simulated Microsoft Office
System (SMOS) and the various kinds of agents incorporated in this system.
Section 6.4 explains the design approaches and methodology used to carry out this
study. In Sect. 6.5 the analysis and interpretation of data collected is presented.
The chapter concludes with Sect. 6.6 where the study findings, lessons learnt and
possible future research is also addressed.

6.2 Background

In order to fully grasp the scope of this research study, it is important to first clarify
the main terms and relevant terminology. Thereafter the research objectives and
approach will be outlined, followed by the limitations of the study, as well as its
main contributions.

6.2.1 Terms and Terminology

Interface Agents. There are several suggested definitions of what an interface
agent is. According to Rudowsky [5], Giraffa and Viccari [6] there is no univer-
sally accepted definition of the term in the research community. Rudowsky [5]
stated that there is consensus that autonomy (the ability to act without the inter-
vention of humans or other systems) is a key feature of an interface agent. Giraffa
and Viccari [6] added that agents must have the following properties: reactiveness,
autonomous, goal driven or utility driven, temporally, continuous, mobile, flexible,
and representing a character. Several interchangeable terms are used in the
research community when referring to interface agents. They include: agent, user
interface agent, intelligent agent, software agent, and emotional interface agent.

Although there is no universal accepted definition of the term interface agent,
for the purposes of this study, the researchers opted for the definition of Lincicum
[2] who described an interface agent as a character enacted by a computer that
interacts with the user in a socially engaging manner.

From the definition above it can be inferred that the main purpose of an
interface agent should be to ease the human-technology interaction, as well as to
make the use of software a more enjoyable experience. To achieve this purpose,
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interface agents must be given anthropomorphic characteristics. According to
Bartneck and Kulic [7] anthropomorphism refers to the attribution of human form,
human characteristics, or human behaviour to non-human things such as robots,
computers, and animals.

Interface agents are often represented by anthropomorphic bodies [8]. Their
most important utility is to facilitate the interaction with the user in natural
language, through voice recognition, or via textual input and output. Thus, an
anthropomorphic interface agent can be considered as a character that is life-like
(often human or animal), able to exhibit realistic human movements (such as
talking, walking, and running), and having distinct personalities.

Four main types of interface agents were identified, namely contextual, non-
contextual, metaphoric, and abstract agents [9]. From these four, the contextual
agent will be the focus for this study.

Interface agents are used or implemented in different disciplines and application
domains. These include e-Commerce, entertainment, medicine, and education. The
application of interface agents in education (then referred to as educational agents)
will be the core of this research study.

Educational Agents. Educational agents are pieces of educational software with
human characteristics that facilitate social learning. The characteristics of the
agent can be expressed to students in text, graphics, icons, voice, animation,
multimedia, or virtual reality [10].

A number of different types of educational agents exist. However, a classifi-
cation of agents provided by Chou et al. [10] divided educational agents into two
major categories, namely personal assistants and pedagogical interface agents.
These two types of educational interface agents can be designed to perform a
human instructional role by doing diverse tasks. A personal assistant can perform
as a teacher assistant or a learner assistant, while a pedagogical agent can perform
as a tutor or a co-learner [11]. A tutor agent plays the role of a teacher, while a
co-learner agent plays the role of a learning companion.

For the purpose of this research, pedagogical interface agents will be the focus,
especially agents who play the role of tutors.

Furthermore, the emphasis in terms of the population will be on adult computer
illiterate users and therefore also on the use of pedagogical interface agents in
adult computer literacy training.

Adult Computer Literacy Training. The term ‘computer literate’ refers to a
person who has some basic knowledge of the use of computers [12]. In relation to
this definition, one can say that the key objective of adult computer literacy
training is to assist adult learners to acquire basic knowledge and necessary skills
to use computers to perform basic tasks. In SA, to date, adult computer literacy is
generally conducted using traditional educational training approaches (i.e.
conducted by a skilled human instructor). However, each individual learns at a
different pace. Often this traditional training situation poses intellectual challenges
to certain adult learners, reasons being certain factors such as lack of self-esteem
and confidence mostly due to the lack of basic education at a younger age.
Education providers need to develop innovative solutions for reaching larger
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numbers of those less familiar with technology, such as poor, less educated (both
young and older) adults [13], otherwise these individuals will become further
marginalized in our society.

Although the adult learners who were used as participants in this study were
literate in terms of being able to write and read, they had little or no previous
knowledge of computers and also had limited learning experiences. Their ages
varied, with some not having had access to learning material for many years. It is
to be expected that computer literacy training that involves user-computer inter-
action with a mouse, keyboard, typing, etc. as necessities, presents another set of
challenges for these adult learners to be anxious or nervous about. Therefore, these
facts were taken into consideration when deciding on how the adult computer
literacy training session would best be conducted. The big challenge was finding
the best approach for simplifying the computer literacy training for all these adult
learners without compromising the quality of training.

In order to determine the best approach, best techniques and best aesthetics in
software applications, usability evaluation to investigate usability is a necessity. In
this study, the incorporation of various kinds of pedagogical interface agents
during computer literacy training needed to be evaluated.

Usability. There are many proposed definitions for usability. A few of the well-
known definitions are:

• Usability is a quality attribute used to assess how easy user interfaces are to use [14]
• Usability refers to how well users can learn and use a product to achieve their

goals and how satisfied they are with that process [15]
• The effectiveness, efficiency and satisfaction with which specified users achieve

specified goals in particular environments [4].

In the context of this study, the proposed ISO definition [4] as stated above, was
adopted; this definition highlighted three important notions of usability, namely
effectiveness, efficiency and satisfaction. Hence the use of these three notions as
the focal point for the usability tests conducted in this research.

Usability evaluation is conducted using a variety of techniques, usability testing
being one of them. Usability testing is a formal approach which is usually con-
ducted in a controlled laboratory environment. The goal of usability testing is to
identify any usability problems, collect quantitative data on participants’ perfor-
mance (e.g. time on task, error rates), as well as to determine user satisfaction [16].
It involves measuring the performance of typical end-users as they undertake a
predefined set of tasks on the system being evaluated to assess the degree to which
it meets specific usability criteria [17].

In this study, the uniqueness lies in the fact that the major aim of this usability
measurement (as will be discussed in more detailed in the following section) was
to allow the researchers to assess the level of ease of use of a variety of peda-
gogical interface agents by adult learners to execute their basic Ms Office Word
tasks effectively, efficiently and with satisfaction while becoming computer literate
at the same time.
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6.2.2 Research Objectives and Approaches

Based on the major aim mentioned in the previous section, the following research
objectives were set:

• To measure the usability effect of incorporating pedagogical interface agents on
adult computer literacy training.

• To describe the changes in knowledge, attitude and aspiration of computer
literacy training program participants based on their computer literacy training
with pedagogical interface agents.

• To suggest ways in which to incorporate pedagogical interface agents in order to
improve adult computer literacy training.

With these three research objectives in mind, the following research question
was pursued:

What is the usability effect of pedagogical interface agents on adult computer
literacy training?

The research question led to the formulation of three hypotheses:
H0,1 There is no difference in the usability performance in terms of efficiency

when using a pedagogical interface agent to train adult computer illiterates
when compared to using traditional educational training techniques.

H0,2 There is no difference in the usability performance in terms of effectiveness
when using a pedagogical interface agent to train adult computer illiterates
when compared to using traditional educational training techniques.

H0,3 There is no difference in the user satisfaction when using pedagogical
interface agents to train adult computer illiterates when compared to using
traditional educational training techniques.

A usability test was conducted in order to test the three hypotheses stated above.
Usability performance and satisfaction were the two types of usability metrics
captured during the usability testing. Usability performance was represented by
effectiveness and efficiency, whereas user satisfaction was captured from users’
opinions about the pedagogical interface agents used in this study.

6.2.3 Research Limitations and Contributions

The following can be seen as limitations of this research project:

• Complex tasks were not included.
• Not all the aspects of efficiency were taken into consideration (i.e. time taken to

complete the tasks and number of steps required to complete a task).

150 N. Mabanza and L. de Wet



As far as the contribution of this study is concerned, it throws light on how
pedagogical interface agents can enhance computer literacy training in a third
world context (in terms of better quality training and reaching more people
simultaneously without the restriction of not having enough human instructors),
where being trained to become computer literate could throw a life line to many
adults with very little or no post-school education to give them a better chance at
finding a decent job with career growth prospects.

6.3 Related Work

One should not re-invent the wheel. Additionally, it is never harmful to learn from
other people’s mistakes or gain from their triumphs. Therefore, literature related to
the research project that forms the major topic of discussion in this chapter should
be investigated briefly. This will be done by firstly looking at studies on peda-
gogical agents, followed by a few examples of pedagogical agent systems already
in use.

6.3.1 Studies on Pedagogical Interface Agents

Most of the research done in the field of pedagogical interface agents is commonly
characterized by empirical evaluation studies mainly focussing on the different
factors affecting agent interactions, such as agent realism, characteristics of users
(e.g. gender and age), as well as characteristics of the task.

In terms of agent realism, various studies have investigated the level in which
the agent resembles a real person or animal in form or behaviour by comparing the
outer appearances of the agent to a real person or animal. For example, researchers
looked at the effect of agent realism on users’ perception [18, 19]. In other studies
the impact of agent realism on the users’ achievement was measured [20, 21], as
well as how physiological resemblance between agent and user influences a user’s
choice of agent [22, 23].

In addition to realism, there have also been various studies with regard to user
characteristics. In these studies various features of the user such as gender, age,
and psychological states have been investigated. For instance, White et al. [24]
described an experiment designed to measure whether the non-verbal behaviour of
the agent made a difference to users’ interactions with the system or not. Kim and
Wei [25] investigated the impact of learners’ attributes on their choice of
pedagogical agent used in the learning environment.

The majority of available studies on pedagogical interface agents have focused
on childhood to undergraduate, college-aged adult populations [26]. Hence the
incorporation of pedagogical interface agents into adult learning has thus far been
largely left unexplored.
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Similar to previous studies, this study also investigated some of the different
factors affecting user-agent interactions, such as the agent’s appearance, voice,
movement, gender, etc.

6.3.2 Pedagogical Interface Agent Systems

Researchers have for several years investigated the potential of pedagogical
interface agents to promote learning. As a result, there are many virtual human
agents in simulated real world environments that have been developed in research
laboratories by different research groups or by individual researchers around the
world.

Soar Training Expert for Virtual Environments (Steve), and Agent for
Distributed Learning Environment (Adele) are some examples of pedagogical
interface agent systems developed by the Centre for Advanced Research in Tech-
nology for Education (CARTE) at the University of Southern California (USC).

Steve. Steve [27], shown in Fig. 6.1, is an agent that provides both individual
and personal training on how to operate engines, and helps and provides guidance
aboard US Navy surface ships.

Adele. Adele [28] supports online case problem solving for medical students,
particularly in the family medicine and graduate level geriatric dentistry. It
monitors them as they work through a simulated case. Adele is shown in Fig. 6.2.

The Computer Virus Educational System, Dr Evan, Expert Agent (EXA), and
Mentor Agent (MEA) are examples of systems that were inspired by some of the
earlier research mentioned above and will now be discussed briefly.

The Computer Virus Educational System. This system [29] is a tutoring
system that teaches students a range of subjects on computer virus prevention
techniques. The Computer Virus Educational System is shown in Fig. 6.3.

Dr. Evan. Dr. Evan [30] is a virtual health inspector agent based on simulation
for teaching and training hospital workers on the proper procedures of hand
hygiene.

Expert Agent (EXA) and the Mentor Agent (MEA). EXA and MEA are two
versions of agents with different cognitive styles, in multimedia learning

Fig. 6.1 Steve [27]
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environments, developed to instruct undergraduate students [31]. These two ver-
sions of pedagogical interface agents have different instructional roles. The EXA
instructional role is to give the information directly when questions are asked by
students, while MEA’s instructional role is to provide sufficient guidance for
students to search for information.

Literature has revealed that pedagogical interface agents have been developed
for various applications ranging from training to education. With regard to the
existing pedagogical agents, the literature further revealed that pedagogical
interface agents were usually not tested in a learning office environment. Addi-
tionally, research done in the past did not focus on adult computer illiterates [3].
The novelty of this study, therefore, lies in the fact that it focuses only on adult
learners, in particular computer illiterate adults in a third world country.

The Simulated Microsoft Office System (SMOS) that was used in this study is
discussed in detail in Sect. 6.3.3.

Fig. 6.2 Adele [28]

Fig. 6.3 The computer virus
educational system [29]
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6.3.3 Simulated Microsoft Office System

The computer system used for the purpose of this research was a Simulated Ms
Office Word System developed by Potgieter [3] at the University of the Free State.
This was a simulated system that ran on a computer desktop. It was similar in
appearance to Ms Office Word 2007 but had limited functionality. These functions
were those that were necessary for the purpose of the training conducted in this
research and include Bold, Copy, Paste, Underline, Cut, Italic, Font (Size, Colour),
Bullets, Alignment (Left, Centre, Right), Find, Insert Picture, New document, Save
document, Undo and Redo. The purpose of the training was to teach adult learners
basic computer literacy skills which could enable them to use Ms Office Word
2007 to perform basic office tasks (i.e. create a document, type CVs, etc.).

As mentioned before, people react differently when confronted with characters
that they need to communicate with that differ in visual appearance. This implies
that they relate to them differently on an emotional, as well as a physical level.
Literature has shown that there are quite a number of different opinions regarding
the most advantageous physical characteristics of an agent. Aspects that may differ
include gender, age, realism, human versus animal, and voice versus text. These
aspects were used to design 10 different pedagogical interface agents that were
incorporated into SMOS (see Fig. 6.4).

Each of these pedagogical interface agents shown in Fig. 6.4 played the role of
a tutor. Their assistance mainly consisted of providing the participants (from here
onwards this term will used to refer to the adult computer illiterate users that
participated in the study) with step by step instructions on how to perform a
particular task using any one of the various functions included in the simulated Ms
Office Word environment.

Female text agent 
(Agent 1) 

Male text agent 
(Agent 2) 

Female text & 
audio (Agent 3) 

Male text & audio 
(Agent 4) 

Female cartoon 
human (Agent 5) 

Male cartoon hu-
man (Agent 6) 

Female cartoon 
Dog (Agent 7) 

Male cartoon 
Dog (Agent 8) 

Female realistic 
Dog (Agent 9) 

Male realistic 
Dog (Agent 10) 

Fig. 6.4 Ten pedagogical interface agents incorporated in SMOS [3]
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SMOS consisted of two main components, namely ‘choose an agent’ and
‘launch office-agent application’. The function of each of these system components
will now be explained briefly.

Choose an agent. In order to interact with the system, a participant first had to
select the kind of pedagogical interface agent that he/she wanted to interact with.
This choice was made on the ‘Choose agent’ screen (Fig. 6.5). The following are
the various steps that had to be followed in order to select a particular pedagogical
interface agent:

• A double click on the ‘Choose agent’ icon on the desktop opened the ‘Choose an
agent’ screen.

• The ‘Choose an agent’ screen contained a list of buttons labelled Agent 1, Agent
2, etc. up until Agent 10. Each of these labelled buttons represented one of the
ten pedagogical interface agents (see Fig. 6.4). The participant had to click on
one of those buttons indicating which agent’s assistance was needed.

• A click on the ‘Proceed’ button extracted the selected agent.

After selecting a particular pedagogical interface agent, the next step involved
the launching the SMOS application.

Launch SMOS. In order to start the SMOS application to get help from an
agent, the participant had to double click on the Ms Office Simulation shortcut icon
on the desktop. By doing so, an Ms Office Simulation window (Fig. 6.6) was
opened that appeared similar to Ms Office Word 2007.

The following steps summarize how a participant could get an agent’s help on a
particular function:

• In the Ms Office Word 2007 Simulation Window, the participant had to click on
the ‘Help’ drop-down-list which was located next to the ‘View’ tab on the
ribbon.

• A pull-down list appeared containing a list of Ms Office Word functions (e.g.
bold, cut, exit, etc.) included in the system.

Fig. 6.5 Choose an agent
screen
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• From the pull-down list, a participant could select a particular Ms Office Word
function that he/she needed assistance in.

• After choosing the particular function, the pedagogical interface agent (e.g.
Agent 1, or Agent 2, etc.) that the participant had selected earlier appeared next
to the typing area and gave step by step instructions on how to use that particular
Ms Office Word function to complete the given task.

SMOS also included features that could allow a participant to manipulate the
agent’s behaviours. Referring back to Fig. 6.6, note that there were three buttons
situated above the agent, namely Play, Pause and Stop. The Play button allowed a
participant to replay the agent’s instructions in case he/she did not understand.
This button could also be used to restart the agent after it was paused. A participant
could use the Pause button to stop the agent for a moment or for lengthier periods
of time. With the help of the Stop button, a participant could stop the agent from
giving instructions. Likewise, below the agent there were also three buttons (i.e.
Seek to, Speed, and Volume). These three buttons were slider controls. The Seek
to button enabled the participant to locate (search for) a specific moment in time in
the agent’s instructions. Participants could use the Speed button to control the
speed (slower or faster) of the agent’s instructions. The Volume button could be
used to control the volume (increase or decrease) of the agent’s voice.

Changing from one kind of agent to another. After a participant had com-
pleted the given tasks with one agent, he/she needed to do the following in order to
select another agent:

• After first ensuring that changes were saved, the Ms Office Word Simulation
Window needed to be closed.

• The participant had to return to the ‘Choose an agent’ screen to select the new
agent.

• A double click on the Ms Office Word Simulation shortcut opened the Ms Office
Word simulation window again.

Fig. 6.6 Ms office word
simulation window
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Figure 6.7 shows a participant using SMOS during the training. It illustrates the
interaction between a participant and one of the pedagogical interface agents
incorporated in SMOS.

The next section will provide a detailed discussion of the different usability
techniques used by the researchers to carry out the usability testing in the adult
learning environment.

6.4 Research Design and Methodology

6.4.1 Research Design

The researchers chose a mixed methods triangulation design (a kind of design that
uses concurrent data collection techniques for collecting quantitative and quali-
tative data) that combined qualitative and quantitative analysis as best appropriate
research design.

As a result, quantitative analysis was used to:

• Obtain data about the efficiency (competency) and effectiveness (capability) of
the participants in performing different tasks with pedagogical interface agents.

• Collect data on the relationship between diverse variables used in the study.
• Present data in a form of statistics and aggregated data.

In addition, for the purpose of this study, qualitative analysis was used to:

• Describe the satisfaction of the participants with pedagogical interface agents.
• Obtain subjective impressions or preferences among the participants about their

interaction with a variety of pedagogical interface agents.
• Build theories.

Section 6.4.2 introduces and discusses the research methodology used for
collecting data needed for this research study.

Fig. 6.7 A participant
interacting with a
pedagogical interface agent
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6.4.2 Research Methodology

Research methodology in this study refers to the different techniques that were
utilized for collecting both qualitative and quantitative data.

Data Collection methods. Jonson and Christensen [32] identified the six most
common methods of data collection, namely usability tests, questionnaires,
interviews, focus groups, observation, and secondary or existing data. The data
collection methods used in this study involved usability tests, questionnaires,
observation and interviews. Usability tests were conducted in order to evaluate the
extent to which a variety of pedagogical interface agents could assist participants
in acquiring basic computer skills.

Self-designed questionnaires were utilized to collect relevant opinion-related
data from all the participants. The questionnaires included both structured and
unstructured types of questions. The question format consisted of a mixture of both
the Likert scaling and open-ended questions, and the questionnaires were
administered in English.

All participants completed two types of questionnaires, namely a pre-training
and a post-test questionnaire. Each of these questionnaire types served to collect
different kinds of data for different purposes in this study. The next two subsec-
tions will provide a more detailed discussion on these two types of questionnaires.

Pre-training questionnaires. The pre-training questionnaires referred to ques-
tionnaires that were completed by all participants prior to the basic computer
literacy training sessions. They consisted of 30 questions which were divided into
four parts, namely Personal Information, Computer Experience, Computer Char-
acters, and General Issues. The following were the main reasons for requesting the
participants to complete the pre-training questionnaire:

• To gather personal information about participants (i.e. age, gender, qualification,
etc.).

• To gather participants’ opinions on computers and also evaluate their computer
experience.

• To gain insight with regard to the participants’ knowledge, views and attitudes
towards pedagogical interface agents.

• To gather comments from participants on their participation in the study.

Questions contained in pre-training questionnaires allowed the researchers to do
training needs analysis in order to determine the participants’ existing skills,
knowledge and abilities.

Post-test questionnaires. The post-test questionnaires referred to questionnaires
that were completed by all participants after completing the usability test. The
researchers designed two kinds of post-test questionnaires: one for the test group
participants who were exposed to agents, and the other for the control group who
was not exposed to agents.

The post-tests questionnaires for the test groups consisted of 43 questions,
while those for the control group participants consisted of 31 questions. Questions
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included in both post-test questionnaires focused on measuring the participants’
personal experiences, including their satisfaction levels, regarding the tools that
they used during the usability test sessions. For the test groups participants, the
term ‘tools’ is used to refer to a variety of pedagogical interface agents that they
used during the usability testing sessions. With regard to the control group
participants, ‘tool’ referred to Ms Office Word.

Observations and Interviews. Besides the use of the above-mentioned ques-
tionnaires, the researchers also used observation and interviews as additional data
collection methods to supplement questionnaires. Participants’ body language and
physical use of the system were observed, while problems, irregularities and
inconsistencies were clarified during interviews.

Pilot Study. Data plays a very significant role in a study and it was inevitable to
test the appropriateness of the chosen data collection methods. Therefore a pilot
study was undertaken before the full scale study. From the researchers’ point of
view the purposes of the pilot study were the following:

• To identify the different agents’ shortcomings.
• To test if employed data collection techniques were able to help achieve the

objectives of the study as planned (refer to Sect. 6.2.2).
• To check if the chosen data collection methods best fitted the problem as well as

being consistent and suitable to answer the investigated research question.
• To check if the questionnaires were clear and answerable.

Notes taken by the researchers while observing participants during the pilot test,
including verbal and written feedback received from participants, revealed a
number of problems with regard to some agents and parts of the questionnaires.
Thus, the researchers’ notes and participant feedback were used to refine the post-
test questionnaires, and also to improve some of the pedagogical interface agents’
functionalities.

The identification and recruitment of potential participants representative of the
population is discussed in the next section.

Population and Sampling Procedure. In this study, the target population con-
sisted of adult learners. Therefore, it was imperative to first of all define the char-
acteristics of adult learners that needed to form part of the population. The following
were the list of characteristics used to recruit the adult learner participants:

• Goal-oriented
• Relevancy-oriented
• Little or no formal post-school educational level
• Able to read and write in English
• Little or no previous experience of computers.

The researchers identified the Mangaung University of the Free State Com-
munity Capacity Programme (MUCCP) as an ideal place to find the target pop-
ulation. MUCCP is located in the Pelindhaba Township of the Mangaung Local
Municipality in Bloemfontein, which is the provincial capital of the Free State
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Province located in the centre of SA. MUCCP is a partnership between commu-
nities, higher education institutions and the services sectors formed in 1991 [33].
The main objective of this partnership was to promote sustainable livelihood for
previously disadvantaged and unemployed adults in Mangaung, particularly
around the townships. In view of the fact that MUCCP was selected as the best
place to conduct the main study, the researchers met with the MUCCP manager to
explain the purpose of the study, seek her approval to conduct the study, request
her assistance in the recruitment process of the participants that would form part of
the main study, and to request the use of a venue for conducting the training.

A sample refers to a number of individuals selected from a specific population
group to represent a large group from the population from which it was drawn
[34]. In the context of this study, a sample is a small portion representative of the
target adult learner population. The sample consisted of 103 adult learners from
MUCCP. All 103 participants were requested to fill in a consent form and a
pre-training questionnaire. By completing the consent form, participants were
informed about all the potential risks and costs involved in the study [35]. It also
guaranteed their privacy and right to anonymity. It explained in detail what their
participation would entail.

Data collected from the pre-training questionnaires helped to decide which
topics needed to be covered during the training.

Basic Training Sessions. The basic training referred to the initial training that
all participants had to undergo. All of the 103 participants had similar charac-
teristics (e.g. little/no previous knowledge of computers). Before the initial
training started, participants were randomly assigned to 13 groups. These 13
groups were further divided: 4 groups were referred to as the control groups, while
the other 9 groups were considered the test groups. The control groups were the
groups of participants that received normal Ms Office Word training. The test
groups referred to the groups of participants who were exposed to the agents as
well during their training sessions.

The aim of the basic training was to introduce participants to the computer
environment and to teach them useful computer skills and basic Ms Office Word
skills. The reason for doing so was to expose all participants to the computer
atmosphere and to familiarize them with the Ms Office Word working environ-
ment. The idea was also to level the playing field in terms of computer knowledge.

The basic training sessions were conducted in the Computer Laboratory located
on the premises of the MUCCP. The computer laboratory contained 10 personal
computers (PCs) allowing groups of maximum 10 participants only as each
participant was allocated his/her own PC for the duration of a training session. Due
to the limited number of PCs available, participants were notified of the dates and
the starting times of their respective training sessions by means of SMSs. Each
participant was requested to confirm his/her attendance.

The training material was compiled by the researchers based on participants’
computer experience as collected in the pre-training questionnaires. As a result,
the contents of the basic training material did not include all the basic Ms Office
Word tasks, but rather consisted of a selected number of tasks that the researchers
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considered to be relevant for the scope of this study. The basic training material
included both theory and hands-on practical work. One group per week was
trained. The basic training per group took 4 days (the 5th day (Friday), was
reserved for the usability testing session). It took 13 weeks in total to carry out the
basic training for all 13 groups of participants. Days 1 and 2 consisted of teaching
and hands-on exercises performing Ms Office Word tasks that were demonstrated
by the researchers. Participants were advised to practice what had been demon-
strated under the supervision of the researchers. The researchers’ demonstrations
primarily involved an introduction to the Windows environment, keyboard and
mouse skills, and lastly focused on the Ms Office Word environment. Table 6.1
shows a few examples representing Windows and Ms Office Word tasks included
in the basic training material.

In Table 6.1 ‘tasks’ refer to what is supposed to be done, whereas the term
‘instructions’ is used to refer to how a particular task should be done.

Following the demonstration, on days 3 and 4 hands-on laboratory exercises
and training tasks were given to participants as individual work to be done under
the supervision of the researchers. These laboratory exercises and tasks were
related to the training material presented during days 1 and 2. While doing their
various exercises and training tasks participants were allowed to ask questions or
identify areas where further explanations were needed.

Test group versus control group training. The same basic training material,
hands-on laboratory exercises and training tasks were used to train both test and
control groups. The most important differences between these two groups were in
the manner in which their basic training was conducted, as well as in the ways in
which they performed their hands-on laboratory exercises and training tasks. The
test group participants were trained under two conditions: with or without agents.

Table 6.1 Basic training tasks

Tasks Instructions

Clicking Pressing the left mouse button down once and releasing it quickly
Double clicking Clicking the left mouse button twice in quick succession
Capitalizing a letter Hold down the Shift key while you press the key for that letter
Start new paragraph Press the Enter key twice
Insert new text Move the cursor at the specific location (the insertion point) where

you would like to insert the new text on the text area and click
Bold Select the text you want to appear bold by highlighting it. To make

the text that you had selected bold, click the Home tab on the
Ribbon, go to Font group, and click the bold button

Exit word Click the Microsoft Office button. A menu appears. Click Exit Word,
which you can find in the bottom-right corner

Open a saved file Click the Microsoft Office button. A menu appears. Click Open. The
Open dialog box appears. Use the Look In field to move to the
folder in which you saved the file. Click on the file. Click Open

Delete entire word or
multiple words

Select the entire word or multiple words to be deleted by
highlighting them. Press the Delete key on the keyboard
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With agents meant that the group participants were introduced to agents and
worked with the different kinds of pedagogical interface agents during their
training. Without agents meant that the group participants were not introduced to
agents during their training. The reason for introducing the test group to agents
was to equip them with the necessary skills that would enable them to make use of
the agents when performing various training tasks. The control group participants
were trained under only one condition, in other words, they only received basic Ms
Office Word training. They were not exposed to the agents and did not know
anything about the agents. The reason for dividing participants into two groups
was to use the control group as benchmark to measure how participants in the test
groups performed. This allowed for determining the effect of using a variety of
pedagogical interface agents during training.

The different approaches used in training also influenced the way participants of
these two groups performed their hands-on laboratory exercises and training tasks.
The test group participants did some of their laboratory exercises and training tasks
with the assistance of the agents and other tasks without the agents. On the other
hand, the control group participants performed all their laboratory exercises and
training tasks without the agents since they did not have any knowledge about
them.

The next section will explain the usability testing.
Usability Testing. The focus of the research in terms of the usability testing

was on efficiency, effectiveness, and satisfaction. This involved measuring the
performance of participants while undertaking a predefined set of Ms Office Word
tasks during the usability test.

Two systems were used to conduct the usability testing, namely a normal and a
simulated Ms Office Word environment (SMOS) as discussed in Sect. 6.3.3.

Experimental Design. The basic training equipped participants with the nec-
essary skills for the usability test experiment. The usability testing was done
immediately after the basic training. The Pre-test Post-test control group experi-
mental design appeared to be the best suitable approach to conduct this usability
test experiment. This kind of experimental design usually involves randomly
assigning participants into test groups and control groups. Once the groups have
been established all the participants from both groups are pre-tested; then the
experimental treatment condition is administered to one group (i.e. test group).
Afterwards the post-test assessments of both groups are performed.

In this research study, participants were also randomly assigned to either a test
group or a control group. All the participants received Ms Office Word training
(pre-test) while only the test groups were introduced to pedagogical interface
agents (experimental treatment). Afterwards both groups were given tasks to
perform (post-test).

For the purpose of the usability test experiment, the researchers designed 11
simple tasks to represent an opportunity for participants in both control and test
groups to use their respective systems. Participants in both groups were instructed
to complete the 11 tasks, either working with the assistance of pedagogical
interface agents for the test groups, or using Ms Office Word’s normal features for
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participants in the control groups. The test groups performed 10 tasks using ten
different kinds of pedagogical interface agents and 1 task (i.e. task 11) without the
assistance of an agent.

The experiment was a mixture of between-group and within-group designs. It
was firstly a ‘two-groups between-group’ design. The two groups consisted of the
test group and control group. The test group was exposed to pedagogical interface
agents and control group was not exposed to the agents. The between-group
independent variables were the tasks that were performed either with pedagogical
interface agents or without and the dependent variable was usability performance.
The researchers manipulated the between-group independent variable in order to
compare the usability performance of these two groups (test groups and control
group).

Additionally, the experiment was a ‘two-groups within-group’ design. The
within-group independent variable was the tasks and the within-group dependent
variable was usability performance. The researchers manipulated the within-group
independent variable in order to compare the usability performance of participants
within each particular group (control group participants and test group
participants).

The following standards of measurement metrics were used in this study:

• Task completion success
• Number of participant errors
• Participant satisfaction.

These three standards of measurement were considered as measurable perfor-
mance indicators. They were used in the current study for measuring the effec-
tiveness (being able to successfully complete a task) and efficiency (the effort
required to complete a task) of a variety of pedagogical interface agents [36].
Additional efficiency metrics exist, namely time taken to complete a task, as well
as the number of actions or steps taken by a participant to perform a task. How-
ever, these two metrics were not included in this study. The number of errors was
the only efficiency metric that was taken into consideration. Measuring partici-
pants’ satisfaction was done via qualitative measures.

Conducting the Test Experiment. As mentioned before, the test group had a
total of 72 participants and the control group was made up of 31 participants. The
researchers designed different task sheets for each group. They contained the same
11 tasks but different instructions on how to perform them were given.

Each participant was handed a task sheet and was instructed to follow the
instructions on it when performing the tasks. Participants received no assistance
from the researchers in performing the tasks. The researchers were observing
participant behaviour and also took notes. If they needed assistance, test group
participants were instructed to make use of the agents’ assistance and the control
group participants to use normal Ms Office Word assistance.

After completing their usability test tasks, all the participants were asked to
complete post-test questionnaires. Different questionnaires were designed for the
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two groups as they performed their tasks in different ways. Usability metrics and
the two post-test questionnaires completed by participants allowed the researchers
to collect both quantitative and qualitative data about the participants.

The analysis of the data collected, including the interpretation thereof, will be
discussed in Sect. 6.5.

6.5 Data Analysis and Interpretation

Section 6.4 discussed the research design used to carry out the current study. The
utilised data collection strategies were also outlined. This section will present,
analyse, interpret and discuss the collected data. The main focus of the analysis
will be on the data obtained through the usability tests, questionnaires and
observations. Lastly, a comparison of the data obtained will be presented as well.

6.5.1 Demographic Data

As previously mentioned the pre-training exercise was used to collect general
information concerning the study participants. This information included their
biographic (personal) information and computer experience. Each of these will be
explained briefly.

Biographic information. Bearing in mind that this study was geared towards a
population of adult computer illiterate users with little or no post-school training,
the personal information captured included gender, age, home language, education
level and occupation.

Gender, Age, and Home Language. Of the 103 participants 62 % were female
and 38 % were male. With regard to their ages, 14 % were younger than 20, 53 %
were between 20 and 30 years of age, 25 % were between the ages of 31 and 40,
and 4 % were older than 40. Four percent did not indicate their age.

The majority of the participants (48 %) indicated Sesotho as their home lan-
guage, 27 % Setswana, 17 % Xhosa and 1 % Zulu. The rest did not specify their
home language.

Education Level and Occupation. The majority of participants (68 %) was in
possession of a matric certificate as highest qualification, 22 % passed standard 9
(Grade 11), and 6 % passed standard 8 (Grade 10). Additionally, 2 % of partici-
pants passed Grade 9, 1 % was N3 engineering certificate holders, and the other
1 % did not specify their educational levels.

A total of 20 % indicated that they were unemployed. The employed partici-
pants held a variety of occupations. These consisted of 15 % volunteers, 4 %
cleaners, 3 % self-employed, 3 % students, 2 % care workers, 1 % skills coaches,
1 % FM presenters, 1 % cashiers, 1 % stock checkers, 1 % blenders, and 1 % food
assistants.
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Useful data concerning participants’ computer experience was collected also.
Computer Experience. Computer experience questions related to the ability

and time spent using computers, the purpose of using computers and the ability to
start up a computer.

Participants were asked to indicate if they had ever used a computer before.
53 % of them had done so, whereas the remaining 47 % had not. Among the
participants who had used a computer before, 18 % used it on a monthly, 15 %
weekly, 14 % daily, and 2 % on an occasional basis. The other 51 % did not
specify/did not respond to the question.

Participants who have used a computer before were also asked to indicate the
purpose of their computer usage. 33 % indicated that the computer was used for
typing a document, 22 % for playing music, 21 % for playing games, and 12 % for
browsing the Internet. The other 9 % of responses indicated that the computer was
used for sending email, 2 % did not specify, and 1 % used it for Pastel. Most
participants (57 %) indicated that they knew how to switch on a computer, while
18 % admitted that they did not.

The Sect. 6.5.2 presents the usability performance data analysis.

6.5.2 Statistical Analyses of Usability Performance Data

The usability metrics captured while participants were working on the tasks
assigned to them included efficiency (number of errors) and effectiveness (task
success). These were useful in determining whether there were usability perfor-
mance differences between participants in the test and control groups or not. Of the
31 participants in the control groups and 72 in the test groups, 4 in the test groups
failed to submit the corrected documents and were not included in these results. In
other words, with regard to the usability performance data only 68 test group
participants were included.

The efficiency (number of errors) statistical data analysis will be discussed first.
Efficiency. Number of errors is a count. During the usability test assessment it

referred to the number of missed steps when performing a given task. The number
of errors was measured using a binary technique whereby a 0 was allocated to
failure and a 1 to success. The participants received a 0 for each ‘no error’ step and
a 1 for each incomplete step or for a step not attempted. Two kinds of analysis
were performed, namely the total number of errors and number of errors per each
individual task.

The total number of errors. An independent-samples t-test was conducted to
compare the total number of errors that participants from both groups, the test
group (i.e. participants who worked with agents) and the control group (i.e. par-
ticipants who did not work with agents), made when performing the usability
assessment. The results of the t-test (where a = 0.05 and the P-value 0.001)
indicated that there was a significant difference in the total number of errors made
in the usability test assessment by the test group participants compared to those in
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the control group. In other words, the results revealed that the participants who
worked without agents’ assistance made significantly more errors in the assess-
ment than those who used the agents.

All participants performed eleven tasks during the usability test assessment.
The number of errors for each of these eleven tasks was analysed also.

The number of errors per individual task. Independent-samples t-tests were also
conducted to compare the scores of individual tasks in the usability test assessment
for those participants who used the agents and those who did not.

Considering the P-values (a = 0.05) for the 11 tasks displayed in Table 6.2,
only four tasks (3, 5, 6, and 11) among them showed that there was significant
statistical differences in errors (scores) for those who used the agents and those
who did not. For each of these named tasks the control group participants made
significantly more errors in the usability test assessment than the test group
participants.

It is important to note that the test group participants did not use an agent in task
11, but they still performed better than the control group participants. This is a
positive indication for the test group participants and for the usefulness of agents in
this situation.

Additionally to the efficiency statistical data analysis, the participants’ task
success was analysed statistically to determine any statistical significance in the
effectiveness.

Effectiveness. Effectiveness refers to being able to successfully complete a task
or a step in a given task. In the context of this study, success meant that a
participant managed to successfully complete at least one step when performing a
task. The task success was measured using a binary approach (1 for success or
0 for failure). The participants received a 1 for each step completed successfully in
a given task and a 0 for an incomplete step or a step not attempted.

A Chi square test was conducted in order to compare the proportion of test
group and control group participants who had at least something right/nothing
right in a task. The Chi square analysis results are displayed in Table 6.3.

Note that in Table 6.3, there are no statistical analysis results for tasks 2, 3, 4, 5,
7, 8, 10 and 11; for each of these the ‘minimum expected cell frequency’ was less
than five, therefore these could not be analysed using a Chi square test.

Similar to the t-test, the Chi square test also indicates a statistical significant
result if the P-value for the test is less than 0.05. Among the three tasks (1, 6, and 9)
shown in Table 6.3, task 6 was the only one where the Chi square test for inde-
pendence (with Yates Continuity Correction) indicated a significant difference
between the proportion of participants in the test group and control group who had
at least something right/nothing right in task 6. This implies that a higher proportion
of test group participants had at least something right when performing task 6, when
compared with control group participants.

Bearing in mind that the main purpose of this study was first of all to determine
whether pedagogical interface agents could enhance the computer literacy training,
and subsequently the employment possibilities, of adult computer illiterate users,
the next step would be to investigate what these agents should look like and how
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Table 6.2 Comparison of the number of errors per individual task

Task Descriptive
statistics

Comparison

With agents
(n = 68)

Without agents
(n = 31)

1. Open the document, use spelling or
grammar check, save, and exit

Mean 0.18 0.16
SD 0.384 0.374
P-value 0.854
Statistical

significance
No significance

2. Open the document, make text bold and
italicized, align text, save, and exit

Mean 0.59 0.84
SD 0.777 1.157
P-value 0.208
Statistical

significance
No significance

3. Open the document, change text font,
font colour, save, and exit

Mean 0.12 0.61
SD 0.406 0.715
P-value 0.001
Statistical

significance
Significance

4. Open the document, underline text,
insert the word, save, and exit

Mean 0.24 0.58
SD 0.601 1.057
P-value 0.098
Statistical

significance
No significance

5. Open the document, insert blank lines,
insert picture, align centre, save, and exit

Mean 0.35 1.19
SD 0.617 0.833
P-value 0.000
Statistical

significance
Significance

6. Open the document, delete text, undo,
redo, save, and exit

Mean 0.28 1.26
SD 0.861 1.437
P-value 0.001
Statistical

significance
Significance

7. Open the document, cut, move text,
save, and exit

Mean 0.54 0.97
SD 0.679 1.110
P-value 0.056
Statistical

significance
No significance

8. Open the document, make bulled list,
italicize, save, and exit

Mean 0.18 0.26
SD 0.455 0.575
P-value 0.449
Statistical

significance
No significance

9. Open the document, align centre,
underline text, save, and exit

Mean 0.18 0.45
SD 0.455 0.810
P-value 0.085
Statistical

significance
No significance

(continued)
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they should interact with the user. In an attempt to answer these questions and to
elicit participants’ opinions regarding their experiences during the usability test
assessments, participants’ satisfaction levels were measured by means of post-test
Likert scale questionnaires. The questionnaires consisted of 5 options: strongly
disagree, disagree, not sure, agree, and strongly agree, and will be discussed in the
following section.

Table 6.2 (continued)

Task Descriptive
statistics

Comparison

With agents
(n = 68)

Without agents
(n = 31)

10. Open the document, search and
replace text, save, and exit

Mean 0.04 0.16
SD 0.207 0.374
P-value 0.110
Statistical

significance
No significance

11. Open the document, select block
of text, change the font size,
Save and exit

Mean 0.28 0.65
SD 0.619 0.915
P-value 0.049
Statistical

significance
Significance

Table 6.3 Comparison of effectiveness among tasks

Task Selective information Total participants
in both groups = 99

1. Open the document,
use spelling or grammar
check, save, and exit

Chi square (Continuity Correctionb) 0.000
P-value 1.000
Statistical significance No significance

6. Open the document,
delete text, undo, redo,
save, and exit

Chi square (Continuity Correctionb) 8.849
P-value 0.003
Statistical significance Significance

9. Open the document,
align centre, underline text,
save, and exit

Chi square (Continuity Correctionb) 1.096
P-value 0.295
Statistical significance No significance
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6.5.3 Post-test Questionnaire Analysis

Two types of post-test questionnaires were used. One was specifically aimed at the
test group participants who were exposed to agents (refer to Appendix A), and the
other kind towards the control group, who was not (refer to Appendix B). Unlike
the performance data analysis, the four participants in the test group who failed to
submit the correct documents were also counted and included in the satisfaction
analysis as they worked with agents and could, therefore, give feedback regarding
their personal experiences with the agents.

Control group post-test questionnaire. The control group participants used a
normal Ms Office Word environment to perform their usability tests. The
responses for the two questionnaire categories namely agree and strongly agree,
were combined for the purpose of this discussion.

In analysing the satisfaction levels of the control group participants (and sub-
sequently the test group as well), n was used to represent the total number of
participants who responded to that particular statement. M represented the Mean
(average). Min and Max represented minimum and maximum respectively,
whereas SD represented the standard deviation.

As shown in Table 6.4, the majority of participants (97 %) in the control group
by far strongly agreed/agreed that they were able to use Ms Office Word suc-
cessfully. Furthermore, they also felt that their experience with Ms Office Word
encouraged them to learn about other computer programs, as well as to encourage
their friends to learn new concepts. Most participants (93 %) in the control group
strongly agreed/agreed that it was exciting working with Ms Office Word; 90 %
that working with Ms Office Word made them change their attitude towards

Table 6.4 Summary of control group participants’ post-test questionnaire responses

Statement Strongly
agreed/agreed
(%) n = 31

Mean
(M)

Minimum
(Min)

Maximum
(Max)

Standard
deviation
(SD)

I was able to use MS office
successfully

97 4.39 2 5 0.667

It was exciting working with
MS office

93 4.50 2 5 0.745

Working with MS office
made me change my
attitude towards computers

90 4.32 1 5 0.945

Interaction with MS office
was easy

87 4.239 2 5 0.762

I really had to concentrate
working with MS office

87 4.16 1 5 0.932

I felt frustrated while working
with MS office

24 2.45 1 5 1.352

I felt nervous when working
with MS office

20 2.13 1 4 1.137
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computers, 87 % that the interaction with Ms Office Word was easy, but that they
really had to concentrate to do the tasks. Few participants (24 %) strongly agreed/
agreed that they felt frustrated while working with Ms Office Word, while 20 %
strongly agreed/agreed that they felt nervous.

To investigate the influence of exposure to agents, the test group post-test
questionnaire will now be discussed.

Test group post-test questionnaire. The test group participants used a variety
of pedagogical interface agents to assist them in performing their usability tests.

The post-test results summarised in Table 6.5 reveal that the vast majority of
the test group participants (97 %) strongly agreed/agreed that they were able to use
agents successfully and that they trusted the advice from agents. 96 % strongly
agreed/agreed that the agents’ hints helped them to feel more confident about their
computer skills, and a total of 94 % that it was exciting working with the agents
and that they also could encourage friends to use agents when learning new
concepts. 88 % of test group participants strongly agreed/agreed with the
following statements:

• Agents made them change their attitude towards computers
• Their experience with agents encouraged them to find out more about them
• They would consider using agents when learning concepts in real life.

As far as their concentration was concerned, 84 % strongly agreed/agreed that
they really had to concentrate to work with the agents, and 80 % found the agents
to be user friendly. Only 21 % of participants strongly agreed/agreed that they felt
nervous working with the agents, and the other 14 % that they felt frustrated.

Individual preferences regarding agents. Participants were asked questions
about their personal preference regarding the pedagogical interface agents. About
51 % of participants indicated that they preferred a cartoon agent to a realistic
agent. Some 49 % indicated that they preferred a male agent to a female agent.
The other 46 % chose a text agent to a ‘text and audio’ agent. 42 % of the
participants stated that they preferred a dog agent to a human agent.

Referring to Table 6.6 the following was noted:

• The female text agent was preferred in terms of appearance (20 % of partici-
pants selected this option). This was followed by the male cartoon dog agent
(16 %). The agent least liked in terms of appearance was the male realistic dog
agent.

• The most popular agent in terms of voice was the female ‘text and audio’ agent
(18 %), followed by the male cartoon dog agent (16 %). The two least liked
agents were the male realistic dog and the female realistic dog agents (both
3 %).

• The preferred agent based on movement was the female cartoon human agent
(23 %). Here the second place went to the male cartoon dog agent (16 %),
followed by the male realistic dog agent (14 %). In terms of movement the least
liked agents were the male text agent, the female text agent, and the female
realistic dog agent who scored 5 % each.
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The majority of participants enjoyed working with all the agents, where the
male realistic dog scored the highest (95 %) and the male text agent the lowest
(76 %).

Participants were also asked to provide their individual overall preference with
regard to the pedagogical interface agents they used. Although the female text
agent scored the highest in terms of appearance, the female ‘text and audio’ agent
in terms of voice, and the female cartoon human agent in terms of movement (see
previous section), the overall favourite was the male cartoon dog. For the reader’s
convenience the preference ratings are summarised in Table 6.7.

Comparison between the test and the control groups. The participants from
the test and the control groups were also compared in terms of the following:
(1) how much they enjoyed being part of the study, (2) how much they learnt from
the study overall, and (3) if they would like to participate in a similar study in
future.

All the participants in both groups indicated that they enjoyed the study.
An independent-samples t-test was conducted to compare the mean scores on

‘‘amount learnt from the study overall’’ for the test and control group participants.
The results of the t-test are shown in Table 6.8.

Table 6.6 Preference levels in terms of agents

Agents Preference criteria (Percentage of participants)

Appearance (%) Voice (%) Movement (%)

Female text agent (Agent 1) 20 11 5
Male text agent (Agent 2) 9 15 5
Female text and audio (Agent 3) 11 18 7
Male text and audio (Agent 4) 9 6 7
Female cartoon human (Agent 5) 9 8 23
Male cartoon human (Agent 6) 9 11 9
Female cartoon dog (Agent 7) 7 8 11
Male cartoon dog (Agent 8) 16 16 16
Female realistic dog (Agent 9) 7 3 5
Male realistic dog (Agent 10) 4 3 14

Table 6.7 Agent preference ratings in terms of agent characteristics

Agent Overall Appearance Voice Movement

Male cartoon dog (Agent 8) 1 2 2 2
Female text (Agent 1) 2 1 4 8
Female text and audio (Agent 3) 3 3 1 6
Female cartoon human (Agent 5) 4 4 6 1
Male cartoon human (Agent 6) 5 4 4 5
Male text and audio (Agent 4) 6 4 8 6
Female cartoon dog (Agent 7) 7 8 6 4
Male text (Agent 2) 8 4 3 8
Male realistic dog (Agent 10) 9 10 10 3
Female realistic dog (Agent 9) 10 8 9 8
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The P-value (with a = 0.05) in Table 6.8 indicates that there is no statistical
significant difference between the two groups in terms of amount learnt from the
study overall. In terms of their own perception of learning participants in the test
group did not learn more from the study than the control group participants.

Both groups indicated that they would like to participate in a similar study in
future.

6.6 Conclusions

This section summarizes the findings and the conclusions reached in this research
study.

6.6.1 Overview

Technological illiteracy and lack of formal education among the adult population
in developing third world countries have been a major challenge for most of the
third world governments. Many jobs require the use of computers as part of
everyday tasks. There is a need to find innovative approaches to ease technology
transfer to adults with little or no technological background or formal post-school
education in third world countries. This can assist them in becoming part of the
workforce, raising their self-confidence and feelings of worthiness, and thus
making them an integral part of society.

For several years research has been carried out regarding the potential of
pedagogical interface agents to promote learning. One common finding among
these studies was that pedagogical interface agents can improve a student’s
learning, engagement and motivation. Additionally, the majority of research
studies have focused on childhood to undergraduate, college-aged populations.
Little is known about the benefits of pedagogical interface agents in adult learning
environments—hence the incorporation of pedagogical interface agents into adult
learning environments continues to be an open question.

Table 6.8 Comparative amount learnt from the study overall

Selective information Comparison of amount learned from the study overall

With agents (n = 72) Without agents (n = 31)

Mean 1.26 1.20
SD 0.640 0.484
P-value 0.662
Statistical significance No significance
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6.6.2 Findings

The aim of this research study was to determine the usability effect of pedagogical
interface agents on adult computer literacy training. The sample population was
divided into two groups where one was exposed to agents during their training (test
group) and the other (control group) was not. Both groups were given 11 basic Ms
Office Word tasks to complete during a usability test. The test group participants
did 10 tasks using ten different kinds of agents and one task without agent
assistance. The control group participants did all eleven tasks without agents’
assistance. However, they were allowed to use the original Ms Office Word Help
menu. The aim of capturing usability metrics was to compare the usability per-
formance (in terms of efficiency and effectiveness), as well as the user satisfaction
of using pedagogical interface agents during adult computer literacy training,
between the two mentioned groups of participants.

Usability performance. Two hypotheses were formulated in order to determine
the usability performance. These two hypotheses were related to efficiency and
effectiveness.

Efficiency. H0,1: There is no difference in the efficiency when using a peda-
gogical interface agent to train adult computer illiterates when compared to using
traditional educational training techniques.

The statistical analysis for the two groups (i.e. test and control) relating to
efficiency was compared in terms of the 11 tasks. The following outcome variables
were analysed:

• The total number of errors
• The number of errors per each individual task.

The usability performance data was collected using a mixed methods triangu-
lation design that combined qualitative and quantitative methods. An independent-
sample t-test was conducted to compare the total number of errors made in the
usability assessment by participants in the test and the control groups. Likewise
another independent-sample t-test was conducted to compare the scores of the
number of errors in each individual task in the usability assessment by participants
who used the agents and those who did not.

As far as the total number of errors was concerned: there was a statistical
significance in the total number of errors made, therefore H0,1 was rejected.

In terms of the number of errors per individual task there was a statistical
significance for four tasks, namely tasks 3, 5, 6, and 11. Therefore, H0,1 was
rejected for the named tasks. As there was no statistical significance in the number
of errors for the rest of the tasks, H0,1 was not rejected.

With regard to efficiency, it can be concluded that the use of the pedagogical
interface agents helped participants to reduce the number of errors (i.e. number of
errors in total and per individual task) while performing various tasks. Additionally
it should be noted that the level of support that agents provided to the participants
varied from one agent to another.

174 N. Mabanza and L. de Wet



Effectiveness. H0,2: There is no difference in the effectiveness when using a
pedagogical interface agent to train adult computer illiterates when compared to
using traditional educational training techniques.

The effectiveness statistical analysis for the two groups (i.e. test and control)
was compared in terms of the 11 tasks. Task success as outcome variable was
analysed by means of a Chi square test to compare the proportion of test and
control group participants who had at least something right/nothing right in the
task.

As far as task success was concerned, task 6 was the only task that indicated a
statistical significance, therefore H0,2 was rejected for this task. While there was no
statistical significance in the task success for tasks 1 and 9, H0,2 was, therefore, not
rejected for these two tasks.

A propos of effectiveness, it can be concluded that pedagogical interface
agents’ assistance enhanced the capability of participants to successfully perform
various tasks. Furthermore, it should be pointed out that the degree of competence
that participants showed while working with the various pedagogical interface
agents might have differed from one agent to another.

The user satisfaction data is discussed in the next section.
User Satisfaction. H0,3: There is no difference in the user satisfaction when

using pedagogical interface agents to train adult computer illiterates when com-
pared to using traditional educational training techniques.

The statistical analysis for the user satisfaction was compared between the test
and the control groups with regard to the 11 tasks. The amount learnt from the
overall study was analysed as outcome variable by means of an independent-
sample t-test.

There was no statistical significance in the amount learned from the study
overall for the test group and control group participants. Therefore H0,3 was not
rejected.

In terms of user satisfaction, from the participants’ perceptions it can be con-
cluded that the use of the pedagogical interface agents did not influence their
learning gains in terms of the amount learned from the study overall. It should also
be noted that the participants’ views about or understanding of the outcome
variable might have differed from one group of participants to another.

In relation to the changes in participants’ knowledge, attitude and aspiration
based on their computer literacy training with pedagogical interface agents,
participants strongly agreed/agreed that

• Agents made them change their attitude towards computers;
• Their experience with agents encouraged them to find out more about them;
• They would consider using agents when learning real life concepts.

This indicates that the use of pedagogical interface agents positively influenced
the changes in participants’ knowledge, attitude, and aspiration.
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6.6.3 Possible Future Research

The findings of this research study have shown that the incorporation of educa-
tional interface agents is a promising step towards suggesting ways to improve
adult computer literacy in developing countries.

Future extensions to this research project might be to explore the possibility of:

• Utilizing other participant demographics such as young illiterate adults;
• Participants working on complex tasks;
• Using a greater variety of educational interface agents;
• Including more efficiency measurement metric attributes such as the time taken

to complete a task, and the number of actions or steps taken by participants to
perform a task.
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Appendix A

Post-test Questionnaire (without agents)
The purpose of this questionnaire is to elicit your personal opinions of the

Microsoft Office environment you had worked with while carrying out different
tasks for evaluation purposes. Please answer all the questions.

For question 1 to question 23 indicate rate your opinion on a scale of 1–5, place a circle around
the appropriate number, where: 1 = ‘‘Strongly disagree’’, 2 = ‘‘Disagree’’, 3 = ‘‘Not sure’’,
4 = ‘‘Agree’’, 5 = ‘‘Strongly agree’’

No. SD D NS A SA

Learning contents provided by the microsoft office
1. Microsoft office had functionalities I expected it to have 1 2 3 4 5
2. Microsoft office environment was easy to use 1 2 3 4 5
Effectiveness of the microsoft office help function
3. I found the microsoft office help function to be useful 1 2 3 4 5
4. Microsoft office help function provided me with all the necessary

information
1 2 3 4 5

5. Microsoft office help function helped me to quickly learn how to
perform a particular task

1 2 3 4 5

6. Microsoft office help function helped me to recall the different steps
involved for a particular task

1 2 3 4 5

7. Microsoft office help function helped me to complete my tasks quicker 1 2 3 4 5
8. Microsoft office help function was very practical 1 2 3 4 5
9. Microsoft office help function assisted me to identify my mistakes

when performing a task
1 2 3 4 5

10. With microsoft office help function, it was quicker and easier for me to
recover from a mistake

1 2 3 4 5

11. I was able to understand the concepts better with the microsoft office
help function than I would have without them

1 2 3 4 5

12. With the help of microsoft office help function I have managed to
develop new abilities

1 2 3 4 5

13. Microsoft office help function helped me to feel more confident about
my computer skills

1 2 3 4 5

14. I trusted the hint from microsoft office help function 1 2 3 4 5
Satisfaction levels about the microsoft office
15. The interactions with microsoft office were easy 1 2 3 4 5
16. I was able to use microsoft office successfully 1 2 3 4 5
17. I felt frustrated working with microsoft office 1 2 3 4 5
18. I felt nervous when working with microsoft office 1 2 3 4 5
19. I really had to concentrate to work with microsoft office 1 2 3 4 5
20. It was exciting working with microsoft office 1 2 3 4 5
21. Working with microsoft office made me change my attitude towards

computers
1 2 3 4 5

22. My experience with microsoft office encouraged me to learn about
other computer programs

1 2 3 4 5

23. Based on my experience with microsoft office, I can encourage my
friends to learn about new concepts

1 2 3 4 5
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24. What was the most difficult part when you worked with Microsoft Office?
(You may tick more than one option)

Microsoft office environment was distracting
Microsoft office help function instructions were too difficult to follow
I understood very little from the microsoft office help function
Other, please specify:

25. What was the best part when you worked with Microsoft Office? (You may
tick more than one option)

Easier to get information needed from microsoft office help function
Easy to understand and follow microsoft office help function instruction
Microsoft office help function instructions were straightforward
With Microsoft office help function it was easier to figure out how to perform a particular task
Other, please specify:

26. Did you enjoy being part of this study?

27. Provide reasons for your answer in question 26.
_______________________________________________________________
28. How much did you learn from the study overall?

A lot sufficient Average Poor Nothing

1 2 3 4 5

29. Any general comments or suggestions:
_______________________________________________________________
30. I would like to participate in a similar research project in future.

31. If you answered ‘YES’ in question 30, please provide your cell phone
number:_________________

Thank you very much for your input in this research.

178 N. Mabanza and L. de Wet



Appendix B

Post-test Questionnaire (with agents)
The purpose of this questionnaire is to elicit your personal opinions of the

agents you had worked with while carrying out different tasks for evaluation
purposes. Please answer all the questions.

For question 1 to question 25 rate your opinion on a scale of 1-5, circling the appropriate number,
where: 1 = ‘‘Strongly disagree’’, 2 = ‘‘Disagree’’, 3 = ‘‘Not sure’’, 4 = ‘‘Agree’’, 5 = ‘‘Strongly
agree’’

No. SD D NS A SA

Learning contents provided by the agents
1. The agents had functions and capabilities I expected 1 2 3 4 5
2. The agents used a language that was familiar to me 1 2 3 4 5
3. The agents’ hints provided all the necessary information 1 2 3 4 5
Effectiveness of the agents
4. The agents’ hints helped me to quickly learn how to perform a particular

task
1 2 3 4 5

5. The agents’ hints helped to recall the different steps involved for a
particular task

1 2 3 4 5

6. The agents’ hints helped me to complete my tasks quicker 1 2 3 4 5
7. The agents’ hints were very practical 1 2 3 4 5
8. The agents’ hints assisted me to identify my mistakes when performing a

task
1 2 3 4 5

9. With the agents, it was quicker and easier for me to recover from a
mistake

1 2 3 4 5

10. I was able to understand the concepts better with the agents than I would
have without them

1 2 3 4 5

11. With the help of the agents I have managed to develop new abilities 1 2 3 4 5
Satisfaction levels about the agents
12. The interactions with the agents were easy 1 2 3 4 5
13. I was able to use the agents successfully 1 2 3 4 5
14. I trusted the advice from the agents 1 2 3 4 5
15. I found the agents to be intelligent 1 2 3 4 5
16. I found the agents to be friendly 1 2 3 4 5
17. I felt frustrated working with the agents 1 2 3 4 5
18. I felt nervous when working with the agents 1 2 3 4 5
19. I really had to concentrate to work with the agents 1 2 3 4 5
20. It was exciting working with the agents 1 2 3 4 5
21. The agents’ hints helped me to feel more confident about my computer

skills
1 2 3 4 5

22. Working with the agents made me change my attitude towards computers 1 2 3 4 5
23. My experience with these agents encouraged me to find out more about

them
1 2 3 4 5

24. Based on my experience with the agents, I can encourage my friends to
use them when learning about new concepts

1 2 3 4 5

25. I would like to consider using agents when learning other concepts in real
life

1 2 3 4 5
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For question 26 to question 29 select whether the statement is true of false in terms of your
preference

26. I prefer a male agent to a female agent True False
27. I prefer a cartoon agent to a realistic agent True False
28. I prefer a dog agent to a human agent True False
29. I prefer a text agent to a text and audio agent True False

For question 30 to question 32 select the one agent that you liked the most based on the criteria listed below

No. Liking levels of the agents’ temperament

Male
text

Female
text

Male
Text
and
audio

Female
Text
and
audio

Male
cartoon
dog

Female
cartoon
dog

Male
cartoon
human

Female
cartoon
human

Male
realistic
dog

Female
realistic
dog

30. Appearance
31. Voice
32. Movement

33. For each of these agents, indicate whether you enjoyed working with them
or not. Please provide suggestions for improvement.

Enjoyable Frustrating Suggestions

33.1 Male text agent
33.2 Female text agent
33.3 Male text and audio agent
33.4 Female text and audio agent
33.5 Male cartoon dog agent
33.6 Female cartoon dog agent
33.7 Male cartoon human agent
33.8 Female cartoon human agent
33.9 Male realistic dog agent
33.10 Female realistic dog agent

34. Select your first choice of agent in terms of your overall preference and
indicate it with an ‘X’ (select only one)

34.1 Male text agent
34.2 Female text agent
34.3 Male text and audio agent
34.4 Female text and audio agent
34.5 Male cartoon dog agent
34.6 Female cartoon dog agent
34.7 Male cartoon human agent
34.8 Female cartoon human agent
34.9 Male realistic dog agent
34.10 Female realistic dog agent
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35. Please give a brief reason for your 1st choice rating in question 34 (e.g. 1st
choice agent was friendly, intelligent, attractive, etc.).

1st
________________________________________________________________

36. What was the most difficult part when you worked with agents? (You may
tick more than one option)

Agents were distracting
Agents were speaking too fast
I understood very little of what the agents said
Agents were saying the same things over and over again
Other, please specify:

37. What was the best part when you worked with agents? (You may tick more
than one option)

Easier to get information needed
Easy to understand what the agents said
Agents’ help and hints were straightforward
Easier to figure out how to perform a particular task
Other, please specify:

38. Did you enjoy being part of this study?

39. Provide reasons for your answer in question 38.
_______________________________________________________________
40. How much did you learn from the study overall?

A lot sufficient Average Poor Nothing

1 2 3 4 5

41. Any general comments or suggestions:
______________________________________________________________
______________________________________________________________
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42. I would like to participate in a similar research project in future.

43. If you answered ‘YES’ in question 42, please provide your cell phone
number: _____________________

Thank you very much for your input in this research.
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Chapter 7
MASECO: A Multi-agent System
for Evaluation and Classification of OERs
and OCW Based on Quality Criteria

Gabriela Moise, Monica Vladoiu and Zoran Constantinescu

Abstract Finding effectively open educational resources and open courseware
that are the most relevant and that have the best quality for a specific user’s need,
in a particular context, becomes more and more demanding. Hence, even though
teachers and learners (enrolled students or self-learners as well) get to a greater
extent support in finding the right educational resources, they still cannot rely on
support for evaluating their quality and relevance, and, therefore, there is a
stringent need for effective search and discovery tools that are able to locate high
quality educational resources. We propose here a multi-agent system for evalua-
tion and classification of open educational resources and open courseware (called
MASECO) based on our socio-constructivist quality model. MASECO supports
learners and instructors in their quest for the most appropriate educational resource
that fulfills properly their educational needs in a given context. Faculty, educa-
tional institutions, developers, and quality assurance experts may also benefit from
using it.
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7.1 Introduction

The Open Educational Resources (OERs) movement started in 2002 with the
Education Program of the Hewlett Foundation introducing a key element into its
strategic plan Using Information Technology to Increase Access to High-Quality
Educational Content, which aimed at helping equalizing the distribution of high
quality knowledge and educational opportunities for individuals, faculty, and
institutions worldwide using the ICT support. The initial focus was twofold:
funding production of exemplars of high-quality content and building community,
collaboration, and a shared knowledge base about the creation, dissemination,
access, use and evaluation of open educational resources [1].

The OER original model included, beside funding and promoting, living spec-
ifications of high-quality open content, establishing quality benchmarks for various
forms of content, which have faded out in the more recent OER logic models. The
desideratum of high-quality has been reached mainly by financing branded content
from prestigious institutions. However, despite the strong arguments for this
approach, it is crucial to find additional mechanisms for vetting and enhancing
educational objects in social settings, ways to close loops and converge to higher
quality and more useful materials [1]. While providing high-quality educational
materials from top institutions will remain essential to the success of the OER
Initiative (the spin-off open courseware movement rooted in the MIT OCW project
is a prominent such successful example), the increasing role of the open repositories
in this process is essential for creation of appropriate learning loops that continu-
ously improve these materials through reflected use, re-use, re-mix etc. [1]. In this
chapter, for the sake of easiness in phrasing, we use the acronym OCW for both
OpenCourseWare and open courseware, where the former refers to projects based
on the MIT OCW paradigm, while the latter regard any free offering of online
courseware based on other paradigms.

One major challenge that the OER movement has had to face, due mainly to its
significant success, has to do with the fast growing number of both open educa-
tional repositories and instructional resources available freely. Thus, finding
effectively the resources that are the most relevant and that have the best quality
becomes more and more demanding [2]. Hence, even though teachers and learners
(enrolled students or self-learners as well) get more and more support in finding
the right educational resources, they still cannot rely on support for evaluating
their quality and relevance [3], and therefore there is a stringent need for effective
search and discovery tools [2]. OPAL, one of the last Hewlett Foundation funded
projects, has evaluated a wide range of international OER projects focusing on
quality issues, and the conclusion was that systematic quality assurance mecha-
nisms for OER are lacking in higher education and adult education… and that it is
necessary to overcome the insecurity concerning how to validate the value of open
educational resources and practices when quality management approaches are
largely absent for OERs [4]. It is argued that OER providers themselves should be
the first to ask for accreditation, certification, and quality assurance, so that their
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offerings comply with the standards in the field, and, therefore there will be more
confidence in and acceptance of OERs [5].

The recent 2012 Paris OER Declaration, issued at the 2012 OER Congress in
Paris, recommends that future support is needed for facilitating finding, retrieving
and sharing of OERs, for fostering awareness and use, for facilitating enabling
environments for use of ICT, for reinforcing the development of strategies and
policies, for promoting the understanding and use of open licensing frameworks,
for supporting capacity building for the sustainable development of quality
learning materials, for fostering strategic alliances, for encouraging the devel-
opment and adaptation in a variety of languages and cultural contexts, for
encouraging research, and for encouraging the open licensing of educational
materials produced with public funds [6].

In spite of the scale, pervasiveness, and influence of the growing movement of
free sharing of educational resources and courseware on users around the world,
there is yet no quality assessment framework that could provide support for
(1) learners in their quest for finding the most appropriate educational resources for
their educational needs in a given context, for (2) instructors who are interested in
educational resources that support their teaching and learning activities, and provide
for both achievement of learning goals, objectives, and outcomes, and for reflective
learning, for (3) faculty or institutions that are or want to become involved in this
movement, and they may be interested in the challenges and benefits of this process,
for (4) developers who need guidelines for designing and building such educational
resources, or for (5) experts in quality assurance of educational resources [7–9].

We propose here a multi-agent system for evaluation and classification of open
courseware and open educational resources (called MASECO) based on our socio-
constructivist quality model introduced in [7]. The main goal of MASECO is sup-
porting OER/OCW users, being them learners, instructors, developers, evaluators,
faculty, institutions, consortiums etc. to fulfill better their needs, and accomplish
appropriately their educational aims, in any specific context. The criteria that con-
stitute the backbone of the model have been grouped in four categories related with
content, instructional design, technology, and courseware evaluation. Therefore, our
work mainly supports two of the 2012 Paris OER Declaration recommendations that
refer to support for both locating and retrieving OER that are relevant to specific
needs (facilitate finding, retrieving and sharing of OER) and for promoting quality
assurance of OERs (sustainable development of quality learning materials).

MASECO has three main components as follows: (1) an OER/OCW Man-
agement System, which is built on top of a database management system, and
which manages both OERs and OCW (storing and updating information related to
the OER and the OCW included in the system), (2) a Classification Agent that
classify OERs and OCW using various classifiers, and (3) a Communication Agent,
which manages the communication between agents and between the system and
the environment.

Several use scenarios may take place according to the user’s type. For example,
for a regular user, the working scenario is as follows: the user interacts with the
system through the Communication Agent, and she makes a request of the ‘‘best’’
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OER or OCW according to her needs, within a given context. The Communication
Agent corroborates information from the OER/OCW Management System and
sends it together with the user’s needs to the OER/OCW Classification Agent, which
returns a result to the Communication Agent. Finally, the Communication Agent
transmits the system’s answer back to the user. A developer may update and improve
MASECO, so he interacts with it for updating both the OER/OCW database, and for
initiation of training sessions for the neural network of the Classification Agent.

Our work is focused in the first place on helping learners, as they often do not
have the background knowledge, information seeking or metacognitive skills
necessary to evaluate effectively the educational value of digital resources, which is
understandable taking into account that this capacity to evaluate and discriminate
lays on the highest level of critical thinking skill in Bloom’s taxonomy for thinking
about educational goals [10, 11]. Nevertheless, all the other actors involved in
educational processes mentioned before can benefit highly from using MASECO.

The structure of the chapter is as follows: the next section addresses issues of
quality assurance for OERs and OCW as they are reflected in the literature, while
the third one is concerned with the related work on concrete solutions for evalu-
ation and classification of OER and OCW. Section 7.4 includes the research
methodology. In Sect. 7.5, we give a detailed description of using MASECO for
evaluation and classification of OERs and OCW with respect to the architecture,
the conceptual models, the use scenarios, the used classifiers, the experimental
results, and some discussion around the whole experience, the lessons learned, and
the challenges that remain. The last section includes some conclusions, along with
future work ideas.

7.2 Quality Assurance for OERs and OCW

Quality of open educational content is seen as a strong base for future sustain-
ability of the OER/OCW movement, no matter what approach of ensuring quality
is followed [1], given that movement’s sustainability is essential to the successful,
large scale OER/OCW acceptance, and embedding in education [12], being it at
resource’s production level or at resource’s sharing level [13]. Quality Assurance
(QA) is a frequently raised topic, as learning resources are expected to be trusted
and authoritative [1, 3, 12–15]. Moreover, common lack of reviewing and quality
assurance is seen as a critical issue that is holding back the increased uptake and
usage of OCW and OERs [3, 12, 16]. Furthermore, ensuring quality of open
content is seen as one of the major challenges to the growing OER/OCW move-
ment, along with both lack of awareness regarding copyright issues and sustain-
ability of the OER/OCW initiatives in the long run [3]. Other works see quality
assurance as a key factor for sustainability, besides funding and support [12].

OER quality can be approached twofold: first, design processes that guarantee
content quality and suitable formats, and secondly, development (or maintenance)
processes to ensure currency [12]. Two quality assurance directions are followed:
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the first one is concerned with discovering the way in which experts and users
assess quality of digital resources in general, striving to identify both major factors
influencing human judgments and lower level features of resources that people
attend to when assessing quality. The second direction consists of applying
machine learning algorithms when seeking solutions for this kind of problem. Of
course, there are several issues to consider, such as including consistency (or not)
of humans when making potentially subjective assessments and various features
chosen to focus on when training machine learning algorithms. However, when
asked to evaluate the quality of digital resources, people usually rely on a set of
criteria (that often are implicit) to guide their reasoning [17]. In addition to sca-
lability, another challenge of assessing educational resource quality is the matter of
perspective: the quality is rather contextual than intrinsic to the resource. It
depends on the configuration that corroborates the users’ constituency, the edu-
cational setting, and the intended educational purpose of the resource [17].

Moreover, traditional quality assurance mechanisms are not appropriate for
assessing quality of OCW and OERs because of their high developing and changing
rate. Easy to use, dynamic, and user-centered quality mechanisms are considered
more suitable for ensuring quality of OCW and OERs through various community
approaches: peer reviews, user commenting, and rating (not to exclude branding, of
course). Self-sustainable, competent, and aware communities that work coordi-
nately on resource creation and improvement, quality assurance, and experience
sharing should be invigorated [3, 18, 19]. Open peer review according to a set of
agreed criteria is seen as well suited for this task [20]. Other low-level elements that
describe the use of a particular educational resource may be useful, such as the
number of downloads, the argument for such an approach being that quality is not an
inherent part of a learning resource, but rather a contextual phenomenon, and a
learning resource maybe be or not useful in a specific learning situation, and
therefore, the learner should be the judge of that [3, 5, 21]. It is argued that in spite of
offering high quality materials and best pedagogical design and methods, OERs and
OCW will prove their true value for learners only if they match the learners’ own
context, and therefore they are genuinely reusable (or at least fully adaptable) [22].

Over time, several solutions have been envisaged for coping with ensuring quality
of OERs and OCW. For instance, some institution-based providers rely on the rep-
utation (brand) of the institution to convince the learners that the offered open edu-
cational materials are of high quality. Of course, most probably, the materials are
subjected to some internal quality assurance procedures before being released as
open content, but these are not open to the public so that they could be followed [3].
Likewise, a Global Index system has been proposed, which aimed at helping potential
users to locate and access easily the needed courseware [16, 23]. It was supposed to be
based on a vetting mechanism supported by a volunteer group acting as a de facto
editorial board. More recent works sustain a similar idea of creation of learning
exchanges that are focused directories linking to only high-quality repositories, and
using only commonly established standards for classification and sharing [24].

Other approach suggests establishing formal co-operations between educational
organizations that are involved in sharing and reusing of OERs from a common
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pool of content, tools and services, which it is thought as having a positive impact
also on the quality leveraging of OERs, for example by being assessed critically by
partner institutions, which may result in improved internal quality criteria and
control [14, 15]. Word-of-mouth method is also seen as a viable quality man-
agement process [3].

Peer reviewing has been primarily used for quality assurance by some well-
known open educational resources repositories, such as MERLOT (Multimedia
Educational Resource for Learning and Online Teaching) or NLN Materials
(National Learning Network Materials). All the MERLOT resources are assessed
by discipline-specific editorial boards with regard to their quality of content,
potential effectiveness as a teaching–learning tool, and their ease of use, while the
NLN materials are peer reviewed by a range of colleges [4, 21, 25, 26]. In
MERLOT, all the peer reviewers in a specific editorial board share and compare
their evaluations to create test cases, which are used further on to develop eval-
uation guidelines that are to be applied to all the resources of each particular
discipline [2].

However, the traditional peer reviewing process, which is focused on assessing
the factual accuracy, intellectual content, and educational context of a resource, is
not the most suitable for educational resources, as their educational quality is hard
to evaluate outside the instructional context. Therefore, it is the educator’s
responsibility, when reusing a particular resource, to create suitable pedagogical
scenarios within proper educational contexts [21]. MERLOT, for example, com-
plements the formal peer review with recording user comments and ratings.

In [27] the authors analyze deeply the traditional peer review process, and after
identifying the pressures this process has to face, and pointing out the fallacies of
reviewing in the online world, they propose a general set of principles for
understanding how peer review should be applied today to different kinds of
content and in new platforms for managing quality. These principles consider not
only the materials’ content, but also their context of use, and while the focus here
is on OERs, though they may be applied across multiple levels of knowledge
production, including scholarship and reference materials in addition to educa-
tional publishing [27].

Context of use may indicate where a resource is being used by learners, such as
in a classroom, in a laboratory, or as part of an encyclopedia, or it can describe the
stage of a scientific work from the perspective of authors, such as draft, revised
version, or updated version. It can also refer to contexts of reuse such as a
translation, a derivative work for a different goal, or a constantly updated resource
like a Wikipedia article. The stress is on understanding the variety of contexts in
which a resource exists and not only the end-user consumption of a resource [27].
What resources are good in what contexts it is an outcome of the reviewing
process.

The principles for review that authors propose are as follows: (1) principle of
maximum bootstrapping: designers of new systems should build on and adapt
existing communities of expertise, existing norms for quality, and existing mech-
anisms of review; (2) principle of objectified evaluations: treat reviews as their
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own kind of object, disassociated from a single resource, specifying context of use,
and potentially applicable to multiple versions; (3) principle of multiple magni-
fications: more reviews are better, more data about reviewers is better, because
multiple, combined views on an object are now possible, with a corollary for the
third principle: review is not blind, but pseudonymous and persistent.

Another approach considers a voluntary (or mix of voluntary and paid) wiki-like
model, in which OERs are the object of micro-contributions from many. This
approach raises complex issues of quality, but much work on collective ‘‘con-
verging to better’’ is under way [1]. Such an approach is taken in Connexions,
where the traditional pre-publication review is replaced with a post-publication
review based on a more open community of third party reviewers. Acknowledging
that there are multiple perspectives on quality, Connexions permits third parties to
use a mechanism, which provide different views onto collections [5, 17]. The
mechanism that allows this process is based on the lenses. For example, a user, be it
an individual, an institution or an organization may set up their own reviewing, then
it is able to select the modules and collections that meet their quality standards, and,
when the repository is accessed through that user’s lens, only the materials they
estimate as having the appropriate quality may be viewed. While Connexions users
have access to all modules and courses in the Content Commons (whatever their
stage of development and quality level), they also have the opportunity to prefer-
entially locate and view modules and courses rated high quality by choosing from a
range of different lenses provided by third parties, each lens having a different focus
[1, 4, 28]. So, in this model, pre-publication credentialed materials are not merely
distributed through the network; post-publication materials are credentialed
through use in the networks [1].

Other approaches investigate the viability of generating dynamic use histories
for educational resources, which will record each instance of using or reusing a
particular resource. This will provide for searching the most used resources for a
given topic [21], while other sees the quality assurance process as corroborating
checking, peer reviewing, feedback, rating or voting or recommendation, and
branding or provenance or reputation [29]. It remains to be seen which approach
will gain acceptance within educational communities, but most probably that will
combine some of the approaches presented briefly here and, in our opinion, it will
have to do with user communities.

7.3 Related Work: QA and Classification of OER/OCW

After pursuing a very thorough search in various prestigious digital libraries and
indexing databases, we have become aware that the related work is very scarce,
with just a few works hardly similar with ours in some particular respects.

In [30] the author envisages various teaching and learning activities happening
in a semantic web-based education environment, in which intelligent pedagogical
agents provide the infrastructure needed for information and knowledge flows
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between user clients (authors, teachers, learners etc.) and educational servers.
These agents are autonomous software entities that provide for human learning and
cooperate with various actors involved in pedagogical processes and with each
other, in the context of interactive learning environments. They assist searchers in
locating, browsing, selecting, re-mixing, integrating, adapting, personalizing,
re-using etc. educational materials located on different servers [30, 31].

Automatic identification of educational materials by classifying documents
found on the web with respect to their educational value is explored in [32, 33]. The
authors formulate the task as a text categorization problem, and prove that
the generally accepted concept of a learning object’s ‘‘educational value’’ can be
reliably assigned through automatic classification by carrying out several experi-
ments on a dataset of manually annotated documents, which show that the generally
accepted notion of a learning object’s ‘‘educational value’’ is a property that can be,
in authors’ view, reliably assigned through automatic classification. Furthermore,
an examination of cross-topic and cross-domain portability illustrates that the
automatic classifier can be ported to other topics and domains, with minimal
performance loss. The authors have identified also several features of educational
resources: the educational value, the relevance, the content categories (definition,
example/use, questions and answers, illustration, other), and the resource type
(class web page, encyclopedia, blog, mailing lists/forums, online book, presenta-
tion, publication, how-to article, reference manual, other). The expertise of the
annotators is also retained as it is important when evaluating the educative value of
a resource. The resources have been scored on a four point scale mapped to four
labels: non-educational, marginally educational, educational, and strongly educa-
tional. Both papers present an experiment on a dataset of materials in Computer
Science, while the second presents also another experiment on a dataset in Biology,
to prove cross-domain portability.

Automatic classification of didactic functions of information objects, based on
machine learning, aiming at increasing the re-use rate of digital learning resources,
at various levels of granularity, is addressed in [34]. Each information object was
manually labeled with its didactic function, according to Meder’s didactic ontol-
ogies [35]. The function types have been hierarchically ordered on three levels as
follows: the first one differentiates between receptive knowledge types and
interactive assessments; the former is further divided into source, orientation (facts
or overview), explanation (what-explanation or example), and action knowledge
(checklist or principle), while the latter consists of either multiple choice tests or
assignment tests. Nine features have been used to evaluate whether multimedia
features can be used for classification of didactic functions. Four different clas-
sifiers were used and evaluated: a Bayes network classifier, a Support Vector
Machine (SVM), a rule based learner and a decision tree learner. The classifiers
worked on the three levels of details presented above, on a set of medical edu-
cational resources (training corpus of 166 information objects, further 207). Their
results have been compared with the human evaluation (six evaluators). The main
performance measure was classification accuracy, which has reached a level of
over 70 % when hierarchical classification has been performed and a level of 85 %
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when multi-label classification has been used. The authors have identified also two
extra features that could improve these results: position of an information object
within the learning object or course it belongs to (that may show author’s intended
learning strategy), and the style of speech (as it may vary and depends closely on
particular didactic goals).

In [29] the authors consider four quality dimensions for OERs: content, peda-
gogical effectiveness, ease of use, and reusability, each one of them being detailed
further on. The content dimension includes accuracy, currency, and relevance; the
pedagogical effectiveness relies on learning objectives, prerequisites, learning
design, learning styles, and assessment; the ease of use is related to clarity, visual
attractiveness, engagement, clear navigation, and functionality, while reusability
depends on format, localization, and metadata-based discoverability.

In [17] the authors worked on the idea that identifying concrete factors of
quality for web-based educational resources, both used by experts in quality
assessment and easily recognized by non-experts, can make manageable machine
learning approaches to automatically determine quality characterization and
educational value. The aim of their work was dual: empowering learners with tools
for evaluation of quality of online educational resources and helping digital
librarians to manage large educational collections. They were driven by the need to
develop both methodologies able to identify dimensions of quality that are asso-
ciated with specific educational goals and algorithms able to characterize resources
with respect to these dimensions. Twelve dimensions of quality have been iden-
tified as the most important: good general set-up, appropriate pedagogical guid-
ance, appropriate inclusion of graphics, readability of text, inclusion of hands-on
activities, robust pedagogical support, age appropriateness, suitability of activities,
connections to real-world applications, reflecting the source’s authority, focus on
key content, and access to relevant data. They constructed a training corpus of
1,000 digital resources annotated with these quality indicators, and trained
machine learning models which were able to identify important indicators, with
accuracies of over 80 %. The indicator extraction process has resulted in one
numeric vector per educational resource in the digital library. The machine
learning system (based on SVM) has analyzed the corresponding vectors for the
training corpus, and it has learned a statistical model for some selected indicators.
Further on, it has evaluated whether the quality indicators are present or not in a
resource, based on applying those models to the vector corresponding to that
particular resource.

In [11] the authors subscribe their work to the high goal of developing a
computational model of quality that come close to human expert evaluations,
based on machine learning and natural language processing, and, moreover, to
provide automatic tools that implements that model. They started with performing
an extensive literature review and meta-analysis, and, consequently identified
16 features of resources or metadata that could be useful for detecting quality
variations across resources, lying in five categories: provenance (cognitive
authority, site domain), description (element count, description length, metadata
currency), content (resource currency, advertising, alignment to educational
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standards, word/link/image count on the first page of the resource, multimedia),
social authority (Google’s PageRank, annotations), and availability (cost, func-
tionality). The experiment consisted in manual annotations for collections of
DLESE digital library (600 resources), according to evaluators’ gestalt sense of
quality and personal preferences regarding quality. The collection rankings have
been used as rankings for individual resources contained in the collections (to
avoid the huge amount of effort necessary for manual annotations of each indi-
vidual resource). Three classification categories have been used, namely A+, A,
and A-, and each one was containing 200 resources. Within each classification
category, the resources were further divided randomly into training and testing sets
where 80 % of the resources were used to train the model and the remaining 20 %
were used to test the accuracy of the trained model. The authors have computed
metrics for evaluation of the quality indicators (only for the first page of each
resource), and have experimented in a series of add-one-in analyses to see which
indicators have positive, respective negative contributions to the classification.
When all the indicators were used, their models were able to identify whether a
resource was from a high (A+), medium (A), or low (A-) quality collection with
76.67 % accuracy, while when using only the quality indicators that positively
contributed to the classification increased the models’ accuracy to 81.67 %.

In [36] the authors propose a measure of relevance, which integrates a variety of
existing quality indicators, and which can be automatically computed, building on
work in [27, 37]. In [37], the author shows that the current systems for recom-
mending educational materials lack a weighting mechanism that would allow
assessment data from various sources to be considered. Consequently, he proposes
an integrated quality indicator that combines explicit expert and user evaluations,
anonymous evaluations and implicit indicators (such as favorites and retrievals). In
[36] the authors reflect on Connexions, where each lens focuses the user’s view on
a subset of available modules and collections deemed high quality by the con-
trolling authority, and propose combining lenses for filtering content. Therefore,
they propose a relevance indicator that can be calculated automatically, as a sum
of three weighted sums of quality indicators, which can be classified into three
categories: evaluative that includes all explicit expert and user evaluations (overall
rating, content quality, effectiveness, ease of use, comments), empirical that refers
to information on materials usage, such as retrievals, the number of users who
bookmark them, and so on (personal collections, exercises, used in classroom), and
characteristic that refers to descriptive information about the materials, as
obtained from their metadata (reusability). Thus, the explicit evaluations made by
users or experts, the descriptive information obtained from metadata and the usage
data are used in order to increase the reliability of recommendations by integrating
various quality aspects.

In [38] the authors show that quality of learning objects may be improved by
better educating their designers, by incorporative formative assessments and
learning testing in design and development models, and by providing summative
reviews that should be maintained as metadata, which users can use when
searching, sorting, and selecting learning resources. They also point out the variety
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of settings in which OERs are produced and consumed, which results in needing
more than one evaluation model. The authors present here also their instrument for
reviewing learning objects (called LORI) that incorporates several aspects related
to quality of such objects: content quality, learning goal alignment, feedback
and adaptation, learners’ motivation, presentation design, interaction usability,
accessibility, reusability, and standards compliance. Furthermore, they use this
instrument within a suite of tools for collaborative evaluation that small evaluation
teams (including subject matter experts, learners, instructional designers) use to
produce an aggregated view of ratings and comments. Adapted from LORI, in [39]
seven rubrics are provided, five of them being adapted from LORI (content quality,
motivation, presentation design, usability, accessibility), while the other two are
new: educational value and overall rating. Educational value refers to its potential
to provide learning on the addressed subject, to the accuracy, clarity, and unbi-
asedness of the information presentation, while the overall evaluation captures the
perceived usefulness of resources in educational contexts.

An interesting approach is taken in [40] where the authors address very
important issues when it comes to quality rating and recommendation of learning
objects such as sharing evaluative data of learning objects across different
repositories and combining various explicit and implicit measures of both quality
and preference to make recommendations for appropriate learning objects that
fulfill user’s needs. In their endeavor, they had used Bayesian Belief Networks
(BBNs), a powerful probabilistic knowledge representation and reasoning tech-
nique for partial beliefs under uncertainty. Moreover, BBN allow them to approach
problems of insufficient and partial reviews in learning object repositories, as well
as corroborating data from different quality evaluation instruments. They have
been working with two learning object quality rating standards: MERLOT and
LORI. First, they had produced a correlated structure between MERLOT Peer
Review and LORI, and afterward they had constructed a BBN based on this
structure, which has helped them to, for example, infer how a learning object
would be rated on MERLOT’s ease-of-use item, given actual ratings on LORI’s
interaction-usability and accessibility items. They present real-world BBNs that
have been constructed to probabilistically model relationships among different
roles of reviewers (both expert and anonymous), among various explicit and
implicit ratings, and among items of different evaluation measurements, along with
the results of a qualitative study and of simulated test cases. Their BBNs are able
to derive the implications of observed events, the rated attributes, by propagating
revised probabilities throughout the network, when each attribute’s value is
updated. Based on their experience they conclude that the BBN model makes
quantitatively reliable inferences about different dimensions of learning object
quality and that the availability and accuracy of quality ratings can be largely
improved in a learning object repository.

Finally, Achieve in collaboration with leaders from the OER community have
developed a rubric, aiming at helping various actors involved in education to
determine the degree of alignment of OERs to the Common Core State Standards
and to determine quality aspects of OERs [41]. Recently, Achieve has teamed up
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with OER Commons to develop an online evaluation tool based on that rubric, and
currently, OER Commons hosts both the tool and its resulting assessment data
[42]. Each resource of OER Commons may be evaluated, the resulting information
is stored in a pool of metadata, and it may be shared through the Learning Registry
with other interested repositories [43]. The Achieve rubrics includes the following
components: degree of alignment to standards, quality of explanation of the sub-
ject matter, utility of materials designed to support teaching, quality of assessment,
quality of technological interactivity, quality of instructional and practice exer-
cises, opportunities for deeper learning, and assurance of accessibility.

7.4 The Research Methodology

During the initial stage of this work we have been searching for OCW and/or OERs
that cover the necessary content for an introductory course on databases. We had
performed several thorough searches in various repositories, such as MIT Open-
CourseWare, OCW Consortium, Saylor Foundation, University of Washington
Computer Science and Engineering courses, Coursera, OER Commons, Webcast.
Berkeley, Connexions, Universia OCW, ParisTech, Open.Michigan, University of
California, Irvine, University of Southern Queensland, Utah State University,
Intute, Textbook search [44–57], and much more others. We have been using either
the repository’s specific search capabilities, or ‘‘classic’’ Google searches. Fur-
thermore, we have exploited Google’s custom OER/OCW search and particular
OCW search engines alike [58, 59]. Our first goal has been the identification of as
many possible candidates for our further research on quality assessment. The
wanted candidates have consisted of ‘‘full’’ online open courseware and/or edu-
cational resources that provided support for a course on database fundamentals
(being it OpenCourseWare or any other kind of complete courseware—even as a
proper mix of OERs—available freely online).

Despite our best efforts we have ended up with just eight viable candidates for
our further work, this being due to a variety of reasons, for instance some open
courseware was available only in some foreign languages we could not understand,
or others consisted only in video recordings of actual teaching of the course
content in the classroom. The finalists are eight open courseware that offer edu-
cational materials on databases [60–67], provided by various open courseware
repositories that comply with different open courseware paradigms, as follows
(each one of them has been assigned an acronym, for easier further presentation
and discussions):

• the MIT OpenCourseWare on Database Systems—1-MIT-OCWDB;
• the Saylor Foundation’s Introduction to Modern Database Systems open

courseware – 2-Saylor-DB;
• the Stanford’s Professor Jennifer Widom Introduction to Databases open

courseware—3-St-WidDB;
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• the Introduction to Database Systems courseware provided by Nguyen Kim Anh
in Connexions—4-Cnx-NKA;

• the King Fahd University’s KFUPM OpenCourseWare on Database Systems—
5-KF-DBSs;

• the University of Washington’s Introduction to Data Management open
courseware—6-UW-DMg344;

• the Universidad Carlos III de Madrid’s Database Fundamentals (Fundamentos
de las bases de datos) OpenCourseWare—7-UC3M;

• the Universidad Politecnica de Madrid’s Database Administration (Adminis-
tracion de bases de datos) OpenCourseWare—8-UPM-BD.

To score the candidates we have used our own rubric based on our quality
assurance criteria for open courseware and open educational resources that builds
up on our previous work in [68, 69], which it was introduced in [7], put to work in
[8, 9], and refined further for this work. These criteria correspond to the quality
characteristics of quality in use, internal and external product quality according to
ISO/IEC 25000 SQuaRE standard, and they cover the next user needs: effective-
ness, efficiency, satisfaction, reliability, security, context coverage, learnability,
and accessibility. These quality criteria may be used for quality assessment of
either small learning units or an entire courseware. They have been grouped in four
categories related with content, instructional design, technology and courseware
evaluation, which will be briefly explained further on.

Content related: This category includes criteria that reflect whether the resource
provides the online learners with multiple ways of both engaging with their
learning experiences and achieving of the content’s mastery. First criterion refers
to the easiness of using the resource, reflected by readability and uniformity of
language, terminology, and notations. Another useful element is the availability of
the course syllabus, so that users become aware since the very beginning of the
content scope and sequence. The comprehensiveness of the lecture notes, i.e.
whether the course content and assignments demonstrate sufficient wideness,
deepness and rigor to reach the standards being addressed, is also to be retained in
our quality model. Modularity of the course content is also important, as modular
course components are units of content that may be distributed and accessed
independently, giving each user both the possibility to select the most suitable
learning unit at a particular time and the opportunity to choose the most appro-
priate learning path that matches the user’s needs and abilities. The course
materials may be approached easily top-down, bottom-up, or in a combined way.
Availability of assignments (with or without solutions), being them exercises,
projects, and activities, is important as well, as they are content items that enhance
the primary content presentation. When looking at a particular learning resource,
other than an entire courseware, which can be a small learning unit, a course
module, a lesson etc., users are particularly interested in various characteristics of
the resource: accuracy, reasonableness, self-containedness, context, relevance,
availability of multimedia inserts, correlation of the resource with the course in its
entirety, links to related readings, and links to other resources (audio, video etc.).
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Instructional design related: criteria address the instructional design and other
pedagogical aspects of teaching and learning for that resource. They include the
educational resource’s goal and learning objectives, which are expected to be
clearly stated and measurable, as the learner’s level of knowledge mastery and
practical abilities is to be measured against both the main goal and each and every
learning objective. The educational materials are ought to provide for multiple
opportunities for learners to be actively engaged in the learning process, having
meaningful and authentic learning experiences during undertaking various appro-
priate instructional activities: problem- or project-based learning, e-simulations,
learning games, webcasts, scavenger hunts, guided analysis, guided research, dis-
covery learning, collaborative learning groups, case studies etc. Learning outcomes
state the learner’s achievements after performing a learning activity, i.e. what
learners will know and/or will be able to do as a result of such an activity, in terms
of knowledge, skills, and attitudes. The availability of the evaluation and auto-
evaluation means (with or without solutions) is also important from a pedagogical
point of view. The teacher users may be also interested in the learning theory
(behaviorist, cognitivist, constructivist, humanist and motivational etc.) and in the
instructional design model (ADDIE, ARCS, ASSURE etc.) that have been used to
develop that particular educational resource. Moreover, learning experiences that
provide for reflective learning will always add to the overall quality of educational
resources. Under the reflection perspective, the desired outcome of education
becomes the construction of coherent functional knowledge structures adaptable to
further lifelong learning. Reflection has a dual sense here: one would be the process
by which an experience, in the form of thought, feeling or action is brought into
consideration (while is happening or subsequently), and the other refers to the
creation of meaning and conceptualization from experience and to the potentiality
to look at things from another perspective (critical reflection) [70–73].

Technology related: Both open educational resources and open courseware are
expected to benefit fully from ICT technologies, to have user-friendly interfaces, to
comply with standards for interoperability, and to provide for appropriate access
for learners with special needs (accessibility). Extensibility of each educational
resource, aiming at expanding learning opportunities, from a technological point of
view, refers to easiness of adding content, activities, and assessments both for
developers and learners. A high quality user interface is based on technical aspects
related to the capabilities of the supporting hardware, software and networking. A
clear specification of the technology requirements at user’s end (both hardware
and software), along with the prerequisite skills to use that technology are useful to
help users understand how the resource should be used to benefit fully from its
content. A high quality open educational resource is expected to work smoothly on
a variety of platforms in use around the world (multi-platform). Having a true
engaged learning relies on learner’s opportunity to interact with the content and
with other learners, which is not possible without a suite of rich supporting tools.
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Courseware evaluation: Despite the initial claim of just offering high quality
educational materials to learners worldwide, with no other intention to support
learners during their learning journeys, all major open courseware initiatives have
started to be more involved with their learners. Hence, regular assessment of
effectiveness of open courseware becomes essential, along with using the results
for further improvements. Each prospective user would most probably first be
interested in the courseware overview, which includes information about the
content scope and sequence, the intended audience, the grade level, the periodicity
of updating the content, the author’s credentials and the source credibility, its
availability in multiple-languages, instructor facilitation or some kind of semi-
automated support, suitableness for self-study and/or classroom-based study and/
or peer collaborative study, the time requirements, the grading policy, along with
instructions about using that courseware and its components, in order to establish
the most suitable learning paths, the reliability, and the availability of links to other
educational resources (readings, OCW, OER etc.). Prerequisite knowledge and
required competencies are also useful for to be known by users at the beginning of
a learning process. Matching the course schedule, if any, with learner’s own pace,
is also desirable. Another useful criterion regards the terms of use (service), i.e.
availability of repository or institutional policies with respect to copyright and
licensing issues, security for primary, secondary and indirect users, anonymity,
updating and deleting personally identifiable information, age restrictions, neti-
quette, etc. OERs and OCW that are free of bias and advertising are also desirable.
Suitable design and presentation of educational content is also considered, along
with user interface richness (style) as it is defined by its navigational consistency,
friendliness, multimedia inserts, interactivity, adaptability (both to user’s needs
and context) etc. Another quality criterion is concerned with the option to provide,
or aiming to provide, a formal degree or a certificate of completion (degree or
certificate). Participatory culture and Web 2.0 facets are also important being
them related to contribution to the content, collection of users’ feedback, collab-
oration with fellow teachers/learners/developers and so on, or to sharing the
development or using experience.

To sum up, we have evaluated each resource’s quality using a number of 69
criteria that are presented briefly in Table 7.1 (our rubric). The fulfillment of each
criterion has been assessed on a scale between 0 and 5, where the scoring meaning
has been as follows: 0 = absence, 1 = poor, 2 = satisfactory, 3 = good,
4 = very good and 5 = excellent. The assessment has been performed indepen-
dently by three evaluators having between 10 and 20 years of experience with
teaching both fundamentals of and advanced databases for undergraduate and
graduate students. For the next step of the process, which will be presented in the
following section, we have used a ‘‘negotiated value’’ around the arithmetic mean
of the scores, which has resulted from a panel reviewing process that involved the
three reviewers.
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Table 7.1 Criteria for quality assurance of OCW and OER

Content
related

To what degree an OER/OCW allows learners to have engaging learning
experiences that provide for mastery of the content

• CR1: readability 0–5
• CR2: uniformity of language, terminology, and

notations
0–5

• CR3: availability of the course syllabus 0–5
• CR4: comprehensiveness of the lecture notes 0–5
• CR5: modularity of the course content 0–5
• CR6: possibility to select the most suitable learning

unit
0–5

• CR7: opportunity to choose the most appropriate
learning path

0–5

• CR8: top–down, bottom–up or combined approach 0–5
• CR9: availability of assignments (with or without

solutions)
0–5

• CR10: resource related: accuracy1, reasonableness2,
self-containedness3, context4, relevance5,
multimedia
inserts6, interactive elements7, correlation with the
entire course8, links to related readings9, links to
other
resources (audio, video etc.)10

0–5 9 10

Instructional
design

Criteria that address the instructional design, and other pedagogical
aspects of Teaching and Learning (T&L) for that resource

• ID1: goal and learning objectives (outline the
material)

0–5 (1 global ? 4
per unit)

• ID2: learning outcomes (students will know/be able to
do—skills, abilities, attitudes)

0–5 (1 global ? 4
per unit)

• ID3: appropriate instructional activities 0–5
• ID4: availability of the evaluation and auto-evaluation

means (with solutions)
0–5 (ex./

others(1 ? 1.5) 9 2)
• ID5: learning theory 0–5
• ID6: instructional design model 0–5
• ID7: reflective learning

opportunities in which the desired outcome of
education becomes the construction of coherent
functional knowledge structures adaptable to further
lifelong learning

0–5

Technology
related

Both OERs and O CW are expected to benefit fully from ICT technologies,
and to comply with various standards

• TR1: conformity with standards for interoperability 0–5
• TR2: compliance with standards for accessibility 0–5
• TR3: extensibility: easiness of adding content,

activities
and assessments, from a technological point of view
(both developers and learners)

0–5 (2.5 ? 2.5)

• TR4: user interface’s basic technological aspects
(hw-device, sw., networking)

0–5

• TR5: supporting technology requirements at user’s
end

0–5

• TR6: prerequisite skills to use the supporting
technology

0–5

• TR7: multi-platform capability 0–5
• TR8: supporting tools 0–5

(continued)
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7.5 Using MASECO for QA and Classification of OERs
and OCW

In this section we will present briefly our approach of evaluating and classifying
open courseware (that can be used also for open educational resources) with help
from a multiagent system. We started with the working definition from [74] that
states that an agent is a computational mechanism that exhibits a high degree of
autonomy, performing actions in its environment based on information (sensors,
feedback) received from the environment. A multi-agent environment includes
more agents, which interact with one another, and further, they have to work under

Table 7.1 (continued)
Courseware

evaluation
Despite of the original claim of just offering high quality educational materials, all

major open courseware initiatives have recently become more involved with
their learners. Hence, regular assessment of effectiveness of open courseware
becomes essential, along with using the results for further improvements

• CW1: courseware overview: content scope1 and
sequence2, intended audience3, grade level4,
periodicity5

of content updating, author’s credentials6, source
credibility7, multiple-languages8, instructor
facilitation9

or semi-automated support10, suitableness for self-
study11, classroom-based12 study, and/or peer
collaborative13 study, time requirements14, grading
policy15, instructions on using16 the courseware,
reliability17, links to other18 educational resources
(readings, OCW, OERs etc.)

0–5 9 18

• CW2: availability of prerequisite knowledge 0–5
• CW3: availability of required competencies 0–5
• CW4:matching the course schedule with learner’s

own pace
0–5

• CW5: terms of use (service): availability of repository
or institutional policies wrt copyright and licensing
issues, security for primary, secondary and indirect
users, anonymity, updating and deleting personally
identifiable information, age restrictions, netiquette,
etc.

0–5

• CW6: freeness of bias and advertising 0–5
• CW7: suitable design and presentation of educational

content
0–5

• CW8: user interface richness (style): navigational
consistency1, friendliness2, multimedia3,
interactivity4, adaptability5(both to user’s needs and
context) etc.

0–5 9 5

• CW9: providing a formal degree or a certificate of
completion

0–5

• CW10: participatory culture and Web 2.0 facets:
contribution to the content1, collection of users’
feedback2, collaboration with fellows3, sharing the
development4/using5experience

0–5 9 5
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constraints of the environment not knowing constantly and continuously every-
thing about the world that other agents know. These constraints are essential to the
definition of a real multi-agent system [74].

MASECO is a multi-agent system whose main goal is to register and classify
OERs and OCW, based on a quality model. The architecture of the system contains
three main components: two intelligent agents (the Communication Agent and the
Classification Agent), and the OER/OCW management system. The classification
process aims to assign objects to predefined categories. Most automatic classifi-
cation endeavors are grounded in the area of machine learning, which describe
algorithms that learn behavior (e.g. how to classify an object) based on training
information [34, 75, 76]. Typical methods are Support Vector Machines (SVM),
decision tree learners, Bayes classifiers, and artificial neural networks. Such
algorithms work as follows: they start with a training corpus of objects, for which
the category is known. After a training phase new objects can be classified as well.
Of course, classifiers do not take complete objects as input, and rely on mapping
each object to a set of features. In our case, this set consists of the 69 scores
obtained for the quality criteria presented in the previous section, and our Clas-
sification Agent uses artificial neural networks to perform this task.

The two agents have been built using the BDI (Beliefs, Desires, Intentions)
approach [77, 78]: the informational, motivational, and deliberative states of an
agent are described by means of beliefs, goals, plans, and intentions. Each of the
agents is based on the INTERRAP architecture [79], which defines an agent as
having three layers: a behavior-based layer, a local planning layer, and a
cooperative planning layer, which allow the agent to combine reactive and
deliberative reasoning, and to interact with other agents or with the environment.
The INTERRAP architecture was also used in the iLearning system [80], and the
promising results obtained there have determined us to further use the same
architecture in MASECO.

There are two general usages of the term ‘‘agent’’ [81]: weak and strong. The
weak notion denotes a hardware or software system having the following prop-
erties: autonomy, social ability, reactivity, and pro-activeness. The stronger notion
of an agent is used by the AI researchers to describe systems that exhibit, in
addition to the above mentioned properties, concepts that are mostly applied to
humans, such as knowledge, belief, intention, and obligation.

Generally, a multi-agent system is considered to be a network of multiple
intelligent agents, which are interacting with each other, with and within an
environment, in order to solve problems otherwise difficult (or even impossible) to
be solved only by one agent. Together they can combine different intelligent
techniques to attain superior performance, either from a computational point
of view, or with respect to the complexity of the interaction between them. Multi-
agent systems can be considered as a distributed artificial intelligence, empha-
sizing the joint cooperation of agents with their own behavior and autonomy.
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The main characteristics of a multi-agent system are as follows [82]:

• each agent has an incomplete view, with incomplete information and limited
capabilities for solving the main problem;

• there is no global control of the system;
• the data is decentralized;
• the computation is asynchronous.

There are many learning methods that can be used in multi-agent systems. The
choice of the learning method depends on the given problem, and it can be
sometimes a very difficult task. Standard supervised, unsupervised, and rein-
forcement learning techniques can be used as starting points. Supervised learning
requires the existence of an expert to provide a set of training examples (training
data set). Each example is a pair consisting of an input object and a desired output
value (target). By analyzing the training data set, the algorithm produces either a
classifier (discrete output) or a regression (continuous output). Unsupervised
learning does not require the existence of an expert. It tries to find the hidden
structure in unlabeled data, so that there is no error when evaluating a potential
solution. Many methods used for unsupervised learning are from data mining.
Reinforcement learning is a method where the system learns from the continuous
interaction with the environment. The goal of the agent is to collect as much
reward as possible, so it can use its past experience, and it can choose any
necessary action. MASECO uses two learning techniques: supervised learning
and reinforcement learning. Supervised learning is used for the training of the
Classification Agent, while reinforcement learning is used by both the Commu-
nication Agent and the Classification Agent.

The agents of MASECO have the following properties:

• Reactivity—the agents maintain a permanent connection to the environment and
they adapt to its changes, like for example, the appearance of a new OER or
OCW;

• Interactivity—the agents collaborate in order to reach the system’s objective;
• Autonomy—the agents know when and how to initiate the required actions;
• Proactivity—the agents have explicit goals and objectives;
• Instruction—the agents use automated learning techniques.

7.5.1 The INTERRAP Architecture

The INTERRAP architecture was proposed by Jörg Müller [79]. The model is a
layered, hybrid BDI model, with three layers that describe an agent:

• a behavior based layer incorporating reactivity and procedural knowledge for
routine tasks;
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• a local planning layer that provides facilities for means-ends reasoning for
achievement of local tasks and for producing goal-directed behavior;

• a cooperative planning layer that enables agents to reason about other agents
and that supports coordinated action with other agents.

Beliefs are split into a world model—containing object-level beliefs about the
environment, a mental model—holding meta-level beliefs about the environment,
and a social model—holding meta-level beliefs about other agents [78, 79].
Specific situations, namely relevant subsets of the agent’s beliefs, trigger the
initiation of actions. Situations are abstract representations of classes of world
states, which are of interest for an agent. The three classes of beliefs correspond
with three classes of situations as follows: bevioral situations that are a subset of
the world model, local planning situations, which description is based on both
world and mental models, and cooperative planning situations that contain in
addition parts of the social model. Accordingly, the agent’s goals can be reaction
goals, local goals, and cooperative goals. The operational primitives enable the
agent to do means-end reasoning about how to achieve certain goals. They include
patterns of behaviors and joint plans [79].

7.5.2 The Architecture of MASECO

MASECO is a multi-agent system, which includes both intelligent agents and an
OER/OCW Management System (built on top of a database management system).
For the time being, there are two types of agents: a Communication Agent and
Classification Agent, which, despite having different goals, they collaborate with
each other. The Communication Agent, besides its role as a communication
facilitator internally between the components of the system, and externally
between the system and the environment, acts as a supervisor and coordinates the
whole working scenario. The database management system contains all the
information regarding any known OER/OCW to the system. The Classification
Agent knows how to classify any of the OER/OCW, and it collaborates with the
Communication Agent in order to obtain all the necessary information it needs to
perform this task. This agent is intelligent, reactive, and task oriented. The con-
ceptual model of MASECO is presented in Fig. 7.1. The Communication Agent
can communicate with the environment, with real users, or with other existing
Multi-Agent Systems (MAS).

MASECO use scenarios are presented in Figs. 7.2 (bird eye’s view) and 7.3
(more detailed).

MASECO interacts with the environment using the Communication Agent.
Through the agent’s sensors, the system receives data, requests, and commands,
and it sends them to the agent’s control unit. The control unit of the Communi-
cation Agent decides the use type (1, 2 or 3). In the first case, a simple querying of
the OER/OCW management system is performed, and the classification of the
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particular OER/OCW is returned to the environment. In the second two cases, the
Communication Agent sends a request to the Classification Agent to classify a new
OER/OCW, respectively to update and re-classify an OER/OCW already stored
within the system. The control unit of the Classification Agent initiates the
extractions of the characteristics (features) of the respective resource, processes
the data collected from the environment, and it further on classifies the resource,
supported by an artificial neural network. Both the data extracted from the envi-
ronment and the data resulted from the processing are stored, respectively updated
in the OER/OCW management system. The models for the two agents will be
presented further on, in this section.

The ontology of MASECO is defined mainly by the OER/OCW model
(Fig. 7.4), the use model (Fig. 7.2), and the classification instrument model
(Fig. 7.5).

As we said previously here, the Communication Agent has the role of supervisor
of MASECO. Its architecture is based on the agent model from the INTERRAP
system, and it is shown in Fig. 7.6. The world model includes knowledge about
OCW and OERs, and the agent updates information about OCW and OERs in the
database. The mental model includes knowledge about itself, and its capacity to
solve certain tasks. The social model includes knowledge about the Classification
Agent, its capacities, action times, classification algorithms, etc. The situations that
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Description

Web
address

Organization

Features

Fig. 7.4 The OER/OCW
data model

Classification
Model

Artificial Neural Network

Bayesian Belief Networks
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Fig. 7.5 The classification
methods’ model
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are recognized by the Communication Agent are as follows: routine situations (for
instance to respond to a human user at a OER/OCW classification request and to
justify that classification) that have a reflection goal, local planning situations,
namely procedures for feature extraction (even by interacting with a human user)
that have a local goal, and cooperative situations that include the cooperation with
the Classification Agent for performing a classification, which have a cooperative
goal.

The Classification Agent is simpler, and it is described in Fig. 7.7. It contains
only two layers: a local planning layer and a cooperative layer. The local planning
layer contains a classification plan, based on a classification algorithm. The
cooperation layer is necessary to obtain the required information about the OER/
OCW resource for the classification step. The Classification Agent has the ability
to learn how to classify an open educational resource or open courseware. At the
time being, MASECO uses for classification an artificial neural network. We have
also tried other classifier and those results will be presented in a further sub-
section.

Perception

social model
mental model
world model

cooperative situation
local planning situation

routine situation

situation recognition

cooperative goals
local goals
reflections

goal activation   

Beliefs

Situations

Goals

use scenario 1
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DBMS

Cooperation with
classification agent

Action

planning

execution

Environment

OCW/OER
Management 

System

Fig. 7.6 The Communication Agent model
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7.5.3 How MASECO Classifies OERs/OCW Using Artificial
Neural Networks

Multi-class pattern classification refers to the problem of finding a correspondence
between a set of inputs (that represents some characteristics) and a set of outputs
(that represents two or more pattern classes). The classification relies on a variety
of classifiers: feed-forward artificial neural networks, supported vector machine,
decision trees, Bayesian belief networks, rule-based etc. A classification system
usually has two components: a feature extractor and a class selector [83]. The
architecture of MASECO’s OER/OCW classification sub-system, which is a part
of the Classification Agent, it is shown in Fig. 7.8.

Any OER/OCW that is to be classified will be pre-processed and its feature set
will be extracted and stored in the corresponding feature vector, which will be the
input for the classifier. The label of the obtained class is randomly checked and
the results are interpreted by the learning strategies of the Classification Agent.
The procedures of this agent decide on the classifier, which is, in fact, the kernel of
any classification system. This may be modified by the actors of the Classification
Agent, resulting in the selection of another classifier, or in a change of its structure.
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Fig. 7.7 The Classification Agent model
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For example, the need for a new class of OER/OCW may determine the change of
the neural network structure, e.g. the increasing of the neuron number on the
output layer (as this number equals the number of classes).

The two processes, feature extraction and class selector can be formalized as
follows: [83, 84]: feature extraction is defined as a transformation X ¼ UðPÞ;
where P ¼ p1; p2; . . .; pmð Þ represents the pattern vector that describes an object, and
X ¼ x1; x2; . . .; xdð Þ is the feature vector (m is the number of object characteristics
and d is the dimension of the feature space. Using the vector X, the class selector
chooses a class ci 2 C , where C ¼ c1; c2; . . .; ckf g is a set of classes (k is the number
of classes). In our case, the process of feature extraction has been done using human
experts, while the class selector uses artificial neural networks. Considering that our
goal has been to classify OER/OCW resources in more than two classes, we had used
a multi-class neural network.

A multi-class neural network classification problem can be formalized as fol-
lows [85]. Having a d-dimensional feature space X with all the vector elements Y,
and a set of training data Xtraining � X, for each element from the Xtraining set we
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Fig. 7.8 The Classification
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Classification Agent
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consider as associated a class label cl from the Class labels ¼ fcl1; cl2; . . .; clkg
set, where cli 6¼ cl j, for all i 6¼ j and k [ 2. A classification system (F) based on
artificial neural networks can be trained on Xtraining such that for each feature
vector Y 2 X, FðYÞ 2 Class labels:

There are two major system architectures, a single artificial neural network
system with m outputs that are determined by the codification scheme for pattern
classes, and a system consisting of m artificial neural networks (binary artificial
neural networks with a single output node or artificial neural networks with
multiple output nodes). Three types of approaches for modeling pattern classes are
available: one-against-one (OAO), one-against-all (OAA) and P-against-Q (PAQ).
The experimental results show that an architecture with only one neural network
performs well when the training data set is not too large and the pattern classes are
not too many [85].

Artificial neural networks were introduced in 1943 by Warren McCulloch and
Walter Pitts in [86]. These structures inspired from biology, from the neural circuit
of nervous systems, are composed of interconnected computing units. In 1958,
Frank Rosenblatt introduced the ability to learn and, consequently, he developed
the perceptron model [87]. The model of an artificial neuron is presented in
Fig. 7.9.

Each input of each artificial neuron has associated a synaptic weight w. This
weight determines the effect of the corresponding input to the activation level of
the neuron. The weighted sum of all the inputs

P
wjij, with j = 1…d, defines the

activation of the artificial neuron and it is called net input. The f function repre-
sents the activation function or specific function, and h represents the threshold
value. The output o of the neuron is computed using the following formula:

o ¼ f
Xd

j¼1

wjij � h

 !
ð7:1Þ

The activation function f can have any of the possible forms presented in
Table 7.2. In its simplest form, this is a binary function: either the neuron is firing
or not, and it is described mathematically by the step function. In this case a large
number of neurons must be used in computation beyond linear separation of
categories. Other, more complex functions are also possible for the activation

threshold & 
activation 
function

inputs weigths

θ ⎜ fs

i1

w1
i2

id

w2

wd

... o

output

Fig. 7.9 Model of an
artificial neuron
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function. The nonlinearity of the activation function allows networks of neurons to
compute nontrivial problems using a smaller number of nodes (Table 7.2).

More details about artificial neural networks and their applications can be found
in [88]. We have also experimented with them before to adapt the teaching and
learning process to the needs of learners within e-learning systems [89].

One of the first artificial neural networks was the feedforward neural network.
In this case, the units (neurons) are connected in such a way not to form a directed
cycle and the information flows from the input to the output, in only one direction,
through any (if existing) hidden nodes. The simplest form is the single-layer
perceptron network, which consists of only one layer, the output nodes. The inputs
are fed directly to the output layer. A perceptron often refers to networks con-
sisting of just one neuron. However, a single layer network is quite limited in its
computational power. Multiple layers of such computational units (neurons),
interconnected in a feedforward way, form the Multi-Layer Perceptron (MLP).

In MASECO, for the k-class classification of OERs and OCW, we have chosen
a feedforward multi-layer artificial neural network (MLP), which is shown in
Fig. 7.10.

The multi-layer perceptron has the following structure:

• One input layer—with d units of input that transmit the signal they receive;
• One output layer—with k units of output, with one neuron for each classification

category;
• One hidden layer—with h units of neurons, which receive the information from

the input layer and process it;
• Connections—each input neuron is connected to all the neurons from the hidden

layer, so that we have complete connectivity; in a similar way, all the neurons
from the hidden layer are forward connected to all the neurons from the output
layer; each connection has an associated weight factor, wij, with i = 1…d,
j = 1…h for the input-hidden layers connectivity, and vij, i = 1…h,

Table 7.2 Activation functions for artificial neural networks

Step function
f sð Þ ¼

0; s� 0

1; s [ 0

(

Signum function
f sð Þ ¼

�1; s� 0

1; s [ 0

(

Linear function f sð Þ ¼ s
Sigmoid function f sð Þ ¼ 1

1þe�ks ; k [ 0

Generalized sigmoid function f sð Þ ¼ 1
1þa�e�bs ; b [ 0

Other interval-linear functions
f sð Þ ¼

�1; s� � 1
s, �1\s\1
1; s� 1

8<
:

f sð Þ ¼
0 s� 0
s; 0\s\1
1; s� 1

8<
:
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j = 1…k for the hidden-output layers connectivity; these weights can be easily
represented as two matrices: W = (wij), i = 1…d, j = 1…h, and V = (vij),
i = 1…h, j = 1…k, respectively;

• Bias—X0 and Z0 are used to define a threshold for the activation of the neurons.

In MASECO OERs and OCW can be classified in three categories: Satisfactory,
Good, and Very Good. To define the pattern recognition problem, we had to
arrange the characteristics of each resource as a column of dimension 69 (one
value for each feature) in a matrix p, and similarly the target vectors in a matrix
t with columns of dimension 3, representing the classification categories as shown
below:

• (1, 0, 0)—satisfactory
• (0, 1, 0)—good
• (0, 0,1)—very good.

The tuple (p, t) defines a pattern.
The data set contains 140 input vectors of 69 elements each, one element for each

characteristic and 140 target vectors of 3 elements each. It contains information
extracted from the analysis of eight courseware and trivial data, with very low or very
high characteristics. The numerical data is presented as such in Annex 1.

To perform our experiments we had used the Neural Network Pattern Recog-
nition Tool of MATLAB. The generated network has been a feedforward network
with one input layer, one hidden layer, and one output layer. On the input layer
there are 69 neurons, while on the output layer only 3 neurons are present, which
correspond to the three classes. The transfer functions for each layer are sigmoid.
The number of neurons on the hidden layer is 10, which provides a neural network
with good performances. The performance of the neural network might be
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improved by increasing the number of neurons in the hidden layer. The proposed
network is shown in Fig. 7.11.

Multi-layer networks use different learning techniques. In our case, we have
been using back-propagation. The output values are compared with the correct
answer by computing a predefined error-function. In our case, the Classification
Agent learns based on (p, t) tuples, namely pairs of OER/OCW and the corre-
sponding class. Using some techniques, the error is fed back through the network
and the algorithm adjusts the weights of each connection with the goal of mini-
mizing the error function. After a large number of training cycles, the system will
converge to a small error of the calculated function, so that we can consider that
the network has ‘‘learned’’ the target function. Our network has been trained using
scaled conjugate gradient backpropagation (trainscg).

We have divided the data set into three categories: training, validation, and
testing. This has been done randomly. From the available 140 data samples
available, we had used 70 % for training, 15 % for validation, and 15 % for testing
(see Fig. 7.12). The results of the training are shown in Fig. 7.13.

The confusion matrix shows the percentages of correct and incorrect classifi-
cations. In general, a confusion matrix is a symmetrical array of the number of
classified data compared to the actual data (the truth). The diagonal values represent
the percentage of correctly classified data in each class. Correct classifications are
the green squares (light gray in black and white) on the matrices diagonal, while

Fig. 7.11 MASECO—the neural network for OER/OCW classification

Fig. 7.12 Data set selection
for training, validation, and
testing
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incorrect classifications form the red squares (medium gray in black and white).
The blue squares represent the overall accuracies (the bottom right corner in all four
matrices). If the network has learned to classify properly, the percentages for the
incorrect classifications should be very small, indicating few misclassifications.
The confusion matrices for training, testing, and validation data of our experiments
are presented in Fig. 7.14, where we can see that the overall accuracies of All
Confusion Matrix is high (99.3 %).

The Receiver Operating Characteristic (ROC), or ROC curve, is a graphical plot
illustrating the performance of a binary classifier system. It is created by plotting
the true positive rate or sensitivity versus the false positive rate (1-specificity),

Fig. 7.14 Confusion
matrices from training the
neural network for OER/
OCW

Fig. 7.13 Network training
net_OCW
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at various threshold levels. The ROC curve shows the functionality of the network.
The best possible prediction method would show points in the upper-left corner,
with 100 % sensitivity and 100 % specificity, i.e. the point (0, 1). This point is also
called a perfect classification. A completely random guess would give a point along
a diagonal line. In our case, the classification, as shown by the ROC curve, is very
good as closest to the top border and to the left one the curve is, the classification is
better (Fig. 7.15).

Fig. 7.15 The Receiver Operating Characteristic (ROC) curve

7 MASECO: A Multi-agent System 215



7.5.4 Classification of OERs and OCW Using Bayesian
Belief Networks

In this sub-section we will overview briefly our experience about trying to classify
OERs and OCW using Bayesian Belief Networks (BBNs), which are a very potent
model for probabilistic knowledge representation and reasoning for partial beliefs
under uncertainty [40, 90]. Uncertainty may refer to, for example, insufficient
knowledge. In our case, this can refer to a partial quality evaluation that does not
include all the 69 criteria or to the situation in which there are not enough
assessments for some resources. BBNs combine two powerful theories that con-
cern graphs and probabilities and provide for representing and updating beliefs
(probabilities) about events of interest, as the quality score of an OER or OCW in
this case.

Moreover, they allow performing probabilistic inference, for example to infer a
quality score. From a mathematical point of view BBNs are directed acyclic
graphs in which the nodes represent propositional variables of interest (for
example a feature of an objector the occurrence of an event), and the links rep-
resent informational or causal dependencies among the variables, which are
quantified by conditional probabilities for each node given its parents in the
network [90]. Therefore, the probability of any subset of variables may be cal-
culated given evidence about any other subset, and the reasoning process can work
by propagating information in any direction. However, Bayesian networks are
direct representations of the world and not of the reasoning process [90]. BBNs
rely on both Bayes’ Theorem (that has been introduced by Thomas Bayes, and it
has been further explained by Richard Price in the sense that he has expressed the
philosophical basis of Bayesian statistics [91]) and Bayesian probability theory
with its core propagation mechanism. The real power comes when we apply the
above theorem to propagate consistently the impact of evidence on the proba-
bilities of uncertain outcomes in a BBN, which will derive all the implications of
the beliefs that are input to it. They are usually the facts that can be checked
against observations [90].

Our purpose here has been, once again, to predict accurately the class of each
OER or OCW based on its quality scores. During our classification we have been
using the following probability model for the classifier based on Bayes’s Theorem
[92, 93] (see Eq. 7.2). This classifier learns the class-condition probabilities
P(Fi = fi|C = cl) of each variable Fi in the data set (the quality scores), i = 1…69,
given the class label cl. A new test case (F1 = f1, …, F69 = f69) is next classified
based on Bayes’s Theorem to compute the posterior probability of each class cl

given the vector of observed (evaluated) variable values (where C is the class
variable and fi refers to each possible value of Fi).

PðC ¼ cljF1 ¼ f1; . . .;F69 ¼ f69Þ ¼
PðC ¼ clÞP F1 ¼ f1; . . .;F69 ¼ f69jC ¼ clð Þ

PðF1 ¼ f1; . . .;F69 ¼ f69Þ
ð7:2Þ
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In our first attempt, we had used naïve Bayesian networks that characterize the
situation in which the features that determine the membership to a class are
independent, each attribute having a unique parent [94] (see Fig. 7.16).

Our first attempt to classify with the above naïve BBN has failed as it can be seen
in the next screenshot (Fig. 7.17). This is due to the fact that naïve BBN treats by
default all features as being a part of a normal distribution, and, therefore, it cannot
work with a column that has zero variance for all the features related to a single
class, which is, in fact, the case for some of the criteria and classes in our test. The
reason is that there is no way for a naïve BBN to find the parameters of
the probability distribution by fitting a normal distribution to the features of that
specific class. To ‘‘force’’ a classification, we have altered insignificantly the scores
that had this problem and, after training (Fig. 7.18), we had obtained successful
classifications for several tests (one of them is shown in Fig. 7.19—a classification
of a resource having very high scores as very good, i.e. in the class 3).

7.5.5 Discussion

We have experienced here with our multi-agent system the evaluation and clas-
sification of OERs and OCW based on a quality model with 69 quality criteria. To
see whether such educational resources can be classified automatically has been
our main goal. From our experience we have learned that this can be done pro-
vided that the right classifiers are used. Our first attempt that had used artificial
neural network has been successful for our data set, while the second one that had

C

CR1

...

CR2

CR10

ID1 ID2 ID7...

TR1

...

TR2

TR8

CW1 CW2 CW10...

Fig. 7.16 The naïve BBN
used for classification
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Fig. 7.18 The training of our naïve BBN

Fig. 7.19 Successful naïve BBN-based classification

Fig. 7.17 Failed naïve BBN-based classification
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used naïve Bayes networks has had some problems as we show in the previous
sub-section. Of course, we consider as future work taking into account the intrinsic
dependences that exist between some of the quality scores (features). For instance,
the quality model scores the availability of assignments (with or without solutions)
as a content-related criterion and the availability of evaluation and auto-evaluation
means (with solutions) as an instructional-design related one. Of course, the
evaluation in the two cases is capturing different aspects: in the first case, it refers
to what the resource has to offer in terms of providing for engaging learning
experiences that contribute to the mastery of the content (and having assignments
with solutions may be very helpful in that respect), whilst in the second case, it
reveals the importance of having your level of knowledge tested and self-tested.
Another example refers to the aspects related to the user interface. First, we
analyze it from a technological point of view with respect to the hardware, soft-
ware and networking capabilities, and, secondly, we evaluate its richness (style),
but once again, one cannot have a rich interface based on poor technological
means. So the next step in this direction would be to determine the actual
dependencies that exist between the quality criteria and, consequently, between the
obtained scores. Based on those dependencies, in our future trials of classification
of OERs and OCW using Bayesian Networks, we intend to use Tree Augmented
Naive Bayes (TAN), which outperforms the naive Bayes classification, yet at the
same time preserves the computational simplicity and robustness that characterize
the naive Bayes method [92]. Of course, other classifiers are also envisaged:
completely unrestricted Bayes classifiers, decision trees, rule-based, SVM etc.,
along with comparisons and cross-validation of the results. Furthermore, our
current neural network is static, and we need to experiment whether a dynamic one
that changes its structure to include new characteristics, new categories etc. would
serve better our purposes.

Moreover, we are aware that we have to extend significantly both the set of
evaluated resources and the pool of reviewers. Currently, we are in course of
gathering together various OCW and OERs (around 10 resources per subject) that
are necessary to graduate majoring in Computer Science, in a common repository
of resources. Further on, we intend to have all the collected resources evaluated
against the quality model by as many reviewers as possible so that we obtain a
significantly larger amount of data to work on, using various classifiers. Some of
these operations will be performed automatically by MASECO’s agents.

Other issue to be considered concern the ‘‘contributing problem’’, i.e. how to
convince as many reviewers as possible to perform quality assessment using our
quality model. Quality reviews are not common because evaluating the quality of
educational resources takes time, effort, and expertise [40]. We plan to develop a
rubric-applying tool that facilitates human assessment so that the evaluators
become keen to perform it. We also consider evaluating automatically some of the
criteria, which can be learned by parsing intelligently each resource website.
Human evaluators may keep these automatic results or they may change them to
reflect their viewpoint. This could help also with incomplete evaluations that have
scores only for some of the quality criteria. To obtain assessments from learners’
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point of view we think to involve our undergraduate and graduate students in
making evaluation for their semester projects.

A weighting mechanism between the assessments of various users could be also
useful to favor, for instance, a subject-matter expert’s or a instructional designer’s
evaluation when compared with one of an anonymous on-line user. False positive
(unfair) evaluations should be banned somehow. Especially when the number of
quality assessments for a particular resource is low, the danger of altering the real
quality resulted from evaluation is high in case of unfair assessment. BBNs seem
to be helpful again in these situations as they are able to reduce the negative
impact of distorted rating to a minimum degree [40].

Another direction to work on is concerned with objective measurements that
could be included in the quality model: number of accesses, time spent with a
resource, number of bookmarks, number of times a bookmark is followed, number
of citations etc. Nevertheless, the semantics of such information has to be modeled
properly within the quality model, if ought to complement seamlessly the explicit
quality ratings.

7.6 Conclusions and Future Work

The open education movement has the potential to change the education world to a
status quo of increasing richness and diversity, where educational resources,
teaching and learning styles, and the huge variety of educational content can be
tailored to more specific user needs and contexts. The ability to approach and solve
quality assurance issues is a key aspect of this movement. The capacity to maintain
the openness of the growing number of open education projects worldwide, and to
further innovate on ways to guide the improvement of quality of open educational
resources and open courseware through cooperation and collaboration, may open
up new ways for education that are able to match the complexity of the contem-
porary world and the many challenges it faces [17].

Computational models of quality and automated approaches for computing the
quality of digital educational resources will most probably be a part of the next
generation of cognitive tools aimed at supporting users in making quality decisions.
Therefore, ascertaining useful quality indicators and developing algorithms for
automatically computing quality metrics and classifying resources based on these
indicators are important steps towards reaching this goal. Concerns about the
quality of educational resources found in digital libraries and repositories often
revolve around issues of accuracy of content, suitability to the intended audience,
appropriate design and information presentation, and completeness of associated
descriptions (metadata and others) [11]. Having modeled and developed the proper
suite of tools for assessing quality, we may imagine future educational infra-
structures that support various users of educational resources in several quality
evaluation processes. The cost of developing new educational resources may be
also reduced by providing reliable quality assurance mechanisms that can support
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users in finding, using, and reusing high-quality open courseware and open edu-
cational resources [14]. The OER/OCW movement has also benefits from an
individual point of view as well, as open sharing is claimed to increase publicity,
reputation, and altruism of sharing with peers.

While the traditional view of quality assurance of educational content is seen as
the responsibility of subject and instructional experts, in the context of OCW,
OERs, and Web 2.0, guaranteeing quality seems more and more a community
endeavor based on the collaboration between experts in education, subject
scholars, students, teachers, developers etc. both during and after the teaching and
learning process through study groups and practice communities around the world
[95]. The emergent competition among OER/OCW initiatives calls for establish-
ing of strong brands, of vivant user communities, and of improved quality of both
resources and infrastructures [3].

Open sharing of OERs and OCW provides for broader and faster dissemination
of knowledge, and thus ever more people are involved in problem solving, which
in turn leads to rapid quality improvement and faster decentralized technical and
scientific development. Therefore, free sharing of software, scientific results and
educational resources reinforces societal development and diminishes social
inequality [3]. This way, the OER Initiative’s initial goal of building a community
so that the emerging OER movement will create incentives for a diverse set of
institutional stakeholders to enlarge and sustain this new culture of contribution
may be reached [1].

We introduced here a multi-agent system (called MASECO) for evaluation and
classification of open courseware and open educational resources, which is based
on our socio-constructivist quality model, and which aims to support OER/OCW
users to fulfill better their needs, and to accomplish appropriately their educational
aims, in any given context. Our future work will research various issues related to
quality evaluation of open educational resources and open courseware, both
automatic and within communities of users. Some of these ideas have already been
mentioned in the Discussion sub-section. Moreover, to disseminate this work
further, one of the first things to do consists of creating a project wiki, as a starting
point to build a community of users that could help with evaluating the materials,
aiming at developing an educational repository that includes links to the most
valuable educational resources for specific teaching and learning needs in various
contexts. In this perspective, we consider the distributed management of infor-
mation among the agents, as opposed to the centralized approach taken currently.
We think also about proving out our approach cross-discipline and cross-domain
with help from a case-based recommender system. Another idea we would like to
pursue refers to refining our quality model towards a hierarchical approach, aiming
at categorizing open educational resources for specific contextual needs (for
example, most suitable for classroom study or for self-study).

Acknowledgments The authors are very grateful to both the editors and the anonymous
reviewers for their valuable comments and ideas to improve this chapter.
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Appendix: The Quality Scores Obtained by the Eight Open
Courseware on Databases

1 MIT
OCWDB

2 Saylor
DB

3 St
WidDB

4 Cnx
NKA

5 KF
DBSs

6 UW
DMg344

7 UC3M
DADB

8 UPM
BD

CR1 2.5 2.5 5 5 5 3.5 5 3
CR2 2.5 2.5 5 5 5 5 4 4
CR3 5 5 3 5 5 5 4 4
CR4 4 5 3 5 5 4 4 5
CR5 5 5 5 5 5 5 5 5
CR6 3 5 5 1 3 3 5 4
CR7 3 5 5 1 3 3 5 5
CR8 5 5 5 3 5 3 5 5
CR9 2 5 2 2 0 3.5 2 3.5
CR10.1 5 5 5 5 5 5 5 5
CR10.2 5 5 5 5 5 5 5 5
CR10.3 5 5 5 5 5 5 5 5
CR10.4 5 5 5 5 5 5 5 5
CR10.5 5 5 5 5 5 5 5 5
CR10.6 0 5 5 0 0 0 0 0
CR10.7 0 5 0 0 0 0 0 0
CR10.8 5 5 5 5 5 5 5 5
CR10.9 5 1 1 1 0 5 5 1
CR10.10 0 5 5 0 0 0 5 0
ID1 1 5 0.5 2.5 3.5 1 4 4
ID2 1 5 0 1 1 0 1 1
ID3 3 5 5 3 3 3 3.75 3
ID4 2.5 5 5 1 0 5 2 2.5
ID5 0 0 0 0 0 0 0 0
ID6 0 0 0 0 0 0 0 0
ID7 0 5 5 0 0 1 0 0
TR1 5 5 5 5 5 5 5 5
TR2 5 5 5 5 5 5 5 5
TR3 2.5 2.5 2.5 4 2.5 2.5 2.5 2.5
TR4 2 3 2 5 2 2 2 2
TR5 5 5 5 5 5 0 0 0
TR6 5 5 5 5 5 5 5 5
TR7 5 5 5 5 5 5 5 5
TR8 5 5 5 5 0 5 2 0
CW1.1 4 5 4 2 5 4 5 4
CW1.2 4 5 4 0 5 4 5 4
CW1.3 5 4 0 0 0 0 1 3
CW1.4 5 4 0 0 5 0 0 3
CW1.5 0 0 0 0 0 0 0 0
CW1.6 5 2.5 5 2.5 4.75 4.75 2.5 2.5

(continued)
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(continued)

1 MIT
OCWDB

2 Saylor
DB

3 St
WidDB

4 Cnx
NKA

5 KF
DBSs

6 UW
DMg344

7 UC3M
DADB

8 UPM
BD

CW1.7 5 5 5 3 3 5 5 5
CW1.8 0 0 0 0 0 0 0 0
CW1.9 0 0 2 0 0 0 0 0
CW1.10 0 2 2 0 0 2 0 0
CW1.11 5 5 5 5 5 5 5 5
CW1.12 5 5 5 5 5 5 5 5
CW1.13 0 5 5 0 0 0 0 0
CW1.14 0 5 0 0 0 0 0 0
CW1.15 2 5 5 2 2 2 0 2
CW1.16 4 5 5 0 0 0 0 0
CW1.17 5 5 5 4 3 5 5 5
CW1.18 1 5 1 1 0 5 2 2
CW2 5 5 5 0 0 0 5 0
CW3 5 5 5 0 0 0 0 0
CW4 5 5 5 5 5 5 5 5
CW5 5 5 5 5 5 5 5 0
CW6 5 5 5 5 5 5 5 5
CW7 2 5 5 2 2 2 2 2
CW8.1 5 5 5 5 5 5 5 5
CW8.2 2 5 4 3.75 2 2 2 2
CW8.3 0 5 3 0 0 0 0 0
CW8.4 0 5 1 0 0 0 0 0
CW8.5 2 5 2 5 2 2 2 2
CW9 0 5 5 0 0 0 0 0
CW10.1 0 2 0 3 0 0 0 0
CW10.2 2 5 5 5 2 0 0 0
CW10.3 0 3 3 0 0 0 0 0
CW10.4 0 3 5 4 0 0 0 0
CW10.5 0 3 5 4 0 0 0 0
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Chapter 8
E-Assessment Systems and Online
Learning with Adaptive Testing

Marjan Gusev and Goce Armenski

Abstract In this paper we explain how a systematic approach to design Assessment
as a Service on a cloud with SOA architecture can exploit add on functionalities like
online learning with interactive assessment as a type of formative and integrative
assessment for the learning process. The idea is realized by a system (computer
based program) that systematically asks questions and leads the students towards
knowledge construction and discovery. The system should be as simple as possible
and intelligent enough to enable the realization of this idea. This online learning tool
with adaptive testing uses software agents, where several strategies define the
agent’s behavior. We observed that the strategy ‘‘3 correct answers in a row’’
performs the best.

Keywords E-testing � E-learning � Computer based testing

8.1 Introduction

There are a lot of e-Learning software products, mainly realized as Learning
Management Systems (LMS) that do not support e-Assessment and e-Testing with
full coverage of features [14, 43]. Some significant examples include commercial
products Blackboard [6] and WebCT [50], or open source software products, like
Moodle [32], Fle3 Future Learning Environment [15], The Manhattan Virtual
Classroom [10], LRN [30] etc.
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On the other hand, there are stand-alone products and designs of e-Assessment
and e-Testing that have a sophisticated set of functionalities, but lack integration
and interoperability with existing products. Examples include sophisticated testing
centers for professional certificates, like Prometric [38] or Pearson Vue [37] and
plenty of solutions that offer different types of electronic testing, questionnaires,
and surveys on Internet, such as eSurveyPro [17], eSurvey Creator [16], Free
Online Surveys [21], etc.

The existing LMS systems and specialized e-Testing systems are not designed
to be interoperable or to act as cloud solutions and deliver Assessment as a
Service, i.e. be capable to exchange tests and related data elements with other LMS
systems, and therefore they can not support each other or even create new forms of
efficient learning. For example, Gierlowski and Nowicki claim that vast majority
of currently available electronic knowledge assessment tools are not only extre-
mely similar but also offer strictly limited functionality [22].

In this paper we address the research problem of how e-Testing can be used
efficiently in e-Learning, particularly in the construction of online adaptive
learning environment and the realization of similar pedagogical methods.

Clark and Meyer define 3 essential e-Learning types as information acquisition,
response strengthening and knowledge construction, using inform goals, perform-
procedure goals and perform-principle goals correspondingly [9]. Aristotle and
Socrates used the best method to educate the students by continuously asking them
questions to stimulate critical thinking, and to illuminate ideas [5, 11]. We map
these methods into knowledge construction by knowledge discovery. Our goal is to
define a learning system, where the students provide answers and come to
understand that they have learned the relevant knowledge by analyzing and con-
structing answers. The philosophy behind this idea is to select a strategy how to
choose (and ask) questions and lead the students towards knowledge discovery.
The final aim is to realize a computer based program which will lead the students
towards knowledge discovery and construction. The system should be as simple as
possible and intelligent enough to enable the realization of this idea. We call this
system online learning with adaptive testing, while the standard e-Testing sys-
tem is mainly used to assess the student knowledge as click test.

The online learning with adaptive testing is a system that evaluates a different
test, each student every time he/she applies for. This is realized by defining a
strategy for the exam and building a database with questions, which is allowed for
self testing, learning, and conducting exams. The realized electronic system is
based on sophisticated web technology with appropriate service oriented archi-
tecture capable to be hosted on cloud.

To realize the overall idea we also address autonomous software agents. They
act as intelligent agents in the role of instructors capable to modify the way the
students learn. The goal of the online learning system with adaptive testing is to set
the system to act in the role of an instructor and ask questions which lead the
students from one knowledge item to another in the process of knowledge con-
struction. There are several strategies to define the agent’s behavior and our
research proved that the 3 in a row strategy performs the best. The experiments
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realized at the end of the course showed that by using this system the students
learn the relevant knowledge items faster and more easily.

The paper is organized as follows. Section 8.2 presents the state-of-the-art on
e-Assessment system, its architecture and organization as cloud solution, the
interoperability aspects and the knowledge database organization; then algorithms
and procedures covering test question types, test delivery models, test creation
algorithm and grading. Section 8.3 presents the online learning system with
adaptive testing by analyzing the interactive response learning system, navigation
algorithm and decision making strategy. This section also contains description of
related work and coverage of software agents. The final Sect. 8.4 is devoted to
conclusion and future work.

8.2 State of the Art

In this section we give overview of state-of-the-art on e-Assessment systems with
correlation to the online learning with adaptive testing.

8.2.1 Computer Based Testing

Luecht and Sireci present a brief history of Computer Based Testing (CBT) [31],
concluding that there is no single CBT model ideal for all educational tests, rather,
all models have their strengths and weaknesses, and some are better suited to the
characteristics of a particular testing program than others.

Each electronic test consists of questions that represent appropriate knowledge
item (or learning objective). Seven dimensions (structure, response action, media
inclusion, interactivity, complexity, fidelity, scoring method) are identified by
Parshall et al. as important for e-Assessments, and a corresponding taxonomy is
created [35]. Scalise and Gifford define a taxonomy of 28 innovative item types
that may be useful in computer-based assessment [41]. These taxonomies address
question types in e-Assessment systems.

Crisp presents a taxonomy of e-Assessment systems based on the level of
constraint in the item/task response format, while analyzing the interactive
assessment [12]. He observed the interaction among the teacher (instructor) and
the student, and defined its goal to be ‘‘assessment for learning’’ or ‘‘assessment
of learning’’. Sclater and Howie identify credit bearing tests, self assessment and
diagnostic tests according to their purpose and possible use in interactive assess-
ment [42].

Table 8.1 presents the correlation of our definitions to these categorizations.
There has been intensive research and development in the field of e-Learning

systems. For example, Davies and Davis in [14] present the results of EU funded
projects in using grid infrastructures for e-Learning and technologies for online
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interoperable assessment. Dagger et al. define various characteristics of modern
LMS using adaptive hypermedia and semantic web technologies based on service
oriented architecture [13].

8.2.2 Architecture and Design

In this section we give an overview of a modern e-Assessment system, its archi-
tecture consisting of a set of services used in an e-Learning context and collec-
tively realize required business objective. We also address interoperability as a
very important feature of this system.

8.2.2.1 Modern E-Assessment System Architecture

There are a lot of papers and projects describing modular e-Assessment architec-
ture. For example, Gierlowsky designed a highly scalable and modular architecture
with several layers and modules [22]. Armenski and Gusev designed a three-
layered architecture to capture most of the demands of a modern e-Assessment
system [2] as presented in Fig. 8.1. This architecture is intended to be used by any

Table 8.1 Correlation of different taxonomies to online learning with adaptive testing and click
tests

Source Online learning with
adaptive testing

Click test

Purpose in our definition Adaptive learning Assessment
Category by Sclater and

Howie [42]
Self assessment and

diagnostic testing
Credit bearing testing

Category by Crisp [12] Formative assessment Diagnostic and summative tests

Web Server
( )system modules

user interface

application logic

data layer

Database

SQL statements Data

Fig. 8.1 Three layered architecture of the system [2]
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computer on Internet through common web browser user interface, and separates
the database layer from the application layer for basic system modules and also
from the user interface layer.

Furthermore, they have presented a novel architecture based on SOA to support
all relevant functions in computer based assessment [1] and defined an ultimate
e-Assessment system with more advanced approach trying to define the ultimate
assessment engine, the architectural style behind, and its overall architecture [3],
as presented in Fig. 8.2. Although this model allows construction of a stand-alone
system, it offers a possibility to construct a Software as a Service cloud solution,
by defining a broker module that establishes communication to different LMS
systems using various standards and acts the role of system service orchestrator.

Recently, Ristov et al. defined a sophisticated cloud solution on top of these
ideas [39], by defining three subsystems, i.e. the Management, Assessment and
Reporting subsystems, as presented in Fig. 8.3 and an organization-scheduling
algorithm for different Virtual Machines (VMs), instead of one broker. The
Admin, Student and Reporting agents serve to enable communication among
different virtual machines, and communication between agent and administrator,
teacher and student correspondingly. A special agent module, called Infrastructure
agent is responsible for resource provision, i.e. activates or cuts provision of a VM
by analyzing the workload.

8.2.2.2 Interoperability

Regarding the interoperability of e-Learning systems, Dagger et al. differentiate
three generations [13]. However, interoperability has not been addressed thor-
oughly, although several detailed frameworks support standardization efforts in the
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Fig. 8.2 Architecture of an ultimate e-assessment system [3]
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e-Learning domain, like JISC e-Learning Technical Framework (ELF) [19], IMS
Abstract Framework (IAF) [24], Open Knowledge Initiative (OKI) [33], LeAPP
Learning Architecture Project [29] etc. Another example is the project [45] with
goal to establish appropriate infrastructure to develop competences, addressing an
assessment model, without supporting services [44].

Although service oriented architecture is mostly implemented trend in the last
years, still there are no commercial e-Assessment systems on the market following
the real system architecture based on SOA, which is ready for interoperability
challenges for the growing demands in the world. Mainly this is due to the lack of
standards and a lot of industry pushed solutions which in essence do not like to be
interoperable.

In the beginning, the organizations formed consortiums to define interoperable
standards, and while all industry players were implementing them, there was an
on-going debate about cloud computing and a possibility for interoperable services
on top of these solutions. Therefore still interoperability of e-Education systems is
a hot research topic with a lot of research on standards and work on the devel-
opment of new solutions is underway. The results of all these efforts will definitely
have impact and influence on all new software solutions.

The capability of a given software system to use the same formats to store
and retrieve information means it uses interoperable formats. In addition inter-
operability of services means that two different software systems realized on
various hardware and platforms can interchange information or services [24].
Dagger et al. [13] discusses two levels of interoperability between LMS and its
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tools: interoperability of content and interoperability of tools. Vossen and West-
ercamp [49] identified one more level of interoperability in exchanging user data.
Several published standards like SCORM [28], IMS Content Packaging [25] and
IMS Learning Design [26] are evidence of intensive research about content
interoperability recently.

The presented model of e-Assessment system [3] follows the trend to separate
the content from tools, making possible a seamless and dynamic exchange of tools,
functionalities, semantics and control. The specified system is built with Service
Oriented Architecture, based on encapsulating existing business functions as
loosely coupled, reusable, platform-independent services which collectively realize
the required business objective. The final goal is to enable a system that uses widely
adopted standards, increases system flexibility and supports a lot of pedagogical
diversities.

Another innovation that the model in [3] puts an accent on is the concept of
pluggability. In a real system, this means that the interoperability is already
established and the system architecture can be pluggable to other systems both in
educational and business environments. An e-Assessment system can be pluggable
if it has ability to be easily attached to any existing LMS and its functionalities to be
used as if that e-Assessment system was part of the LMS from its basic installation.

Cloud computing offered a completely new perspective on the development of
solutions. For example, if an e-Assessment system is built such that it is pluggable
to any LMS, it should not only offer a complete service, but it should also offer
subsets and various sub services, like realization of questionnaires, inquiries,
public opinion gathering service etc. To make this possible, the system should use
a highly interoperable service oriented architecture, building modular services that
can exchange interoperable information. For example, a company that uses a
structured set of customers and would need to gather customers’ opinion through a
questionnaire. The company probably would like to exchange the set of customers
within the accounting software service, send e-mails via e-mail marketing service
and use e-Testing software service for questionnaires. All these services should be
interoperable and exchange required information.

A modern LMS should support the exchange of learning resources and profiles
with other systems including the legacy systems. It will also support an extensive
usage of e-Testing for learning process, rather than just for assessment. The
exchange includes knowledge items, hypermedia content and personalized learning
environments. Finally, it will benefit with increased efficiency and effectiveness.
For example, Thurlow et al. give benefit overview [48].

8.2.3 Algorithms and Procedures

This section gives an overview of used algorithms and procedures for the e-Testing
process in an e-Assessment system. It includes organization of knowledge items
and questions, test delivery methods and test creation algorithms.
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The knowledge items are stored in a knowledge database, organized usually as
a tree, where each lecture consists of parts, each part, of sets, each set of learning
objectives, etc. The final leafs are questions that correspond to a given knowledge
item. In addition to basic information provided by the question, an extensive
information can be stored for each question in the knowledge database including
statistics of realized testings and answers given.

Tests are created according to test creation algorithms, which form tests by
selecting knowledge items from the knowledge database and then the e-Testing
software continues to realize the testing by presentation of questions and collecting
the student answers via test delivery models. Patelis gives an overview of various
test delivery models [36] identifying linear tests, dynamic linear, testlets, mastery
models, and adaptive tests. Thompson and Wiess identify three primary variable-
form approaches: computerized adaptive testing (CAT) and linear-on-the-fly
testing (LOFT), and multistage testing [47]. Luecht and Sirreci differ eight CBT
models primarily with respect to their use of adaptive algorithms, the size of the
test administration units, and the nature and extent to which automated test
assembly is used [31].

8.2.3.1 Test Creation Algorithm

Test creation algorithm is closely connected to the chosen method for test delivery.
The idea for creating different tests for every student, forced us to apply the model
for dynamic test creation. With that idea every student will get different test, with
same weight like all other students. These dynamically created tests will have a
fixed number of questions because this was first time system for automated
assessment to be applied at our University. In order to provide a less painful
change in the way of taking the assessment and to lower the difficulties in its
adaptation we have decided that fixed number of question is a better solution than
dynamic one. The same reason forced us to use dynamic test creation model
instead of model for adaptive testing because of the easiness and the transparency
that non adaptable test have. The applied model gives an opportunity for students
to list the questions one by one, and answer only those whose answer they know.

The strategy for test generation is defined by the course administrator when he
schedules the assessment. The course tree structure is used to set a strategy. The
administrator is marking the learning objects from which questions will be
selected, specifying the number of questions taken from each learning object. So,
the course administrator will have control over the curricula. Since each learning
object has questions with same weight, the tests which will be generated will have
same weight too, but the students will get different tests from those learning
objects selected by the course administrator. The system has a feature with which
already made strategies are saved and can be used in the future.

Test creation algorithm may be rather complex for adaptive testing and vari-
able-form testing with algorithmic approach, where the test is designed to be
administered with a dynamic, interactive algorithm, in contrast to multistage
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testing, where there are fixed routes between the testlets [47]. For example, AS
method uses an adaptive algorithm that maximizes the test information function
for each examinee. This approach leads to overexposure of a relatively small
portion of the entire test bank since the most informative items are continually in
high demand. AT algorithm is based on the idea that after completing the testlet,
the computer scores the items within it and then chooses the next testlet to be
administered. Thus, this type of test is adaptive at the testlet level rather than at the
item level.

8.2.3.2 Grading

Automated scores are consistent with the scores from expert human graders, they
are fair and have been validated against external measures in the same way as is
done with human scoring, according to [51].

Grading as a process starts when the testing is finished, i.e. when the student
submits the final answers to the system or when the time limit is exceeded. It is a
process of evaluation of the submitted answers by matching the answers against
correct answers stored in the database.

The evaluation process in case of fixed response questions is realized as a
straight forward procedure of checking if the answer is correct. There is only one
constraint since the test allows rotation of possible answers, so the check is per-
formed against real correct answers, instead of a given schema.

A special procedure starts to evaluate the answer in the case of answers where
additional computation is required, or in case of essay questions. Often these
procedures are realized with human interventions and decisions.

In our system, final results are stored in a database and sent to the display
system. The system displays the final results in two ways, either using points or
percents. There is an option to see the right answers compared to those entered by
the user. In such a way the student realizes where the mistake is and finds the
correct answer. This is a method of assisted learning, usually used by teachers with
corrections whenever a mistake is noticed.

A lot of efforts were made to enable security of the system. One problem that
arises often is the method of guessing. The students do not try to answer a given
question, instead, they are trying to guess the answer by random clicking on a
possible answer. In a long term education process, as a kind of repetition method,
the student will, hopefully, learn the corresponding knowledge item. However, in
order to eliminate guessing, we have implemented negative marking. This is a
technique where each mistake is punished by achieving negative grade. Applying
this procedure the students now avoid guessing and answer the questions only if
they are certain about the correct answer.
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8.3 Description of the Online Learning with Adaptive
Testing

Here we will explain the details of the online learning system realized with
adaptive testing. In this system, there is a high interaction between the teacher and
students, integrating the e-Testing solution into an efficient learning process. The
basic idea is explained in Sect. 8.3.1 as interactive response learning system, while
the navigation through the lecture and knowledge items in Sect. 8.3.2 and the
decision strategy algorithm in Sect. 8.3.3.

8.3.1 Interactive Response Learning System

E-education refers to activities connected to the process of increasing the stu-
dents’s knowledge and skills. E-assessment is not just referring to the process of
evaluation of students knowledge, but it can be efficiently used in e-Education.
New services to be developed in a ultimate modern e-Assessment system should
also have ability to integrate and embed in the learning context or in the process
when the student increases the knowledge. It usually requires a higher level of
student involvement in the assessment and learning process. It leads to an idea
about a complex learning process where teaching, learning and assessment interact
frequently to increase the efficiency and overall impact. To realize this new
learning approach, the e-Assessment services should be highly integrated in
e-Education processes and be capable to address the complex challenges and
characteristics. The system proposed in [23] is identified as interactive response
learning system or just online learning tool.

The basic idea is based on a scenario presented in Fig. 8.4. A student chooses to
attend a course lectures online, makes a subscription and creates a record for his
activities. Then, the student can navigate the course tree structure and starts with
the online learning tool. Learning materials are presented for each lecture as part
of the LMS and than test generation starts to evaluate the students’s knowledge
about particular learning objectives, knowledge items or skills.

This scenario is typical for each student. In this case, the impact of the lecturer
is built in the system. The lecturer usually provides a corrective measure, i.e.
corrects the students if there is a mistake or approves correct answers. This is
exactly what the online learning tool with adaptive testing does. However, there is
a strategy when the teacher will continue to the next learning objective or
explanation of a new knowledge item. Usual behavior of a good teacher is to move
to the next level only if the student has learned the previous learning objectives
and knows all relevant knowledge items in order to be capable to follow the next
item. This has to be done in a way that the student does not loose concentration or
gets no frustration if not all questions are answered correctly, but has sufficient
understanding about the corresponding learning objective. This is why we have to
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implement adaptive testing which adapts to the current knowledge of the student, a
situation that will simulate the teachers way of thinking.

The realization of this scenario uses several algorithms for adaptive testing and
usage of software agents. The navigation through the learning objectives should
follow a predefined path, but also be capable to enable different scenarios to reach
the final goal, for example, better students with good background would like to
choose a shorter path and avoid variations or similar questions, and the students
that are not motivated and with no background should probably follow the longer
and exhaustive path. All these algorithms will be discussed in the next sections.

8.3.2 Navigation Algorithm

The navigation through the learning objectives is possible for the already explained
knowledge database with tree-like structure. Lectures are branches and knowledge
items are leafs in the tree. Each lecture consists of smaller parts and each part
consists of different sets and finally of learning objectives. The constraints used in
this tree-like knowledge database structure are presented in Table 8.2.

The navigation can start in the leftmost nodes in the tree. The questions are
selected out of possible candidates in the given set/learning objective. The testing
process is realized by asking questions one by one in sequential order. There is a
strategy which decides whether the provided answers are sufficient to show that the

Learning

Classify
Fail Pass

Test

Approval

Correct

Correction

Wrong

Next learning
objective

Fig. 8.4 Online learning
scenario with adaptive testing
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student has learned the corresponding learning objective. This strategy is explained
in the next section and here we will present how the navigation can continue.

Successful finish of a given learning objective allows the student to move to the
next learning objective. This is done by preorder traversal in the tree i.e. L-R-O,
meaning that the student finishes the leafs from left to right and then moves to
upper level or to another branch in the tree-like structure. Moving to the next level
is once more accompanied by a summary test that selects at least one question of
all nodes on the corresponding level. It means that all the sets from a given part
have to be passed before the final test is generated for a given part (knowledge
item). The next part is traversed until a complete fulfillment of lecture. Once more,
a test is generated by selecting at least one question from each previous node.

The effect of this navigation through the system is interesting for the students.
Since the test generation algorithm randomly chooses a question from a given
knowledge item and randomly presents possible answers, the students have a
feeling that the system is different for all of them. In a sense, this also happens with
a real teacher. Another issue is the navigation path, since there are more than 3
nodes on same level, the movement to next node is also random, so each student,
in effect, has different navigation path, i.e. learning path.

Once the student passes all knowledge items on the same level, the system sets
a test for the given part, now randomly selecting a question from each node. Here
the system might ask the very same question, which is allowed following the
strategy that repeating enables better learning. Although the first impression of the
students is that the system asks the same questions and they appear randomly, in
the background, the system is navigating through the knowledge database tree and
acts as a teacher who is always asking questions, corrects the wrong ones and
awards the correct answers by letting the students to upper levels.

All navigation paths are stored in the system and also all statistics about given
answers. The lecturer knows which students are subscribed and can view their
records and analyze their achievements.

8.3.3 Decision Strategy

A decision making strategy to evaluate if the student has learned a certain learning
objective or knowledge item is very important. There are several issues that have
to be analyzed before developing such a strategy.

Table 8.2 Constraints in the knowledge database

Item Constraint

Course material Has at least 3 parts
Part Has at least 3 knowledge items
Knowledge item Has at least 4 question sets
Question set Has at least 5 questions
Question At least one is hidden for final exam
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If one question is set from a given knowledge item (we assume there are at least
3 questions for a given learning objective), we may expect guessing as a method of
answering. In this case we are not sure if the student really learned the corre-
sponding knowledge item or not.

If all questions are asked, then we will be sure that the student has answered all
of them, but this leads to exhaustive navigation through all questions. In this case,
especially the better students will be bored. So the only alternative is to find an
appropriate strategy that will decide when the student has learned the corre-
sponding knowledge item.

Another issue is raised for a situation when a wrong answer is given by the
student. The system gives the result after each answer. This works as a corrective
measure providing valuable feedback, so the student will now know the correct
answer to a given question. However, this does not mean that the student has
learned the corresponding knowledge item, just that the correct answer was shown
to the student and the method of recognition might be used instead of presentation
of real knowledge.

The only alternative to realize this adaptive strategy is based on correctly
answered questions and their order. For this purpose we have set an experiment
and tested which strategy the students think is the best in the learning process. The
experiment was to test the decision strategies presented in Table 8.3.

The decision strategy enables the online learning system with adaptive testing
to decide when to jump from one to another learning objective. The strategies AC
and 1C are easily understood, since they refer to correctly answering of all or one
question. The strategies 3C and 3R assume that the student should answer three
questions correctly. The difference is in how these correct answers are obtained.
3C just counts correctly answered questions in a given learning objective and
makes positive decision without checking if the student has already answered
wrongly some questions, while 3R counts in-a-row, so if three questions are
answered correctly consequently (in-a-row) then the decision is made. For
example, let the learning objective have 10 questions and the obtained answers are
wrong, two correct, wrong and three correct or WCCWCCC, where W means
wrong and C correct answer, then the 1C strategy makes decision after the second
question, 3C after the fifth question and 3R after the seventh question. Our
experiments showed that 1C and 3C strategies are vulnerable to guessing, while
3R is less.

Table 8.3 Decision strategies to move into another learning objective

ID Strategy Description

AC All correct answers The student should answer correctly all questions for a given
learning objective

NC N correct answers The student should answer correctly N questions for a learning
objective, although some questions might be not answered correctly

NR N correct in-a-row The student should answer correctly N questions for a learning
objective consequently (one by one in-a-row)
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The best alternative 3R strategy is realized by the following algorithm. If the
student answer is not correct, the counter for correct answers in a row is reset.
Then the questions are repeatedly selected randomly within a given knowledge
item. The decision is made only after three consecutive correct answers.

This adaptive strategy concerns not only correct answers in a row, but also
timing constraints and level of difficulty. After easy questions are set, the difficult
ones follow in an adaptive manner according to series of correct answers.

In our system we implemented the adaptive strategy, which records the student
achievement. If the student is knowledgable and answers correctly in three con-
secutive parts, then the strategy is adapted to ‘‘2 correct answers in a row’’ and in
that sense it moves to ‘‘one correct answer in a row’’ meaning one question per
learning objective. We believe that this strategy is suited to better students and will
eliminate the syndrome that the testing process is boring. It will still be motivating
for the students.

There is a record of the efficiency of the tests the student takes and of the
navigation paths. This data can be presented to the teacher and also to the student.

The goal of e-Assessment should be specified explicitly. If the final aim is to
assess student knowledge and skills then we should use a strategy that classifies the
grades according to predefined criteria, as it is done by ETS [18]. However, the
goal of the online learning system with adaptive testing is to provide a proof that
the student has passed over all learning objectives showing correct answers for
relevant knowledge items. It does not grade or classify the grades, nor evaluates
the student efficiency. It is intended as a support tool for the students to learn the
corresponding learning objectives.

8.3.4 Software Agents

There are a lot of definitions about software agents as computer programs that act
for a user with authority to decide. Russel and Norvig define intelligent agents as
an abstract functional system similar to a computer program. According to their
definition [40], intelligent agent is an autonomous entity which observes through
sensors and acts upon an environment using actuators and directs its activity
towards achieving goals (i.e. it is rational), as presented in Fig. 8.5. The online
learning tool with adaptive testing can be classified as intelligent agent since the
agent (online learning tool with adaptive testing) takes action of the environment
(student’s knowledge) by perception (assessment) of current student’s knowledge
and skills. The sensors (e-Testing system) send information to the core where the
actions and decisions are made (whether the student has learned the corresponding
learning objective) and actuators start actions (the student can move to next
level—learning objective).

Another definition in [20] defines that an autonomous agent is a system situated
within and a part of an environment that senses that environment and acts on it, over
time, in pursuit of its own agenda and so as to effect what it senses in the future.
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According to the definition given in [20], our system acts as an autonomous
software agent, since the environment is the students knowledge, sensing corre-
lates to assessment, and action that produces state in environment is learning.
Drives are built-in preferences and act as primitive motivators. The predefined
goal in the online learning tool with adaptive testing is to have approval that the
student has visited all learning objectives and has proved to have initial knowledge
about the knowledge items. The goal is not to have a precise assessment and
classify the student’s knowledge and skills according to a given schema, as it is in
the regular assessment software packages. The agent’s action-selection mechanism
is based on the described decision strategy and navigation algorithm, allowing the
student to move to the next level of learning objectives whenever the predefined
criteria is satisfied.

The described online learning system with adaptive testing has several agent’s
properties as presented in Table 8.4.

A good overview of definitions about software agents, their classification and
architectures is given by Bădică et al. [4]. The authors give a comprehensive list of
agent features, although in Table 8.4 we refer only to specific properties analyzed
by our system.

Fig. 8.5 Simple reflex
intelligent agent [40]

Table 8.4 Autonomous software agent properties that our system has

Property Description

Reactive Responds to learned knowledge items
Autonomous Controls the process of learning (moving from one learning objective to

another)
Continuous Runs as continuous process over time
Communicative Interacts with students
Adaptive Changes its behavior based on current state
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8.3.5 Related Work About Adaptive Testing

Clark and Meyer define asynchronous e-Learning with feature to dynamically
tailor instruction to the changing needs of learners. This feature is realized by an
adaptive control with a program that dynamically adjusts lesson difficulty and
support based on the evaluation of learner’s response [9]. They provide an
extensive evidence and references for dynamic adaptive control.

Adaptive learning using web has been analyzed a lot in the literature. Brusi-
lovsky gives an overview of adaptive and intelligent technologies for web-based
education and identify five major technologies with immediate roots in Adaptive
Hypermedia and Intelligent Tutoring Systems [7, 8]. According to their classifi-
cation our definition of the online learning system with adaptive testing belongs to
adaptive navigation support (assisting in hyperspace orientation), curriculum
sequencing (finding optimal path through the learning material) and intelligent
solution analysis (using intelligent classifiers with extensive error feedback).

Paramythis and Loidl-Reisinger give overview of Adaptive Learning Envi-
ronments (ALE) and e-Learning standards [34]. They define 4 categories of
adaptation in learning environments and our definition of online learning with
adaptive testing belongs to content discovery and assembly, where the adaptive
component lies in monitoring of student’s knowledge.

In this paper we address adaptive testing, where a specific algorithm will adapt
the test to the knowledge and skills of each student, not just with respect to
selected items by the tester (teacher). According to [46] the basic CAT method is
an iterative algorithm that searches for the optimal question, based on the current
estimate of the student’s score, and after answering correctly or incorrectly, the
score is updated.

So, the method is to choose the optimal question based on current score, and
dynamically to update the score. There are different strategies to choose the
optimal question, but in our model of online learning with adaptive testing we refer
to two step procedure, first we would like to be sure that the student has learned the
corresponding learning objective by not asking all questions, and navigating the
knowledge tree as method where to move next.

The final goal in adaptive testing is also very important. Most of the existing
strategies for adaptive testing aim to classify the student’s answers and make
precise evaluation of his/her knowledge. Adaptive testing in this case should
always adapt to the knowledge level the student shows and the system should ask
questions from upper and lower levels in order to make a final decision about the
level of knowledge. For example, up-down methods are used in most of the
existing testing software products [18] and there are a lot of variants, such as, 1 up
2 down, 1 up 3 down, etc. Kaernbach introduces simple adaptive testing with the
weighted up-down method, where each correct answer leads to the higher level
and each wrong answer leads to lower level [27]. There are a lot of examples of
implementation of this strategy and the final score is obtained by weighted sum of
number of questions answered in appropriate level.
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However, our online learning tool with adaptive testing aims to a different goal.
The previous strategy corresponds to upgrade of 1C strategy which now will return
backwards one knowledge item if wrong answer is obtained. Since the goal is not
the evaluation of score and grading the student, but verifying if corresponding
learning objective is learned by a student, then this strategy will not give better
results than those we have experimentally shown.

Online learning with adaptive testing acts as software agent that represents the
teacher who sets the lecture and approves all leaves and branches in the tree
structure for the given lecture. This schedules the possible traversal path and lists
all learning objectives that the student is expected to learn within the given lecture.

CAT provides an accurate point estimation of individual ability or achievement.
Another approach is computerized classification testing (CCT) usually used to
classify students according to their knowledge. Typical examples include pass/fail
or basic/proficient/advanced levels. In online learning model with adaptive testing
we use only pass/fail assessment by applying the decision strategy.

A properly designed and implemented CAT can affect the motivation of
students [47]. Because lower-ability students will receive easier items, they will
become less discouraged and stressed. Conversely, high-ability students will not
be wasting time on items that are far too easy; they will receive items that
appropriately challenge their high ability. This is also built in our online learning
with adaptive testing which gracefully improves the strategy for better students.

8.4 Conclusion and Future Work

Initially, the design of the e-Testing system started in 1999 to help the realization
of frequent assessments (each month) where more than 500 students take part. The
original idea to create a system that can help the realization of exams for large
number of students was expanded to realize an independent system for electronic
testing. New features added values to realize not just an assessment tool, but also
to support the learning process and overall education. Later on, the development of
software as a service was a great challenge, especially in solving the interopera-
bility issues.

The presented e-Testing system is implemented and in use from 2001 at the
University Ss Cyril and Methodius. Added-values, such as, online learning tool
with adaptive testing and self testing were installed in 2002, and a new version was
released in 2003. A more sophisticated newer version was installed in 2006,
completely changed using the service oriented architecture and in 2009 the system
was upgraded to the cloud computing model. In the process of developing the
assessment system and introducing the online learning system with adaptive
testing we have faced and successfully solved a lot of problems, especially those
that arise due to cheating. We have tested several strategies arriving at the best.
The design of an interoperable cloud solution will enable this tool to be used as
add-on in the existing LMS.
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During the last 10 years 9,132 students and 110 teachers—professors from the
University were registered to use the system. The database consists of 74 courses
with 27,027 questions and 107,116 offered answers, i.e. average 4 answers per
question. 63,255 tests were processed and 1.585.126 questions were set to stu-
dents, i.e. each exam consists of average 25 questions. 51 courses were using the
online learning tool with adaptive testing. On average each of these online courses
has 81 parts and 900 learning objectives—knowledge items. Each student has
answered on average 4, 5 questions per learning objective (knowledge item) using
the 3 in-a-row strategy. Once the students passed this type of online learning with
adaptive testing they successfully passed the exam without a lot of effort. It really
helped them to fulfill their knowledge.

The system is interactive with course material since if a wrong answer is
obtained the student goes back to the material to learn the concepts and comes
back to the system. The process where students realized the self-testing led to more
motivation, since they tested their knowledge more often and this accomplished
the learning process more successfully.

In this paper we presented state of the art about e-Assessment systems. We have
analyzed details of organization of e-Testing, and compared our definition to other
e-Assessment systems addressing the interactive assessment. We also address the
architecture and organization of a cloud solution, and coverage of interoperability
standards and recommendations, aiming that the online learning system with
interactive testing can be used as a tool or upgrade to the existing LMS systems.

The online learning system with adaptive testing was presented with specifi-
cation of main requirements organization of the knowledge database, algorithms
and procedures for testing process, including test delivery models, test creation
algorithm and grading strategy. A special section is dedicated to the navigation
algorithm and the decision making strategy. The solution uses software agent
technology and classification algorithm for navigation through learning objectives
and realizes appropriate decision making strategy.

The experiments were analyzed to conclude when the student has learned
corresponding learning objective. The comparisons showed that 3R (3 correct
answers in a row) is the best both for the students and the teacher. The conclu-
sions are brought by analyzing the interviews with students and teachers about
their motivation and impact. Several conclusions also reflect their attitude that the
online learning system with adaptive testing actually implements:

• Students like fun and entertainment, i.e. the system is a kind of a computer game
in the learning process.

• Students like challenge, freedom, unexpected elements, they like competition
and this system offers it.

• Any strategy trying to repeat the same question until a correct answer is given
makes the system a boring place.

This paper summarizes how e-Assessment systems are built, and how e-Testing
can be implemented for e-Education, putting the accent on new trends in tech-
nology and implementation of AI related methods to establish better learning
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system. The final goal is to realize how e-Testing supports the e-Education making
the ‘‘e’’ in e-Education to stand for efficient instead of just electronic.

In near future we plan to make advanced research on the discussed strategies,
including more statistical tools and AI related methods. We have started to develop
a new cloud based solution in 2012 and the process is ongoing, trying to be
consistent with existing data and system. The application of the online learning
system with adaptive testing does not depend on whether the system is cloud based
or not, although the cloud based solution will enable to use it as a tool in different
environments and LMS, by exchanging appropriate information.
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Chapter 9
Mechanism for Adaptation of Group
Decision-making in Multi-agent
E-Learning Environment

Denis Mušić

Abstract Intense and stressful group decision-making has become a daily activity
in the modern business environments which caused greater interest in systems that
allow simulation of group decision-making with agents as human representatives
(surrogates). Development of representative agents is significantly enhanced
through use of methods that allow mapping of some of the most important human
traits in the world of agents. These traits are emotions, personality and mood which
gain importance by their direct effect on the process of individual and therefore
group decision-making. In order to provide more stable and efficient group deci-
sion-making, this chapter presents the research results of applying concepts of
experience and patience to the emotional agents in eLearning environment.
Concept of experience is implemented by using Reinforcement learning technique
called Q-learning in combination with Self-organizing map, while concept of
patience is implemented by introducing a Self-regulation coefficient.

Keywords Agents � Patience � Q-learning � SOM � Self-regulation coefficient

9.1 Introduction

With the advent of the first movie achievements, the term agent has brought
significant amount of mystery, and represented a synonym for an undercover
individual that performs various kinds of tasks showing remarkable degree of
intelligence and ability. With the primary objective to create more realistic human
representatives, intelligence has become the standard trait in the area of software
agents which allows them to perform different types of services such as: finding
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the cheapest offer for a specific product, booking airline tickets and hotels,
attending meetings, participating in decision-making, choosing best educational
material, and etc. Among aforementioned services, particularly interesting is the
one in which the agents as human representatives participate in group decision-
making activities.

In almost all working environments such as business and education, individuals
show certain limitations when it comes to efficient problem solving because the
problems can occur in various forms, and with greater or less degree of com-
plexity. In order to overcome these limitations, it is common to apply the strategy
of joining the group where individuals are able to solve parts of problems that
match their competencies and expertise. This is supported by extensive research
which has shown that the teams perform better than individuals in a broad range of
tasks [1]. A strategy of joining is applied to the agent systems and combining with
intelligence, emotions, mood and personality provide basis for simulating pro-
cesses that occur during group decision-making.

Inside the eLearning environment, agents can be involved in many different
types of activities acting as student or professor surrogates. This fact provides a
possibility for simulating different group decision-making processes such as
evaluation or classification of educational materials. Results of these simulations
are very important because they can provide insights necessary for efficient
organization or even improvement of the real educational processes. As a repre-
sentative example, we can use eUniversity system at Faculty of Information
Technologies in Mostar which enables students to evaluate and grade every
educational material published on the eLearning platform. After that, at the end of
the semester, the group of the most successful students can select the best materials
on every course. However, instead of students, surrogate agents can be used for
simulation of group decision-making aiming to select the best educational mate-
rials and thus provide information necessary to determine the quality of each
document. Data gathered by these kind of simulations can provide other students
with suggestions on the documents that they should study in order to effectively
master the course materials.

Notwithstanding the fact that the results of this research were tested on the
example of agent group decision-making which aimed to choose the best educa-
tional materials, particularly interesting results could be expected in cases where
agents represent students on the exam or in cases where agents represent faculty
professors in meeting of scientific council. By possessing students’ or professors’
profiles, it would be easy to simulate group decision-making process.

Analysis of the modern eLearning environments imposes the conclusion that
there are a number of reasons why group decision-making can result in failure.
Some of these reasons are the disturbed interpersonal relationships between par-
ticipants, subjectivity, impatience, etc. These factors can be simulated by using a
multi-agent system that allows agents with emotions, mood and personality to
become human representatives during the meeting and simulate realistic meeting
outcome.
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Research presented in this chapter analyses group decision-making in eLearn-
ing environment during which agents exchange different types of arguments
described in [2] trying to convince other participants to adopt their preferences.
However, depending on the type of used arguments, the agents experience dif-
ferent kinds of positive and negative emotions that directly affect mood, and
therefore the rest of the decision-making process.

The following sections describe the agent model that integrates concepts of
patience and experience with personality, emotions and mood in order to constitute a
stable and efficient group decision-making process. Introduction of new components
is just one more step towards complete simulation of human qualities in order to assign
owner’s (human) characteristics to an agent which could make them realistic human
representatives. The concept of experience is implemented by using Reinforcement
learning technique called Q-learning in combination with Self-organizing map while
concept of patience is implemented by introducing a Self-regulation coefficient.

The chapter is organized as following. Section 9.2 gives brief overview of the
state of the art in applying emotional agents and multi-agent systems in different
areas of human live. Section 9.3 describes methods for implementing personality,
mood and emotions in the world of agents. Section 9.4 introduces newly proposed
components of patience and experience and describes their integration within
existing agent model. At the end, Sect. 9.5 describes results of model testing
acquired from multi-agent platform. Identified model and multi-agent system
shortcomings and suggested directions for future development have been pre-
sented in concluding section.

9.2 Literature Review

Development of representative human agents primarily requires an efficient way for
mapping human traits into the world of agents. Recent research results have reported
successful implementation of methods for mapping some of the most important
traits like emotions, mood and personality. The enumerated properties of agents not
only have great significance for the individual, but it is particularly interesting their
impact on group decision-making. As presented in [3], studies have focused on
creating environments for intelligent interaction that can provide support for formal
business meetings, tutorials, project meetings, discussion groups and ad-hoc inter-
actions. Context-aware emotion-based agent model presented in [4] ensures that
clusters of agents bearing emotion-based features tend to achieve agreements more
quickly than those without such features. This model provides a possibility to design
intelligent agents with emotional awareness in order to simulate group decision-
making processes. Aiming to improve the agent-based negotiation process, authors
of [5] have successfully incorporated affective characteristics such as personality,
emotion, and mood. Application of the aforementioned characteristics has also been
presented in research [6] which introduces a concept of virtual humans with a
personality profile and real-time emotions and moods.
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The appearance of emotion leads to changes in mood and thus affects agent’s
state and his future actions. By analyzing the most current research in area of
multi-agent systems, we noticed that concepts of patience and experience have
been inadequately explored regardless of their great importance for the decision-
making processes.

9.3 Agents with Personality, Emotions and Mood

This study is a continuation of the research presented in [4, 5], according to which
the structure of agents consists of three layers: knowledge, reasoning and inter-
action layer. Figure 9.1 clearly identifies the position of patience and experience,
as the newly proposed components, inside the agent structure.

Knowledge layer is the foundation for all other activities of the agent especially
for the process of decision-making. Inside this layer, agent stores information
about its own condition (preferences, alternatives, goals) and the environment
within which it operates.

As with humans, agent reasoning requires the existence of appropriate
knowledge that will support this process. Agent reasoning is based on information
stored in the knowledge layer that, in addition to reasoning, results with creation of
new knowledge. The reasoning layer is realized through several modules: a per-
sonality module, a module of emotions, an argumentation module and a decision-
making module.

The interaction layer is a kind of interface through which the agent interacts
with the environment and other agents who participate in group decision-making
process.

Fig. 9.1 Participant agent architecture
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Since the reasoning layer plays the major role in group-decision making process
and components of patience and experience have been added to the reasoning
layer, the following sections will briefly introduce its modules, while knowledge
and interaction layers will not be presented any further.

9.3.1 Agent Personality

Psychology clearly defines interrelationship between personality, emotion and
mood. Personality can be regarded as a set of predictable behavior by which
people can be recognized and identified [7] or as an individual’s pattern of psy-
chological processes, including motives, feelings, thoughts, and other major areas
of psychological function [8]. Therefore, personality and individual differences
directly affect almost all aspects of human life, starting from the motivation,
perception, to cognition.

In the world of agents, personality together with mood and emotional state
define the behavior of agents and thus directly affect the process of individual and
group decision-making [9].

Personality types are identified by using well-known Five Factor Model (FFM),
a model which is accepted as a global framework for the identification of different
types of human personalities [10]. FFM model is composed of a set of factors
(dimensions) which describe specific personality traits that are rarely changed in
the context of time and state. Categorization of individual differences is carried out
through the following five dimensions: Openness (curiosity, flexibility, imagina-
tion, etc.), Conscientiousness (discipline, organization, reliability, etc.), Extra-
version (sociability, penetration, etc.), Amenity (attractiveness, confidence,
warmth, etc.) and Neuroticism (anxiety, moodiness, bad temper, etc.). Because of
the first letter in the name of each dimension, this model is also called the OCEAN
model.

Initially, the identification of five dimensions of personality is performed by
using the Big Five Inventory (BFI) model whose results fit with some of the theme
based on the FFM model [11]. The theme is a characteristic pattern of personality
that occurs as the effect of combining two or more aspects [10].

Based on the FFM model, each personality type defines the following theme
categories (styles): leadership style, decision style, learning style, conflict style,
sample careers and Holland hexagon. The theme categories which are particularly
interesting for the decision-making process are conflict and decision style.

The themes identified in decision style are: Autocrat (N+, O-, A-, C+),
Bureaucrat (N-, C+), Diplomat (N-, A, C) and Consensus (N+, E+, A+, C), while
conflict style defines following themes: Negotiator (N, E+, A, C-), Aggressor
(N+, E+, A-, C+), Submissive (N-, E-, A+, C-) and Avoider (N+, E-, C).
Every theme is defined by OCEAN model dimensions where a plus (+) sign
indicates a score above 55, a minus (-) sign indicates a score below 45, and a
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letter without either plus or minus sign indicates a score in the 45–55 range. It is
important to emphasize that the theme category also defines a set of arguments that
can be used in each of the personality types during argumentation process [12].

9.3.2 Agent Mood

Mood is defined as a feeling or a prolonged emotion that influences the complete
state of personality, and thus the perception of the environment [13]. In this
context, the mood component is in charge of generating agent’s mood based on the
intensity of emotions. Compared to other traits, mood can be considered as a trait
that is more dynamic than personality, and less dynamic than emotions.

Modeling mood can be achieved by using PAD model which consists of three
dimensions: Pleasure (P), Arousal (A) and Dominance (D). These dimensions are
fully independent, and can be presented in the PAD 3D space [14, 15]. Thanks to
the PAD model, it is possible to map the parameter values of the personality and
emotions within the same 3D space. Details of mapping the personality to the PAD
mood space are also presented in [16, 17].

When presenting mood, all dimensions are observed through their positive and
negative components, where P+ refers to positive pleasure, P- negative pleasure
and so on. Positive or negative dimensions of pleasure reflect the emotional state
of the agent, excitement is related to physical or mental distress, and dominance
reflects a sense of having control. According to model described in [14], we are
able to identify the following mood types: exuberant (+P+A+D), bored
(+P+A-D), dependent (-P–A+D), disdainful (+P–A+D), relaxed (-P+A-D),
anxious (-P–A-D), docile (+P–A-D) and hostile (-P+A+D).

By using five dimensions of the OCEAN model it is possible to present the
personality of the agent which can be used for calculation of initial mood. Every
personality type has normal emotional state which can be considered as a default
emotional state (DES). Mapping the personality to the PAD mood space can be
achieved by using Formula 9.1 which is presented in more detail in [14, 16, 17].

P ¼ O; ; ;A;N; O;C;E;A;N 2 �1; 1

Mood ¼ P; ; ; P;A;D 2 �1; 1

P ¼ 0:59 � Aþ 0:19 � N þ 0:21 � E

A ¼ �0:59 � N þ 0:30 � Aþ 0:15 � O

D ¼ �0:60 � E� 0:32 � Aþ 0:25 � O

ð9:1Þ

Based on emotion intensity, a new point in the PAD space is created that
represents the emotional center (EC) which causes the movement of the emotional
state (ES). Figure 9.2 shows an example of PAD 3D space with components
(marked as points) that are necessary for formation of a new emotional state.
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The mood ranges from initial points based on personality (DES) to the position
where the level of change depends on the type of emotion that caused the change
(EC), and slowly returns to its original initial state (ES).

9.3.3 Agent Emotions

Reinhardt et al. [18] argue that agent models inspired by human emotions could
provide necessary heuristics in reducing and controlling nondeterminism in
decision-making process, flexible cooperation and coordination between agents,
efficient human-agent interface that will enhance the interaction between a human
and agents.

In psychology, emotions are considered as one of the indispensable components
of decision-making process. This consideration is supported by research results
which described the influence of emotions on decision-making process, the for-
mation of beliefs and plans, and how people react in certain cases [19–21]. As
described in [22], emotions can be presented as episodes of interrelated, syn-
chronized changes in states in response to the evaluation of an external or internal
stimulus event as relevant to major concerns of the organism. In the world of
agents, emotions are defined as reactions to events, agents or objects, where the
reaction is directly dependent on interpretation of certain situations [23].

Agent’s emotions are presented by an abbreviated version of the OCC model that
is named after its creators Ortony, Clore and Collins. Aforementioned authors pre-
sented a total of 22 emotions that can be found in humans [24], after which they
presented a shortened version of the original model [23] that contains the following
emotions: Joy (because something good happened), Hope (about the possibility of
something good happening), Pride (about a self-initiated praiseworthy act), Grati-
tude (about an other-initiated praiseworthy act), Love (because one finds someone/
thing appealing or attractive), Distress (because something bad happened), Fear
(about the possibility of something bad happening), Disappointment (because a

Fig. 9.2 PAD 3D space

9 Mechanism for Adaptation of Group Decision-making 257



hoped-for good thing didn’t happen), Remorse (about a self-initiated blameworthy
act), Anger (about an other-initiated blameworthy act) and Hate (because one finds
someone/thing unappealing or unattractive).

As described in [5], emotional system presented in Fig. 9.1 consists of three
mechanisms dealing with emotional Appraisal, Selection and Decay.

Emotion appraisal can be viewed as a process in which an emotion arises, and
illustrates the way in which a person experiences a particular situation. It certainly
does not mean that the situation is just the way perceived by an individual and
reflects only his subjective attitude. In the context of agents, phase estimation can
generate emotions in response to pleasantness of events in relation to the objec-
tives of the agent, approving the actions of other agents in relation to the standards
of behavior, love or hate towards certain objects.

Emotion appraisal well illustrates the differences in emotional reactions to the
same event. As an example of situation which should lead to the occurrence of
certain emotions, we can use the case in which the agent aj rejects the request from
agent ai to accept his proposal as the best solution. The intensity of the emotion is
calculated using Formula 9.2 which affects process of mapping the emotions to the
3D PAD space. Depending on the mood, certain emotions may not have any
impact on decision-making process [6].

Emotion selection provides a mechanism for selecting the most dominant
emotions that have arisen as a reaction to some stimulus from the environment
(event, action or object). Dominance is determined by value of the difference
between intensity and threshold of certain emotions. Considering its direct asso-
ciation with positive and negative reactions, the activation threshold value is
obtained as the difference of the two OCEAN model dimensions; Extraversion and
Neuroticism [5]. Emotions presented in OCC model are mapped to the PAD space
based on the values described in [6]. As an example, emotion of Joy is mapped by
using values P = 0.40, A = 0.20, D = 0.10.

As in real life meetings, agents with human traits such as emotion and mood
can easily cause group decision-making process fail. One of the reasons is
appearance of negative emotions caused by actions of other agents which results in
mood change and thus affects the argument selection process. Therefore, patience
together with experience can be considered as an adaptation mechanism for group
decision-making that will ensure its continuance in critical stages and therefore
reduce failures.

9.4 Patience and Experience Within Emotional Agents

The previous part of this work briefly presents personality, mood and emotion, and
the basic models which ensure their mapping into the world of agents. The fol-
lowing section describes components of patience and experience together with the
results of their application.
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9.4.1 Patience Within Emotional Agents

Modern society is increasingly starting to cultivate human qualities such as hon-
esty, sincerity, kindness, etc. which were at risk of decline. However, almost all
religions and cultures have always emphasized the importance of a certain trait and
this is a trait of patience. The reason why the phrase ‘‘Patience is a Virtue’’ is so
common in almost all parts of the world we should probably seek in religious
books which say: ‘‘Oh you who believe! Persevere in patience and constancy…’’
(Qur’an, 3:200); ‘‘With all humility and gentleness, with patience, bearing with
one another in love’’ (Bible, Ephesians 4:2), ‘‘A patient man is better than a
warrior, and he who rules his temper, than he who takes a city’’ (Proverbs 16:32).

In everyday life, patience is considered as the capacity to accept or tolerate
trouble or delay without getting angry or upset. However, the astonishing fact is
that the significant research in the area of patience has been actualizing only in the
last decade. Studies in the psychological literature have typically spoken of
patience only as the converse of impatience. Very scarce number of papers deals
with the narrow structure and methods of measuring patience. This can be con-
firmed by the fact that the model for measuring the patience presented in [25] is
based on unpublished works that have set the fundamental theoretical structure of
patience described in [26, 27]. According to these studies, patience occurs when
there is delay of a goal and response depends upon how the person involved
evaluates his or her own responsibility in reacting to the delay. In responding to
delay, patient people are more serene and compassionate whereas impatient
individuals respond with blame and anger.

The aforementioned studies proposed three mechanisms for understanding
patient behavior: frustration-aversion, self-regulation and temporal-altruism.
Considering patience structure complexity, this research is focused on self-regu-
lation mechanism of patience which is necessary when an individual experiences
negative emotions (reaction) and must make appropriate cognitive or behavioral
adjustments in order to behave in a patient manner. Self-regulation can be con-
sidered as any efforts by the human being to alter any of its own inner states or
responses [28]. Although it is reasonable expectation that human beings can
control (self-regulate) themselves, the practice has shown that it is not always the
case. The management of emotions is perhaps the most challenging, but processes
of self-regulation allow for monitoring and evaluation of emotions as well as
actions to sustain, enhance, or suppress emotions as desired.

Notion of self-regulation can also be viewed in the context of emotional
intelligence which is defined as the ability of an individual to monitor one’s own
and others’ emotions, to discriminate among the positive and negative effects of
emotions, and to use emotional information to guide one’s thinking and actions
[29]. As discussed in [30] self-regulation and emotion regulation are often so
intertwined that it is hard to say where one ends and the other begins. When people
self-regulate, they are frequently confronted with potentially emotion arousing
situations. Learning how self-regulation interfaces with emotion regulation is
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likely to generate important new insights into both processes. Emotion regulation
therefore subsumes the regulation of specific emotions such as anger or fear, along
with global mood states, stress, and all kinds of affective responses [30].

In order to integrate a component of patience, we utilized research [31] which
distinguishes primary and secondary emotional responses. Primary emotional
response is immediate and completely unregulated while secondary emotional
response is driven by emotion regulation. The transition between these emotional
responds is usually so fast that people hardly notice it and research [32] clearly
makes distinction and relation between primary and secondary emotions.
According to this research, Joy is considered as primary emotion which can cause
secondary emotions of Pride or Relief. However, in this research we only consider
emotions defined by the OCC model which are described in previous section.

Patience, as the new component of emotional agents, is incorporated by using
two mechanisms. One of them is Self-regulation coefficient bð Þ which affects the
intensity of negative emotions (Em� is set of negative emotions) as shown in
Formula 9.2. The original formula for calculating intensity of emotion, without
Self-regulation coefficient, is presented in [5].

Iemotion ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2 þ A2 þ D2
p

ffiffiffi
3
p � b ð9:2Þ

As described in [33], strategies for measuring self-regulation have proliferated
and can be divided in three categories: rating-scales, indices derived from behavior
and personality inventories. In order to define the value of the Self-regulation
coefficient, we used a form of rating-scale category called Self-regulation ques-
tionnaire (SRQ) presented in [34]. Based on the SRQ score, described in For-
mula 9.3, three types of Self-regulation capacities (SRC) have been recognized:
High b ¼ 0:65ð Þ; Intermediate b ¼ 0:75ð Þ and Low b ¼ 0:85ð Þ.

b ¼
1 if emotion is postive; em 2 Emþ

0:65 iff em 2 Em�; Iemotion [ activation; SRC ¼ High
0:75 iff em 2 Em�; Iemotion [ activation; SRC ¼ Intermediate

0:85 iff em 2 Em�; Iemotion [ activation; SRC ¼ Low

8>><
>>:

9>>=
>>;

ð9:3Þ

As can be seen from the previous formula, the Self-regulation coefficient is used
only in cases of high-intensity negative emotions, and its impact depends on the
SRC.

The Self-regulation coefficient is one of two components that are used to
implement patience. The other component is based on the research [34] which
reports that self-regulation of the secondary emotional response is implemented
through monitoring and operating processes. During monitoring process, an agent
compares current state with a desired state and after that, an operating process
reduces any discrepancies between these two states. In this research we consider
emotion of Joy as desired emotional states.

The monitoring process is implemented based on the distance or the correlation
between certain emotions presented in [35–37]. Aforementioned researches have
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investigated the hypothesis that emotions which co-occur frequently within a
certain period of time may be relatively accessible to one another; while those that
co-occur infrequently may be less accessible, and some of them dealt with the
gender differences in emotional correlation. Referring to their earlier research, they
constructed a remoteness index of emotional states that yielded shortest paths
between different emotions. The remoteness score between two emotions, they
argued, provides a quantifiable representation of how much emotion management
it takes to move from one emotional state to another. As described in [35], if two
emotions have correlation value of 1, then they have remoteness of 0; if they have
correlation value of 0 then they have remoteness of 10; and if their correlation
value is -1, then they have remoteness of 20. In-between correlations are curvi-
linear related to remoteness. In other words, a correlation of 0.5 gives remoteness
of 3.

When a new emotion arises, a monitoring process is in charge to determine a
distance or to find the shortest path between the new and desired emotional state.
This is particularly important in cases where an agent has predominantly positive
emotions, and suddenly a negative emotion appears.

Output of monitoring process represents input for operating process which,
depending on the Self-regulation capacity, uses Algorithm 1.

Algorithm 1. Algorithm for reduction of discrepancies between emotions

The remoteness index is used inside emotionalDistance for calculating distance
between two emotions. Remoteness index describes distances between emotions
and Dijkstra algorithm is used to find the shortest path between them. As an
example of emotional transition we found that the shortest path from Joy to Anger
requires transition over emotion of Pride. By introducing new emotions (for testing
purposes) we found that the shortest path from Tranquility to Distress includes
transition through emotions of Joy and Fear. After finding the shortest distance
between two emotions, operationProcess is in charge of reducing discrepancies
between agent’s new (emnew) and a desired (emdesired) emotional state. Discrep-
ancies between emotions are realized by using Equation remoteness * SRC which
should produce recommended emotional remoteness after suppressing distance
with bð Þ value.

9.4.2 Experience Within Emotional Agents

Life teaches us that experience is a very important factor for success in any field,
especially if it comes to negotiating and making decisions. Apart from affecting
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emotion intensity with Self-regulation coefficient, we believe that the efficiency of
group decision-making can be improved by assigning a component of experience
to the agents. Since experience requires a lot of learning and practice, we needed to
incorporate some mechanism for learning. In this research, an agent learning is
provided by using a specific form of Reinforcement Learning called Q-learning
[38] in combination with Self-organizing map which enables an agent to decide
what action should be taken depending on its current state. Agent’s experience in
eLearning environment can be used for faster reaching of agreement in group
decision-making regarding best educational material.

9.4.2.1 Q-learning

Q-learning can be presented in tabular form, where rows represent the state and the
columns represent actions that an agent can perform. Values within the table or Q-
values indicate how desirable it is to perform specific actions in relation to the
current state. Q-learning enables the analysis of state-action pairs which means
that in a particular state, an agent searches for the best action or the action with
highest Q-value. Q-learning is realized by using Formula 9.4

Q st; a½ �  Q st; a½ � þ aðr þ cmax Q st
0
; a

0
h i

� Q st; a½ �Þ ð9:4Þ

where Q[st, a] represents the Q-value for the current state-action pair, Q[st0, a0]
represents the Q-value for the next state-action pair, r is the reward, a is the
learning rate, c is the discount factor and therefore rþ c max0Q½st0; a0� represents
the actual current reward plus the discounted estimated future value for being at
the state st and doing action a.

9.4.2.2 Self-Organizing Map

Placing Q-values in tabular form shows very good results in cases where the
number of state-action pairs is not very large. However, if the agent is stationed in
a dynamic and nondeterministic environment, then there can be certain perfor-
mance and implementation issues. As a possible solution to the aforementioned
problems, research results [39–41] have imposed the usage of special kind of
neural networks called Self-organizing map (SOM) or Kohonen map.

SOM [42] is a type of neural network that learns to classify input vectors
according to how they are grouped in the input space and therefore is able to
reduce a large input space to a fixed-size, usually two-dimensional output space.
These excellent SOM properties are very suitable for data classification and are
based on the learning rule by which vectors that are similar to each other in
multidimensional space should be similar in two-dimensional space.
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SOM neural network usually consists of input layer used only for accepting
input data and output layer which contains network of neurons. Input neurons are
connected to all output neurons. After the vector is presented to the input layer,
self-organizing network performs entire set of phases in order to produce desired
formation (topological structure) and thus ensure learning [43–45]. The first step of
the process of network formation is a competition in which the neurons in the
output layer compete for each sample presented to the network. To represent the

process of cooperation, we observed n-dimensional vector of input data ~x ¼
x1; x2; . . .xn½ �T and weights vector wj

!¼ wj1;wj2; . . .wjn

� ffiT
. The value of j in the

weight vector ranges from 0 to m where m is the number of output neurons, and
therefore SOM will have n by m number of network connection between input and
output layer. The goal is to find the cooperative members (neuron) that best fit the
relation between vectors ~x and wj

!. Minimal Euclidean distance ~x� wj
!�� �� will

determine the winning neuron which is obliged to make adjustment in order to
narrow distance between input vector and its weights. Since all neurons have a set
of neighbors, winning neurons will cause neighbor weights to adjust. The further
the neighbor is from the winner, the smaller its weight change. Furthermore, as
training goes on, the neighborhood gradually shrinks.

As already pointed out, instead of Q-table, a SOM neural network is used to
store the Q-values. For the purposes of training SOM, we have isolated the
required values from 50 simulations in which four agents with different charac-
teristics have participated. During training phase SOM associates each neuron of
the map to an emotional state of the agent, personality type of the agent with which
it is currently negotiating, type of argument used for negotiation, reward (used to
update Q value) and the Q-value. In other words, the input vector can be for-

malized as follows~x ¼ aiemotionalState ; ajpersonality ; aiargument ; Q
� ffiT

.
Values used to represent emotional state, personality and argument are in the

range 0–1, for example, the most positive emotion has value 0.1 while the most
negative emotion has value 0.9. Reward can have one of three values: +1 if agent
aj accepted request, 0 if agent aj is analyzing request, and -1 if agent aj rejects the
request.

After training, the SOM neural network could be used for group decision-
making. An agent consults SOM network during every stage of negotiations or
before sending any request to other agents aiming to select the best argument. The
process of consulting SOM network requires an agent to send a vector with
identical dimensionality as it was during the training phase. Instead of actual Q-
values, an agent sends 1 in order to discover neurons that best suit current emo-
tional state and personality of the agent which is currently negotiating with. After
finding neurons that best suit the presented vector, the agent uses a type of
argument which will be used for sending the request. The response to the sent
request allows modification of the Q-value which ensures continuation of learning
process.
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9.5 Model Evaluation

At the beginning of this research, we had the assumption that the components of
patience and experience will contribute to the faster reaching of an agreement and
more stable group decision-making. In order to test this assumption with emotional
agents, we used multi-agent system developed in GECAD,1 where we made a
milder adjustment in order to implement newly proposed components of patience
and experience. In the simulation environment, agents represented surrogates of
the students during the meeting where they needed to choose the best course
material. Since the eUniversity system at Faculty of Information Technologies
allows students to grade every course material published on eLearning platform,
the easiest way to solve the aforementioned dilemma would be to select a material
with the highest overall score assigned by all students enrolled in course. However,
in the simulation environment selection process was left to the group of the most
successful students where they had to consider different characteristics of the
material such as: Authors competence, Technical accuracy of content, Usefulness,
Illustrations and Overall rating. Average grades assigned by students enrolled in
course represent the basis for decision process, and are shown in Table 9.1.

In addition, each of the agents (surrogate—representative of the most successful
student) has different preferences when it comes to selecting the best materials and
those preferences are shown in Table 9.2. Preference values are in range 0–1.

The method of decision-making used is known as Multi-Criteria Decision
Making (MCDM). Based on the established criteria, this decision making process
allows to make a selection of alternatives that best match the goals and desires of
an individual [46].

In order to fully evaluate the application of patience and experience in group
decision-making, we performed 10 simulations (SM) for different agents’ profiles
presented in Table 9.3. During the simulation, we observed the occurrence and
intensity of negative emotions as well as their impact on the number of exchanged
arguments in the context of reaching an agreement. The previous research [5] has
reported that the combination of avoider and submissive agents results in a reduced
number of exchanged arguments while the number of exchanged arguments tends
to increase with the combination of negotiator and aggressor agents. Therefore, as
shown in Table 9.3, the majority of the agents in the simulation had personality of
negotiator and aggressor with different values of Self-regulation capacity.

During the analysis, each of the negative emotions has been assigned a certain
weight in the range of 0.5–0.9, and we summarized their values in each of the
simulations. As presented in Fig. 9.3, during 10 simulations, agents bearing
patience and experience features tend to achieve agreements more quickly with
less negative emotions than those without such features.

1 GECAD (Knowledge Engineering and Decision Support Research Center http://www.gecad.
isep.ipp.pt/), Porto.
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Table 9.1 Average material grades assigned by students

Criteria Course material
1

Course material
2

Course material
3

Course material
4

Authors competence 55 73 60 82
Technical accuracy of

content
80 65 70 58

Usefulness 41 82 50 69
Illustrations 70 66 51 70
Overall rating 65 78 82 59

Table 9.2 Agents’ preferences

Criteria Authors
competence

Technical accuracy of
content

Usefulness Illustrations Overall
rating

Agent
1

0.46 0.01 0.35 0.39 0.06

Agent
2

0.40 0.53 0.13 0.05 0.43

Agent
3

0.15 0.44 0.01 0.10 0.25

Agent
4

0.43 0.40 0.39 0.27 0.51

Table 9.3 Agent profiles

Simulation Features Agent 1 Agent 2 Agent 3 Agent 4

SM1 Personality Negotiator Negotiator Negotiator Aggressor
SRC High Intermediate Low High

SM2 Personality Negotiator Negotiator Negotiator Aggressor
SRC High High Low Intermediate

SM3 Personality Negotiator Negotiator Negotiator Aggressor
SRC Low Low Intermediate Low

SM4 Personality Negotiator Negotiator Negotiator Submissive
SRC Intermediate Intermediate Low Intermediate

SM5 Personality Negotiator Negotiator Negotiator Avoider
SRC Intermediate Intermediate Low Low

SM6 Personality Aggressor Aggressor Aggressor Negotiator
SRC High Intermediate Low High

SM7 Personality Aggressor Aggressor Aggressor Negotiator
SRC High High Low Intermediate

SM8 Personality Aggressor Aggressor Aggressor Negotiator
SRC Low Low Intermediate Low

SM9 Personality Aggressor Aggressor Aggressor Submissive
SRC Intermediate Intermediate Low Low

SM10 Personality Aggressor Aggressor Aggressor Avoider
SRC Intermediate Intermediate Low Low
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Compared to [47], results of the analysis suggest a few very interesting con-
clusions. First of all, component of experience and patience have the greatest effect
in case where the majority of agents in the group had negotiating personality in
combination with an agent who is described as the aggressor. The previous con-
clusion is made based on the level of negative emotions and the lowest number of
exchanged arguments during group decision-making. In this case, all the partici-
pants had a high or medium level value of self-regulation coefficient.

The proposed components achieve the smallest influence in group decision-
making in case where the majority of agents have a negotiating personality
together with an agent declared as the avoider. In this case most of the agents had
intermediate or low level value of self-regulation coefficient. The reason for the
smallest influence could be found in the fact that avoider personality itself does not
support any form of confrontation or aggression, which certainly contributed to
reducing tensions in group decision-making. It is also interesting to emphasize that
the components of patience and experience have the biggest influence concerning
the number of exchanged arguments in case when the majority of aggressor and
negotiator agents with low self-regulation coefficient value is found in the group.

Therefore, research results support the fact that the components of patience and
experience ensure positive effects and can be considered as desirable and imple-
mentable components in agent structure, especially concerning agents which are
involved in group decision-making processes.

9.6 Conclusion and Future Work

The most significant challenges in the implementation of the newly proposed
components are related to the integration of Reinforcement learning and Self-
organizing neural networks in the context of emotional agents. The greatest amount

Fig. 9.3 Effect of applying patience and experience on group decision-making with emotional
agents
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of time was spent on the identification and extraction of attribute values that ensure
adequate data classification and agent learning. This is also directly related to one of
the greatest shortcomings of the multi-agent system used for model testing, and that
is the number and type of arguments that agents can use during group decision-
making. A small number of available arguments prevent long negotiation processes
to occur, which reduces the amount of high-quality data that could be used for
feeding Self-organizing network and ensure more realistic growth of experience.
That is why we believe that the implementation of a different argumentation model
could significantly improve multi-agent system used for model testing and provide
more efficient insights in group decision-making process.

In addition, we should also mention that a significant part of the research
carried out in determining the value of Self-regulation coefficient. In fact, we
sought to use one coefficient in a two-stage process: lowering the intensity of
negative emotions and reducing negative emotional transition. The proposed
values are acceptable in the context of research beginnings, but certainly there is
room for refinement.

Another major deficiency of the current model is the existence of two ques-
tionnaires that need to be fulfilled in order to assign personality and determine the
level of self-regulation for each agent. If we take into account that the decision-
making process involved four agents, this means that each group decision-making
session requires filling eight questionnaires. During the model testing, aforemen-
tioned values were predefined and automatically set, but this certainly represents a
significant deficiency that future versions of the tested multi-agent system should
overcome.

Regardless of the aforementioned multi-agent systems shortcomings and sug-
gested directions for future development, research results clearly confirmed that
the introduction of the Self-regulation coefficient and experience directly affects
the reduction of negative emotions and number of exchanged arguments. As a
result, newly proposed components also affected the speed of reaching an agree-
ment within the group which represents a reason enough for their improvement
and further research. Also, we believe that significant research results could be
made by analyzing the relationship between self-regulation and the Neuroticism in
order to affect emotional transitions.
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Spalević, P., 39
S�tefan, L., 65

T
Tibaut, A., 97

V
Vladoiu, M., 185
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