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Preface

The 2013 International Conference on Geo-Informatics in Resource Management
and Sustainable Ecosystem (GRMSE 2013) was held in Wuhan, China, during
November 8-10, 2013. GRMSE 2013 aimed to bring together researchers, engi-
neers, and students working in the areas of geo-informatics in resource manage-
ment and sustainable ecosystem. GRMSE 2013 featured a unique mix of topics
including smart city, spatial data acquisition, processing and management, mod-
eling and analysis, and recent applications in the context of building healthier
ecology and resource management.

We received 522 submissions from various parts of the world. The Techni-
cal Program Committee worked very hard to have all papers reviewed before
the review deadline. The final technical program consisted of 136 papers. There
were four keynote speeches, 5 invited sessions. All the keynote speakers are inter-
nationally recognized leading experts in their research fields, who have demon-
strated outstanding proficiency and have achieved distinction in their profession.
The proceedings are published as two volumes in Springer’s Communications in
Computer and Information Science (CCIS) series. Some excellent papers were
selected and recommended to the International Journal of Computational Sci-
ence and Engineering, Sensors & Transducers Journal and International Journal
of Embedded Systems. We would like to mention that, due to the limitation of
the conference venue capacity, we were not able to include many fine papers in
the technical program.

We would like to express our sincere gratitude to all the members of Technical
Program Committee and organizers for their enthusiasm, time, and expertise.
Our deep thanks also go to many volunteers and staff for the long hours and hard
work they generously gave to GRMSE 2013. We are very grateful to Wuhan Uni-
versity and Eastern Michigan University for their support in making GRMSE
2013 possible. The generous support from the Joint International Center for
Resource, Environment Management and Digital Technologies (JIC-REDT), In-
ternational School of Software, Wuhan University, is greatly appreciated. Finally,
we would like to thank all the authors, speakers, and participants of this con-
ference for their contributions to GRMSE 2013, and we also look forward to
welcoming you to Michigan in 2014.

Fuling Bian
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The Analysis of the Initiation Conditions of the Debris
Flow in the Jiangjia Ravine Based on the Simulation
of the Hydrology Response
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Abstract. Soil moisture is one of the key hydro reasons that caused the debris
flow. In this paper, a simulation model, based on the physical process of hydro
cycle and the distributed hydrology model: TOPMODEL, is built to simulate
the soil moisture variation in Jiangjia ravine in 2001. In this model, the potential
evapotranspiration is computed with the Penman-Monteith equation; the water
movement in the unsaturated layer of the soil is described by the one dimension
Richards equation and the saturated base flow is based on the principles of the
TOPMODEL and the surface runoff is calculated by an experience equation.
The soil column is divided into 5 layers and we calculate the water balance for
each layer. Background data, include vegetation, soil texture and micrometeo-
rology, are come from the interpretation of the Quick Bird image and the field
surveying. The cell size of Dem data, with the scale of the 1:100,000, is
50mx50m. Compared the simulation result with the field data which is got by
the oven-dried way from 20 June to 7 July and the 17 debris flow events of the
2001, we have some conclusions: 1) The simulated data has the same variation
trend with the field data with the same magnitude during surveying time; 2) The
history precipitation was accumulated in the soil near the land surface; 3) The
average basin’s saturation degree (ABSD) may be a quite good index to evalu-
ate the soil water conditions and the value of the 70% of the ABSD is the criti-
cal soil water condition of the initiation of the debris flow; 4) When the soil is
wetted enough(ABSD>=70%), the debris flow in Jiangjia Ravine can be easy
trigged by the precipitation of bigger than 25 mm per day or by the precipitation
between 5 mm to 25 mm with short time heavy rainfall which can generate
more than 0.35 m’/s unit discharge. The model built in this paper provides a
physical basis for the understanding of the debris flow initiation conditions of
Jiangjia Ravine.

Keywords: Debris flow, Soil moisture content, Initiation conditions, Modeling,

Jiangjia Ravine.

1 Introduction

Many studies have reported the triggering rainfall of the debris flow in the different
area of the world. In these reports, the triggering rainfall generally has two parts:

F. Bian et al. (Eds.): GRMSE 2013, Part II, CCIS 399, pp. 1-11, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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antecedent rainfall and real-time rainfall. The antecedent precipitation is accumulated
in the soil, the more water in the soil; the easier the debris flow will be triggered. The
affection of the antecedent rainfall is not easy to be determined because of the com-
plex hydrology process. While to get the water stored in the soil accurately is very
helpful to determine the trigging threshold of debris flow, many works have been
done for this purpose. There are some studies focuses on modeling the soil moisture
content (SMC) variation in response to the antecedent precipitation. Wilson [1] simu-
lated the relationship between the rainfall and the shallow-hillslope pore pressure
based on “Leaky-Barrel” model, Fiorillo [2] used “Thornthwaite” model and “Leaky-
Barrel” model to simulate the soil moisture levels associated with the antecedent rain-
fall. In Jiangjia Ravine, which is an active debris flow watershed located in the
southwest of China, there are also several works have been done to get the relation-
ship of the antecedent precipitation and the SMC. Cui Peng etc. [3] used oven-dried
method to get the SMC and found that the soil moisture varies greatly and the attenua-
tion coefficient of antecedent rainfall is 0.78, Wei Fangqiang etc. [4] draw a calcula-
tion method to evaluate the effective antecedent rain through the relationship analysis
of the soil moisture content and the antecedent precipitation. The infiltration character
of the soil is one of the main factors that affect soil moisture content, because the
ability of infiltration of the soil determines the rate and the magnitude of the transfer
of the rainfall to the soil water. Wang Yuyi [5] analyzed the process of infiltration
through the experiments in the lab with soil of the Jiangjia Ravine. Chen Ningsheng
[6] got a infiltrate equation through the experiments with the artificial precipitation in
the field of the Jiangjia Ravine. Chen Xiaoqin etc.[7] found that the infiltrate rate s
varied with the vegetation type in the Jiangjia Ravine. Another triggering condition of
the debris flow is the real-time rainfall. Field observations show that the debris flows
in Jiangjia Ravine are initiated by the slide of the saturated top soil or the unsaturated
top soil with the short time heavy rainfall. Yubin’s [8]report shows that in Jiangjia
Ravine when the unique discharge is up to the 0.35 m’/(s-m), the surface runoff,
which is generated by the real-time rainfall, can initiate debris flow.

In this paper, a hydrology model is developed, more factors, such as topography,
infiltration, evapotranspiration (ET), surface runoff and the subsurface flow, are in-
volved. The objects of this study are to capture the hydrology response to the rainfall
and hope to be helpful in providing a physical basis for the understanding of the de-
bris flow initiation conditions of Jiangjia Ravine.

2 Model Description

The simulated area is limited in the boundary of a watershed. Vertically, the simula-
tion extends from the bottom of the saturated zone to the surface of the soil. Within a
watershed, the soil system is divided into basic spatial units according to the scale size
of the digital elevation model (DEM), which is 50mx50m. Each cell is treated as a
unique system, except the ground and runoff water exchanges. Basic simulation is
carried out at the cell scale. According to the need of simulation, the soil column
is divided into five layers, saturated zone and unsaturated zone with 4 layers. The
ET, unsaturated water movement, saturated base flow and surface runoff have to be
considered in this model. Precipitation, topographic parameters, soil properties, and



The Analysis of the Initiation Conditions of the Debris Flow in the Jiangjia Ravine 3

' R
T ] ] ] lPrEclpl‘EltlEln
[ T | f i
T Peoror

¥ r ¥

Runin
Evapotamspimtion

Infittmtion

Ursatumted Zone

Satumted Zo

Fig. 1. Model structure

microclimate properties are the major inputs of the model. All input parameters are
sampled to the same resolution as the DEM. The soil moisture and the discharge of
the surface runoff are the outputs of the model (Fig 1).

2.1  Evapotranspiration

According to the interpretation of the Quick Bird image, the forestland, grassland,
bare land and farmland, are the main landscapes in Jiangjia Ravine, four of them are
mixed together and the grassland is the biggest one (31.24%) [9](Fig 2).

Landuse

[ ] Bare Land
[ Farm Land
I Forest Land
[ Grass Land

Fig. 2. The land use and the field work point in the Jiangjia Ravine

When we compute the ET, the four landscapes are simplified to the grassland be-
cause of the limitation of the input data. The potential ET is computed with the sim-
plified Penman-Monteith equation, which is recommended by the FAO.
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Where, R, is the net absorbed radiation; G is the soil thermal flux; Ais the rate of
change of the saturated water vapor pressure with temperature; 7, is the air tempera-
ture;yis the psychrometric constant; e, is the saturated water vapor pressure; e is the

actual air water vapor pressure; u, is the wind speed at the place where 2 m from the
land surface.

2.2  Unsaturated Water Movement

The soil column is divided into five layers. The water movement in the soil is shown

as Fig. 3.
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Fig. 3. The water movement in the different soil layers. /(i =1,2,...,5) is the interface of the
different soil layers, G,(i =1,2,...,4) is gravity water the moved in the different soil layers,
C; (i=1,2,...,4) is the capillary water in the different layers, 6,(i =1,2,...,4) is volumetric water
content of the different layers.

It is assumed that there is no lateral flow in the unsaturated soil. So the water
movement in the soil can be described by the one dimension Richard’s equation [10]:
20 _ w©),_ 2

oz oz
Where 6 is soil moisture content, K(0) is the hydraulic conductivity, y(0) is the hy-

draulic suction, D(6) is the hydraulic diffusion coefficient.
K(0) is calculated by

%% [K(O) + K (6)

[K(6) + D(e)a—g] 2
0z

K@)=K, (65)2”*3 3)

s

Where 6, is saturated soil moisture content, K is hydraulic conductivity of the satu-
rated soil, b is a coefficient related with soil type.
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D(6) is calculated by

Ks'// sb (i)b-ﬁ—Z (4)
o o

s K

D(0) =
Where, b is the soil parameters related with soil type.

2.3  Saturated Base Flow

Each pixel of the watershed can exchange water with its adjacent neighbors. A mov-
ing window of 3x3 pixels was used to estimate the quantity of water exchange with its
neighbors. The central pixel of the moving window was put on the any given pixel of
the watershed, so, for this given pixel, there are up to eight directions of water output
or input, and the flow direction was determined from the gradients in height from this
pixel in question to down slope or upslope pixels. Along the direction with the steep-
est gradient among the eight neighboring pixels, the quantity of subsurface flow was
the highest. For example, the rate of saturate subsurface flow at time ¢ from pixel
(7, j) to its downs lope neighbors is equal to

11 ]-;]ﬂl]k ﬂ”k < 0
0 ﬁuk >0

)

Where T;; is the hydraulic transmissivity ( m 'y, Bijx 1s the elevation gradient dif-
ference in the k direction; and wy; is the effective width of flow in the k direction. The
total saturated subsurface outflow from pixel (1, j ) to its downs lope neighbors (Q,
) and total saturated subsurface inflow from upslope neighbors to pixel (i, j ) (Qi;j)
are approximated through the summation for all neighboring pixels

8

oul i,j = Z ijk l//\ ’ IBA'jk < 0 (6)
k=1

()ul i,j Z ijk yk 4 ﬂijk < O (7)

where the hydraulic transmissivity T;; is defined as
T; = K, (z;)lexp(=f;z;) —exp(=f; D)/ f; ®)

Where K,(Z) is the saturated hydraulic conductivity at water table Z;;; D;; 1is the
total depth and f;; is a parameter related to the decay of saturated conduct1v1ty with
depth(m™). [11]

At each daily time step, this window is moved across the modeling domain to up-
date the water table of each pixel as a result of the net lateral base flow in all eight
cardinal directions.

2.4  Surface Runoff

Surface runoff discharge is calculated with the equation:

W, =C, I’tAtan 6R r 9)
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Where, W,, (ml) is the surface runoff discharge, C,, is the runoff coefficient and is
assumed to equal 5 in this area, [ is the rainfall density (mm/min), ¢ is the length of
the rainfall time (min), A is the basin area(mz),e is the slope degree, R; is runoff coef-
ficient associated with land use type (14 for the farmland and bare land, 1.4 for the
grass land and forest land), r is volume soil moisture content.

The unit discharge is calculated by:

- Q0+VIZV/6O (10)

Where g, (m*/s.m) is unit discharge which is generated by the heavyset density of
10 minutes in a rainfall, W, is surface runoff discharge, O, (m3/s)is bare flow and
is assumed to equal 0.28 m*/s in this basin[8], B is width of the outlet point(m).

2.5 The Water Balance in the Soil

The water balance of each grid cell of the watershed is given as:
Water balance for the layer 1:

AW, = Infiltration— G, + C, — ET (11)

Water balance for the layer 2:
AW, =G, +C, -G, -C, (12)

Water balance for the layer 3:
AW, =G, +C, -G, -C, (13)

Water balance for the layer 4:
AW, =G, +C, -G, -C, (14)

Water balance for the layer 5:
AW, =G, + Inflow—C, — Outflow (15)

3 Data Preparation

Data used in the model include micrometeorology data, soil texture, topography and
the vegetation type. The micrometeorology data used in the equation 1, including
precipitation, temperature, humidity, radiation and wind speed, are from the Dong-
chuan Debris Flow Observation Station, Chinese Academy of Science. The soil ther-
mal flux is supposed to be the line function of the net radiation (G=0.1R,). DEM data
with the cell size of 50mx50m, is from the topographic map with the scale of
1:100,000.

The soil in the Jiangjia Ravine is the wide graduation gravel soil, so the soil porosi-
ty varies greatly, here this parameter is determined by the land use type [11], the
porosity of the bare land is supposed to be 48.9%, the farmland is 46%, the grassland
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is 39.7% and the forestland is 49.7%. Wang [5] had a simple regression equation to
describe the relationship of the hydraulic conductivity of the saturated soil (K;) and
the soil porosity(¢) in this area, which is: K;= 0.0126x¢p+0.0032.

Most of the debris flows in Jiangjia Ravine are initiated by the slide of saturated
topsoil with the thickness of 20-30 cm. Cui and Wei’s [3,4] field data also showed
that common density precipitation can only affected the topsoil with thickness of the
40 cm. So, the thickness of the each unsaturated layer is supposed to be 30 cm, the
saturated soil layer is from the water table to the bedrock.

The water table and soil moisture before the wet season were initialized by the
TOPMODEL principle. The wetness index (Wj) for a pixel at (i, j ) was calculated as:

A
W, =In(—%-) (16)
Y tan 3,

where Aj; is the contributing area which can be calculated from the DEM, S is the
slope. The initial water table (z; ;) was linearly related to the wetness index:
2,5 =2, tmW; =W) a7

1.ij
Where 7~ is the mean water table, supposed to be 0.8m, w is the mean wetness

index, supposed to be 0.7. At the beginning of the rainy season, the soil moisture con-
tent is supposed to be at the wilting point.

4 Simulation Results and Discussion

Cui Peng etc.[3] measured the SMC at a grassy slope with the oven-dried method
from 20, June to 8, July 2001 in Jiangjia ravine (Fig 2). Because the measured data is
a mass water content, so it was changed to volumetric water content with the equation
of 6,-0,,.ps, where 6, is volumetric water content, 6,, is mass water content andp, is
soil density, here it is assumed to equal to 2.0g/cm’. Fig. 4 (a) is the sketch map of the
field data and the modeled data. Generally speaking, the modeled data agrees with
the measured data quite well, it has the same variation trend with the field data with
the same magnitude during surveying time, but the modeled data at the beginning is
quite lower than the field data, it may be caused by the following reasons: (1) the
inaccuracy of precipitation data, it was found that precipitation data that used in the
model had 5 days difference with data that were presented in Cui Peng’s [3] paper
during the field time (17 days) and this may caused by the mistake of statistic; (2) the
inaccuracy of the change of the soil water content, p; was assumed to be a stable
value, but the fact is thatp, is always changed with soil water content; (3) the inaccu-
racy of parameters of the soil texture used in the model, some parameters of the soil
are assumed to be stable associated with the soil texture, but character of the soil is
quite different in Jiangjia Ravine.

The simulation results of the top 4 layers of the surveying point are shown in
Fig 4. (b) The SMC of the 1% layer has the fastest response to the precipitation; the
variation of the SMC of the 2™ layer lags the 1% layer, it begins to catch up with
the 1* layer at DOY 152, but still lags in phase with narrow amplitude. The SMC of
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the 3" layer begins to rise at the DOY 165; The SMC of the 4™ layer stays stable and
has a little change after the medium of August and this shows that precipitation in the
rainy season cannot affect this layer and the antecedent precipitations are accumulated
in the top 3 layers (90 cm in the model). It is found in the fieldwork in Jiangjia Ravine
that medium density rain can only affect the SMC of topsoil about 40 cm[12], and
about 80 cm of the soil can be affected by the rain during the whole rain sea-
son[13].The curves in the Fig 4 (b) show that the variations of the modeled data in the
different layers agree with the report of the fieldwork quite well.

bbbl b

Talias day

Fig. 4. The field data and the modelled data

5 The Initiate Conditions of the Debris Flow of the Jiangjia
Ravine

Like other debris flow which is initiated by the rainfall, the initiation conditions of the
debris flow in Jiangjia Ravine have two parts: the antecedent precipitation and the
real-time precipitation. In the fact, the antecedent precipitation is accumulated in the
soil, the real-time precipitation maybe generate the surface runoff, so the conditions
can also be described as: the soil should be wetted enough by the antecedent precipi-
tation and enough strong surface runoff.

5.1 The Initiate Conditions of the Antecedent Rainfall

The antecedent rainfall is accumulated in the soil column with the thickness of about
80 cm (in the field surveying) or 90 cm (in the model), so the water in the soil column
with such thickness should be considered together to evaluate the accumulation of the
antecedent rainfall. Here, the average basin’s saturation degree (ABSD), which is
induced from the SMC of the soil of the top 3 layers in the model, is used as the index
to analyze the initiation conditions of the debris flow. Firstly, average layer’s satura-
tion degree (ALSD) is induced from the average saturation degree of all the cell in
one layer based on the definition of the saturation degree: saturation degree = soil
water volume/ soil pore volume, then, the ABSD is calculated with the average of the
ALSD of the top 3 layers of the model. Fig 5 is the relationship of the ALSD of the
top 3 layers, the ABSD, debris flow events and the precipitation. The ALSD of each
layer has the different variation trend, and the ABSD begins to raise to high level
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from the beginning of the rainy season to the medium of July, and tries to stay there
with severe fluctuation due to the variation of the precipitation till to the end of Au-
gust, then it begins to decrease slowly along with the reduction of the precipitation
and stays stable in the low level at last.

Chen Xiaoqing’s[14] point field experiment in this basin shows that when the
soil’s saturation degree is up to 70%, the soil will collapse and can be initiated easily
to form the debris flow. This value is retrieved from the single point and it is also
supported by the simulation result in this paper. There were 17 debris flow events in
2001 in this area and most of them occurred between the medium of June and the end
of August. During this period, the ABSD keeps close to or higher than 70%, while
before or after that, the ABSD keeps lower than 70% and there is no debris flow al-
though it has medium to big rainfall in the days showed in the Tab.1. This means that
debris flow can only happened when the soil was wetted enough by the accumulation
of the antecedent rainfall. Thus, the ABSD maybe can be used as the index to evaluate
the initiation conditions of the SMC for the debris flow, and 70% is the critical value
of the initiation conditions of debris flow according to this index.

e ]
i !
': ] e e |L - 5

oo
]

1 3% 85 76 ¥113515 176300 2535 6300 538

Jalis day

Fig. 5. The ALSD of the different layers and the ABSD

5.2  The Initiate Conditions of the Real-time Rainfall

Debris flow in Jiangjia Ravine can be initiated by the short time high intensity preci-
pitation. The simulation result shows that when the precipitation is lower than 5 mm
per day, it can only affect topsoil, while those bigger than 5 mm per day can cause
obvious variation of the SMC of the 2" layer, so 5 mm may be a critical point of the
precipitation, which can affect deep soil. It also shows when the the precipitation is
higher than 25 mm per day; the topsoil will be saturated by the real-time precipitation.
It is recommended by Yubin’s[8] paper that when the unit discharge in the Jiangjia
Ravine is up to 0.35 m’/s, the matters in the gully can be initiated by the surface ru-
noff. The debris flows in the DOY 177,180, 182, 186,187, 200, 205, 217, and 222
belongs to this type. In these days, the soil has been wetted by the antecedent precipi-
tation and the ABSD is nearly to 70%, and the most of precipitations are between
Smm and 25 mm per day with the short time high intensity rainfall which will gener-
ate more than 0.35 m’/s unit discharge (Tab.2).
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Table 1. Several big rain in 2001 which did not initiate debris flow

Date Precipitation The ABSD (%)
(mm)
8,May 25.6 48.1
14, May 17.7 60.25
31,May 16.4 63.3
12, June 17.4 65.05
15, September 16.5 63.4
24, September 17.2 60.5
26, September 34.5 64.6
24,0Octember 54.2 68.3

On the conditions of the soil is wetted enough by the antecedent precipitation, the
debris flow in Jiangjia Ravine can be easy triggered by the precipitation which is
higher than 25 mm per day. The debris flows of DOY 168, 178, 185, 189, 211, 225,
231, and 234 were initiated by this kind of precipitation. In these days, the soil is
enough wet and the ABSD is higher than 70%, although some of the unit discharge
generated by maximum 10 minutes heavyset precipitation is lower than 0.35 m’/s.
(Tab.2)

Table 2. The unit discharge and the ABSD of the debris flow events in 200

NO. DOY Unit discharge ABSD(%) NO. DOY Unit discharge ABSD(%)

(m'/s) (m'/s)
1 168 0.7 722 10 200 0.22 70.8
2 177 0.7 67.1 11 205 0.41 67.4
3 178 1.42 72.3 12 211 0.25 73.9
4 180 4.6 68.7 13 217 2.6 75.2
5 182 0.39 67.6 14 222 1.7 71.5
6 185 0.02 68.4 15 225 3.77 80.2
7 186 0.3 67.3 16 231 1.784 80.2
8 187 0.33 68.0 17 234 0.15 88.7
9 189 0.3 75.6

6 Conclusion

A simulation model, based on the physical process of hydro cycle is built to simulate
the the hydrology response to the rainfall in Jiangjia ravine in 2001. The simulation
result shows that the history precipitation was accumulated in the soil near the land
surface; the ABSD is a quite good index to evaluate the accumulation of the antece-
dent precipitation. When the soil is wetted enough(ABSD>=70%), the debris flow in
Jiangjia Ravine can be easy trigged by the precipitation of bigger than 25 mm per day
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or the precipitation between 5 mm to 25 mm with short time heavy rainfall which can
generate more than 0.35 m/s unit discharge. The debris flow in Jiangjia Ravine can-
not be easy triggered when the soil is fairly dry ( ABSD < 70%) and when there has
no enough precipitation (< 5 mm per day).

Acknowledgment. This paper is supported by the Ministry of education of Humani-
ties and social science fund plan (12YJAZH124) and the Fundamental Research
Funds for the Central Universities (A0920502051308-12).
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Abstract. Through depth analyze and research the engineering geological
conditions of a city construction land, use fuzzy comprehensive evaluation
method, Quantitative analysis of engineering geological conditions of
urban construction land suitability. this paper divided existing land into the
suitability good area, good suitability District, General District suitability and
appropriateness of poor area four categories, mainly Analyze how to choice
low-rise building , high-rise buildings, and high-rise construction, Provide strong
scientific basis for the design and planning.

Keywords: pile foundation, Fuzzy Comprehensive Method, evaluation
suitability.

This study combined with Hebei water Institute survey of a city urban geological
investigation and evaluation of projects carried out. Geological Survey of the city is a
major project, The engineering services in a municipal social and economic sustainable
development for the purpose, Tightly around a city facing and the urban geological
problems to be solved, according to the needs of a city 's overall urban planning, tightly
followed the process of urbanization pulse, Give full play to the advantage of the
disciplines of geological work, To carry out comprehensive geological survey of the
city three - dimensional geological structure, geological resources and geological
environment , comprehensive evaluation of urban development resources and support
capacity of the environment and urban security , to provide geological information for
the overall urban planning and urban construction and management , industrial layout
and material project site to provide basis for decision making, and to provide basic
protection for sustainable urban development' .

In this paper, the theoretical significance is reflected in :explore a suitable
Construction land evaluation method for Shijiazhuang, combined with types of
pile foundation 15 - 20m depth evaluation, the evaluation results more guidance
construction.

The scope of this study is a city of New Area, north of the Hutuo, East of the
Beijing-Zhuhai Expressway, west of the Airport Road, south of the Southern cattle

! Xiaolan Yang. Nanchong geological evaluation of the environmental suitability of the urban
construction[J]. Sichuan Geologica Actal997, 17(4):298-302.

F. Bian et al. (Eds.): GRMSE 2013, Part II, CCIS 399, pp. 12-19, 2013.
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Township - North San board — lijiazhuang, the area is 142 square kilometers. Take full
account of the status quo conditions, Combined with urban planning, Fuzzy
comprehensive evaluation method to establish multi-level evaluation system.this
paper aim at the specific circumstances of the study area’, Considering various factors,
Selected five primary factors and ten secondary factors to evaluate comprehensive,
Tentative construction land suitability evaluation system engineering geological
conditions for suitability, good, poor, poor in four grades.

We would like to draw your attention to the fact that it is not possible to modify a
paper in any way, once it has been published. This applies to both the printed book and
the online version of the publication. Every detail, including the order of the names of
the authors, should be checked before the paper is sent to the Volume Editors.

1 Evaluation of Pile Foundation’S Determining Principle

Study area of pile foundation vertical bearing capacity determining method:First
assume that the selected pile is reinforced concrete pile, Pile diameter is 800mm;then
static Soil distribution the range of 15- 20m,and then check Hebei Province,
engineering construction standard DB13 (J ) 31-2001 " auger drilling pump pressure
concrete piles composite foundation of technical regulations in Appendix A, Appendix
B,determine the range of 15 - 20m depth the limits of the pile side resistance standard
value qq and pile tip resistance standard value qp. According to the formula (1) to
determine the vertical bearing capacity standard value . Pile side resistance calculation
process which need to be coupled with 5 - 8m ,8 - 15m soil part .

<<Building Pile technical specifications>> Recommended standard values of
ultimate bearing capacity calculation method as shown in equation (1):

O :upzqsikli +qpkAp. (D

Formula: Q—singal pile Vertical limit bearing capacity standard value;
u,—Pile cross-section perimeter;

D —Pile side of the i - layer soil limit side resistance standard value, value in
Appendix A;

i —Limit end of the pile end soil resistance value of the standard value, in
accordance with Appendix B;

li —I - layer thickness of the soil;

P —The pile side bottom area.

> Dewei Wang.Yibin City Geological Environment Evaluation[D].Chengdu University of
Technology,2006,(12).
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2 Establish Evaluation Index Set

The fuzzy comprehensive evaluation method is a very effective method which affected
by many factors.To judge the pros and cons of the suitability of the land for
construction,should first establish the appropriate evaluation factors set,To this end
take in Figure 1 Suitability Evaluation Index System 12 index factors as the suitability
evaluation factors set,namely:U={C1,C2, ...... ,C12}.

Shijiazhuang city construction suitability evaluation(A)

ot TN

Hydrdgeological Topogerhy(BS) Engineering Gleology Dynamic
conditions(B2) geology structure( geological
conditions(B1) B4) (B5)
—+—— N 4 4 44
I I 1 |
— | e e t o
@ @ I~ e = = = =
<1 — = 5 = = =] e
— o =} a @ < c
g 8 2 2 g g
o = o Q @) @] (T ('T
—_ (e} e} '8 ot — o —
Q] g. ?) A o o = =
B N ° 2 g
Q a =’
oo = Q
2l g
@!
[\
o Q ps! o = 2]
o ] =. =
g = g g g 0
5 s o 2. Q 8
= = ) o = 9
o2 2 = = A iy
(e 17,) @) -
8> <5 1=t @) (9] <
E Sl s |l ¢ %
= = = Q
< =} % =)
S|l g
o
@]
W

Fig. 1. Shijiazhuang construction land suitability evaluation analysis model
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3 Establish Reviews Set V and Indicators of Membership on the
Reviews Set

Construction land suitability evaluation set for continuous interval [0,1], urban
construction land suitability level : suitable for ( 0.75 <Sj< 1 ); more appropriate ( 0.5 <
Sj< 0.75) ; less suitable ( 0.25 <Sj < 0.5 ); suitability Poor (0 <Sj <0.25).

Single factor evaluation for indicators set indicators,Resulting membership of the
corresponding factors on the V :0<ai<l.ai Size indicates that the factors of construction
land suitability how good or bad the vague concept of the degree of compliance®, And
provides a factor the greater the value of membership,That the factors the closer the
goal of the best suitable areas , and vice versa away from the goal of the best suitable
areas .

To establish the basis of membership function is to establish mathematical model,it
is the key to part of the urban construction land suitability evaluation rating reflecting
the individual factors,according to various factors quantized data demographics,In this
paper, the trapezoidal membership function ( Equation 2) mathematical model to
determine the membership of these factors (Figure 2).

0 x<a o 1
x-a 1
a,(x)={— a<x<h
b-a
] xl‘b o o
- ()

Fig. 2. Membership function curve

Note: X in the figure as the actual value of the evaluation factors, a, b, ¢ for the factors
of the upper limit or the lower limit value, ai is Membership of the factors.

4 Establish Fuzzy Evaluation Matrix

This article is divided Shijiazhuang urban construction land into suitability suitable
more appropriate suitability poor , poor suitability of four levels of evaluation,
Therefore, fuzzy matrix arranged in rows 12 a factor 4 the suitability level membership
Value4, The formation of a 12 x 4 matrix of order, in the form as follows:

3 Songbai Xu.The principles of the Analytic Hierarchy Process[M] .Tianjin:Tianjin University
Press1988.

* Baosong Liang.Dianli Cao. Fuzzy Mathematics and Its Applications.Beijing.Science
Press,2007.12.page 127-166.
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Among n=12, R jLevel j of the construction land suitable area (j=1,2,3,4) fuzzy

T
evaluation vector: RJ" = (al.r 2y qu) , ai is Control of the i-th this level

impact factors on the level j suitability.

5 A Comprehensive Evaluation of the Suitability of the Natural
Foundation of the Construction Land

To make each index construction land suitability is reflected, Must be integrated into
the evaluation set each index weight and membership, Ordinary matrix multiplication
to make construction land suitability level fuzzy comprehensive evaluation:

5.
S=WR= (Sl S; —Sj) ,  ¥(G=1,2,3,4) Corresponding geologic unit suitability to
be evaluated fuzzy comprehensive evaluation results, The results take the

Sj maximum the district for the evaluation unit suitable level area’.

6 Pile Foundation Suitability Classification and Quantitative
Criteria of Evaluation

According to the above evaluation of the principle of selecting establish numerical
criteria, According to collected geological data and the actual extraction of each index
value to establish a database, through scientific, systematic and comprehensive analysis
to determine the value of each geological environment quality evaluation index grading
standards, finally combined with the construction experience, Reference engaged in an
urban geological environment monitoring, engineering geological exploration, urban
planning expert opinions and views, Comprehensive analysis the development and
distribution of the main geological factors of the nature of geotechnical engineering ,
groundwater , active faults and Geoenvironmental characteristics and the development
and utilization of underground space , a city construction land suitability classification
:suitable , comparable suitability, suitability comparable poor and suitability poor , as
shown in Table 1 .

> Weishu Xiao.Fuzzy math basic and applied[M].Beijing: Aviation Industry Press, 1992:63-72.
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Table 1. Pile foundation suitability influencing factors classification

Suitability level
Evaluation suitabilit -
sort factor suitability comp gr'able comparal)alle suitability
suitability poor
poor
15-20mPile
vertical
bearing >3.2 3.2-2.5 2.5-1.8 <1.8
capacity
/(MPa)
20-25mPile
vertical
bearing >3.9 3932 3.2-25 <2.5
capacity
/(MPa)
25-30mPile
vertical
bearing >4.6 4.6-3.9 3.9-3.2 <32
capacity
/ (MPa)
Engineering 3(0_¢5mPile
geology vertical
bearing >5.3 5.3-4.6 4.6-3.9 <3.9
capacity
/ (MPa)
Compression
P, <02 0.2-0.3 0.3-0.5 >0.5
Pile  bearing
e >12 12-7.5 7.5-3 <3
C3
Cohesion C4  >25 25-15 5-15 <5
Friction C5 >35° 35°-25° 25°-15° <15°
Site soil C6 I level IT A level IIB level I level
Assignment Assignment Assignment Assignment
10-7.5 7.5-5 5-2.5 2.5-0
Water >15m 15-10m  10-5m  <5m
level/(m) C7
Hydrogeol
gical Water no wea.k cent.er stropg
corrosion C8 Assignment Assignment Assignment Assignment
10-7.5 7.5-5 5-2.5 2.5-0
Topography Slope ratio C9 <5° 5°-10° 10°- 20° >20°
Geological fracture C10  no little Little more Ho.locene
structure active fault
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Table 1. (Continued)

Assignment Assignment Assignment Assignment

10-7.5 7.5-5 5-2.5 2.5-0
Earthquake no weak Liule More
influence strong strong
Cl1 Assignment Assignment Assignment Assignment
Dynamic 10-7.5 7.5-5 5-2.5 2.5-0
geological Earthquake no weak ldtlrt(ileg strong
Léqluzefactlon Assignment Assignment Assignment Assignment
10-7.5 7.5-5 5-2.5 2.5-0

7 15-20m Pile Foundation Suitability Evaluation Results

5-8m Pile foundation suitability evaluation

results

0 - the Hutuohe range and

the surrounding 20m limit

Dﬂ construction zone

[[J1 | l-suitable area

m: 2—comparable suitable
area

=3 3-suitability comparable

poor

Fig. 3. 15-20m pile foundation suitability evaluation results

8 Conclusion

Through in-depth analysis and research on engineering geological conditions of
the urban construction land, construction land suitability of the study area is a
comprehensive evaluation of the system , the establishment of urban construction land
suitability evaluation system, the fuzzy comprehensive evaluation model is introduced
into the suitability of land for construction evaluation obtained engineering geological
evaluation and prediction of the environmental quality of the evaluation results .

Natural foundation bearing stratum visual evaluation results can be seen, most of the
study area of construction land area is more appropriate suitability poor are mainly
distributed in the mountainous and Hutuo he Valley and the floodplain areas, to deal
with these areas for afforestation, strengthen green.
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Agronomical Zoning in the Municipal Urban Plan
and Viticultural Predisposition

Pier Luigi Paolillo” and Giuseppe Quattrini

Abstract. The analysis of agricultural spaces is usually defined by disciplines
and by the agronomic profession of which, in the municipal urbanistic tools, the
result of its in-depth analysis is almost never recognized (at least in Italy), nei-
ther as a resolute factor that impedes the waste of soil for urbanization purposes
nor as a selective support of agricultural/productive zoning. Furthermore, in
contemporary times, the fine-tuning of Geographical Information Systems tech-
nologies is so advanced that it permits the full understanding of the physical in-
terdependencies. These interdependences are useful in the evaluation of the
agronomy of a territory within the municipal plan, adopting, through the most
advanced analytical boundaries of the GIS applications, the multivariate geosta-
tistical analyses both for the calculation of the correlations between the numer-
ous environmental, landscape, and territorial components as well as for the eli-
mination of the subjectivity of the attitudinal judgment attributed by the analyst
to different indicators.In such cases, especially in the judgment of viticultural
behaviors, there is a delicate built equilibrium in the relationship between the
physical resources (soil, air, water) and the productive profile most suitable. For
this reason, in the case study the available information is translated from the
continuous dimension to the discrete, contriving a matrix where each homoge-
neous, static pixel corresponds to a spatial cell, finalized at the simultaneous
comparison of all of the parameters necessary to evaluate the viticultural discip-
line and the consequential multivariate analysis from which emerge the basins
of different behavioral levels. The successful result of this application thereby
allows for critique of the all too mechanical modality of Overlay utilized by
Boyer (1998) like the multi-criteria approach followed by territorial analysts
such as Malczewski (2004), Riveira (2006), Jones (2004), Tomasi (2013) re-
taining multivariate analyses to be more lucrative in the resolution of the prob-
lem. Such multivariate analyses include the analysis of the correlations and
principal components together with the final cluster analysis, which allow the
groupings of variability of intensity to be extracted, evaluating them by the in-
terdependence between them. In this way, a calculation of viticultural behavior
is constructed that presents a procedure characterized by superior reliability in
comparison to the most diffused hierarchical multi-criteria classification. It is
therefore able to eliminate whatever arbitrary, discretional, and hierarchical at-
tribution of judgments (and consequential points) to the single descriptive pa-
rameters of physical resources, able to further amplify by a great deal the entity
and quality of the variables adopted in the calculation, and, in the end, able to
pour the results of the geostatistical results into the corresponding cells of the

* Politecnico di Milano, Dipartimento di architettura e studi urbani, via Bonardi 3, 20133 Milan
(Italy), pierluigi.paolillo@polimi.it,
http://paoclillo.professor.polimi.it/

F. Bian et al. (Eds.): GRMSE 2013, Part II, CCIS 399, pp. 20-31, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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analyzed space and in the subsequent trajectory cartography of the municipal
urban plan.

Keywords: vineyard zoning in the municipal urban plan, multivariate geostatis-
tical analysis, Geographic Information Systems.

1 Introduction

The Italian agricultural territory and its physical resources (soil, air, water) necessitate
a profound understanding to be utilized in the urbanistic municipal plan, both for the
containment of negative perturbations of new settlements and for the guidance of the
urban transformations toward those spaces already compromised without wasting
good productive land, beautiful agrarian landscapes, bio/geo/diversity, and also to
guarantee the parsimonious use of environmental capital handed down from the im-
portant national agrarian history. Therefore, the analyses of the agroproductive beha-
viors must become part of the plan to finalize the contributions of land sciences, of
the climatology and the environmental disciplines to the adoption of the best deci-
sions that are of both urbanistic and agronomical character.

In the presented case study, the construction of a behavioral analysis method in the
evaluation of the soil for a particularly prestigious agricultural cultivation, that of the
wine grapevine, intends to reach the goal of disaggregating a an agricultural space
that has until now been considered undifferentiated and almost of mono-functional
character, when, on the contrary, it masks innumerable specificities, such to influence
in a perpetuating the variety of cultivations and their productive results along with the
conservation of the environmental quality of the soil resource. Furthermore, in the
current state the demonstrated scientific maturity of the territorial analysis techniques
through Geographic Information Systems is able to satisfy the environmental
instances of a parsimonious society in the use of the nonrenewable resource and
awareness of the incalculable economic damage deriving from many phenomena of
abandonment, instability, pollution and compromising of soil in the Italian territory.
Thus, the subsequent comparison between the different research methods — hierar-
chical versus multivariate — is intended to stimulate the debate on the best treatment
of environmental databases, declaring the absolute demand of sedimentary objective
protocols that can be reimplemented in the construction of the decisions of the munic-
ipal urban plan (Paolillo, 2012).

1.1  The Peculiar Productive Functions and Attitudinal Cartography

More than once, it has been recognized': (a) that the intensity with which the
environmental complexity is expressed does not depend much on the general rules but
rather on the interaction of local phenomena; (b) that therefore it is necessary to dis-
cover locally the specific physiognomies, the substantial differences, the particular
modes of such complexity; (c) that different problematic intensities of the local basins
therefore should be researched, highlighting those particular phenomena that attract
environmental damage and evaluating the signals of attention.

! Cfr. in Paolillo 1990, 1994, 1995a, 1997a, 2000a, 2000b.
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A possible explorative path must therefore identify homogeneous groupings of lo-
cal phenomena through: (x) the application of the analyse des données® for the better
exploration of available archives; (y) the discovery of the qualitative relations routed
in the techniques of multivariate analysis; (z) the conclusive identification of ‘area
type’ in which interventions can be tested that intend to reduce environmental
damage’ or to apply dedicated measures. This leads to the problem of so-called ‘zon-
ing’ and thus, through multivariate analyses the archive will be explored in order to
extract ‘groupings’ of differentiated dependent variables to vary the objective (inde-
pendent variable) prefaced by zoning, after which the calculation of the interdepen-
dency between variables will suggest geospaces of similar aggregation of ties and, as
a result, vocational intensity (in this case agronomic).

Such modalities of recognition/classification could prove to be adoptable in urban
planning (where it is necessary to find isotropic settlements with respect to the appar-
ent condition of citizen anisotropy), this is not very diffused for extra-urban® factors,
even though it could be practiced with tremendous success in the study of the
vine/environment interaction and the multiple variables in the surrounding conditions
(altitude, exposure, arrangement, geologic origin, soil, typology of cuttings, form of
the system, etc.) that characterize the enological quality. However, an appropriate
‘zoning,” must reconcile such an intricate framework of needs (sometimes unethical)
concentrating on the areas more inclined to the production of wine and dedicating
those spaces of lesser soil aptitude (traces of trees and shrubbery in support of the
organoleptic characterization of wines, spaces of renaturalization, characteristic vege-
tation of the specific local landscape), setting forth analyses dedicated first and
foremost to the identification of ‘vocational units’ within the boundary of vegetative,
productive and, most importantly, qualitative performance of the vineyards can be
considered to be sufficiently homogeneous, contributing in this way (within the tech-
nical assistance to the winemaker) and providing counsel to optimize the use of
productive factors, increasing the qualitative yield of the grapes and the wines pro-
duced and solving the errors commonly committed in the vineyard. Furthermore, not
to be understated is the promotional repercussion of the viticultural zoning for the
qualitative guarantee, against the uniformity of the product for more efficient politics

()

This is a reference to the French pillars of the analyse des données (or ‘multidimensional
analysis’ or ‘multivariate’): among others, Benzécri, 1973; Bertier and Bouruche, 1975; Cail-
lez and Pages, 1976; Fenelon, 1981, other than the trad. it. of Gruppo Chadoule, 1983; for the
italian applications, one can distinguish in particular the pioneers, Bellacicco, 1975, 1979,
1983; Bellacicco and Labella, 1979; Fano, 1978, Palermo and Griguolo, 1983; also evidenced
are the important studies of Merlin, 1974 and of Nijkamp, 1977, 1984); it is about ‘a group
superfluous of multivariate statistical techniques that allow for the analysis, through the em-
ployment of quantitative methods, of social realities and complex phenomena’ (Fraire, 1994).
It is evident with regard to Parte Il (L’eco-programmazione: proposte di metodo applicativo)
in Paolillo P.L., ed., 2000, Terre lombarde. Studi per un ecoprogramma in aree bergamasche
e bresciane, Giuffre, Milan; in particular, ivi Paolillo, P.L., «Una modalitd descrittivo-
classificatoria d’individuazione dei “bacini d’intensita problematica ambientale” alla scala
regionale», pp. 103-153.

The experiments that were carried out for the extra-urban zoning, dependent on urbanizing
factors and for the tutelage of the physical soil resource, are uncovered in Paolillo, 1995b;
1998.

w
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of territorial marketing, to develop wine tourism, for the rise in employment, for the
permanence in the locales of safeguarding of the environment and traditions, histories,
and native cultures.

2 Multidimensional Analysis in Support of Classification: The
Spatial Clusters of Different Levels of Viticultural Attitude

The urbanistic and environmental approach, as in the analytical analyses of the discip-
lines of the sector, usually employs a procedure of topologic overlay® of various in-
formational strata, leading to hierarchical and multi-criteria analyses to connect the
results to the decision on the territorial phenomena in question, for example the viti-
cultural agronomic behavior®.

Of another origin is the applied multidimensional analysis, in this case, in an Ital-
ian municipality (San Giorgio in the Province of Piacenza, in the Region of Emilia
Romagna) over the Apennine margin of the Po Valley and historically inclined to
prestigious agricultural production thanks to the division of profound soil which is
amongst the most fertile in Europe, in the flatlands, and sloping clay-silt hills where
the viticular cultivation has retained a constant historical quota. In such a situation,
which still presents amplified margins of agricultural and agro-landscape resources of
notable interest, the analyse des données of multidimensional sort appears to be a
simultaneous application to assist the economic operators in business decisions, sti-
mulating, moreover, the agricultural market to differentiate production by categories
of product and qualitative levels.

2.1 The Informational Reorganization for Spatial Analysis: The Continual
Dimension to the Discrete Space in GIS Domain

The first step in the method introduced thus lies in the identification of geospatial typol-
ogies that consent the analysis of the correspondence and subsequent nonhierarchical
classification (carried out with the appropriate software’) in order to progressively re-
duce the complexity of the different variables considered in the multivariate treatment.

The identification of the ‘finite’ portions of the territory where the appraised com-
plexity of the factors, active in the environmental prism, represents the moment of the
initiation of the analyses and thus, the continual dimension of the field of study (equiva-
lent to 49 kmq) was disaggregated into a matrix x, y of cells with side 25 m (dimension-
al choice compared to the analytical and planning objectives), representative of the
statistical units included in the result of the calculation of the different variables and, in
the final phase, of the interdependence existing between the various components.

> Possible with the normal techniques of geoprocessing by means of any application of GIS.

6 Comparison in Tomasi et al., 2013, Jones G.V., 2004, e Boyer J., 1998, the latter is available
on http://scholar.lib.vt.edu/theses/available/etd-9219802524/
unrestricted/Boyer.pdf

" AddaWin is the togetherness of multivariate analysis routines developed by Silvio Griguolo
(Iuav, Venice) that is targeted for use in territorial applications. The package can be down-
loaded for free from the website: http://cidoc.iuav.it/~addati/addati.html
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2.2  The Treatment of Quali-Quantitative Information and the Launch of the
Analyses of Correspondence

The morphologic characteristics of the field of study were examined through the re-

production of the Digital Terrain Model, which elevates the terrestrial surfaces, per-

mitting the calculation i) of the solar exposition (the level of orientation of the sides
with respect to the cardinal points); ii) of the slope of the surfaces (expression of the

% decline with respect to the plan); iii) of the level of altitude (m above sea level); the

typologies of the use of soil were derived from the data bases, Corine Land Cover,

reworked at the municipal scale of the Region of Emilia Romagna. The information
relative to the typology and nature of the lands result from the regional pedologic

map, which is available for the entire municipal territory at the scale 1:50000 with 15

‘Units of soil,” including the river channel, from which was extracted the variable of

the ‘Capacity of soil usage,” that characterizes every unit through the attributed limi-

tations: i) to the climatic conditions; ii) to the risk of erosion and/or landslide occur-

rence; iii) to the presence of water stagnation in the workable soil; iv) to the scarce
quality of the lands, enough to reduce the range of cultivation options.

In summary, the municipal space was characterized in a multidimensional manner,
first identifying the new explicative synthetic factors (principal components) and,
therefore, extracting the basins of the same phenomenal level through nonhierarchical
cluster analysis® with eight variables defined differently. In particular, the three of the
superficial morphology each include 6 modalities:

a) the exposure of the arguments include: Esp_basso = to the north;
Esp_medio_basso = to the north and northeast; Esp_medio = to the west and
southwest; Esp_medio_alto = to the east and southeast; Esp_alto = to the south;

b) the slope concerns: Pend_basso = from 0% to 2.25%; Pend_medio_basso = from
2.25% to 8.91%; Pend_medio = from 8.91% to 16.27%; Pend_medio_alto = from
16.27% to 30.29%; Pend_alto = from 22.09% to 30.29%;

c) the altimetry is subdivided into: Al¢t_basso = from 82 m s.l.m. to 107;
Alt_medio_basso = from 107 to 132; Alt_medio = from 132 to 159;
Alt_medio_alto = from 159 to 191; Alt_alto = from 191 to 255.

The use of soil sees to the clustering of the typologies into distinct groups in:
Uso_basso = areas of extraction and landfills; Uso_medio_basso = mixed forests,
chestnuts, poplar grove, orchards, areas of shrub and/or grass vegetation with sparse
trees, embankments; Uso_medio = buildings; Uso_medio_alto = vineyards; Uso_alto
= arable land, heterogeneous agricultural zones, uncultivated areas in the urban.

The pedologic units are subdivided into homogeneous groups, in function of the
geologic matrix and of the temporal evolution: Pedo_basso = soils of the alluvial
plain; Pedo_medio_basso = soils in morphologically significant areas removed from
the alluvial plain; Pedo_medio = soils of well-conserved terraced surfaces; Pe-
do_medio_alto = soils of transition between the most recent gravel substratum gravel
and properly hilly areas; Pedo_alto = lands composed of ancient clays incisive gravel
substratum.

% Cluster is a discrete areal of basins of geo-phenomenal characteristic; therefore, it must
present descriptive elements that characterize it in its complexity.
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The units of soil were then classified according to their usage capacity, attributing
their distinct limitations: Cap_basso = limitations for workability, fertility, hydrologi-
cal excess, erosion, climatic interference; Cap_medio_basso = risk of flooding, super-
ficial rockiness and scares profoundness useful to the roots; Cap_medio = risk of ero-
sion, milits in the workability and climatic interference; Cap_medio_alto = limits to
the workability; Cap_alto = limits for the scare profoundness suitable to the roots and
climatic interference.

The three climatic macro areas are: Aclim_basso = area of plains with medium pre-
cipitation around 800 mm annually; Aclim_medio = area of piedmont plains and pri-
mary hills, with elevated maximum temperatures and medium precipitation around
820 mm annually; Aclim_alto = hilly areas with elevated maximum temperatures and
medium precipitation around 840 mm annually.

The analysis of the built space was conducted by selecting the polygons of facto-
ries and related buildings, calculating their coefficient of form to identify the most
jagged and, thereby, attracters of further expansive additions (Paolillo, 2005) and in
the end deriving six classes representative of the level of instability of the perimetral
morphology: Cf _assente = unbuilt areas; Cf_basso = values of the coefficient of form
between 0.45 and 0.51; Cf_medio_basso = between 0.40 and 0.45 Cf_medio = be-
tween 0.35 and 0.40; Cf_medio_alto = between 0.29 and 0.35; Cf_alto = between 0.08
and 0.29, the last of which is expressive of the maximum settlement fragmentation on
the municipal scale.

The software AddaWin allows for the contemporary treatment of all the modalities
assigned to the single statistical units (the cells of the matrix), studying the relations
with the variable in the space Ry and calculating the absolute values of the Eigenva-
lues (eigenvalues, inertia explained by each component), the proportion (that is to say
the rate of variance explained by each component with respect to the total variance),
the cumulative proportion of the previous relationships (as the sum of the Eigenva-
lues), in such a way so as to evaluate from how many principal components a particu-
lar range of variance can be explained. In rare applications, all of the principal n com-
ponents are considered, choosing rather to select the number of principal components
that is retained to be optimal in basal analysis: i) the criteria of parsimony (adopting
the minimum possible entity of principal components); i7) to the minimum loss of
information; #i7) to the minimum deformation of the representative quality; to this end
the % of explained variance (that is fulfilled by the three requirements mentioned
above) hereby corresponds to the threshold value between 80% and 90%, considering
in this way a value of ‘noise’ from 10 to 20% (usual in this type of analysis). There-
fore, 18 principal components emerge from the matrix of the eigenvalues that can
explain approximately 80% of the variance (total inertia) of the cloud of originating
points, respecting the selection criteria placed into evidence.

In our case, 31 of the 39 total factors move onto the procedure of classification,
making it necessary to choose then three factorial axes for the description of the sta-
tistical units and, consequently, three factors for the variables and three for the fac-
torial planes.
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2.3  The Place of the R, Units: The Correlations between the Variables and the
Principal Components

In order to interpret in a complete manner the obtained results, one should first ex-
amine the Ry relationships (spaces of the variables) between the original ones and the
synthetic new ones (CP), each obtained from the linear combination of all the original
variables, so as to establish the contribution of each one of these to the variability of
each CP calculating, in other words, the weight achieved by the original categorized
variables in the variance determined by the CP. The significance of the factors, consi-
dered as newly constructed variables, should be derived from their correlation with
those starting variables on the basis of the greater absolute contribution on the various
factors. Generally, to interpret the principal components obtained, one must examine
the existing correlation between each original variable and each CP and, for this rea-
son, the factorial weights f (Factor Scores) were calculated from the Factor Pattern
Matrix, comprised of all the pairs of correlations of Bravais Galton between variables
and CP’. A high characterization of the principal component on behalf of one variable
can be discovered in the factorial weights (correlation coefficients) in terms of r (zj,
yj) > 10,81 against a medium — high > 10,51. In support of the interpretation of the prin-
cipal components, from the matrix of the factorial weights it is also possible to con-
struct — for all the pairs of principal axes (principal plains) — the plot of the original
variables with respect to the principal generated plan, whose coordinates merely
represent the coefficients of correlation variables CP contained in the matrix of fac-
torial weights.

From the analyses of the factor pattern matrix and the first two principal planes
emerge as i) the first factorial axis should be explained by the two negative variables,
the use of the medium — high grounds of the vineyards (— 2.453) and the medium-high
slope (— 2.432), with the result that, at the diminishing of X, the statistical units are
not distinct neither from the vineyard nor from the inclined sides; if) the second axis is
connoted by the direct correlation with extractive uses (1.764) and inversely propor-
tional to the soils of medium-high capacity (— 1.563); iii) in the third and last axis
emerges the dual positive relationship with the most elevated slopes (4.652) and with
the clay soils of the hillside (4.540).

It is still necessary to note how the axes are characterized by a limited number of
correlations with the 39 assumed variables, a phenomenon which is indicative of the
necessity to subsequently consider an elevated number of axes to understand the
greater number of factors, otherwise reduced to the margins of the nonhierarchical
analyses that identify homogeneous clusters. In this way, all of the 39 axes will be
cross-examined in such a way to obtain a whole of classes that effectively represent
the subsistent interactive complexity in the statistical sample.

° The factorial weight represents the Euclidean distance of the original variable on the principal
component and, therefore, the greater the distance, the greater the significance.
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2.4  Non-hierarchical Classification

This involves a classification that stretches to group units of similar behavior into a
limited number of clusters, with a similarity that is directly observable or calculable
from the sum of the variables that offer an opportune description of the analyzed ob-
jects. Through non-hierarchical methods an initial partition is somehow established
that has the number of expected classes, and its quality is then improved through the
opportune and further attributions of the units next to the boundaries between the
classes, if such increases the value of the objective function, continuing the process of
reallocation until reaching a final configuration that can not be further improved
through small local shifts'”.
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Fig. 1. Disposition of the statistical units and centers of class of the stable partition along
factorial planes

In this case study, the individualization of the basins of similar level of viticultural
behavior took place through a non-hierarchical analysis of the matrix of correspon-
dence obtained previously, selecting 31 (basic) explorative partitions, among which
the three best were then cross-analyzed to constitute the most compact groups that
emerged from the analyses, the so-called stable classes, choosing ten under explora-
tion since the number of those of the final division is effectively decided after the
examination of the expressive graphic, from the diminishing of the objective function
to the diminishing of the number of classes.

!0 The partition that is obtained constitutes in itself an optimal place, depending on the configu-
ration initially assumed and on the number of required classes.
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After the nonhierarchical classification, the portions of the territory (cells of the
discrete matrix) were grouped into geospaces of similar behavior through a further
simplification of complexity, determining, in this case, the cut of the curve in proxim-
ity of the sudden jump in slope, reaching a partition in 20 classes and arriving,
through subsequent steps, at the aggregation of five stable profiles.

Cluster 1 marks 12.7% of the municipal territory, equal to 10.019 cells (remem-
bering that each is 25 x 25 m), and it is characterized by hilly areas of elevated range,
an articulation of diverse medium to high incline levels and well-exposed faces. With
regard to the use of soil, arable soil, forests and vineyards, channels on pedologic ho-
rizons of terraced surfaces, and elevated agronomic limitations prevail. The built
presents a medium level of perimeter fragmentation.

Cluster 2 constitutes 52.3% of the researched space (41.256 cells) mainly in foo-
thills of low slope, soils at elevated agronomic capacity and a built surface of high pe-
rimeter fragmentation.

Cluster 3 accounts for 20.2% of the municipal surface (15.909 cells) in plain areas,
with very low inclines, on soils of good agronomic capacity and a built surface of
medium perimeter fragmentation.

Cluster 4 includes 10.4% of the municipal territory (8.184 cells), in hilly areas of
medium/high range with medium slops on soils of good agronomic capacity (given
the scarce limitations) and a medium perimeter fragmentation of the built surface.

Lastly, cluster 5 represents 4.5% of the researched space (3.516 cells) in hilly areas
of medium-high range, with medium and elevated inclines and with the best exposure
of the side, a use of soil dedicated primarily to forests, arable lands and vineyards,
ancient pedologic substratum of gravel-clay patchwork and medium limitations to
agro/cultivation conduct.

The result of the nonhierarchical analyses and the consequential affinity to the ref-
erence class was spatially reestablished in the GIS domain for each unit of the matrix
of cells in which the entire municipal territory is disaggregated, as in figure 2.

3 The Results Reached: A Comparison between Different
Modes of Calculation of the Degree of Viticultural Attitude

The multidimensional analysis conducted in the study was implemented to extract
homogeneous basins of agronomic character in function of viticultural cultivation: the
construction of a database of variables, that the agro-pedology accepts as factors of
greater conditioning of viticultural cultivation, therefore represented the initial step in
reaching the objective of zoning of agricultural space, as is the contribution of the
morphologic/settlement variables will prove to be undoubtedly indispensible to the
drafter of the municipal urban plans in order to correlate the agricultural qualities to
the particular urban margins and hinges that, for the particular dispersive morphology
of their perimeter, present incentives to urbanize for urban output reasons. In such a
way, the urban/agriculture conflict for the use of soil will be contained as much as
possible, at least in the spaces that tend toward the vocation of prestigious production
and in the areas of landscape and environmental value.

Nevertheless, the application here presented distinguishes itself substantially from
studies which are merely sectorial, like those on vineyard zoning: the role of the
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Fig. 2. Spatialization in GIS domain of the results of the nonhierarchical analyses: 1 = hilly
ridges of elevated range, clay pedologic substratum with strong limitations, good exposures and
medium slopes; 2 = plain areas, with soils of medium mixture and elevated productivity and
absence of limitations; 3 = ‘waterside’ plain with soils of good agronomic capacity and scarce
limitations; 4 = hilly ridges of medium range, with scarce slopes and soils of medium agronom-
ic capacity; 5 = hilly slopes with strong inclines and prime solar exposure.

territorial planner should, in fact, collect and treat the entire cognitive foundation
(Paolillo, 2010) in the construction of the urbanistic tool, not lingering solely on the
configuration of urban, settlement, and infrastructural factors but also on those regard-
ing agriculture, physical resources, the environmental asset. The complexity of the
environmental asset, even once it has been divided into systemic components, must
first be reduced (without however losing the significant calculations), thereby meas-
ured (with opportune quantitative modalities that in Italy are rarely practiced) and, in
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the end, connected to the provisions of the government of the territory. Consequently,
the ability to recognize the peculiar qualities of a space that appears to be anisotropic
foresees the construction of a recognitive process that can be realized and is navigable
without any allocation of weight and bias.

On the contrary, in Boyer (1998) and Jones (2004), every variable of calculation of
the behavior of the winemaking territory is treated and weighted through the direct as-
signment (without detachment from the practice present in literature), with the result
of a measure of the winemaking vocation calculated through the common law sum-
mation of bias to the variables, like the most recent Italian zoning practices (Tomasi et
al., 2013) that establish the quali/quantitative selection of grapes only in function of
their agro-pedologic and climactic type, deriving the results always from hierarchical
models that oversimplify (or do not even contemplate) the possibility of reading the
interdependencies between variables.

The experiences hereby illustrated instead refuse to identify the viticultural poten-
tial through the overlay of single privileged factors. Contrarily, the multivariate statis-
tical analysis that is not empirical but rather based on the multidimensional evaluation
of the phenomena, aggregating into classes the statistical units (equivalent to the cells
of the representative matrix of the municipal space) for the specific intensity and rela-
tional interdependence. In addition, it should be added as is the aggregation into
classes of different viticultural behavior, obtained from the analyses, was proven by
the verification of correspondence on the field, which has similar levels of intensity
and correlation to factors proves an affective adherence to the real situation of the lo-
cales and offers significant guidance to the territorial planner.
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Abstract. Based on the wide use of geographic information systems (GIS), and
their impact on decision-making processes in organizations of several kind, the
present study aims to develop an overall geospatial analysis web module for
Web Mapping systems - based on international interoperability standards —this
module constitutes the computational basis for the development of custom GIS
applications to fit under the principle of technological sovereignty.The module
was designed forenhancing the generality and reusability as a novel feature
that allows the generation of thematic maps from statistics on default map
databases. The study culminated in a proposal for the module to treat the main
trends in algebra maps and hydrological analysis. It was also developed a
generic algorithm independent of the coordinates system and/or the projection
in which the data resides.

Keywords: Computational Geometry, Geographic Information System, Spatial
Analysis, Thematic Map.

1 Introduction

The introduction of the increasing technological advances in communications, the
development of powerful computing resources and in particular the release to the
market of powerful software for storage, analysis and representation of geographic
information, enable the modeling in a digital environment virtually any phenomenon
capable of being referred spatially.

While there are several definitions of Geographic Information System (GIS), most
agree that its main elements are the hardware, software, data and applications used by
users to manage, analyze and deploy geographically referenced information.
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Just as accessing other information via the Internet or the local network, it is also
possible to use this one to access geographic information and work with it in a GIS. In
the present context, it is not reliable to depend only on a SIG only with local data as
files on the same computer on which you are working, but it is necessary to operate
with remote data. Networking is the way to disseminate all kind of information
including geographical information.

Web Mapping applications refers to the process of designing, implementing,
generating and displaying or offering geospatial data through the World Wide Web
(Mitchell, 2005). While a desktop SIG it is mainly intended for more specialized
users, to provide to a Web browser viewing or editing capabilities of geographic
information makes these systems to reach a different audience and opens new
possibilities.

In recent years efforts in Cuba have been focused primarily on the development of
GIS applications as well as in the implementation of the Spatial Data Infrastructure of
the Republic of Cuba (IDERC, from its Spanish acronym), combining the efforts of
several companies, research centers and universities in general. Despite the efforts
and the progress made by various institutions in the development of this kind of
applications, technologies associated with SIG systemswhich are used in the country
come from different suppliers - mostly private companies -, have created a
technological dependency unsustainable over time.

For these reasons, the design and implementation of solutions based on open
source alternatives represents an ongoing challenge for the professionals of this
fieldin Cuba, because of the impact of these technologies in the processes of decision-
making in organizations whose field of action is of vital importance for our society.

Taking into consideration the defined elements are presented a set of questions that
constitute the main motivation of this research:

1. How efficiently generate thematic maps to represent statistical data on a given
cartographic base?

2. Is it possible to develop analysis on raster layers in these systems and minimize
the effort to achieve it?

3. Can it be design a generic algorithm for geometrical analysis independent of the
coordinates system and / or the projection in which the data resides?

Considering these questions, the present study aimed to develop a geospatial analysis
module — based on international interoperability standards — for Web Mapping
application, under the principle of technological sovereignty.

2 Materials and Methods or Computational Methodology

For the development of the solution a design based on a layer and component-based
architecture - called plugin in this work - in a way to ensure the its scalability and
reusability (Pressman, 2002), Fig. 1. Three plugins were definedfor its first version:

e Plugin for creating thematic maps.
e Plugin for analysis on raster layers.
e Plugin for geometric analysis.
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Fig. 1. Architecture of the Geospatial Analysis Module for Web Mapping Systems

3 Creation of Thematic Maps

The characteristics of thematic maps come from qualitative and quantitative data. In a
qualitative map are shown the spatial distribution or the situation of a group of
nominal data, one of its features is that in this kind of maps it is impossible to
determine the relations of quantity. The data representing these maps are punctual,
lineal and of surface (Aguirre et al, 1998):

The quantitative map is very used to represent all kind of themes such as social,
economic and environmental benefits at a national, regional and local level. Different
entities require to represent quantitative information geographically referenced,
specialized and accurate.

Quantitative maps are the result of the application of quantum and experimental
sciences, supported primarily on descriptive statistics. These maps generally represent
punctual, lineal or area distribution data, even the combination of them.

The developed plugin is based mainly on working with expressions belonging to
the classes of the maps layerswhich are being used. It allows the work with various
formats such as ESRI Shape (.shp), MapInfo (.tab, .mif), GML and Postgres / Postgis,
this latter being used as native to the general module.

Moreover it allows theming with data in these formats, enables the integration of
spatial data stored in Postgres/Postgis with other alphanumeric data that are stored in
another database related with the represented spatial information, being this the main
innovation in a systems of this sort, since generally the existing solutions, mainly the
free and open source applications only allow data theming on the ones stored next to
the cartography and not in external sources (Ramon, et al 2011).

The figures 2 to 4 show some of the results obtained with the use of the developed
plugin.
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4 Analysis on Raster Layers

For analysis on raster layers, the first version of the plugin emphasizes on the
functionality for mapping algebra and hydrological analysis. To accomplish this a
study is made of the major existing algorithms and models to solve these problems.

In (Hernandez, et al, 2012) are state the algorithms and models most referenced in
the specialized literature to perform a comparison between them, according to
complexity of development and problems which solve; throwing as a result the
following proposal which was included in the first version of the module.

4.1  Solution for Algebra Mapping

The algebra mapping is an analysis tool that allows different operations between maps
to gain new and different models from one or more maps as mentioned above. The
amount of data used to perform operations, the application within the algebra
mapping, the operations that apply to the calculation and the result, are critical
parameters to achieve a comparison between the functions of algebra mapping
(Tomlin, 1990 ) (Wood, 1996).

Once completed the comparison above, it was decided to present such proposal as
a first version for Web Mapping applications to local and focal functions. The
characteristics of these two functions allow the terrain analysis module to perform any
transformation from one model to another using different operators established in the
research, and the creation of a new model based on a layer of specific values for the
construction of this one.

The local function has a great simplicity in the implementation of mathematical
models and the operators used, allowing a rapid development and understanding by
the module development team. Alongside the focal will be used for more robust
analysis, it usually is a bit more complex than the local type but simpler than the other
according to the input data. The input data can minimize or increase the processing
time depending on the quantity required by the functionalities to be performed in the
application

In the case of the local and focal function they use the least amount of possible
input data, while the zonal depends on the classification criteria by classes and the
generalas the name implies uses all data in the array of values. This feature gives Web
Mapping systems the ability to accelerated response time to the customer or end user,
since it is a web application and need to be as simple as possible to perform the
calculations.

4.2  Algorithms for Hydrologic Analysis Solution

There are various algorithms and models that can be used for modeling and
representing different hydrological parameters (Pilesjo, 1998) (Pilesjo et al, 1997) and
for the calculation of topographic variables such as the curvature and slope, they are:

e Draw lines of flux.
e calculation flow using a flow matrix codes.
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Problem of the concavities.

Delineation of watersheds.

Alternate method based on routine flow striping.
Cellular Automata.

The stated algorithms allow to generate, define and calculate three major features
within the hydrologic analysis, flow lines, delineation of watersheds and maximum
flow calculation. Allowing the modeling of these properties in a more simple and
direct way (Belmonte et al, 2006) (Pizarro et al, 2005). Not all algorithms proposed
are possible to use, so a comparison is made in terms of execution time and the
problem it solves within the hydrologic analysis (Hernandez, et al, 2012).

The cellular automata by using states allows to go calculating the values taken by
the hydrological variable when transiting different weather conditions. Obtaining an
array of values which then allows to model and represent the different parameters of
hydrology. This model calculates the three parameters in the same way, while other
approaches focus on the calculation of a particular one. This shows that using the
cellular automata model can be useful in time and effort when implementing this tool
into the module.

5 Geometric Analysis

For the geometric analysis plugin of the module, a generic algorithm was designed
which was independent of the coordinate system and/or projection in which the data
resides. On which subsequently can be implemented a set of basic geometric
algorithms, which help to build more complex analysis algorithms (Olaya, 2011)
(Haining, 2003).

The proposed generic algorithm in (Ramén et al, 2012), parts of the property of
bijectivity of the cartographic projections. So if working in projected coordinates is
possible to obtain ellipsoidal coordinates for the reference ellipsoid of the beginning.
Hence the idea presented is as follows:

e If you are working in a projected system then you can work with algorithms for
planar coordinates or algorithms for ellipsoidal coordinates after a previous
transformation of planar coordinates to ellipsoidal.

— This decision may be taken by the user in case it is an expert, by default it would
work converting ellipsoidal coordinates.

e In case it is not working on a projected system then it could work with algorithms
for ellipsoidal coordinates.

This generic criteriafor geometric analysis inGIS was selected as a base to
accordingly design the algorithms used to calculate distance, perimeter, azimuth and
areas. Basically, wereproposed for the distance in the plane the classical Euclidean
formulation, and in the case of spherical distances the Haversine formulation because
they present more computational stability. Subsequently linked both proposals
according to the presented generic variant (Ramon, et al, 2012).
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functionCartesianDistanceCalculation (_ptol, _pto2: Point)
return sqgrt( pow( (_pto2.x - ptol.x), 2 ) +

pow( (_pto2.y — ptol.y ), 2 ) )

end function

functionSphericalDistanceCalcutation(_ptol, _pto2: Point,
_radian: bool)
_radio « 6 378 400

_dlon « _pto2.x - _ptol.x
_dlat e _pto2.y - _ptol.y
_intcale pow(sin(_dlat/2),2) + cos (_ptol.y) *

cos (_pto2.y) * pow(sin(_dlon/2),2)
_intd ¢ 2 * arcsin(min(1.0,sqrt(z)))

if _radian do
return intd
end if

return radio * _intd
end function

functionCalculateDistance (_ptol, _pto2: Point)
if projection do
ifcartesiando
returnCartesianDistanceCalculation (_ptol,
_pto2)
end if

returnSphericalDistanceCalcutation (Transform(_ptol),
Transform(_pto2), true)
end if
returnSphericalDistanceCalculation(_ptol, _pto2, true)
end function

In the case of the area of polygons in the plane it is reported in the specialized
literature a very efficient algorithm for solving it with complexity O(n), where n is the
number of vertices. The algorithm uses the incremental technique, based on the
calculation of the areas of the triangles formed by three vertices of the polygon
starting from a fixed vertex (Chen, 1996). In the case of simple spherical polygons,
the most widespread version is presented by (Bevis et al, 1987), which presents a
constraint during digitizing of polygons and in case of being omitted it imposes a
complexity of O (n log n) to the algorithm. For this reason, as one of the main
contributions we designed a new algorithm that eliminated this restriction and
maintained a complexity O(n) (Ramoén et al, 2012).

functionLeftTurn( ptol, pto2, pto3: Point)

return(ptol.x * pto2.y) - (ptol.y * pto2.x) +
(pto2.x * pto3.y) - (pto2.y * pto3.x) + (ptol.x * pto3.y)
- (ptol.y *pto3.x)
end function
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functionSurfaceCartesianPolygon (p: Polygon)
area 0
fori « 0 to p.vertex - 2
area + area + LeftTurn(p.vertex[0], p.vertex[i],
p.vertex[i+1])
end for

if area < 0 do
return(area * -1) / 2
end if

returnarea / 2
end function

functionFcoseno (11, 12, 13: double)
cose e (cos(1ll) - cos(1l2) * cos(13)) / (sin(12) *
sin(13))

returnarccos (cose)
end function

functionSurfaceSphericalTriangle (ptol, pto2, pto3: Point)
radio « 6 378 100

11 ¢ SphericalDistanceCalcutation(ptol,pto2, false)

12 « SphericalDistanceCalcutation(pto2,pto3, false)

13 ¢ SphericalDistanceCalcutation(ptol,pto3, false)

al e Fcoseno(1l1l,12,13)
a2 e Fcoseno(1l2,13,11)
a3 e Fcoseno(1l3,11,12)

epsilon « (al + a2 + a3) - Pi
area e epsilon * pow(radio, 2)

ifleftTurn(ptol, pto2, pto3) < 0 do
area e« area * -1
end if

returnarea
end function

functionSurfaceSphericalPolygon (p: Polygon)
area « 0
fori « 0 to p.vertex - 2
areas area +
SurfaceSphericalTriangle(p.vertex[0],p.vertex[i],p.vertex
[1+1])
end for
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if area < 0 do
returnarea * -1
end if

returnarea
end function

functionCalculateSurface(p: Polygon)

if projection do
ifcartesiando

returnSurfaceCartesianPolygon (p)

end if

returnSurfaceSphericalPolygon (Transform(p))

end if

returnSurfaceSphericalPolygon (p)

end function

The result was shown arriving to the following theorem:

Theorem 1. The area of a polygon may be computed, taking into account the

coordinate system in which it is, on a time O(n), where n is its number of vertices.

To verify that the results in a real practice correspond to the theoretically obtained
results, a set of tests were made to compare what difference there was among the
results of the proposed algorithm for the calculation of spherical polygons area, and
the results shown by the algorithms currently implemented in geographic information

systems with open and close source code respectively, Fig. 5.
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These tests were performed with geometries at different scales, as geographic
information can be analyzed at different levels and depending on the level used, the
results may be of different nature (Ramén, 2011) (Mandelbrot, 1983). It is verified
that the results shown by the proposed algorithm are comparable to the classic
variants, while reducing the response time to requests since the calculations are
performed in O(n) in any case.

6 Results and Discussion

From the need to achieve technological sovereignty in the media representation on a
digital map and the lack of an application with these requirements, it was decided to
develop the GeneSIG platform, as a support for spatial data infrastructures of the
Republic of Cuba and in defense areas. The presented module was incorporated to
this system to enable it with the basic functions of a GIS, the system is developed in
collaboration between the University of Informatics Sciences - GEySED
Development Center - , the Business Group Geocuba and the MINFAR (Ministry of
the Revolutionary Armed Forces) — XETID Center-; becoming in the technology
package for the development of GIS of more use in such entities.

6.1  Scientific and Technological Benefits

e It is a package of the tools suite and technologies for developing GIS platforms,
which is manifested in the number and variety of applications developed and
registered in the Copyright National Center of Cuba (CENDA, from its acronyms
in Spanish). It is also interoperable - by using OGC standards - with existing
solutions, and able to integrate with the management software for decision making
developed in the FAR(Revolutionary Armed Forces) and other entities in the
country

e [t was developed a GIS technology for the Web with a fully modular and scalable
structure with minimum functional requirements and it is cross-platform which
provides a set of functionality equivalent to the regularly found in traditional
desktop GIS applications.

e Since its conception and during its development process there have been madea
number of publications, Master thesis and scientific — technical exchanges, as
evidenced in the references that are included in the article. All this has significantly
contributed in the postgraduate training of the authors and the creation of GIS
applications with high additional value, suitable for both domestic and exportation
use.

6.2 Economic Benefits

e Elimination of costs associated with payment of software licenses.
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e Reduced costs of production in the updating and management process of geospatial
information.

e Increased efficiency in the production of geospatial information.

e Reduction of the scheduled time for the policies implementation of the
computerization and migration to free software of data and applications.

7 Conclusions

The conception of the geospatial analysis module for Web Mapping systems,
presented and its computational realization in the GeneSIGplatform, are an impact
result which provides additional value in the field of innovation in such platforms.

As the most important topics and concluding it is remarked that:

e With the implementation of a plugin to generate thematic maps, it is ensured the
creation of these from statistic data provided by the users and the selected
geographic base. This, together with the techniques used for multidimensional
analysis of data generated as a result of all transactions that take place in daily
activity, is useful as a support for decision-making processes.

e The genetic algorithm designed to perform geometric analysis - specifically for
calculating the area of a polygon - which is independent of the coordinate system
and/or projection in which the data resides, ensures comparable results to
traditional variants while reducing the response time to requests, because the
calculations are performed in an O(n) order - where n is the number of vertices of
the polygon in question - in any case.

The presented module, implemented with free tools and technologies, besides
complying with OpenGIS specifications established by the OGC and consistent with
the policies of migration to free software and technological sovereignty which drives
our country, makes easy to respond efficiently and effectively to the needs of
geospatial information, and the current requirements and perspectives of the national
market, economic growth, the country's readiness to achieve military invulnerability,
the integrated opening to markets in the area, in addition to ensuring the technological
support and tools of the IDERC.
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Abstract. To better reuse water quality models, it is necessary to implement the
sharing of water quality models in Three Gorges Reservoir. The studying area,
Three Gorges Reservoir, is illustrated. Water quality models are classified
according to the type of pollutants. Network service architecture including
water quality model service providers, service requesters and service broker are
designed. The relationships of the different parts of network service architecture
are set forth. The conceptual data model is designed to describe the water
quality models. Web service technology is introduced to encapsulate water
quality models. Web services are deployed on the server and web services are
scheduled by the clients. Experiments are conducted and we can see the results
executed by the different web services. At last, we can conclude that web
service can effectively implement the water quality model sharing and promote
the reuse of the water quality models.

Keywords: Three Gorges Reservoir, Water Quality Models, Encapsulated,
Sharing, Web Service.

1 Introduction

Three Gorges Dam project was completed and fully functional as of July 4, 2012.
After completion of the Three Gorges Dam, the main stream of up to 660 km long
river-type reservoir was formed. The water flow rate significantly reduced and the
self-purification capacity of the water decreased. Recent years, water accidents
occurred frequently in Three Gorges Reservoir and significant ecological problems
were caused.

Water quality models using mathematical simulation techniques were developed
for predicting spatiotemporal distribution of the water pollution. Large water quality
models were built in recent years. Water quality model to simulate pollution belt with
dynamic features was built [1]. Dynamic behavior of the oil pollution was described
by hydrodynamic model [2]. An advection diffusion model was developed to simulate
the spread of chemical substances [3]. Pollutant dispersal using numerical simulation
was displayed in the marsh [4]. A water quality model was established to simulate the
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physical, chemical and biological conversion processes of the Bohai Bay [5]. Three-
dimensional numerical model was established to simulate the unstable transmission of
COD [6]. Mathematical models and formulas, including large number of hydrology
models, published in "Journal of Geographical Science" from 1934 to 1999 were
analyzed [7]. "Resource Environment Mathematical Model Handbook" was published
and large numbers of geographic models were collected [8]. There was also some
water quality models proposed for Three Gorges Reservoir. Two-dimensional random
forecasting model based on the finite element method was proposed and the
probability distribution of water quality was calculated using Monte Carlo method in
Three Gorges Reservoir [9]. One-dimensional and two-dimensional water quality
mathematical models which can simulate the migration of pollutants diffusion process
for Three Gorges Reservoir were studied [10]. Sudden water pollution accident model
and the movement of pollutants in the water were studied [11]. The horizontal and
vertical distribution and characteristics were simulated [12]. The above researches
promoted the progress of water environment. However, most of models which were
expressed in written form can’t be directly used for computer-level simulation and
computing.

To achieve the sharing of models, some related studies were conducted. A spatial
decision support modeling framework based on agent was proposed to improve the
access capacity of the distribution model [13]. A dynamic architecture for distributed
geographical service was presented to solve geographic service sharing problem in the
distributed, heterogeneous network environments [14]. A geospatial data processing
based on SOA for an open network of services was proposed [15]. A sharing and
integration framework for eco-oriented models was proposed [16]. An XML model
was put forward and the web-based decision support system model was explored [17].
A service-oriented distributed geographical model integration framework was put
forward and the sharing of heterogeneous distributed model was discussed [18].
Geographical models sharing methods based on web service were proposed [19]. The
distributed shared services framework for geospatial model was proposed referring to
geographic information services classification of OGC [20]. The above researches can
provide some experience for water quality models sharing in Three Gorges Reservoir.
However, the detail description and the application of the models were not described.

In this paper, water quality modeling sharing in Three Gorges Reservoir will be
studied. The remainder of the paper is organized as follows: in Section 2, Three
Gorges Reservoir area will be described and water quality models for the research
will be introduced. Section 3 will provide methodology on how to implement the
sharing of the models. In Section 4, some experiments will be conducted and the
results will be presented. Lastly, Section 5 will describe the paper’s conclusions and
point to future work.

2 Study Area and Water Quality Models

Three Gorges Reservoir Region (Fig. 1), is the area directly or indirectly involved in
the submersion of the water storage of the reservoir area of the Three Gorges Project.
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The Three Gorges Reservoir Region stretches along the Yangtze River from Jiangjin
District of Chongqing to Yichang City of Hubei, which is very narrow and where the
geography is complex [21]. Fig. 1 shows our study area. Our research area covers the
whole Three Gorges Reservoir Region.

Three Gorges Reservoir Region

Legend

—— Yangtze River

0 13 110 22‘0 Kilometers Tributaries of Yangize River

Fig. 1. Three Gorges Reservoir Region

Large amounts of water quality models in the Three Gorges Reservoir Region have
been accumulated. There are many classification methods. According to the type of
the pollutants, pollutants type can be divided into nine classes including persistent
pollutants (such as heavy metals, toxic organic), non-persistent pollutants (general
organic pollution), acid pollution (PH), thermal pollution, suspended solids, plant
nutrients, the radioactive material, oil, pathogens [22]. Therefore, we can classify the
models according to the pollutant type.

3 Methods

3.1 Network Service Architecture of Models Sharing

In this paper, network service architecture of models sharing, including water quality
model service providers, water quality model service requesters and water quality
model service broker, are designed. The network service architecture of water quality
model sharing can be described in Fig. 2.
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Water quality model
service providers

Finding service

Water quality model Water quality model
service requesters service broker

Fig. 2. Network Service Architecture of Water Quality Model Sharing

Service providers which define and implement water quality model publish the
service description to the service broker. Model service requesters search service from
service broker and bind web services with service providers. Service broker is the link
of service provider and service requester. Both service providers publishing their
services and service requestor searching services require to the help of service broker.
In this paper, server plays the roles of service providers and service broker and client
plays the role of the service requesters. Both indexing service and publishing service
should be implemented by the server. The mentioned network service architecture can
effectively implement the sharing of the water quality models.

3.2  Water Quality Models Description

To describe the water quality models, a conceptual data model is designed. The
application conditions, mathematical formula and description of each parameter are
considered. Therefore, the conceptual data model described by ER diagram is follows.

2 > Co D>
1 n
Pollution Type Water Quality Models

1

n
Descri ptlon Model Parameters

Fig. 3. Conceptual Data Model of Water Quality Models
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In Fig. 3, pollution type entity, water quality models entity, model parameters
entity, and their relationships are designed. Pollution type entity, water quality models
entity and model parameters entity are the abstraction of the pollution type, water
quality model and model parameters, separately. Each pollution type may relate to
various models in different geographic condition. Each model may include many of
parameters. Therefore, model parameters entity is designed to describe the water
quality model. On the basis of the conceptual data model, the logical data model and
physical data model are also designed to meet the needs of the model description. The
client can index the model from the description information of the models. According
to the description information, the client decides whether schedule this model or not.

3.3 Web Service Encapsulating of Water Quality Models

A web service is a software system designed to support interoperable machine-to-
machine interaction over a network. With the characteristics of good encapsulation, it
can shield heterogeneity and implement the loosely interconnection of the models.
Therefore, this project intends to adopt web service technology to implement the
service-oriented encapsulation of the Three Gorges Reservoir water quality model.

The process of web service encapsulation is follows (Fig. 4). Firstly, we should
analyze the water quality model and acquire the input and output variables which are
the input and output parameters of the web service. The model is abstracted into
source code. In the paper, C# is taken as the source code language. Secondly, the
source code is encapsulated into web service. Consistent with the source code, web
service is also built in C# on the .NET platform. Thirdly, web service is executed and
the input and output parameters are described. At the same time, the corresponding
description information of the web services is stored into relation database. By these
steps, models are encapsulated into executed web services.

Model Input Input Parameters

l

Encapsulating
Model Analysis Source Code Web Service
Model Output Out Parameters

Fig. 4. The Process of Web Service Encapsulating

4 Results

4.1  Water Quality Models Encapsulating and Publishing

In the experiment, some water quality models are encapsulated by C# programing
language. After the encapsulating operation, we can publish the water quality models
(Fig. 5). From Fig. 5, we can see the some typical models are encapsulated and
published.
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Web Service of Water Quality Models

EHTHERE. AXEREL , #EFRSEY.
+ AcidPollutionModel
+ AlkaliPollutionModel
+ CompletelyMixedModel

+ CompletelyMixedSPModel

+» OnedimensionalModel

+ ThermalPollutionModel

e TwodimensionalSteadyMixedAttenuationModel SideDischarge

+ TwodimensionalSteadyMixedCumulativeModel

+ TwodimensionalSteadyMixedModel SideDischarge

+» TwodimensionalSteadyMixedModel UnSideDischarge

Fig. 5. Web Service Encapsulation of Water Quality Models

After the web services are deployed on the server, the clients can search the service
and schedule the models at any time and place by the internet. By this way, we can
implement the sharing of the water quality models. This approach avoiding the
duplication of work can greatly reduce workload.

4.2  The Simulation of Pollutants Movement

To demonstrating the simulation results of pollutants movement, an experiment is
conducted. The scheduling process is follows. Firstly, the clients index the water
quality models according to the description information of the web services.
Secondly, the clients enter the parameters that are needed by the models and submit
the parameters to server. Thirdly, the results are calculated by the web service in the
server and the server sends the results to the client. Lastly, the execution results in the
server are returned to the clients. In this paper, the simulation results are displayed in
the graphical form. By the above process, we can see the results by different water
quality models. In this experiment, two models including persistent pollutants model
and non-persistent pollutants model are scheduled and the results are illustrated.
Persistent pollutants are resistant to environmental degradation through chemical,
biological, and photolytic processes. Therefore, they have been observed to persist in
the environment, to be capable of long-range transport. In the contrary, non-persistent
pollutant is decomposed or degraded by natural biological communities and removed
from the environment relatively quickly. We can get the following results (Fig. 6 and
Fig. 7) executed by persistent pollutant model and non- persistent pollutant model.
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Fig. 7. The Simulation Result of Non-Persistent Pollutant Model

From Fig. 6, we can see that the density of persistent pollutants do not change with
distance and time changing. However, from Fig. 7, we can observe that the density of
non-persistent contaminants reduces with the changing of distance and time. The
density difference is expressed by different colors. So, according to the different
conditions, we can select a suitable model to simulate the pollutant movement.

5 Conclusions and Future Work

Water quality models sharing in Three Gorges Reservoir is presented in this paper.
Network service architecture of models sharing is described and water quality model
service providers, service requesters, service broker and their relationships are
designed. The conceptual data model is designed to represent the water quality model.
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Web service technology is introduced to encapsulate water quality models. Based on
the proposed methods, some experiments are conducted and the results are illustrated.
We can conclude that the proposed methods can implement the sharing of the water
quality models.

Clearly, what we have explained in this article can be regarded as an initial step for
the sharing of the water quality models. The following are the research issues that
should be considered in our further study:

1) The construction of sharing of water quality models is a long time process.
Therefore, we will continue to encapsulate water quality models in the Three Gorges
Reservoir region and provide the web service for the pollution simulation.

2) Water quality models are very complex and the conceptual data model is very
simple. A more comprehensive conceptual model will be designed in future studies.

3) With the development of distributed computing, such as parallel computing and
cloud computing, we will consider running the complex models on multiple
computers.
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Multivariate Applications in the Evaluation
of the Discipline of Agriculture:
Extra-Urban Spaces and the Resistivity Index
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Abstract. Agronomic studies represent a supplemental but inevitable element
of the municipal urban plan, which must guarantee agricultural lands their rank-
ing as a non-negotiable resource, thereby protecting its own maintenance for the
irreversibility of its eventual transformation. Furthermore, in recent years in Ita-
ly, the exasperated conflict regarding extra-urban space, between building ex-
pansion and the practice of agriculture, combined with a growing environmental
sensitivity, has shifted the epicenter of political and scientific attention to the
unacceptable waste of soil that has occurred in recent decades. As a result,
awareness has increased with regard to the finiteness of such a non-renewable
resource and the implications of its safeguarding: that it results in the protection
of important historical roots, the strong character of the landscape, and the tre-
mendous quality of agricultural production in Italy. However, the attempt to
protect agricultural grounds, within the municipal urban plan, is perhaps in
vain, illusory, and unrealistic without the knowledge of the multiple variables
that oversee the extra-urban structure. The extra-urban structure is viewed from
the perspective of a protection that must rest — beyond the exonerative popular
environmental ideologies — on the estimate of the agro-productive field and on
the individual business capacity to resist the urbanization solicitations generat-
ing profit, investments, environmental production and qualified produce, multi-
functionality, as new European agrarian politics intend. To these results we can
attribute the careful use of Geographic Information Systems, allowing for the
identification of the agricultural sector in extra-urban spaces and, at the same
time, highlighting the areas that can resist pressure regarding land output better
than others. The versatility of GIS tools allows for not only the (almost too
banal) utilization of topologic overlay techniques but also — and most impor-
tantly — the evaluation of a synthetic indicator of resistivity of the agricultural
enterprise, by means of geostatistical applications of multivariate analysis. In
this way, it is possible to guarantee that urban decisions are sufficient in the
conservation of the evermore scarce soil resource, while simultaneously safe-
guarding the country of Italy, its extremely evolved agricultural enterprise sys-
tem, its unique landscape, and the services that it can offer in great variety,
quantity, and quality.

Keywords: waste of agricultural soil, agricultural resistivity, geographical
information systems, multivariate geostatistical analysis.
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1 The Importance of the Topic of ‘Waste of Soil’ in the Conflict
between Urban and Rural Uses

All too frequently, agricultural space has been intended exclusively for use as a ‘tank’
from which to draw installable ground for needs of the amebiform urban expansion
that are evermore suffocating and uncontrolled. These needs have materialized in
recent decades in Italy and have led to the consumption — and eventual waste — of
optimal agro-productive soil and of spaces of notable environmental regeneration
(Paolillo, 2002). Recognizing the importance of agriculture today signifies making
informed decisions leading not only to the minimization soil wastage but also to the
appreciation of the resource’s multifunctional role in the direction of new European
agricultural politics. Equally as important is its role in the appraisal of Italy, a country
characterized by its truly evolutionary agricultural business and unparalleled land-
scape, and the services that Italian agriculture can offer in great variety, quantity, and
quality. The case study hereby presented is that of Martinengo, a municipality of
10,000 inhabitants in the lowlands of Lombardy with profound historical roots and
extensive agrarian production. The agronomical analysis conducted identifies the
evaluative factors in terms of business resistivity, keeping in mind that the capacity of
agriculture to compete with urban income for the ‘soil resource’ will be evermore
connected to territorial appeal and to fixed environmental capital, to be managed vir-
tuously and unitarily for the production of ‘typical’ agricultural produce, ‘rare’ com-
munity services, ‘indirect’ goods such as environmental quality, monitoring of the
landscape, conservation, enrichment, and the transmission of traditional values and
cultural peculiarities (Paolillo, 2003).

2 The Basis of the Research: The Survey of Agricultural
Enterprises

The assumption of an investigation based on quantitative methods resides on the con-
struction of an appropriate database. The database must allow for the development of
analytical foundations, from which the complex characteristics of the studied space
emerge. Consequently, the preliminary step involved the analysis of the existing data-
bases to verify the thoroughness, level of update, quality, and usability of the data
within Territorial Information Systems. From this exploration emerged the need to
enrich the existing agronomical database through field research, geared toward under-
standing the agricultural businesses operating in Martinengo.

2.1  The Survey of Existing Agricultural Activities

The Excel model constructed to survey agricultural activities was structured in such a
way to consent a detailed evaluation of business data, disaggregated into different
categories corresponding to: i) general notes on the enterprise (denomination, tenant,
form of jurisdiction, management system, measurements of support of rural develop-
ment, information tools, surface, cadastral particles); i7) land use 2011 — 2012 (type of
cultivation, presence of quality agriculture); iii) irrigation (surfaces included, cultiva-
tion method, supply source); iv) machinery; v) livestock (cattle, management
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methods, storage of wastewater, application of wastewater, location of the breeding
grounds); vi) labor and connected activities (categories of workers, equipment whole-
saler, company-related activities, renewable energy implants, production of animal
feed, commercialization of company products). In reference to the units of analysis of
the cadastral particles, the data collected were opportunely related to and thus geore-
ferenced for the subsequent production of the descriptive map and the appropriate
GIS analyses.

Legend

0-10ha
10 - 20 ha
20 - 50 ha

50 - 100 ha

Fig. 1. Classes of vastness of agricultural enterprises in the municipality of Martinengo (Italy)

2.2 The description of the Indicators in Concordance with the Judgment of
Agricultural Resistivity

Following the enhancement of the existing database, a set of adoptable indicators was
identified to calculate the agricultural resistivity of extra-urban lands. From the bibli-
ographic reference, indicators were selected that are effectively calculable in the ob-
jective case. These indicators were aggregated so as to identify three macro themes on
which to base the interpretation of the statistical sample.

Table 1. List of indicators adopted for the evaluation of business resistivity

Macro area Indicator

Company stability

Socio-occupational aspects Effective company employment
Typology of agricultural enterprise
Unit of economic dimension

Economic aspects Indicator of economic return
Endowment of exploitable living capital
Proprietary incidence

Morphologic aspects Productive potential
Company compactness
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3 Topologic Overlay and Multivariate Analysis: Two Modes of
Comparative Evaluation

3.1 The Limits of Topologic Overlay in Its Application to Territorial
Phenomena

The topologic overlay represents a procedure saturated with spatial analyses that per-
mits, by the simple means of layer overlap, the construction of new themes characte-
rized by the presence/absence of a determined attribute. However, this distinguishes it
tremendously from multivariate analyses that, instead, are able to calculate not only
the contemporary presence of the multiple characteristics of the variables in question
but also their latent characteristics and corresponding ties and interdependencies. The
ability of multivariate analyses to calculate these characteristics leads to the rise of
spatial basins of homogeneous intensity levels of the links between the dependent
variable and the independent variables that define it (to recognize the limits and po-
tentials of the two applications, the comparison of respective potentials and limits is
demonstrated in the following table).

Table 2. A comparison between topologic overlay and (nonhierarchical) multivariate analysis

Advantages Disadvantages
Topologi Limited methodological capacity Restrained capacity to interpolate
opologic
P ) & Validity limited to preliminary re-  between the data (limited to the X of
overlay

search points or of present phenomena)

L Elevated level of detail of the obtain- Complex method that can be devel-
Multivariate

) able results oped upon the provision of very ad-
analysis . . . L
Reduction of the complexity of the  vanced statistical applications
model

Therefore, multivariate analysis, a method of treatment of data that is undoubtedly
more lucrative than the superimposition of information layers, which is the method
usually adopted in urbanistic/environmental elaborations, allows for the identification
of more articulated geospatial representations. As will be demonstrated in the follow-
ing sections of this paper, the analyses of the typologies and the correspondences and
nonhierarchical classification represent the steps (undergone with appropriate soft-
ware) for the progressive reduction of complexity in the multivariate treatment of the
different variables considered. However, this reduction of complexity is not syn-
onymous with the reduction of precision, which is actually maintained sufficiently
elevated in the identification of the descriptive classes.

The employment of quantitative measures for the understanding of phenomena and
contexts of evermore complexity, and for the coinciding of consequential necessities
of contemporary urban studies, is rooted in my most recent scientific works. These
works present the indispensability of the adoption of quantitative measures and ex-
plain that other operative models cannot replace these measures. The applications of
multivariate analysis that will be examined thereby represent a tool that — coupled
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with Territorial Information Systems — guarantees parsimonious and prudent objective
models for the environmentally sustainable allocation of destined soil usage.

3.2 The Determining of Interdependencies through Multivariate Analysis:
Calculating the Classes of Settlement Interference

The multivariate method is preferable to topologic overlay because of the variety of
its results and lowering of the level of uncertainty. The associated analyti-
cal/evaluative process is reported in the following chart, which shows the steps from
the identification of the statistical units of analysis to the spatialization of similar ba-
sins on the basis of unit interdependence.

Exploratory phase
Collection of Verification of Treatment and Construction of
existing database || their treatment ~ [~|  comparison of  [7| the preliminary [
& and utilization available data database
Interpretative phase Understanding phase
Choice of unit of Integration of the || ctorial fiel Realization of the L
[T| measurementand [ ] preliminary tf]  Territoria hle d = questionnaire ~
indicators database researc (Excel format)
Analytical phase
GIS software Multivariate analysis software
Calcu.l at.ion .and Analysis of the | ____ Reduction of the
spatialization correlations considered variables
of the results i
A"
Analysis of Anal}fsis of
the factorial axes ¥ the principal
: components
Analysis of the > Nonhierarchical
unctional objective analysis
U y
jalizati Recognition of : I :
Sp analzzatzgn and eeog Identification of
verification basins of homoge- |- = s
of results neous character P

Fig. 2. Diagram of multivariate, nonhierarchical geostatistical analytic steps
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4 The Calculation of the Indicator of Agricultural Resistivity to
Transformation: How to Express an Objective Judgment

Consequently, in the examination of physical resources in the municipal space of
Martinengo, the calculation of resistivity of agricultural enterprises took place through
multivariate analysis utilizing the indicators, acquired through GIS, to examine the
characteristics of the cadastral particles and of the business capital. These characteris-
tics were also thereby assigned to a gradation based on classes of resistivity to urban
transformation of the agricultural lands. One can thus observe in the following re-
search which parameters were used in the study.

4.1  The Stability of Socio/Occupational Aspects

The first parameter refers to the structural component of the 155 agricultural enter-
prises examined in 2011. These businesses occupy 1,538 ha of useful agrarian surface
and divide it into two halves, the first being grain growth and horticulture and the
second being animal husbandry (6,087 cattle for meat and milk, 15,298 swine,
146,000 chickens for eggs, 39,000 turkeys). The indicators listed below highlight
eventual latent weaknesses in business conduct through the calculation of the interde-
pendence between stability of the business (Sa), enterprise employment (Oa), and
typology of enterprise (77).

Table 3. Socio/occupational indicators

Indicator Formula Variables utilized
Sa = business Sa =f(a, b, c,d) a=age of the agricultural entrepreneur and eventual
stability relatives employed fulltime.

b = level of occupation of the entrepreneur and the
familial components in the business

¢ = level of involvement of the familial components
of the entrepreneur

d = enterprise defined by capitalistic conduct

Oa = labor Oa =f(U.L.) U.L. = labor units employed (at least 287

units employed days/person/year)

Ti = typology - U.L.fam U.L. fam = labor units belonging to the family of the
of agricultural U .Ltot agricultural entrepreneur

enterprise U.L. tot = total labor units employed in the company

The framework that results from such indicators characterizes the situation in Mar-
tinengo as follows: i) the greater part of the enterprises are run full-time by relatively
young owners, fully operational in agriculture and even capable of competing and
resisting in the oscillations of the market; ii) there is, however, a certain fragility with
regard to the number of employees per business, different expressions of company
management among which the cases of large companies with significant occupational
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relevance stand out, in a positive manner; iii) limited presence of businesses of capita-
listic operation, in a reality where family-run business is still the most diffused model.

In the face of such considerations, a cumulative parameter of the local so-
cio/occupational reality was generated by:

Pso= Sa+Oa~+Ti
3
whose results generated 6 groups of enterprise with specific characteristics that were
subsequently supplanted into the production of multivariate applications, which is the
conclusive analytical step.

4.2  The Dynamism of Economic Factors

It is not necessary to reiterate how important the economic factors of the companies
are to their competitiveness and thus also their possibility to continue to operate in the
short/medium-term, through the examination of the areas of interest of the units of
economic dimension (Ude), of the productive economic output (Ir), and of the posses-
sion of live exploitable capital (Daz).

Table 4. Economic indicators

Indicator Formula Variables utilized

Ude = unit of economic ~ Ude = R.L.S. R.L.S. = standard gross income

dimension Ca a = 1.200 €/hectare

Ir = index of economic Ir= Ude Ude = economic dimension of the company
output Sau Sau = agricultural surface utilized

Daz = possession of live Daz= Uba Uba = unit of adult cattle

exploitable capital Sau Sau = agricultural surface utilized

The synthetic framework demonstrates that: i) the majority of the municipal space
is comprised of businesses of significant agricultural output, as opposed to those of
reduced dimension and scarce economic significance; ii) nevertheless, many enter-
prises (of grain cultivation diffusion) present low values of economic output, as
opposed to higher values in enterprises of animal husbandry and of specialized culti-
vation orientation; iii) the businesses of elevated livestock only represent Y4 of the
total but cultivate more than half of the agricultural surface utilized and, vice versa,
those businesses without livestock represent the majority of the total but only culti-
vate 1/3 of the land; iv) it is therefore a problematic framework for small enterprises
that lack livestock, for the limited economic output from grain cultivation while, on
the other hand, the remaining businesses are prized and competitive because of their
specialized cultivation and breeding of livestock.

4.3  The Solidity of the Morphological Aspects

The third block considered the morphologic characteristics of the enterprises by in-
serting in the analytical/evaluative implantation other factors of some importance
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such as the proprietary incidence (Ip), the productive potential (Pp), and the compact-
ness of the (Ca). From these factors emerge: /) a company consistency of scarce pro-
prietary incidence, for the fact that more than 1/3 of the companies integrate the land
property with cultivated grounds that are rented; ii) a prevalence of businesses con-
ductive to grounds of medium/high productive potential, derived from the general
elevated agronomic propensity of the terrains; iii) a dominance of enterprises of sig-
nificant morphologic compactness, with the concentration of bodies in adequate di-
mensions for the running of funds.

Table 5. Morphologic indicators

Indicator Formula Variables utilized
Ip = proprietary inci- Ip= Supprop Supprop = surface owned by the company
dence Sat Sat = total company surface
ha = extension of areas of diverse valence
Pp = index of produc- ha
'p " ex. ot procue Pp= M of Land capability (Ersaf)
tive potential Sat
Sat = total company surface
Kn = number of business bodies
Ca = compactness of Ca = Kn + Kj + Kd  Kj = distance of the bodies from the com-

the business 3 pany center
Kd = dimension of the bodies

4.4  The Multivariate Applications for the Deriving of Agricultural
Georesistive Basins

The classes of agricultural resistivity are derived from the application of multivariate
geostatistics, in order to recognize the diverse profiles of statistical units (geospaces)
with homogeneous characteristics. Once the set of nine variables/indicators has been
determined, the software for multivariate analysis AddaWin', constructed specifically
for territorial analysis and the first step, was used in the analysis of the correlations
between the variables. This analysis facilitates the identification of the interconnected
phenomena: the sole variables of correlative significance between them involve the
economic dimension and yield (0.662), as well as the economic dimension and com-
pany occupation (0.614). Nevertheless, these values do not seem sufficient to be able
to exclude some of the variables from the analytical process.

Given the absence of significant correlations (with a value > 0.800), the second
step (analysis of the principal components) was sustained by maintaining 9 initial
variables whose reference indicators can be used to characterize the units of analysis.
For each of these indicators, the Eigenvalue Decomposition was provided and the
corresponding proportion (quota of variance explained by each component with re-
spect to the total), accumulated as the sum of the Eigenvalues, as a way in which to

! AddaWin is the togetherness of multivariate analysis routines developed by Silvio Griguolo
(Tuav, Venice) that is targeted for use in territorial applications. The package can be down-
loaded for free from the website: http://cidoc.iuav.it/~addati/addati.html



Multivariate Applications in the Evaluation of the Discipline of Agriculture 61

CORRELATIONS (*1000)

A B C D E F G H I
A 1000
B 57 1000
C 330 -434 1000
D -59 371 -241 1000
E 259 614 -314 292 1000
F 176 504 -147 242 662 1000
G -134 -66 125 -32 =33 81 1000
H -78 -65 65 11 63 246 193 1000
I 221 436 -328 132 562 408 89 20 1000

Fig. 3. Analysis of the correlations

evaluate how many resulting principal components are explicable through quota va-
riance. This process allowed for the evaluation, by parsimonious criteria (minimum
possible number of principal components, minimal loss of information, minimum
deformation of the quality of representation) of the n components to consider in the
analysis. Approximately 82% of the model (5 factorial axes) was adopted as signifi-
cant, and the decisive step of the nonhierarchical analysis was launched.

9 DETERMINED FACTORS OF SIGNIFICANCE - EXPLAINED INERTIA:
TOTAL INERTIA = 9.000000
EXPLAINED CUMULATIVE

# EIGENVALUE INERTIA INERTIA
(%) (%)
l 3.0043111 33.381 33.381 Kk hkkhkhkdrhkhkhkhkrrhkhhkhkrhkhkhkhkhkrkkkkk
2 1.4287684 15.875 49.256 FoH KKK Kk K KKKk KK KK
3 1.3136386 14.596 63.859 FoR KKKk kK KKk Kk kK
4 0.8958135 9.953 73.806 e el
5 0.8079587 8.977 82.783 Fok KKKk kK Kk
6 0.5639517 6.266 89.049 e
7 0.3806026 4.229 93.278 XXX KK
8 0.3774564 3.750 97.028 el
9 0.2674990 2.972 100.00 flaleled

Fig. 4. Inertia of the factorial axes

The treatment of the chosen variables allowed for the obtainment of an objective
curve capable of describing the entire statistical sample with respect to an optimal
number of classes, reducible or incremental through the subsequent aggrega-
tions/disaggregations. With regard to nonhierarchical classification, in this case, the
cadastral particles grouped into geospaces on the basis of similar behavior reduces the
model’s complexity by assigning a quota of inertia to the number of classes included.

In this case, the objective curve was considered to reach a level of inertia (and,
therefore, precision) of up to 70%, in coherence with the statistical tradition that
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provides for limiting the consideration of the function where the trend does not
present linear characteristics. In such a way, a number of stable classes equal to eight
are derived. Below one can examine the relations between classes (in order) and va-
riables (in abscissa), and the interpretation of the returned output is based on the sym-
bols (+) and (-), where positive implicates a direct correlation and negative an inverse

. Number of classes
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Table 6. Recoding of the classes of the nonhierarchical analysis based on agricultural resistivity

Classification of agricultural resistivity Multidimensional
classes

Class 1 — High resistivity 1,7

Class 2 — Medium/high resistivity 5,6

Class 3 — Medium resistivity 4

Class 4 — Medium/low resistivity 2

Class 5 — Low resistivity 3

Class 6 — Services for agriculture 8

An overall framework of significant resistivity of agricultural enterprises operating
in the municipal context emerges, with the three best classes covering approximately
80.80% of the agricultural surface of Martinengo and including over 60% of total
businesses. In the majority of cases, no particular criticalities emerge, and the busi-
nesses at medium/low resistivity are spread out in a uniform manner across the territo-
ry, located amongst those that are more resistive.

Legend
High
resistivity
Medium/hig
h resistivity
|:| Medium
resistivity
Medium/low
resistivity
B o
resistivity
- Service for

agriculture

Fig. 7. Map of resistivity of enterprise

5 Conclusions: Possible Operational Implications

The results of the analyses conducted on the case study of the municipality of
Martinengo show the prevalence of extra-urban geographies of a high and medium
nature - high agricultural resistivity, highlighting contemporarily those areas of lesser
agricultural aptitude — productive and, consequently, more suitable to a possible func-
tional reclassification in the management of urbanization.
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In such a way, the public decision-maker is in the position to operate with greater
incisiveness and awareness, minimizing the waste of precious agronomical soil and
limiting decisions regarding urban transformation solely to those spatial areas where
the values of agricultural resistivity are such that urban transformation would not
cripple the quality of the agrarian enterprise.

Simultaneously, the complexity of the in-depth analyses has allowed for the identi-
fication of those enterprises that operate actively and efficiently in agriculture, for
optimal reception and for better investment of financial resources originating from the
Common Agricultural Policy.

The experiment undergone in this case presents itself in continuity with the use of
geostatistical methods in the domain of Geographical Information System, dedicated
to the interpretation of territorial phenomena not only at the level of landscape but
also at an agronomical and urbanistic level, in light of a more encompassing recogni-
tion, a more effective description, and a more incisive interpretation of their reciproc-
al interdependence within the environmental “prism” complex.
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Abstract. To solve the problem of inconvenient and difficult knowledge
acquisition owing to the rapid expansion of geographic information and
knowledge on the Internet, with the geographic information service mode,
there’s a brief introduction to the key technologies of active service system of
geographic information used in data mining, information recommendation and
information push, on this basis, it presents geographic information active
service system, describes the active service function module and workflow,
which lays the foundation for the Integration of geographic information system
and the active service and solve the problem of information overload to some
extent.

Keywords: Active service, data mining, information recommendation,
information push.

1 Introduction

1.1  Background

The modern surveying and mapping geographic information technology, represented
by geographic information systems, aerospace remote sensing technology and so on,
penetrated into all aspects of national economy and social development, has becoming
the basis means of sustainable development issues in China's population, resources,
environment and disaster and other major social field after entering the twenty-first
Century. In China's urban and rural planning, land management, environmental
protection, disaster relief and national defense construction and other fields, it needs
lots of basic geographic information and spatial data analysis service to support
scientific decision. However, Internet is highly opened and the spatial information is
updated lacking unified management, so how to quickly and accurately find the
information needed becomes a big problem, this is the so-called "Rich Data Poor
Information".
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Early, people use the search engine to obtain the required knowledge. However,
this kind of search engine "pull" mode works like "looking for a needle in the ocean"
with low efficiency, meanwhile, a large number of "information rubbish" makes
people upset [1]. People hope to find a suitable method to get automatic acquisition,
simple and refined information. The personalized service has become an important
way to solve these problems.

1.2 Analysis

Long-term since, domestic and foreign scholars have been trying to explore and study
personalized geographic information models and methods of active service. In
response to the trends of user’ intelligent, personalized and integration application
needs, academic institutions and enterprises increased the speed of research and the
efforts of development, the Micorsoft.Net platform from Microsoft, Web Sphere from
IBM and Sun One from Sun is developed to face these challenges, to provide users
with better Internet service and support; UDDI (Universal Description, Discovery and
Integration), WSDI (Web services Description Language), SOAP (Simple Objects
Access Protocol), XML (Extensive Markup Language) and other protocols and
standards continue to be developed to support this demand for Internet services.

At present, there are still a variety of problems of domestic and foreign research in
practice. Firstly, the existing services can’t be based on a fixed calculation module
function expansion in the implementation level. Secondly, existing services can’t be
aware of the changing needs of users and meet the needs of the user-oriented on-
demand "services" based on static deployment.

These problems make geographic information active service can’t be personalized
based on user requirements, it’s difficult to play a good role in the automatic learning,
independent mining and updating information and obtain knowledge of active
recommendation. To solve these problems, we need to change the application pattern
of the current service that user can only use the existing services to enable them to
select the appropriate feature set according to the specific needs, lead to the service
mechanisms of active service discovery, customization, loading and using, to support
new applications and services, on-demand creation, change the application pattern of
the current service that user can only use the existing services. Also, it can help users
obtain on-demand services and personalized service from the Internet whenever and
wherever. The new application is the active service model.

2 Geographic Information Active Service System

2.1  The Concept of Active Service

Active service is a new computing model, which works according to the user's
demand to provide user service requirements of information and knowledge from
search, mining the Internet or the local network. The principles of geographic
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information active service system is studied by mining different users’ interest and
valuable information from the huge information resources to meet the need of users.
Its characteristics can be summarized as active information gathering and processing
information, active mining knowledge, rule extraction, active dissemination of
information, active demand forecasting, active human-computer interaction and
actively adapt to the user [2]. Even they are same kinds of service, active service can
also be personalized based on users requirements and characteristics, to customize
service adapted to the requirements of users, which changes the Web service cannot
be based on user needs and dynamic change.

2.2  Key Technology for Active Services

Research on geographic information active service mainly includes three aspects
which are the active service model, service discovery and service customization. The
service realization relies on the support of data mining, recommendation technology
and information push technology.

1) Data Mining Technology.

Data mining is usually known as knowledge discovery in database [3], it extracts
patterns which represents knowledge hidden in large databases, data warehouses or
other information storage. At present, data mining is an important topic facing the
mining complex types of data, including complex objects, spatial data, multimedia
data, time series data, text data and Web data [4]. Its serves two purposes, one
purpose is to use Web Mining to know the field of personalized data mining that users
interested, and the other is to get the potential links hidden in spatial data.

a) Web mining techniques

Web mining is a technique combines traditional data mining techniques with the
Web techniques, to extract useful patterns and hidden information from Web
documents and Web activities [4]. Web Mining can be divided into three categories in
accordance with the mining, Web content mining, Web usage mining and Web
structure mining, which can be seen in Figure 1.

Web mining
l |

‘ Web content mining ‘ ‘Web Usage Mining‘ ‘Web structure mining‘
[ \

‘ text mining ‘ ‘multimedia mining‘ ‘hyperlinks mining‘ ‘ structure mining ‘ ‘URL mining

Fig. 1. Web mining classification

(D Web content mining
Web content mining is to summarize, classify, cluster, analysis associated the
collection of a large number of documents on the Web "content", and forecast the
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trend with Web documents, is the process of extracting knowledge from the Web
document content or description. It can be divided into two parts, namely text mining
and multimedia mining, which depends on the content of processing.

@Web Usage Mining

Web usage mining can help find the users’ interest from the Web page mode with
Mining Web log record. The Web server usually store on the Web pages of each log
entry (Weblog). The Weblog database provides a wealth of information about Web
dynamic. As an important part of Web mining, Web log mining can bring users better
analysis and understanding of the behavioral characteristics of users and find the
agent and regular pattern hidden in users’ behavior, so it is important to study the
complex Weblog excavation technology. It helps to build custom Web services for
individual users by analyzing such Weblog files.

(®Web structure mining

Mining the potential Web link structure of the model, Web structure mining
excavates information and knowledge derived from the Web organizational structure
and their relationship of the link. This idea comes from the citation analysis, which
creates a Web link structure mode by analyzing the number of objects in a web page
link. This mode can be used for web page classification, therefore we can get the
information of similarity and related degree between the different pages and related
information. Web structure mining is consisted of hyperlinks mining, structure mining
and URL mining.

In active service system, Web mining technology is mainly used to obtain users’
interest information. At present, there are mainly two methods to get users interest
information, the explicit collection and implicit collection [5].

The explicit collection requires the user to directly select the information they are
interested in, such as web pages. This collection can obtain users’ interest information
directly, which needs users’ feedback.

Implicit collection is an indirect form of information collection which is obtained
from the analysis of user's Internet data rather than directly from the user's feedback.

b) Spatial data mining technology

Based on the data mining, the spatial data mining is combined with geographic
information systems, remote sensing image processing, global positioning systems,
pattern recognition, visualization and other relevant research fields. It’s also process
to extract from the spatial database implied, the interest to the user space and non-
space model, common characteristics, rules and knowledge [6]. Knowledge of spatial
data mining technology that can be tapped includes association rules, characteristic
rules, classification rules, clustering rules, sequential patterns, integration of data and
summarize, summarize the rules, trend analysis, variance analysis, pattern analysis.

There are many ways used in Data mining techniques, such as statistical analysis
methods, genetic algorithms, rough sets, decision trees, artificial neural networks,
fuzzy logic, rule induction, cluster analysis and pattern recognition, nearest neighbor
techniques, visualization technology [7]. Spatial information representing
approximately 80% of the total amount information of Digital Earth, so spatial data
mining is an effective tool to converted information into useful knowledge. As a
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result, it plays a very important role in the massive spatial data processing and has a
broad application prospects.

2) Active recommend Technology.

The active recommendation technology is produced to meet the development of
electronic commerce and information overload of network. Now the recommendation
technologies are consist of recommendation based on content, collaborative filtering
recommendation, recommendation based on association rules, recommendation based
on utility, recommendation based on knowledge [8]. Among them, the collaborative
filtering recommendation technology is one of the most successful recommendation
technology [8].

The concept of collaborative filtering was first proposed by Goldberg, Nicols, of
Oki and Terry in 1992 [9]. The principle uses history of the user's preference
information to calculate the distance between them and then predicts the target users’
preferences with the weighted evaluation value of geographic information assessment
of nearest neighbor target user's, system recommended information to the target users
by the preferences of high and low degree. Collaborative filtering recommendation
technologies have mainly two types of algorithms, user-based collaborative filtering
recommendation algorithm [10] and project-based collaborative filtering
recommendation algorithm [11]. The former one is usually played in the nearest
neighbor technology looking for a neighbor user, and the latter one in the project
point of view, looking for certain items with the item.

3) Active pushing technology

As a new technology on the Internet, information active push service serves
through regular transmission of information that users needed by certain technical
standards or protocols. It can send the most up-to-date information categorized
information based on the needs of users, which substantially increases the efficiency
of the Internet information using [11].

Typically, the basic process of the active service technology begins by mining the
users’ needs, then searching the thematic information targeted online, and last
regularly pushing information to the users [12].

3 The Framework of the System and Process Design

3.1 Footnotes

Be built on top of the Internet service technical specifications, active service provide
service user-oriented in a certain function within the framework by searching and
mining on the Internet. The function modules of Geographic Information active
service system include data preprocessing module, data mining module, information
recommendation module and push information module. The data mining module is
divided into user interest mining module and spatial data mining module, which is
shown in Figure 2.



The Overall Framework and Process Design of Active Service 71

‘ Active Service of Geographic Information ‘

H
v v . v

. . . Information
Data preprocessin ‘ Data Minin ‘ . ‘ i i ‘
prep g ‘ g recommendation push information
‘ User interest mining ‘ ‘ spatial data mining ‘

Fig. 2. The function module of geographic Information active service system

3.2  System Workflow

To achieve active service, the workflow is shown in Figure 3, the specific process is
as follows.

The original data

v

‘ Data preprocessing‘

spatial information data mining User interest mining
' .
Rule extraction and User interest
knowledge acquisition extraction

‘ Knowledge recommendation ‘

v

‘ Information active push service ‘

Fig. 3. The workflow of geographic Information active service system

1) Data preprocessing

Presence of incomplete, noisy and inconsistent spatial data is a common feature of
most geographic information database. Therefore, in the implementation of the data
mining algorithms need to preprocess the data. The data preprocessing mainly
includes the following aspects. Firstly, it is data cleaning whose purpose is to remove
noise or inconsistent data. Secondly, it is data integration which synthesizes the data
in different data sources, including data integrity and consistency checks and noise
filtering of data and incomplete information to fill, and so on. Then, it is data
selection, to selectively extract related data according to the mining task from a
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synthetic database. Data selection is intended to narrow the scope of the treatment and
improve the quality of data mining.

2) Data Mining

Data mining is used for user interest and spatial data mining. Mining user interest
is in order to provide users with better personalized geographic information services,
spatial data mining is to improve the utilization of the data and update the data real-
time.

a) Web mining user interest

Explicit way of collecting information can timely, accurate, but it requires a user to
actively cooperation. Implicit method is obtained through the analysis of historical
data on the user's access, which avoids the timely feedback problems from users.
However, implicit collection must be built on a large number of data. So the
geographic information active service system combines the explicit and implicit
collection to excavate users’ information of their interest.

b) Spatial information data mining

The process of spatial information data mining generally consists of 3 main stages
[13], which is data preparation, mining operations, expression and interpretation of
results. Firstly, system selects data mining algorithms on the data after preprocessing,
the corresponding results (rules), and then analyzes the obtained results dialectically
in forecasting or forecasting modeling work. To provide decision support, the stage of
presentation and interpretation of results makes modeling results easily accepted by
the users.

¢) Active recommendation information

Before the active push, it’s needed to classify the results according to different
needs and interests of the users. This is the reasons why we need active
recommendation. Recommendation algorithm is the most critical part, which
determines the recommendation system [14].

Collaborative filtering techniques are based on the following assumptions [15] that
user A interested in similar information of interest to the user B that user A is
interested in. Its specific implementation process is as follows.

Firstly, system gets users’ interest information and then extracts the interest model
according to these information.

Secondly, system uses the similarity calculation method or statistical techniques to
search for the category of users or information of nearest neighbors by analyzing and
finding the characteristic pattern between the user and the information.

Thirdly, system timely outputs the recommendation list according to the current
user's access or stage.

3) Information active push

The technology of active push information can provide users the knowledge of
geographic information collected through mining and information recommendation
technology treatment according to the user's interest. At present, information active
push service implementations are mainly news, agent and channel three ways.

a) Web push media

In addition to select PC, internet Information active push can also compress the
information and use SMS, micro blogging, mail pushed to provide the appropriate
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geographic information services according to different environments and different
subscription crowd.

b) Push feedback

The system will provide push results tracking function to guarantee the reliable
information push and provide feedback to inform the failure of pushing information if
the network is abnormal. At the same time, pretreatment is indispensable in the
information push to reduce the probability of transmission failure, to improve the
users’ satisfaction accordingly with the system.

4 Summary and Outlook

This article proposes a new paradigm called Active Service of Geographic
Information that aims to significantly enhance the customizability and reusability of
Internet services. It presents a comprehensive framework and the associated
technologies to realize the paradigm, which lays the foundation for the Integration of
geographic information system and the active service. The ideas proposed are not
only forward-looking but also deeply grounded in real world, and has great
application prospects in the timeliness requirements (such as military, disaster
prevention, disaster relief, etc.) real-time system.

It can be predicted, active service system will not only promote the development of
space science, computer science, and will enhance human understanding of the world,
the ability to find knowledge, in order to better transform the world, the service of
human society.
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Abstract. A study of forecasting the dynamic change of regional land resources
will reveal the characteristics and laws of the land use structure. Three periods
of TM images of XiuHe basin in year 1990, 2000 and 2010 were used as data
source, and a united model of markov and Kalman method, which called
Markov-Kalman filter model, was applied to simulation the dynamic changes of
land use in the study area. When land use predictions were gotten based on
Markov model, a measurement value with error from the TM images was
utilized to calibrate the forecast result in Kalman filter model, and the optimal
estimate as accurately as possible to the real value was gotten, and quantitative
forecasts and analysis of land change were acquired. The experiment results
show that the method can effectively improve the forecast precision, and
analysis of the forecast results will help the government realize the future
evolution trend of land use structure in XiuHe basin.

Keywords: Land use, Markov model, Kalman filter, Dynamic simulation.

1 Introduction

Land use/Land Cover Change (LUCC) is one of the important cause for today's global
environment Change, the typical area of case study is the necessary way to meet
global environmental Change, also is the key to the regional sustainable development
research [1]. Study on land use/land cover change in ecological fragile region, and
understanding the region ecological environment change trend, can help people to
reveal the nature and humanities factors that affect on sustainable development of
land use, and provide the basis for government to make scientific decisions[2].
Markov model has been presented in simulation of land use/land cover changes for a
long period and achieved outstanding effect[3][4][5][6] , But Markov model assumes
that the transition probability matrix stays the same, namely in the forecast period,
land use structure must be stable. However, the stability of the land use structure will
be affected inevitably by the factors of social, economic, and ecological systems. As a
result, the predictions of land use from Markov model always contain all kinds of
error, including random error, systemic error, or the integrated error. If some
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measurements can be available in the periods, the forecasts from Markov model may
be calibrated by some means. Kalman filter method is a kind of linear unbiased
minimum variance estimation, and can be used for any linear random system.
Applying the method, the model error and measurement error can be processed , and
the optimal estimation of system state variables will be acquired[7].

In this paper, TM remote sensing images in XiuHe basin in 1990, 2000 and 2010
were used as data sources, when the average transition probability matrix with the
step of 10 years is available through the raw data, the Markov model is presented to
forecast the land use changes in the study area. During the course, measurements from
the TM images in 2000,2010 were introduced to calibrated the forecasted results via
Kalman filter method, and the optimal estimates as accurate as possible to real value
was obtained as the expected value, and land use patterns of the XiuHe basin in the
next 30 years were predicted.

2 Study Area and Data Source

2.1  Study Area

XiuHe, also known as xiushui, is one of the five major rivers in JiangXi province,
located between 113°55’E ~ 116°01’E and 28°40°N ~ 29°30°’N. XiuHe basin is
surrounded by high mountains in north, west and south. The whole basin includes
seven counties, such as XiuShui, WuNing, YongXiu, TongGu, JingAn and AnYi. The
area is about 14700 km’, and there is nearly 2 million people live there[8].

There are many mountains and rivers in XiuHe basin and the terrain is complex,
Mountain accounts for 15%;, hilly accounts for 15%, and the terrace plain accounts for
37%. The river valley climate belongs to the southeast Asia monsoon region, the
average temperature is 17°C, frost-free period is about 260~280 days, annual average
rainfall is 1604 mm, it is suitable for plant growth.

Hydraulic engineering in XiuHe basin has been repaired by the government after
1950s, and water resources are plentiful. Total effective irrigation area is about
1100km? , and the security area is more than 900 km?.

There are rich plant species, intricate fauna components and various vegetation
types in the XiuHe basin. The wetland of XiuHe basin is richer in plant fauna in
JiangXi province and it has great scientific research value and protective value[9].

2.2  Data Source and Data Processing

In this paper, TM images in XiuHe basin in 1990, 2000 and 2010 were used as
primary data source, supplemented 1:10 0000 topographic maps of the region, The
TM images were preprocessed in ERDAS IMAGINE 9.2 software operating platform.
On the basis of land use classification system promulgated in 1984 by the
government, using the TM imagines as the base map, and considering the land
utilization condition of XiuHe, three periods Land use map were obtained as data
source in the following experiments.
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In the course of image preprocessing in ERDAS software, works of geometric
correction and image registration of TM images was proceed on the basis of the I:
100000 topographic map in XiuHe basin. Then image Mosaic was accomplished
based on geographical coordinates, and according to vector data of XiuHe basin's
boundary, graphics clipping was carried on. When all works of TM images
preprocessing completed, band 4, 3 and 2 of TM images were used to composite
false-color images, and image was enhanced, and the images was used as the base
map for supervised classification; Different types of land were extracted also by using
ERDAS software, supervised classification was used in which maximum likelihood
classifiers was run on the TM images. When the classification course finished, post-
processing was carried out. According to the relevant data of XiuHe basin, further
work of artificial visual interpretation was proceeded to modify the classification
results for a higher interpretation accuracy. Final six types of land use were
determined, i.e. cultivated land ,forest land, grass land, construction land, water area
and unused land, then land use maps in 1990,2000,2010 were generated(Fig. 1).

[ cultivated land [ cultivated land
= forestland = forestland

M grass land m grass land

W constriction land W constriction land
M water area : M water area

W umsed land i W umused land

(b) land use map in year 2000

cultvate d land
forest land

grass land
construction land
water area
ursed land

EREENEO

(c) land use map in year 2010
Fig. 1. Land use maps in study area in1990,2000,2010

According to the land use maps, development of the region in recent years and the
trend of land use change was revealed. Calculation of the area in square kilometers of
the resulting land cover types for each study year was done and subsequently
comparing the results as show in Table 1. The figures presented in Table 1 represents
grass land, construction land and water area have been increasing, cultivated land and
forest land have been decreasing respectively. It can be noted that construction land
and grass land have been increasing 47.9% and 9.1% respectively from 1990 to 2000,
unused land has been decreasing 62.9%, it implied that development of unused land
was quickly in study area. During 1990-2010, construction land and water area has
been keep up increasing, at the same time, cultivated land and forest land has been
decreasing slowly, and unused land has been remained stable. During1990 and 2010,
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unused land and cultivated land has been decreased quickest, the former decreased
62.9% and the latter decreased 7.6%. It suggests that the protection of cultivated land
in XiuHe basin has been insufficient and exploitation progress of unused land has
been rapidly.

Table 1. Area in Land use for years 1990, 2000, 2010 (unit: km?)

Land use categories 1990 2000 2010
Cultivated land 3318.435 3285.765 3247.164
Forest land 8715.015 8856.247 8609.117
Grass land 1413.630 1542.668 1552.415
Construction land 76.747 113.513 300.863
Water area 393.975 396.360 485.610
Unused land 441.495 164.745 164.128
Total 14359.297 14359.297 14359.297

3 Methodology

In this paper, a Markov-Kalman filter model was introduced to simulate the changes
of land use in XiuHe basin. First Land use data in several periods was used as
reference data, and transition probability matrix and the area of each type land was
computed via Arcgis 9.2. Base on the land use data at interval ¢, Markov model is
presented to obtain the prediction area in the next interval ¢;,;, the measurement at #;,;
from the land use map was used to calibrate the prediction value in a Kalman filter
course to obtain an optimal estimator, which would be a substitution of real value.

3.1 Markov Model

Markov chain models are particularly useful to geographers concerned with problems
of movement, both in terms of movement from one location to another and in terms of
movement from one "state" to another. "State", in this context, may refer to the size
class of a town, to income classes, to type of agricultural productivity, to land use, or to
some other variable[10]. To model a process of land-cover change by a Markov chain,
the land-cover distribution at #, is calculated from the initial land use/cover distribution
at #; by means of a transition matrix. The Markov chain can be expressed as:
X =f(X) (D

Where, X, and X,,, denoted the condition of land use at time #+1 and t respectively.

Markov model applied to the field of land use change could be described as
follows[11]:

n. =Pn

t+1 t (2)
Pii P2 ... Pim
P21 P2 ... P 3)

P=(Py)=
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Where n, is a column vector, whose elements are the fraction of land area in each

of m states at time ¢, and P is an mXm matrix, whose elements, p;;, incorporate the

ijs
birth, death, and change rates of each state during the time interval (or ‘time-step’)
from tto 7 +1,i, j=1,2...m; the sum of column vector is 1:

i[b:l, i,j:1,2,...m. )
i=1

3.2 Markov-Kalman Filter Model

Kalman filter method runs by taking the minimum mean square error (mse) as the
best estimate criterion, using the state space model of signal and noise, and utilizing
the estimates of the moment and the observation value of the moment before to
update the estimate of the variables. The algorithm will get an estimate satisfied the
minimum mean square error for signals based on the system equation and observation
equation[12].
The realization process of Kalman filter is as follows:
Step 1: Getting the estimation of land use structure at time k. The equation is as
follows:
X(k) = A"X(k-1) + Bu(k)+ W(k) (5)
Where X(k) is the state of land use at time k by using the state at time k-1,A is the
transition probability matrix of land use, "X(k-1) is the optimal value of the system at
time k-1, and A"X(k-1) reflects the prediction process of Markov model, u(k) is the
control value at time k. If land use change is assumed as a natural process, and there is
no human factors during the course, namely no control value, hence u(k)=0;W(k) is
process noise, the process is a Gaussian white noise for linear stochastic differential
systems.
Step 2: Calculating the error related matrix P, estimating the accuracy of
measurement.
P(k-1)= A"P(k-1)A’+ Q (6)
Where, P(k-1) is the covariance of X(k-1),~P(k-1) is the covariance of "X(k-1),
A’is the transposed matrix of A, Q is the transposed matrix of W(k), it can also be
considered as the system noise variance. System noise variance can be computed by
considering all kinds of error in the process of land use change.
Step 3: Computing Kalman Gain Kg(k) .
Kg(k)= P(k-1)H’/ (H P(k-1) H'+ R @
Where, H can be assigned to 1 because the measurement value of land use is from
TM images, and it is corresponding to the types of land use directly. R is the noise
covariance of the measurement, here to simplify the processing procedure, it can be
treated as a constant matrix. Considering the system is a single input and single output
course, R is turned into a 1 x1 matrix, that is, a constant. The formula as above can be
simplified as follows:
Kg(k)=P(k-1)/ (P(k-1) + R) (8)
Step 4: Computing the error fed back from state variable of Land use.
e=27Z(k)-H X(k) ©)]
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Where Z (k) is the measurement with noise. The land use map was obtained
through TM images, and some factors, such as sensor error, influence from the
observation environment, cloud cover, geometric correction of image processing and
classification accuracy, from satellite images will bring out error into the land use
data, so the measurement was followed by error inevitably. X; is the state value at
time k, namely the predicted value. The equation above can be simplified as:

e =7(k)-X(k) 10)
Step 5: Update the state variables of land use
“X(k)=X(k-1)+Kg(k) (Z(k)- X(k-)) (11)

Where “X(k) is the optimal estimate value at time k.
Step 6: Update the error correlation matrix P, in order to obtain the optimal value
of land use at time k+1.
P(k)=(-Kg(k)) P(k-1) (12)
Where I is an identity matrix, P(k) is covariance of X(klk) at time k.

4 Results and Discussion

4.1  Analysis of Land Use Change in Study Area

In the course of simulation of land use change in XiuHe basin, transition probability
matrix was acquired by computing the average of transition probabilities ,step for 10
years, from land use change data in the interval of 1990 to 2000, and the interval of
2000 to 2010, based on the land use map in 1990, the change process of land use in
study area was simulated, and the simulation value of land use was calibrated by the
measurements in 2000 and 2010 via Kalman filter model, meanwhile the structure of
land use in study area at the next thirty years was predicted.

The Markov model was introduced to simulation the change course of land use in
study area, and the transition probability matrix was the key for the model. Transition
probability matrices at the interval 1990 to 2000 and 2000 to 2010 were calculated
respectively, and then an average of transition probability matrices was computed
(Table 2).

Table 2. The average transfer probability matrix within 1990-2010(step for 10 years)

Land use Cultivated | Forest | Grass Construction | Water | Unused
categories land land land land area land
Cultivated 0.4462 0.3340 | 0.1775 | 0.0114 0.0064 | 0.0245
land

Forestland | 0.1355 0.7313 | 0.1083 | 0.0033 0.0156 | 0.0060
Grass land 0.2237 0.6046 | 0.1006 | 0.0155 0.0497 | 0.0059
Construction | 0.2354 0.1934 | 0.1031 | 0.3420 0.1048 | 0.0213
land

Water area 0.0724 0.0789 | 0.0470 | 0.2803 0.5020 | 0.0194
Unused land | 0.3056 0.2470 | 0.1502 | 0.2281 0.0102 | 0.0589
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Land use map in 1990 was used as base data n, and the average transition
probability matrix showed in table 2 was applied as p;;, the prediction value of land
type in 2000 and 2010 was computed by formula (2) above. The predicted results and
error is reported in Table 3.

Table 3. Predicted results and error in study area in 2000,2010

2000 2010

Land use Predicted area Error Predicted area Error
categories (km?) (km®)

Cultivated 3159.310 3.85% 3118.280 3.97%
land

Forest land 8491.305 4.12% 8475.058 1.56%
Grass land 1767.812 14.59% 1739.019 12.02%
Construction 175.885 54.94% 366.021 21.66%
land

Water area 437.771 10.45% 496.266 2.19%
Unused land 177.214 7.57% 164.653 0.32%

Error showed in table 3 is the deviation value compared with prediction and
measurement. The error of construction land in 2000 is 54.94%, bigger than other
land type, and remains bigger in 2010. The reason causing the phenomenon is that
urbanization in study area has been speeded up between 2000 and 2010, and Land
area of grass land and construction land has increasing so quickly that the speed
surpassed the period of 1991-2000. The structure of land use in study has been
changed, and the deviation between predicted value and measurement displayed
larger.

In view of the measurement was not very accurate because of some errors, hence
errors showed in table 3 can't truthfully reflect the accuracy of prediction value of
land type via Markov model. Now we presented the Kalman filter model to obtain the
optimal estimate value of land type, which would be a substitute of desired value.

Kalman filter model combined the predicted value from Markov model and
measurement from land use map, utilized measurement to calibrate the predictions
and an optimal estimate value was obtained. When next prediction course processed,
the optimal estimate value was used.

In our study by utilizing Kalman Filter model, we assume the initial deviation of
predicted value of land use in 2000 is 10% of the predicted area of each land type, and
the deviation of measurement is always 5%. To simplify the simulation course, we
ignore the process noise, namely W(k) is 0.

The Kalman gain, optimal estimate value, and deviation of optimal estimate value
is showed in table 4.
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Table 4. The output value of Kalman filter model

2000 2010
Kg Optimal | deviation of | Kg Optimal | deviation
estimate | optimal estimate | of optimal

Land use area estimates area estimates
categories (km?) (km>) (km?) (km>)
Cultivated 0.937 | 3207.651 | 110.397 0.771 | 3209.527 | 85.679
land
Forestland | 0.891 | 8605.857 | 286.636 0.769 | 8539.451 | 248.558
Grass land 0.941 | 1641.354 | 52.184 0.770 | 1601.856 | 44.857
Construction | 0.938 | 281.335 | 3.834 0.516 | 327.859 | 10.800
land
Water area 0.930 | 415.324 | 13.290 0.752 | 490.586 | 13.785
Unused land | 0.935 | 171.542 | 5.555 0.770 | 164.447 | 4.753

Precision of prediction in Markov model and Markov-Kalman filter model were
analyzed by comparing the predicted value with measurement value in 2010(Table 5).

Table 5. Comparison of results in Markov model and Markov-Kalman filter model

2010
Predicted area | Compared Predicted area in | Compared
in Markov with Markov-Kalman | with
Land use ) i
; model (km”) measurements | filter model measurements
categories (km?)
Cultivated 3118.280 3.97% 3190.174 1.76%
land
Forest land 8475.058 1.56% 8502.340 1.24%
Grass land 1739.019 12.02% 1632.081 5.13%
Construction 366.021 21.66% 345.312 14.77%
land
Water area 496.266 2.19% 493,761 1.68%
Unused land 164.653 0.32% 164.630 0.31%

We predicted the land use in 2020, 2030 and 2040 based on the optimal estimate
value in 2010 with the Markov model to validate its applicability in the study area,
and transfer probability matrix in Table 2 was utilized. The forecasting period was 30
years. The result is showed in Table 6.
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Table 6. The output value of Kalman filter model

Land use Predicted area in | Predicted area in | Predicted area in
categories 2020(km?) 2030(km?) 2040(km?)
Cultivated land 3110.473 3095.117 3090.439
Forest land 8428.098 8407.120 8387.144
Grass land 1737.220 1727.575 1725.075
Construction land 376.747 401.344 415.392
Water area 515.680 537.768 550.521
Unused land 165.508 164.802 165.154

In order to understanding the trend of land use change clearly, the statistics of area
ratio of each land type from 1990 to 2040 was showed in Fig.2.
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Fig. 2. Land use change trends within 1990-2040
4.2  Results

From Table 4, precision of predicted value in Markov-Kalman filter model is
universal higher than in Markov model, which implies the method of forecasting land
use change using Markov-Kalman filter model is feasible.

According to Table 6 and Fig.2, cultivated land, forestland and grassland were still
the main landscape categories in the study area, covering more than 93% of the total
area in next 30 years (Table 6). Forest was the largest land cover type, but it will be
decreasing from 60.6% of the total area in 2010 to 58.5% in 2040.0n average, 109.29
km” forest will be lost per 10 years from 2010 to 2040 due to deforestation. Cultivated
land will continue decreasing, declining by 153.73 km?, from 2010 to 2040. The area
of Construction land will increase steadily throughout next 30 years, the growth is
0.5% from 2010 to 2030 increased 12.61% from 1974 to 2000. The water area will
also increase slowly throughout the study period, while the area of unused land will
remain relatively stable.
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The proportion of construction land continues to rise means the industrialization
and urbanization in XiuHe basin will be accelerated. The destruction of the forest
caused by industrialization, urbanization and people's production activities has
become increasingly serious in study area. The area of unused land decreased
dramatically from 1990 to 2010, which shows that utilization of the unused land
previously was efficient, but with fewer unused land, People will have to the face
with the shortage of land.

5 Summary

This paper presented a Markov-Kalman filter model to improve the precision of
forecasting of land use in XiuHe basin. Error of measurement value from land use
map was considered in this method. When predicted value from Markov model was
obtained, the measurement value with error was used to calibrate the predicted value
in Kalman filter, then an optimal estimate value would be acquired, and the next
prediction continued based on the optimal estimate value. The results from Markov-
Kalman model revealed that the method could improve the precision of predicted
value. Based on the optimal estimate value in 2010, The prediction of land use in
2020,2030 and 2040 was simulated, but the measurements in 2020,2030 and 2040
couldn’t be gotten, and those predictions weren’t calibrated in Kalman filter.

Results from the study in XiuHe basin indicates that the forest area and cultivated
land will remain decreasing, construction land will increase rapidly, water area will
have a slight increase and unused area decrease quickly from 1990 to 2010 and will
be stable in next 30 years. With regional population growth, economic development
and urbanization process accelerated, forest land continues decreasing and utilization
of unused land is speeded up, which will causes forest deterioration and the shortage
of cultivated land. The time period looked at here is too short to adequately reflect the
long-term effects of such changes in XiuHe basin.
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Abstract. A city is the symbol of human beings civilization. A sudden natural
disaster may let this thousand-of-years civilization be destroyed in a minute, so
the post-disaster reconstruction is an inevitable task of human encounter. Based
on the dynamic mechanism for urban reconstruction and the features of city
renewal, we presented the principle and technical procedures for constructing
an extended cellular automata (CA) reconstruction model, used the model to
simulate and analyze the extended urban post-disaster reconstruction of Great
Tangshan, and made a comparison with the city’s status and overall planning
results. The model considered the overall interacting relationship among spatial
elements affecting cellular transition rules. These elements include policy and
planning, cellular desire (demand), population, degree of destruction and so on.
The simulation results show that the CA model can predict the direction of
urban development and reconstruction, and provide theoretical basis for
authorities to effectively make the land management rules and policies in urban
post-disaster reconstruction.

Keywords: Model, Cellular Automata, Urban post-disaster, Reconstruction,
Land use, Urban planning.

1 Introduction

A city is the symbol of human beings civilization, and also the center of the
production, accumulation and dissemination of material and spiritual wealth. A
sudden natural disaster may let this thousand-of-years civilization be destroyed in a
moment, For example, the horror Tangshan Earthquake on July 28, 1976, the
Wenchuan earthquake on May 12, 2008, and Ya’an earthquake on April 20, 2013, and
so on, caused huge damages to people's lives and fortunes. So the post-disaster
reconstruction is an inevitable task that human has to carry out.

The city’s evolution is impacted by the natural, social, economic, political and
other factors and evolution behavior is highly complex. How to construct an urban
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© Springer-Verlag Berlin Heidelberg 2013
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reconstruction model to describe, simulate and analyze the complex dynamic behavior
during the course of the city's reconstruction and varying expansion after the disaster,
is a fundamental issue of the studying urban rebuilding, and of great scientific and
practical significance. Because the city is a complex grand system, many traditional
urban models are lack of direct numerical simulation of dynamic city system. Cellular
Automata (CA) is a “bottom-up” dynamic simulation modeling framework [1], and
capable of modeling temporal-spatial evolution of the complex systems. For almost
two decades, the cellular automaton (CA) has been proven to be a popular and
sometimes effective modeling tool for studying the complex urban systems [2].

This paper is organized as follows: In Section 2, we described characteristics of
urban reconstruction. In Section 3, we specified the study area; In Section 4, we
presented the design of urban reconstruction model. In Section 5, we gave the model
predictions, compared and analyzed the simulated results, and In Section 6, we drew
the conclusions.

2 Characteristics of Urban Reconstruction

2.1 Dynamical Mechanism for Urban Reconstruction

Urban rebuilding after the disaster is an interactive result between macro and micro
factors such as natural, economic, policy- oriented, and other aspects, and the scale
and pattern of reconstruction are closely associated with the defined inner functions of
the city [3], therefore, understanding of the dynamic mechanism for rebuilding will
help us to accurately master temporal-spatial discrepancy of urban reconstruction.
Main factors influencing the urban post-disaster reconstruction included: 1) natural
element such as topography, geomorphy, climate and geological conditions around a
city; 2) traffic factors; 3) population growth; and 4) government's policy and planning
control; 5) the rate of economic growth; 6) the extent of the damage after disaster.

2.2  Mode of Urban Renewal

The expanding mode of urban reconstruction is divided into the reconstruction of the
original destroyed urban land and spreading boundary growth [4].

Reconstruction on the original destroyed land is often constrained by regional
economic and natural conditions. Inside the city, some open land, grass or destroyed
land gradually become urban land, making a sparse city become a dense city
gradually, and also exhibiting randomly generated local urbanization in the outer
urban. This process reflects the scale effect and the clustering effect of urban
development. That is, when a regional urban development reaches a certain scale,
there will appear a new urban unit (cell) within and around this region.

A spreading boundary growth is one of the most common patterns of urban growth.
Due to urban population growth, industrial and commercial developments, the
demand for urban land use increases, and the city extends to the surrounding
agricultural land. Urban spreading means growth of new urban cellular around the
original city cellular, reflecting the urban agglomeration (clustering) effect of the
development.
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3 The Study Area

3.1 An Overview of Area Selection

The Tangshan earthquake of 1976 was one of the largest earthquakes in recent years,
one of the top ten natural disasters during the 20th century. And the earthquake took
place in the highly industrialized and urbanized region of Beijing, Tianjin and
Tangshan, The magnitude of earthquake is high and the disaster is severe. The Great
Tangshan earthquake caused serious damage and loss of life in this densely populated
industrial area. More than 280 km of roads were severely damaged, 71 large and
medium bridges, 160 small bridges and more than more than 1000 road culverts were
collapsed and destroyed, the roadbed of trunk road to Tianjin, Beijing, north-east and
the coast were collapsed or cracked, the traffic is basically cut off, East-West Rail
way was cut off, Jing-Shen railway was paralyzed.

3.2  Collection and Pre-processing of Data

(1) Data Source

The scale of our study is within the municipal area of Tangshan, whose area is
725.16 square kilometers. Due to limited data sources, key data used for the models
include:

1) Raster (grid) data: TM images of land use Map (jpg format);

2) Vector data: the topographic map (scale of 1:20,000) of the year 1976, urban
land use map, urban plan (urban overall planning blueprint for 1976-2003).

(2) Remote sensing image preprocessing

Using American remote sensing image analysis software (Erdas 8.7) for image
processing and analyzing, we extracted information through computer automatic
interpretation combined with artificial interpretation.

1) Geometric correction of remote sensing images;

2) Band combinations and integration;

3) Enhancement processing of remote sensing images.

(3) Extracting the scale of urban land use

1) Extraction from classified remote sensing image

The land use category includes urban land use, rural land use and rivers. And then
we transform the classified data into a GRID format, which is further converted into
the SHP format, modify some land use codes incompatible with the actual land use in
the ArcGIS, and then, convert the modified data back to the GRID format which is
used as the input data of model. The land use category in Tangshan in 1993 is shown
in figure 1(a).

2) Extraction from land use status map

Using land use data of 1993 and 2003, first we make a match (i.e., registration) of a
remote sensing image with the land use map, and then vectorize the urban land area
and rivers; the rest area belongs to the rural land, and finally converts the vectorised
data into the GRID format. The status of the land use in Tangshan in 1993 is shown in
figure 1(b).
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(a)Tangshan land use type in 1993 (b) Tangshan land use map in 1993
Fig. 1. Tangshan urban land use category (a) and land use map (b) in 1993

According to the data of economic development and spatial variations of Tangshan
City along with resolution of remote sensing image data, we choose the cellular grid
size as 30mx30m. The whole area is 3,874 square kilometers, in which the urban
construction area accounts for 187 square kilometers, constituting a cellular space of
1143x846=96978. Classified statistical data are given in Table 1.

Table 1. Tangshan urban land use statistics (unit: number of grids)

Land use \ year 1976 1993 2003

Urban land 832 2536 4677
Rural land 89448 87918 86287
The river water 6698 6524 6014

(4) Acquisition of slope data

Slope data are taken from Tangshan City 1:20,000 scaled topographic map in 1993.
We converted a contour format map to SHP format, then conduct a 3D analysis in
order to build a digital elevation model diagram in a TIN format, which is then
converted to the GRID format for the slope analysis, and, finally generate the gradient
layer, represented in percentage.

(5) Acquisition of traffic layer

Traffic layers are extracted from remote sensing image combined with land use
map using Erdas and ArcGIS. We use a buffer representing the impacted range by
roads to the city, with the buffer range of 120m for the main road, 60m for the
secondary roads. We transform the layers into the GRID formatted file using a grid
size of 30mx30m.

(6) Acquisition of map layers from the restricted construction land and the planned
construction land

The restricted construction land belongs to the layer of macro-controlling factors.
There are two ways for the data acquisition: 1) Water zones of remote sensing
images; 2) The controlled construction land zone from town plan, such as some
natural conservation areas, or large protected sites having special restrictions, scenic
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areas, military sites, railway marshalling station and so on, which are not changed in
the simulation. The same grid size of 30mx30m is used

The planned construction land is taken from the coordinated/calibrated city plan,
including short-term and long-term plans Using planning data of 1976, 1993, and
2003 we get planning scale after registration and vectorization and convert it to the
GRID formatted file. Again, the grid size is set to 30mx30m.

(7) Acquisition of initial land damage degree

The system divides damage degree into 5 levels, the lower the level, the smaller the
damage. No damage is set as level 0. According to the statistical data of city damaged
degree after disaster, we rate each cellular damaged degree, and finally change the
dataset into a GRID format using the grid size of 30mx30m. Degree of damage is
only effective in the initial phase of the simulation. When the damage degree of each
cellular (grid) reaches the level O, the implication of urban reconstruction is exactly
the same as the one of urban development.

4 Design of Urban Reconstruction CA Model

4.1 Basic Cellular Automata (CA) Urban Model

CA systems are originally designed to study self-replication in natural sciences,
originally as computable systems in general and then in fields such as biology and
physics [2]. The models proposed by Tobler (1979) can be described as follows:

i’ = F(Cyigy)) (D

Where c,t(y is the land use category such as urban and rural at the cell location x, y
at time t, and c)t(;r,m is the land use category at the same location in the future. The
model (equation 1) suggests an application of a typical CA system where land use
depends on the land use of its neighbors in previous time, here xVi and yVj represent
the cell neighbors of x and y called i and j respectively [2].

The CA model has not simply remained as a new methodology. Linked to the
complexity sciences, it has provided a much broader knowledge framework in which
to understand urban systems in terms of interactions between their components, their
spatial structure, and their temporal dynamics (Batty, 2005).

4.2 Model Data and Parameters

We extend basic CA model to include the geographical features. The goal of the
extended CA model is logically to get the result on the urban land use conversion
after reconstruction, through the use of CA dynamic evolution to simulate the urban
renewal process.

(DInput data

Initial data for the model to run is obtained by remote sensing images and statistics,
and they are converted to the GRID format as the initial data for model running
through the pre-processing and statistics. They are the source of various attribute
values of cellular entity.
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Initial data for the model running include: land use category, traffic, slope, non-
construction land, planned construction land, the population of cellular regions, and
damage degree of cellular regions.

(2) Model parameters

We set the following parameters for the model: desire (demanding), planning
factors, population, slope and degree of damage. By changing the combination of the
above parameters and running the model, we get a combination of the most realistic
parameters.

1) Desire (demanding) parameter

In the natural growth rules, the desire parameter is to determine the possibility that
a randomly selected cellular converts into urban cellular. For example, when a
residential area reaches a certain scale, there will appear a commercial area nearby.
The phenomenon, complying with the law of urban development, is called natural
growth, also called desire growth.

Table 2. A table of evolutionary parameters that indicate the preference of various types of land
to the nearby land unit use types

Neighbor cellular of all types of land use

The desire value Industrial Commercial Agricultural . Planned
River Street

land land land land

5 Industrial land 1 0.25 0.5 0.5 1 0.25
= Commercial land 0.25 1 0 0.75 1 0.25
3 Agricultural land 0.5 0 1 0.75 0.5 0.25
T‘; River 0.25 0.5 0.75 1 0.5 0.5
§ Street 0.5 0.5 0.5 0.5 1 0.5
Planned land 0.25 0.25 0.25 0.5 1 0.5

2) Planning factors affecting growth parameter

The planning factors that will impact the growth parameters determine the prior
possibility of the cellular in the planned area becoming urban Cellular. The following
are the factors table of various land use affected by the planning policy. It should be
noted that the magnitude of the parameters values does not matter, only the
comparison of them with other types of values matters

Table 3. Planning parameters table of all types of land use

Industrial ~ Commercial Agricultural . Planned
Land use River Street
land land land land
Planning factor 1.3 1.7 1 1 1.25 2

3) Slope parameter
Slope parameter will affect all the growth rules. We choose 35° for the gradient
threshold, and the construction with the slope above this value is prohibited.
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4) Parameters of the urban population and the damage degree

We set the lower bound of the population and upper bound of the damage to
determine whether a cellular is capable of randomly generating another cellular. At
start, the cellular with an excessive damage is considered as vacant land, and its
neighbor cellular determines the outcome of its evolution.

4.3 Construction of the Model

(1) 5 steps to build a reconstruction CA model:

1) Determine the elements for the CA reconstruction model: which include cellular
space, cellular state, cellular neighbors and time interval (step);

2) Analyze the data required for modeling the urban reconstruction which include
seeds data and their attributes and macro controlling factors;

3) Determine the running parameters of CA model;

4) Set the transition rules for all kinds of cellular;

5) Select developing environment and developing model to implement the
modeling software, and continuously debug and modify the running parameters, to
make the modeling closer to the actual results.

(2) The composition of extended CA reconstruction model

1) Cellular space

The research area for the model is post-disaster urban and peri-urban regions,
namely the cellular space. In this study, we define the size of each cellular space as
30mx30m.

2) Cellular state

We divide the urban land use into industrial use, commercial use, agricultural use,
rivers, streets, and planned construction use of six types, and cellular's state is set to {
1,2,3,4,5,6 }.

3) Selection of the neighborhood

The model uses the extended Moore neighborhood configurations of cellular
Space. Based on traffic and land destruction, we choose a radius of r=3, a total of
((2x3+1)*-1) cellular neighbors and then check the traffic factors and damage degree
of all cellular, using O for no-through traffic roads, 1 for the ordinary-through traffic
roads and 2 or above for main traffic roads through. We choose the cellular with the
traffic factor of 1 or above and the damage level of 3 less as the neighbor of the
central cellular.

4) Time step

It is a little bit complicated to determine the time step for the extended CA
reconstruction model. We choose the initial data as the base year data in the model.
After a lot of repeated trials and comparisons, we choose 3 months as the best time
step in the model.

5) The transition rules of cellular

The transition rules of extended CA reconstruction model include: natural growth,
growth along the traffic network, growth on planning factors and growth on central
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point—wise spread. All growth patterns are affected by the factors of population
and land destruction.

The city is a living system. The urban land units divided by certain rules are the
cellular of urban life. A prerequisite for the continuation of urban living systems
development is harmonious coexistence between the all living cellular, to ensure
maximally meeting the desire of urban life cellular. The changes in desire of all types
of cellular reflect the evolution of the land attributes during the reconstruction.

Let us denote the cellular desire as:

Demand; = {Demand; 1), Demand; ), ...... Demand v } )

Where m stands for the total number of classified land use category, Demand; q),
Demand sy, ...... Demand ; vy, respectively, represent the preference or need degree
of type i cellular to type 1~m of land use, whose value can be chosen as 0, 0.25, 0.5,
0.75, or 1, which respectively denotes, disgusting, dislike,, do-not-care, like and love
etc., those emotional factors,. Therefore, the desire of the neighbor cellular to the
central cellular is:

Demand,y,= (Demand; ;)+Demand; )+ ...+Demand ; »y )/ M 3)

Integrating its own weighting model of macro and micro factors of the central
cellular, the cellular evolution rules governed by the attributes are as follows

F: S'*1= Demand,,g * F (AL, St SE, AY) 4)

Where, t stands for time; i stands for cellular identity; S stands for cellular state; n
stands for neighbor cellular; A stands for attributes.

4.4  Design of Model Framework

This model consists of three layers: 1) land use layer; 2) traffic layer; 3) the
controlling factor layer. They are associated with each other through raster (grid)
structure of the unified spatial resolution. The land use layer is at the core of the
model, and is a CA model based on many types of land use. Interaction and dynamic
change of different land use units create dynamic development of the city. The traffic
layer is a layer of dynamic changes. The control factors layers are consisting of layers
of spatial area with different attributes influence and control the behaviour of the
above land use and traffic unit. Three layers are synchronized running in the unified
time axis and, coupled with each other.

Under the unified framework of three layers, the model incorporated the external
macro geographical model into micro CA model, and significantly improved the
actual applicability of the model

According to the structure, the model can be denoted as:

CA={L, T, C} &)

Where, L stands for the layer of the land use category; T stands for the traffic layer;
C stands for the controlling factors layer. It is shown as in figure 2
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1

| Simulation of urban reconstruction+ |

Fig. 2. The framework of CA urban reconstruction model

All the factors, which influence the urban disaster rehabilitation, will be input to
cellular entity, and appear as attributes of the cellular entity. We fully consider the
impact of macro and micro factors onto urban disaster, including micro factors such
as neighbor selection and transition rule determination, and macro ones such as
population size, economy, culture, and destruction degree, and use AHP method to
determine the impact weights of all factors. We continually debug and rectify the
running parameters, with adjustment and optimization of results, to make the
modeling results closer to the actual ones.

4.5 Implementation of Modeling Software

The Operating System used for model development and execution is Microsoft
Windows XP; the developing tools are Arc-objects and VC 6.

The procedure of the model application includes cellular initialization, data
conversion, production of seeds, generation of controlling factors layers, specification
of neighborhoods, and setup of status transition rules, determination of the model
parameters, and simulation and analysis of the results of nine basic steps.

1) Cellular initialization. According to the spatial pattern and geographic elements
of the study area, we determine the size and shape of cellular, cellular space, and set
up descriptive indices of the cellular status.

2) The data conversion. Convert slope maps generated by maps and topographic
maps after classification of remote sensing image, and other vector graphics into a
grid format raster data.

3) The generation of seed points. In the model, the seed point is the initial state of
urban development, and the urban growth is based on seeds. Therefore, the
distribution of seeds should truly reflect urban spatial pattern after disaster.

4) Generation of control factor layers. Control factors are obtained through analysis
of various data such as from general topography; land use, urban plans and so on.

5) Specification of the neighbors to the central cellular. According to the region in
study, the simulation system determines neighbor’s model for different geometric
pattern and enables automatic search for the neighbors.
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6) Creation of transition rules for the cellular state. The attribute value of cellular
state is introduced into the CA model to determine the transition rules of the cellular
state

7) Determination and modification of the model parameters. We choose different
periods of urban land use status as a reference and testing data to optimize and rectify
parameters. All parameters are manually input in the simulation system.

8) Simulation and output of model. Depending on the transition rules of cellular
state, the modeling system calculates the next state of the cellular, and gives a
visualized output according to its status values

9) Analysis of the results. The accuracy of the simulation results is evaluated, and
analysis of the predicted (simulated) results let us to obtain a general trend of the city
post-reconstruction.

4.6 Model Calibration

There are two purposes for model calibration: one is to determine its optimal
parameters, i.e., using historical data to verify the model results through repeated
testing, and finally to obtain its best running parameters; The second is to map the
system time to real time, for the use of planning and decisions making. We use the
method of verifying historical data, i.e.,, take the historical data at two or more
different times, use the data at the first time as the initial state of the model, and
compare the modeling data with the data at other time. If they match, the model
parameters at this time are saved as optional parameters and further simulation
continues.

The initial data are set to be those of 1976. The classified data for the land use map
of 1993 and the TM remote sensing image of 2003 are used to verify the model
simulation results. Using the future land use planning data as a control factors of
urban development pace, the links are established between the simulating time and
real time.

5 Model Predictions and Results

5.1 Simulation Process and Results

The assumptions we made for modeling urban renewal include: 1) the urbanized land
in the reconstruction will not change its land use type; 2) the planned construction
land data is used as a control layer, and input into the model for simulation

We use classified data of Tangshan land use of 1976 as initial simulation data, take
1993 as the first simulation period, and 2003 as the second simulation period, and
compare the simulated data of 1993 and 2003 with the corresponding real data, and
then we approximately determine the rectification scheme of the model parameters
through analyzing and comparing the results, and re-run the model. Both the slope
layer and the restrained construction land use layer in control factors are taken as a
static layer and will not vary in the simulation.
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For a given combination of parameters, after repeated runs, comparisons and
adjustments, a valid set of running parameters is found for the model, and then using
this set of parameters, we modeled the forthcoming urban development, and obtained
a predictive analysis of the urban renewal. Simulation results are shown in the table 4.

Table 4. The table of Tangshan urban land use simulation results (number of grids) (base data
of 1976)

{“y ael;(ri use 1976  1993( modeled) 1993 (real) 2003 (modeled) 2003 (real)
Urbanland 832 2536 3239 4277 4989
Rural land 89442 87918 83878 86687 82264
Rivers 6698 6520 6312 6014 6431

5.2 Analysis of the Results

According to the analyzed and simulated data, we can see the basic features of
Tangshan urban renewal.

1) The industrial land use increased rapidly in the urban land.

2) A large scale of residential land use occurred in the urban land use

3) Tangshan city urban renewed very fast in the first decade, and then slowed
down.

4) In terms of the actually extended profile in the city, through comparison with the
existing data, the model reproduced the major trends in Tangshan urban renewal in
general. There is a little difference between the simulated results with real data for
1993, but the difference for 2003 is larger in some region. The main reason is due to
its protected state of the historical sites which belongs to the restricted construction
zone in the model, so there is no change in the simulation result. There are two more
reasons: One is the error in remote sensing image classification, another is the
difficult handling of policy factors. As a whole, the model is able to deliver an
acceptable and reasonable result.

It should point out that the model simulation is not the accurate prediction of urban
development; rather it reflects the possible trend of urban development in the
reconstruction. In fact, urban development is a very complex process with a great deal
of uncertainty and chaos. Although there exist certain rules, it is very hard, even
impossible, to give an absolutely correct prediction. The merit of the model is to help
the geographer or city planners better understand the characteristics of the urban
development.

6 Conclusions

Based on the features of city extension and reconstruction, we presented the principle
and technical procedure of constructing CA reconstruction model. And further we
used the built model to simulate and analyze the extended reconstruction of Tangshan
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urban land use, and made a comparison with the city’s status and overall planning
results. Through this study, we can draw the following conclusions:

1) In this paper we analyzed and summarized the dynamical mechanism for urban
development, the model of urban reconstruction and expansion, and simulation of
complex behavior of urban expansion. This laid a foundation for establishing the
dynamic model of reconstruction and expansion of urban.

2) Use of extended CA renewal model to simulate the variations in Tangshan urban
land use could provide the basis for land use planning after the disaster, and help
making the effective land management rules and policies. The simulation accuracy
reached eighty percent and above, which showed the reasonability, and the
applicability of the model.

3) From the simulation results, the model cannot fully make the accurate
predictions of the extended reconstruction of the city, but could approximately
provide possibilities of urban expansion and reconstruction. There are three reasons
for it: 1) the data quality and reliability; 2) the transition rules playing a crucial role in
the simulated result; 3) very difficult to accurately predict the variation in a
developing city because of the natures of its chaos, self-organization and
uncertainties, as well as other typical factors within a complex urban systems, in spite
of existence of some rules.
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Abstract. It is significant to make a reasonable assessment of ecological risk to
optimize the landscape pattern, establish the ecological risk alarm mechanisms,
minimize the risk of ecological environment and maintain the ecological
function in river basin. The study, based on the remote sensing data of 1987,
2000 and 2010, the study chooses the typical arid inland river basin — the
Shiyang river basin as the subject to analyze the temporal-spatial distribution
pattern of the ecological risk by constructing the ecological risk index with the
help of the spatial analysis function of GIS. The results show that: (1)The main
landscape types of the river basin are the grassland and unused land,but the
predominance of the arable land, woodland and grassland decrease little by
little during the study periods while the predominance of water and construction
land increase gradually. (2)At the early stage of the study periods, the main
ecological risk grades are extremely low and high. With the time going, three
ecological risk models, extremely low, low, and extremely high, coexist in the
study area, which mean that the threatens of the ecosystem is increasing. (3)The
tendency of environmental deterioration is clear, which embodies in the space
that extremely low ecological risk areas shrink to upstream, the low ecological
risk areas spread to the upper and middle stream and the extremely high
ecological risk areas expand to the downstream.

Keywords: landscape pattern, spatial analysis, transfer matrix, ecological risk
index, Shiyang river basin.

1 Introduction

With the transformation of the environmental concept and management goals, the
ecological risk assessment has become one of the hot issues of academic research
both at home and abroad [1-3]. Regional ecological risk assessment is an important
part of the ecological risk assessment, which is the description and evaluation of
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likely damage of the ecosystem structure and function at regional scale [4]. River
basin is a kind of complex natural geographical area, which is closely connected to
certain areas of the integrated ecological system, provides a strong guarantee to
biological survival and human activities [5]. With the continuous development of the
society and the economy, natural and man-made risk source overlap within the basin,
which make the watershed ecosystem suffer more and more from external stress [6].
Since the 1990’s, scholars try to apply the ecological damage index method, the
landscape ecological risk assessment model and the relative risk evaluation model
[7-11] etc. to evaluate the water environment ecological risk [12], watershed
ecological risk [13] and watershed integrated ecological risk [14]. Among the relevant
researches, few are based on the landscape pattern to assess the ecological risk in arid
inland river basin of China. Hunsaker et al. [15] published an article to illustrate how
to apply ecological risk assessment to the regional landscape scales in the early
1990’s. Therefore, the article is based on the landscape structure and land use
information, chooses the Shiyang river basin as the subject to analyze the ecological
risk of the study area by using the landscape ecology and spatial statistics analysis
method and constructing ecological risk index to reveal the spatial and temporal
variation characteristics of watershed ecological risk. The purpose is to maintain the
ecosystem function of the Shiyang river basin, guarantee the ecological security of the
Hexi corridor and provide quantitative and theoretical support to the scientific
management of the ecosystem.

2 Study Areas

The Shiyang river basin is one of the three continental river basins in the Hexi
corridor with the area of about 41,600 square kilometers of which the east is the
Wushao mountain ridge, the west is Hexi corridor and the north is Qilian mountain
ridge. The longitude is between 101°22'~104°16'N, and the latitude is between
36°29'~39°27'E, The terrain is higher in south and lower in north. The geomorphic
unit can be divided into the Qilian Mountain, central plains corridor, low hilly land
and desert. The water system of the Shiyang river basin originates in the Qilian
Mountain and consists of eight rivers from west to east. The study area includes
Wuwei city, Liangzhou district, Gulang County, Minqin County, Tianzhu County,
Jinchuan district, Yongchang County and Su’nan County.

3 Methods

3.1 Data Sources and Processing

Data sources come from “the data center of the national natural science fund
committee in western China”, and the Landast TM images of 1987, 2000 and 2010.
Referencing the current land use classification (GB/T21010-2007) and national
remote sensing of land use/cover classification system and considering the
characteristics of the Shiyang river basin, the land use types are divided into the
farmland, woodland, grassland, construction land, water and unused land.
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3.2 Risk Area

In order to illustrate the ecological risk, the article divides the study area into 20 x
20km risk area with the scope and workload in the study area in the consideration.
The classified method is equally spaced sampling, which shape a total of 121 risk
areas (Fig.1).

>z

The sampling center
——— County line

0 25 50 100
Stream — — KM

Risk area

Fig. 1. The ecological risk evaluation cell on simple map of Shiyang river basin

3.3 Landscape Ecological Risk Index

Proceeding from the structure of landscape ecological system, the landscape
disturbance degree index, the fragile index and the loss degree index are used to build
the integrated ecological risk index (ERI) in the study to the analysis of watershed
landscape ecological risk grade and changes. The formula is:

Noog

Where, ERIiis the ith risk area’s ecological risk index, Awis the ith landscape’s
area in the kth region. Axis area of kth region, E.is the landscape disturbance degree

index of ith landscape, Fiis the fragile index of ith landscape. The formula of E, is:
Ei=aCi+ bNi+cDi )

Among which, ., _ 7 , v A s pio (Qi+M) L, Where, a, b, ¢ represent the
Ai 7oA VA 4 2

weights of landscape fragmentation, landscape isolation and landscape dominance

index respectively, and a + b + ¢ = 1. The indices reflect the interference of landscape,
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which represents the influence of the ecological environment. According to the
analysis, we consider that fragmentation index is the most important one, followed by
separation index and dominance index, and the three indicators assign to the value of
0.5, 0.3 and 0.2 respectively, while to the unused land three indicators respectively
assign to the value of 0.2, 0.3 and 0.5. n:is the Number of patches ith landscape, Aiis
the area of ith landscape, A is the area of all the landscape, (;is the sample number of

ith pattern / total number of samples, M;is the number of ith patches / total number of
patches. L;is the area of ith patches/ area of samples.

Landscape fragile degrees ( Fi) represent the vulnerabilities of different internal
structure of the ecological system, which can reflect the resistance ability of the
external interference in different landscape types. When the resistance ability is
smaller, the risk of the ecological system is greater. Reference to other studies [16],
taking the actual situation of the study area into consideration and adopting Delphi to
measure weights of the landscapes into six degrees from high to low, i.e. unused land,
water, arable land, grassland, forest land, construction land. The fragile degrees ( F:)
are acquired in the process of normalization.

3.4  Space Analysis Method

The regional ecological risk index, as a kind of typical regionalized variables, can be
analyzed by the geostatistics method to show the law of heterogeneity. The
calculation formula is:

N(h)

N e s (P=1,2, N(h)) 3)
Y=o ™ Z} [Z(x))—Z(xi+h)]

Where, y(h) is the variation function, i is the step length, the matching of
sampling space distance, N(/) is the interval distance of the sample logarithm, Zz(x))
and Zz(x +h)is the observed value of ecological risk index on the spatial location of
Xi and xi+h.

4 Results Analysis

4.1  Changes of Landscape Index

From 1987 to 2010, great changes have taken place in the Shiyang river basin (Fig.2),
the farmland, forestland and grassland area have reduced 2.46 x10* hmz, 4.77x10*
hm? and 12.73x10* hm” respectively; Water and unused land area have increased by
2.58x10*hm?and 15.59x10*hm* From 2000 to 2010, construction land has increased
by 1.56x10* hm’ accounting for 87.16% of the increment. Though the area is
changing, the unused land and grassland, affected by the natural factors, are the main
landscape types in the study area. Compared with other land types, the advantage is
not obvious.



102 X. Zhang, P. Shi, and J. Luo
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Fig. 2. Proportion of land use areas in the Shiyang river basin
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Fig. 3. Landscape disturbance degree index of Shiyang river basin

Separation index of the cultivated land, forest land, and grassland is increasing,
which shows that the distribution of regional landscape pattern is more and more
dispersed, the randomly scattered distribution phenomenon is rising; dominance index
has been decreasing continuously, which shows that landscape advantage reduce little
by little; separation index of water, construction land is decreasing, the dominance
index increases gradually, which shows that landscape type focuses on regional
distribution more and more, and with the speeding up of the urbanization, the
dominance of residential areas increases, at the same time, other green ecosystem
function is declining. Unused area is increasing, which means that the fragmentation
and isolation index decreases continuously, the dominance of unused land is
increasing, which indicates that the centralized tendency of unused land has been
increased and the ecological environment get worse. By overlying fragmentation,
isolation and dominance index, the landscape disturbance index can get (Fig.3),among
which watershed is very obvious and the index drops from 0.6259 down to 0.5607
from 1987 to 2010. The Interference index of construction land is the largest, which is
mainly caused by the higher fragmentation and isolation of construction land.

From the viewpoint of time, there’s a little change in the landscape pattern
indices from 1987 to 2000, but big changes happens in the phase of 2000 to 2010.
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The cultivated land, forest land, grassland fragmentation and isolation index increase
significantly, which indicates that the advancement of industrialization and
urbanization, the phenomena of construction taking up land have become the
important factors that affect the landscape pattern changes.

4.2  Time and Space Analysis of the Ecological Risk

According to the formula (1), the landscape ecological risk index (ERI) is calculated
for each risk area: in 1987, the index value is between 0.1222 and 0.3499, in 2000 the
value is between 0.1222 and 0.3471, and in 2010, the value is between 0.1255 and
0.3789. According to the range of the value, the ecological risk can be divided into
five grades by using natural break point method as well as with the help of ArcGIS,:
If 0.12 <ERI <0.17, then the ecological risk grade is extremely low; and if 0.17 <ERI
<0.22, the ecological risk grade is low; and if 0.22<ERI < 0.27, then the ecological
risk grade is medium; and if 0.27 <ERI <0.32, then the ecological risk grade is high,
or the ecological risk grade is extremely high. Using the spatial analysis methods of
ArcGIS, the experimental half variant function value is calculated, which is based on
the ecological risk area, and the spherical model is found to be the best by comparing
with different models. We can get the ecological risk grades figure through kriging
interpolation method, and the area is showing in the table 1.

Table 1. The area of ecological risk grade (10*hm?* %)

. 1987 2000 2010 changes
ecological of 1987-
risk grade area  proportion  area  proportion area  proportion 2010
emizl‘:dy 12488 3077 12466 3072 9299 2291 -31.89

low 62.35 15.37 64.39 15.87 91.65 22.58 29.30
medium 81.61 20.12 64.64 15.93 60.93 15.02 -20.68
high 132.02 32.53 144.21 35.54 96.60 23.81 -35.42

t 1
x :i’g;le Y493 121 7.89 194 6362 1568 58.69

From 1987 to 2010, the high ecological risk area expands unceasingly, and the area
increases by 58.69x10* hmz, an annual increase of 4.51x10* hm?% and the increase
speed is 7.69%, the proportion of high ecological risk area rises from 1.21% in 1987
to 15.68% in 2010. The low ecological risk area is decreasing from 124.88x10* hm?
in 1987 to 92.99x10* hm” in 2010, reduces by 31.89 x10* hm?, the proportion reduces
from 30.78% to 22.92%. Overall, the area change is different in the basin, in 1987 and
2000, the main risk grades are extremely low and high, and the extremely high
ecological risk area is small. In 2010, extremely low ecological risk area significantly
reduces, but low ecological risk area largely increases; high ecological risk area
reduces significantly, but the extremely high ecological risk area increases largely,
extremely low, low and extremely high ecological risk coexist in the region.



104 X. Zhang, P. Shi, and J. Luo

The ecological risk area changes mainly concentrate in the phase of 2000 to 2010,
from 1987 to 2000, the area of extremely high ecological risk only increases 2.96x10*
hmz, which increases 55.73x10* hm? from 2000 to 2010, accounted for 95% of the
total increments; All the phenomena show that the ecological environment in the
Shiyang river basin changes greatly after 2000, which is mainly caused by the social
economy development and the acceleration of urbanization, a large number of
agricultural land, especially farmland are occupied by construction, water use in
social and economic development crowd out that in natural ecology, ecological
system balance is under strong interference. All these lead to the ecological
environment becoming worse and worse and the chance of ecological risk is relatively
high (Fig.4).

1987 2010
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Fig. 4. Ecological risk grade map of Shiyang river basin

The spatial distributions of ecological risk show that: from southwest to northeast
the grade is higher and higher, the ecological risk increases gradually, namely from
the upstream to the downstream of the basin, the threaten to ecological environment
becomes severe, which is mainly due to the widely distributed woodland and
grassland in the upstream, a low ecological risk grade, a large number of unused land
distributed in the downstream, and with little biomass, the food chain structure is
simple, ecological system is fragile, which lead to the high ecological risk degree.
With time going, extremely low ecological risk areas shrink to upstream, the low
ecological risk areas spread to the upper and middle stream, and the extremely high
ecological risk areas expand to the downstream, which indicate that with the growth
and concentration of population in oasis, human activities have become frequent,
which impact on ecological environment, impel the ecological risk degree increase.

Overall, the Shiyang river basin is part of the continental temperate arid climate,
with strong solar radiation, evaporation, less rainfall, but dry air, which is a large
decisive factor to the fragile and sensitive ecological environment of the basin, and
with relatively low carrying capacity of water resources. Since the 1980s, population
increase rapidly in the river basin, so the demand for the cultivated land sharply
increase, the soil and land resource are excessively exploited and utilized, human
activities, as a superposition of external force on the natural factors, exacerbate the
deterioration of ecological environment.
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5 Conclusion and Discussion

Based on the remote sensing image data, with the support of GIS technology, the
ecological risk is evaluated in the Shiyang river basin, the conclusions are as follows:

(1) The main landscape types of the basin are grassland and unused land, great
changes have taken place in the study period, that is, the farmland, forestland and
grassland area reduce, while the construction land, water and unused land area
increase.

(2) The dominance of the farmland, forestland and grassland gradually reduced
while the water and construction land increase gradually, all the changes mainly occur
in the phase of 2000 to 2010.

(3) During 1987 and 2000, the ecological risk grade is given priority to extremely
low and high, while in 2010, extremely low, low and high ecological risk coexist, the
threaten to the ecological environment is gradually increasing.

(4) On space, the extremely low ecological risk areas shrink to upstream, and the
low ecological risk areas spread to the upper and middle stream, the extremely high
ecological risk areas expand to the downstream; the ecological environment is
obvious deteriorated.

The adoption of the interference degree index, fragile degree index and loss degree
index is to build the ecological risk index objectively and to reflect the status of
ecological risk in the study area. Meanwhile, with the help of the geostatistics of
ArcGIS, the spatial and temporal variations of ecological risk reveal in the river basin,
which is in conformity with the condition of ecological environment of the basin. In a
relatively short time scale, landscape pattern can reflect the human influence on the
ecological environment, so it is feasible and reasonable to study the ecological risk
change in the arid watershed scale from the perspective of the landscape pattern. We
can optimize land use ways and provide the basis for the ecological construction
through judgment and recognition of risk grades of different risk areas.
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Jun Tao, Xu Liu, Jinli Huang, and Bohu Yu

Northwest Institute of Nuclear Technology
Xi'an 710024, Shanxi, China
taojunlOO@sina.cn

Abstract. The geologic spatial information modeling is an important research
area in the 3D-GIS field. The paper adopts the spatial raster data to represent
the geologic spatial information, and the form of the information is the serial
slices of plan raster matrix along the altitude direction. The paper regards the
vertical borehole data and the plan geologic map as the basic geographical
information, and utilizes the gray GIS theory to build the probabilistic modeling
for the geologic spatial information, and applies the inverse distance weighted
method to predict the geologic information, and establishes the plan geological
section grid matrix for different altitude according to the maximum probability.
The experimental results show that the gray GIS modeling method adapts to the
complex conditions, and can construct more reasonable geological model with
more basic geographical information.

Keywords: Geological Spatial Information, Borehole Data, Geologic Map,
Gray GIS, Data Prediction.

1 Introduction

In the scientific research area of the 3D-GIS, the geological spatial information
modeling is an important analysis technique combined with geoscience statistics,
geological interpretation and spatial prediction'). Through the establishment of the
geological spatial information model, the image of the geological formations can be
demonstrated in front of the experts and the geological structure analysis can be more
accurate and more intuitive. Currently, using various types of borehole data and
geological maps for spatial information modeling is a research focus. Literature [2, 3]
proposed to adopt an overall borehole data fitting method, and to characterize the
geological spatial information by creation the DEM of different stratum interface.
Literature [4, 5] proposed to generate customized geological section according to the
geological information, and to establish the geological boundary representation model
(B-Rep). Literature [6, 7, 8] proposed the use of borehole data to build 3D geological
body directly through the geological solid model of the Tetrahedron Net (TEN),
Triangular Prisms (TP), General Triangular Prisms (GTP), etc. Literature [9, 10]
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proposed the introduction of virtual borehole to improve spatial data density, and to
achieve the capabilities for complex 3D geological modeling and analysis. However,
the above geological spatial information modeling methods are still insufficient:
Firstly, in the borehole scarce regions and geological unit boundaries, modeling
results and the actual distribution of the strata may be big difference and difficult to
modify. Secondly, as the stratum is both randomness and structural, there is lack of
effective evaluation of the accuracy of the geological spatial information generated by
data processing.

In this paper, a novel geological spatial information modeling method is proposed
based on the gray GIS theory''": the paper characterizes the geological information by
the spatial raster data, and quantifies the borehole data and geological maps as the
basic geographic information, and uses the gray GIS theory to build probabilistic
modeling of the geological attributes, and predicts the probability distributions by the
gray information processing. Experiments show that the gray GIS modeling method
adapt to the complex situation, and can effectively reflect the presumed accuracy of
geological spatial information.

2 The Gray GIS Model of the Geological Spatial Information

2.1  The Basic Concept of the Gray GIS Model

In the 3D geological space, assume that the geological information of the study area
actually exists. Then according to the obtained knowledge of the geological
information within the study area, the GIS model can be divided into three categories:
(1) the black GIS model: There is no known geological information within the study
area (as shown in Figure 1(a)). (2) The gray GIS model: The geological information
in parts of the study area is known, and the other geological information is some
of the inference and prediction (as shown in Figure 1(b)). (3) The white GIS model:
all of the geological information within the study area is known (as shown in
Figure 1(c)).

(a) (b) (c)
Fig. 1. The basic concept of the black, gray and white GIS model
Currently, widely used GIS is based on the white GIS model'", and the gray GIS

model is comparatively complex, and the basic concept of the gray GIS model is: For
the 3D geological spatial entities, which the real world actually exists but not exactly
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known, the model uses the non-deterministic way to describe the properties of
geological information space, and dynamically corrects and updates the geological
information to make the system close to the white GIS system. In this paper, the gray
GIS model uses probabilistic description.

2.2 The Spatial Information Representation of the Gray GIS Model

The geological spatial information can be expressed as 3D-GIS spatial raster data.
The raster data is the grid matrix sequence along the altitude direction, each of the
plan grid A, matrix reflects the plan geological section information for a determined
altitude. The X-axis direction coordinate sequence is (x1, x2, x3,..., x/), which
spacing value is Ax. The Y-axis direction coordinate sequence is (yl, y2, y3,..., ym),
which spacing is value Ay. The geological spatial information Q is a group grid
matrix: Q={A,, An, Ag,..., Ay}, where z1, z2, z3,..., zn is of n-pitch altitude
sequence, which spacing value is Az.

71

m
¥n

Fig. 2. The spatial raster data representation of the geological spatial information

The geological information can be divided into s class in accordance with the type
of geological time. So the information matrix of the plan geological section Ay (k=z1,
72, 73,..., zn) is expressed as:

Pl,l,k P2,1,k Pl,l,k
P P .. P

Ak — 1,2,k 2,2,k 1,2,k (1)
Pl,n1,k P2,n1,k Pl,n1,k

Ixm

In formula (1), Pij5 = [P'ij1 Phijk -r Poijie Pkl is a probability vector, and P'jj,
(t=1,2, ..., s) indicates the probability of the geological information for the ¢ class
geological type, PN/Ai,j,k represents a non-geological information (for example: above
the terrain space). They satisfy the following formula:

Piix +Phjx+...+ P + PV =1 2)
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2.3  The Spatial Information Evaluation of the Gray GIS Model

From formula (1) and (2) can be seen that the probability of geological spatial
information can be divided into three categories: white information, gray information
and black information.

Define 1: If the geological information P = [Plid—,k, Pzid—,k, s Psi,j,k, PN/Ai,j,k] exists
Pti,j,k =1, then the geological information P; ;) is called the white information (WINF).

Define 2: If the geological information P;; = [Pli,j,k, Pzi,j,k, o Pl PN/Ai,j,k] does
not exist P';j; = 1, then the geological information P;j is called the gray information
(GINF).

Define 3: If the geological information Pij; = [P'ij5 P*je - Phjie PV
satisfies Pli,j,k = Pzi,j,k =.=Pi= PN/Ai,j,k = 1/(s+1), then the geological information
P;;« is called the black information (BINF).

The WINF is known geological spatial information, such as: the borehole data and
geological map within the the study area. The BINF is totally unknown geological
spatial information. All possible geological type has the same probability. The GINF
is part of the unknown, and between the BINF and the WINF.

Characteristic 1: The WINF remains unchanged.

Since the WINF is known geological information, the gray GIS will always keep it
unchanged during the data prediction process. If the geological spatial information of
the study area is all WINF, there is no need of data prediction.

Characteristic 2: The WINF affects the GINF.

Since the GINF is part of the unknown geological information, so as the study area
increasing or changing the WINF, the GINF will also change. If the geological spatial
information of the study area is all GINF, there is no way of data prediction.

According to Characteristic 1 and Characteristic 2, the evaluation mechanism for
the gray GIS is established based on information entropy, the evaluation index E;jy of
the geological information P j is:

E, ;. = D Plijxxlog1/P'ji)+ PV i xlog(1/ PN x) (3)
=1
In the study area, the geological spatial information evaluation formula is:

/ m n
i lzlk 1Eid,k
_ =l j=1 k=
E,=——— 4)
IXmxn

3 The Borehole Data and the Geologic Map in the Gray GIS

3.1  The Initial Geological Spatial Information

Without considering the information of the borehole data and the geological map, the
initial geological spatial information in the study area is completely unknowable.
Then the initial geological spatial information Qy,; is full of the BINF, and for any
geological information P there is:
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BINF BINF .. BINF

_|BINF BINF .. BINF

S (5)
BINF BINF .. BINF|

A ,=A,=.=A

Then, the initial geological spatial information Q;,; represents a completely black
space. All possible geological types appear with equal probability in the data matrix.
Using the formula (3) and (4), the initial geological spatial information’s evaluation
value is:

n

iZlog(s+l)

1
B, =" =log(s+1) ©)
IXmxn

3.2  The Geological Spatial Information Correction

Since the vertical borehole data may reflect the local area underground geological
information, so for each borehole B(Xg,Yg,Zp,Hp) there has:

X, —Ax/2<Xp <x, +Ax/2 o
Y, —Ay/2<Yy <y, +Ay/2
Z,2z2.22,,2..22,.,22,-H, (3)

In formula (7) and (8), the (X3,Yg,Zg) is the borehole location, and the Hp is the
borehole depth. Then the geological information P,y ¢, Pypci1s- .., Papcsa are corrected
into the WINF.

Since the plan geological map may reflect the global geological information and
elevation information, so for each location in the plan geological map M(Xy;, Y m,Zm)
there has:

{xa—Ax/ZSXMSXa+Ax/2 .
©)

y, —Ay/2<Y, <y, +Ay/2

2,22,2..22 .21y 22, (10)

In formula (9) and (10), the (X, Yy) is the map coordinates, and the Zy;is the surface
elevation. Then the geological information P,y ,1, Pap s2,...Pape2, Pabe1 are corrected
into the WINF.
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Through the geological spatial information correction with the borehole data and
the geological map, the corrected geological spatial information’s evaluation value is:

7 (IxmXxn—Nype)log(s+1)
IXmxn

E

Q (11

In formula (11), the Nwnr is the number of the corrected geological information.

4 The Data Prediction Method in the Gray GIS

4.1 Define the Distance Formula

Generally, the geological information has the correlated relationship in space. So the
paper defines the distance formula from (il,j1,k1) to (i2,j2,k2) about the geological
spatial information of the ¢ class geological type:

JG1-i2) +(j1-j2)° + (k1-k2)>  Pope>0 (12

12
oo P'iojpr =0

DIS(P'i1jix1, Plizjoxe) = {

And the paper defines the distance formula from point (i,j,k) to borehole data
B(X3,Yg,Zp,Hp) about the geological spatial information of the ¢ class geological

type:

H,
DIS; (P'ijx,B") = I}Y_[%H(DIS(PQ,M ,Pix, von)) (13)

4.2  The Inverse Distance Weighted Data Prediction

The paper uses the inverse distance weighted method to predict the GINF in the
geological space. Considering the borehole data, the prediction formula is:

1/DIS(P'sjx,B')  DIS(P'i;x,B') # oo
PRE(P':jx,B') = (Phis. B ( t” t) (14)
0 DIS(P'ijk,B") =0

Considering the geological map, when predicting the geological section of altitude
Zy, only using small region information of the geological section of altitude Z;_,, the
prediction formula is:

PRE(P'iix,M")=1/DIS(P'iix,A'x1)  DIS(P'iix, A1) < Dgegion (15)

In formula (15), A’y is the information matrix of the probability of the
t class geological type at altitude Zy.;, Dgegin is the distance limitation for prediction.
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Then combining the borehole data and the geological map, the final normalized
prediction formula of the GINF is:

P'ijx(PRE) =P'ijx + C, XPRE(P'ijx,B")+ C,, X PRE(P'ijx,M")
- s 16
P'ijx (PRE) =P'i;x(PRE)/ > P*;;« (PRE) (10

d=1

In formula (15), Cg and Cy; are the coefficients for the prediction of the borehole data
and the geological map, and the geological types will be determined according to the
maximum probability.

5 Experiments and Results

In the experiments, the study area is a 10000mx10000mx200m geological space, and
has the same surface elevation. According to the gray GIS modeling method, the
study area is built into a 200x200x40 spatial raster data set (Ax=Ay=50m, Az=5m).
The study area has three classes of geological types, and the vertical borehole data
and the plan geological map is shown in Table 1 and Fig. 3.

Table 1. The information of the borehole data

Borehole NO. Xg Yy TYPE 1 TYPE 2 TYPE 3
1# Borehole  1000m  1000m - Om-200m -
2# Borehole  4000m  8000m Om-200m - -
3# Borehole  8000m  5000m - - Om-200m
4# Borehole  2000m  2500m Om-75m 75m-200m -
5# Borehole  6000m  5000m Om-100m - 100m-200m
6# Borehole  6200m  1000m Om-25m - 25m-200m
7# Borehole ~ 7500m  9000m Om-30m - 30m-200m
8# Borehole  3000m  1500m Om-50m 50m-200m -
9# Borehole  9000m  1000m - - Om-200m
10# Borehole  5500m  1000m Om-30m - 30m-200m

TYPE1

TYPE3

Fig. 3. The information of the geological map
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Using the proposed data prediction method, set Dge,in=500m and Cg=Cy=0.5, the
spatial raster data of the geological space can be constructed. The paper uses the VTK
software!'” to volume-render the experimental results.

Experiment 1: Prediction base on the 1#-5# borehole and the geological map.

The predicted geological spatial information is shown in Fig. 4 (The geological
body of TYPE 1 and TYPE 3), and the information’s evaluation value is 0.4650.

Fig. 4. The volume rendered result of experiment 1

Experiment 2: Prediction base on the 1#-7# borehole and the geological map.
The predicted geological spatial information is shown in Fig. 5 (The geological
body of TYPE 1 and TYPE 3), and the information’s evaluation value is 0.4521.

Fig. 5. The volume rendered result of experiment 2

Experiment 3: Prediction base on the 1#-10# borehole and the geological map.
The predicted geological spatial information is shown in Fig. 6 (The geological
body of TYPE 1 and TYPE 3), and the information’s evaluation value is 0.4448.

Fig. 6. The volume rendered result of experiment 3
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From the results of the experiments, it’s known that the proposed gray GIS model is

practicable, and the prediction method can construct geological spatial information
more reasonable when borehole data increasing.

6

Conclusion

In this paper, a gray GIS modeling, evaluation and prediction method is proposed, and
the experimental results show that the geological spatial information can be more
dependable using the proposed method when more WINF is given. But the proposed
method depends very much on the distance between the WINF and the GINF, so the
future work is to research a better data prediction method.
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Study of Ecological Security Changes in Dongjiang
Watershed Based on Remote Sensing
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Abstract. In this paper, the ecological security (eco-security) of Dongjiang
watershed in 1988, 1998 and 2007 has been evaluated and the eco-security in
2016 was predicted. The Pressure-State-Response model was used to establish
the eco-security index system. The temporal and spatial changes of the eco-
security from 1988 to 2007 were detected. At the same time, the eco-security in
2016 was predicted temporally and spatially by using The Markov chain model
and the Cellular Automata model (the CA_Markov model). The results show
that the eco-security of Dongjiang watershed has obvious space differences.
The innovation point is that the relative change rate and CA_Markov model
were applied to the study of eco-security.

Keywords: Ecological security, Relative change rate, Markov chain, Cellular
Automata model.

1 Introduction

The eco-security has a profound impact on economy, society and environment. Up to
now, many scholars put their attentions to the eco-security. Their research mainly
concentrates on the narration of the ecological security problems [1], the discussion of
the ecological security concept [2], the index and standard selection of the ecological
security evaluation [3] and so on. In the applications, many studies aim at the regions,
such as western China [4] [5], ecotone between agriculture and animal husbandry [6],
arid area oasis [7], loess hilly region [8] and Tibetan plateau [9]. While there are few
concerning the ecological security research on small watershed in southern China. On
the time scale, many studies research on the current ecological security, few
concentrate the comparative study of long time interval so as to reflect the dynamic
changes.

Based on remote sensing (RS) and geographical information system (GIS), the eco-
security of Dongjiang watershed in 1988, 1998 and 2007 has been evaluated and the
temporal and spatial changes were analyzed. At the same time, the change matrix was
built to obtain the changing quantity and rate of each level. The eco-security in 2016
was predicted temporally and spatially by using the CA_Markov model.

F. Bian et al. (Eds.): GRMSE 2013, Part II, CCIS 399, pp. 116-124, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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2 Study Area

The area of this study is Dongjiang watershed (Fig.1), which located from 113°29°E
to 115°417E,22°23°N to 24°47°N. The area of Dongjiang watershed is 35340 kmz,
among it, 90% in Guangdong province. It has the typical subtropical monsoon humid
climate, average annual temperature 20°C-22°C, and the precipitation is 1500mm-
2400mm.With the rapid economic development in the recent 20 years, ecosystems
have been destroyed.

TM images of 1988, 1998 and 2007 were acquired for the study respectively.
Moreover, the data of DEM, water quality assessment, statistical yearbook and
meteorological record etc. were also been collected.

100
1 lometers

Fig. 1. The location of the study area

3 Research Method

The index system (Table 1) was established including three first-class indicators and
eighteen second-class indicators by the Pressure-State-Response model [10]. The
weight of each hierarchy is valued and calculated by the analytical hierarchy process
considering the expert's weighted vectors.

A pixel was taken as the basic evaluation unit. Thematic maps were spatial overlay
after standardized processing, using the weight sum method. The index of eco-
security in each pixel and the comprehensive index in each country have been
calculated by the models, in order to achieve a quantitative evaluation of the regional
eco-security.

The models of eco-security index:

4 :ZWkYk 1)

s @)
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Table 1. The index system of the eco-security evaluation

Element layer
(Weight)

Criterion layer
(Weight)

Indicator layer(Weight)

Resource pressure
0.2)

Farmland areas per person (0.33)
land degradation index (0.67)

. Social pressure
Eco-security

population density (0.20)

Pressure from residential points (0.40)

Pressure ©3) Pressure from traffic line (0.40)
(0.35) Intensity of fertilizer application per farmland area
Environmental (0.33)
pres(s)u;e Influence degree of sand mining (0.53)
©3) River water quality (0.14)
Elevation index (0.30)
natural conditions slope index (0.40)
' 0.5) Annual average temperature (0.10)
Eco-security Annual rainfall (0.20)
State
(0.55) vegetative cover index (0.38)

resources quantity

(0.5)

Rivers density index (0.14)
organism abundance index (0.28)
soil index (0.20)

Eco-security
Response
0.1)

social response

(e))

per capita GDP (0.67)

environmental protection (0.33)

A; denotes the eco-security in the ith pixel; Wy denotes the weight of the kth index
in the same pixel; Yy denotes the quantitative value after standardized processing. C;
denotes the comprehensive eco-security of the ith country; S; denotes the number of
A;in the same country. The result is a value between O ~ 10, and the larger the better.

For the purpose of comparison, and according to practical situation, the eco-
security was divided into six levels From level I to level VI, the eco-security is
worse and worse. (Table 2).

Table 2. Corresponding table between eco-security index and eco-security level

level 1 Level Il Level III Level [V Level V Level VI
value >7 6.5-7 6-6.5 5.5-6 5-5.5 <5

Borrowed the model of land-use change [11], the relative change rate model has
been built. It is a Effective way to reflect regional difference of changes.

R=(K,/K)/(C,/C) 3
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K, and K, denote respectively the area of a particular level in the five regions at the
beginning of the study period and at the end of the study period. C; and C, denote
respectively the area of a particular level in the whole Dongjiang watershed at the
beginning of the study period and at the end of the study period. If the result R>1, the
change of the particular level in the region is higher than that in the whole watershed.

If the result R<1, it is lower.

In this paper, the CA_Markov model was developed for modeling and predicting
the eco-security change in this area, which was based on a rule according to the effect
of comparison between core and outer- cellular. The Markov chain model has shown
the capabilities of descriptive power and simple trend projection of the eco-security
change, regardless of whether or not the trend actually persists. The analysis can serve
as an indicator of the direction and magnitude of change in the future as well as a
quantitative description of change in the past. Compared with Markov model, CA
model has the capability to show spatial information of the eco-security changes. It is
obvious that the Markov chain model is the key process and footstone of CA model.
So the CA_Markov model can provide a way to predict temporal and spatial change
of the eco-security change. Here, the changes images and matrixes from 1998 to 2007
were taken to determine the modeling rules and probability, which were used to
predict the eco-security in 2016.In the CA model, the pixel is the cellular, and the six
types of the eco-security, from level I to levelVI, are the cellular state. A suitable
filter and transition suitability image will be collected to define the evolution rules of
CA-Markov model.

4 Results and Discussions
4.1 Overall Evaluation

Table 3. Area statistical of different eco-security level in DongJiang Watershed (Unit: km?)

level 1 Level 11 Level 11T Level IV Level V Level VI
1988 8528.14 11069.48 7608.73 2834.36 694.59 105.44
1998 9208.01 10545.90 6913.43 2887.61 843.11 442.69

2007 3022.63 9997.47 9905.70 4349.79 2252.09 1313.01

The area statistical of different eco-security level in DongJiang Watershed was shown
in Table 3. The results clearly indicated that the level I area in Dongjiang watershed
decreased 5505.51 km2 in past 20 years from 8528.14 km®in 1988 to 3022.63 km2 in
2007, and its loss rate reached 64.56%. It is noteworthy that the level I area increased
679.87km” from 1988 to 1998. Its trend was “first increase and then decrease”. The
level I area vanished 1072.01km* from 1988 to 2007, with the loss rate of 4.73%
and 5.20% respectively in the first 10 years and the last 9 years. Its trend was keeping
losing. The level 1l area vanished 695.3 km? from 1988 to 1998, while increased
2992.27km? from 1998 to 2007, with the loss rate and the increasing rate of 9.14%
and 43.28%. Its trend was “first decrease and then increase”. The level IV area
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increased 53.25 km” and 1462.18 km” respectively from 1988 to 1998 and 1998 to
2007, with the high increasing rate of 53.47%. Its trend was keeping increasing. The
trend of level V and Level VI were the same as level IV. The former increased
1557.5 km” totally from only 694.59 km® in 1988 to 2252.09 km” in 2007, with the
increasing rate of 224.23%. The latter increased 337.25 km® from only 105.44 km®
in 1988 to 442.69 km? in 1998, and continue increased 870.32 km? to 2007, with the
increasing rate of 319.85% and 196.6% respectively.

4.2  Region Difference

In order to analysis the region difference, Dongjiang watershed is divided into five
regions; they are upstream, middle reaches, downstream, xinfengjiang and dongjiang
delta. The eco-security evaluation images are shown in Fig.2. The area proportion of
different levels in different regions in 1988, 1998 and 2007 are shown respectively in
Fig.3, Fig.4 and Fig.5. The relative change rate from 1988 to 1998 and 1998 to 2007
has been calculated respectively by the model, which was shown in Table4. The
results show that the eco-security of Dongjiang watershed has obvious space
differences. And the eco-security was better in Xinfengjiang, upstream,and middle
reaches than that in dongjiang delta and downstream.

Upstream: The eco-security value was 6.62, 6.75 and 6.47 respectively in 1988,
1998 and 2007. The level I and the level Il area accounted for the largest share.
There was only a little change in the past 20 years. The relative change rate of level
I and level II from 1988 to 1998 in upstream was lower than the whole watershed.
The phenomenon was opposite from 1998 to 2007.

Middle reaches: The eco-security value was 6.77, 6.8 and 6.57 respectively in
1988, 1998 and 2007. It has a more or less uniform spatial distribution. There were
some slight changes in the northern and southwestern regions, Yuancheng and central
urban area of Longchuan. In 1988 and 1998, the level I and the level II area

(1988) T (1998) S c200m)

[ D B B
Level | Level II  Level Il Level IV Level V. Level VI

Fig. 2. Eco-security evaluation result in different regions
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accounted for the largest share, while were level IT and level NI in 2007. The
proportion of the level IT, IV, Vand VI area had no big changes. The level I area
vanished 17.97% and the level Il increased 11.89%. All the relative change rate in
middle reaches was higher than or close to the whole watershed, in especial , the
relative change rate of level VI from 1988 t01998 and 1998 to 2007 reached 5.92 and
7.40 respectively.

Downstream: The eco-security value was 6.61, 6.43 and 6.15 respectively in 1988,
1998 and 2007. It was declined year by year. The region had large changes mainly
concentrated in the central and southern. From 1988 to 1998, the level I, Il and IV
area had no big changes. The level I decreased 9.66% and the level V increased
4.17%, and the level VI appeared. From 1998 to 2007, the level I ,II, andIll area all
had different degree of reduced, other levels opposite. The level V and VI increased
4.92% and 3.95% respectively. The relative change rate of level V and level VIin
downstream from 1998 to 2007 was much higher than others, which reached 8.11 and 228.67.

Xinfengjiang: The eco-security value was 6.96, 7.03 and 6.62 respectively in 1988,
1998 and 2007. It was the best in the five regions. The worse eco-security were only
scattered sporadically in opencast mining area. There were little change from 1988 to
1998, and some changes from 1998 to 2007. But overall, The level I ,Iland III area
accounted for the largest share. Most relative change rate in Xinfengjiang was higher
than the whole watershed, except level V from 1988 to 1998 and level II from 1998 to
2007.

Dongjiang delta: The eco-security value was 6.34, 6.45 and 5.58 respectively in
1988, 1998 and 2007. It was worst in the five regions. Large changes had taken place
both on the distribution and the area. The level I area decreased 13.99% from 15.6%
in 1988 to only 1.61%, while The level V and VI increased 10.22% and 10.27%
respectively. Most relative change rate in Dongjiang delta was lower than the whole
watershed, except level V from 1988 to 1998 and level 1, level II from 1998 to 2007.

Table 4. The relative change rate of DongJiang watershed in different parts

Upstream i\::clf]z Downstream Xinfengjiang ?gogijli:

Level I 0.64 1.29 1.68 1.05 0.18

From Level Il 0.75 1.12 0.79 1.39 0.84
1988  Level 111 1.62 1.11 0.62 1.96 0.93
to Level IV 2.09 1.12 1.16 2.72 0.73
1998  Level V 1.58 1.77 0.77 0.42 1.17
Level VI / 5.92 1.12 / 0.94

Level I 1.57 0.96 0.54 1.07 1.57

From Level Il 1.06 1.04 1.05 0.83 1.02
1998  Level 111 0.90 1.06 1.16 1.10 0.76
to Level IV 0.28 0.99 1.19 1.11 0.93
2007 Level V 0.04 1.35 8.11 1.30 0.58

Level VI / 7.40 228.67 / 0.69




122

K. Zhong, C. Sun, and K. Ding

Upstream .
Middle reaches Downstream S
£liang Dongjiang delta

Hlevel I miLevelII Lewvel I Level [V mLevel V ELevelVI

Fig. 3. Area proportion of different levels in different regions in 1988
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Fig. 4. Area proportion of different levels in different regions in 1998
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Fig. 5. Area proportion of different levels in different regions in 2007
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4.3 CA_Markov Model

Here, the changes from 1998 to 2007 were taken as modeling rules to predict the eco-
security in 2016. The transition matrix of the eco-security was shown as Table 5.
While in the CA model, the pixel is the cellular, and the six types of the eco-security,
from level 1 to level VI, are the cellular state. The 5*5 filter was used to define
neighbors. The eco-security of a cellular next time depends on the eco-security of this
cellular and its neighbors this moment. Transition suitability image was collected to
define the evolution rules of CA-Markov model. And the cycle number was set 9,
which was the same of 9-year interval from 1998 to 2007. The predicted image in 2016
is shown in Fig.6. From level I to level VI, the area will be 2031.51 km2, 6391.82 km2,
10993.31 km?, 6376.62 km?, 2895.77 km” and 2073.97 km” respectively in 2016.

Table 5. The transition matrix of the eco-security from 1998 to 2007

(Unit: km?)
1998 Level I Level II Level III Level IV Level V Level VI
2007

Level I 288821 123.51 10.91 0.00 0.00 0.00
Level 1T 4445.12 4992.48 545.67 14.20 0.00 0.00
Level IIT  1676.06 4460.10 3671.85 94.09 3.60 0.00
Level IV 196.01 709.79 1927.46 1503.59 12.94 0.00
Level V. 260 260.02 705.34 969.26 311.48 3.39
Level VI 0.00 0.00 52.15 306.48 515.08 439.30

B Lov=l VI
B Lovel ¥V
3 0 Lovel IV

E B [ Level IT
- I Level T
I Level |

Fig. 6. The predicted image in2016
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Abstract. This paper addresses the vision and early steps of the cooperation
between the Center for Coastal Margin Observation and Prediction (CMOP) in
Oregon, United States and the emerging Gulf Ecosystems Research Center
(GERC) at the American University of Sharjah, UAE. The cooperation focuses
on a better understanding and ability to predict the Arabian Gulf as a complex
ecosystem, and involves science, technology and training components. An
ultimate goal is the development for the Gulf of a “collaboratory” inspired on
the concepts of integration of observations, simulations and stakeholder needs
developed by CMOP for the Columbia River coastal margin, in the Eastern
North Pacific. An early phase of the cooperation addresses the development of a
3D numerical model for the Arabian Gulf water circulation. A very preliminary
forecasting system has been developed at CMOP, and its skill will be
systematically assessed and improved by GERC and CMOP over the next
several years, with the progressive deployment of a targeted observation
network. Preliminary products include the visualization of the salinity fields
associated with various river plumes. The model used was SELFE (a Semi-
implicit Eulerian—Lagrangian Finite-Element model for cross-scale ocean
circulation), the same that is being used for the Gulf predictions. Exploratory
simulations were made to assess the ability of simple grid refinement strategies
and/or use of higher order numerical schemes in improving the representation
of the complex dynamics of plumes, filaments (eddies) and upwelling in the
continental shelf of the Eastern North Pacific, off the Columbia River. Results
suggested the need for automated grid optimization strategies, which are
currently in progress.
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1 Introduction

The Arabian Gulf is a shallow (average depth 35 m) inland sea in which the water
circulation is essentially closed with the exception of small opening through the Strait
of Hormuz to the Gulf of Oman. It supports a rich ecosystem of coral reefs, dugongs,
fisheries, and other coastal population. However, pollution resulting from
desalination, wars, extensive shipping activity, oil spills, and external factors such as
climate change induced sea-level rise have created major environmental stress in the
Gulf, threatening its rich biodiversity [1].

Evidence of stress on the Gulf’s environment comes from recent bleaching of
corals and the harmful algal bloom (‘red tide’) that occurred in 2008-2009 [2]. Such
blooms can have a potentially devastating impact; red tide may result in mass killing
of fish, birds, and other marine animals, thus threatening the fisheries industry, both
wild and aquacultured. It also poses a potentially catastrophic threat to the drinking
water supplies of the region due to shutting down desalination plants. The Gulf region
heavily depends on desalination plants that convert seawater into drinking water.
During the 2008-2009 red tide, many desalination plants in the region were affected,
with one plant closed for 55 days during the bloom [1].

Accurate modeling of physical circulation and transport is foundational to
understanding the Arabian Gulf coastal ecosystem in its biogeochemical complexity,
and to addressing a broad range of increasingly essential operational and management
issues: from support to navigation and response to oil spills, to the management of
desalination plants and the mitigation of red tides).

Many investigators (e.g, [3], [4]) have employed or developed hydrodynamic
models to study the circulation in the Arabian Gulf. Such models predict the salinity
and temperature distribution fields, fresh water intrusion from the Strait of Hormuz
and river inflows (Shatt-al-Arab), and the generally counterclockwise circulation
especially in the southern half of the Gulf [3]. Also, tidal and winds effects can be
incorporated in the models. Typically, the surface temperature of the Gulf is about 33
°C in summer and it varies to about 22 °C near the Strait of Hormuz and about 16 °C
in the up north of the Gulf. The salinity is almost constant throughout the year, but
varies spatially from about 36 psu near the Strait of Hormuz to about 41 psu off the
Saudi Arabian shores. The high salinity is more apparent in the southern and
southwestern coasts of the Gulf [3].

Motivated by the above considerations, a center called the Gulf Ecosystem
Research Center (GERC) was established at the American University of Sharjah,
UAE, to address all challenges pertinent to the Gulf ecosystem. Part of the mission of
GERC will be to monitor and conduct research on ecosystems. GERC aims to offer
advice on long-term solutions to a number of ecological problems. In particular, the
development of Arabian Gulf circulation models would help with prediction of red
tides in an attempt to prevent damage to the water processing plants filtering
membranes that filter the salt water.
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Collaboration between the Center for Coastal Margin Observation and Prediction
(CMOP) in the United States and the emerging Gulf Ecosystems Research Center
(GERC) at the American University of Sharjah, UAE, was initiated in 2011. This
cooperation involves mutual exchange visits of the scholars from both institutions.
The extensive experience of CMOP in modeling and monitoring the complex
ecosystem of the Columbia River (CR) estuary and its continental shelf was seen as a
potential starting point of such cooperation. In preparation for the cooperative
maintenance and improvement of that forecast system, the first author spent a
sabbatical period at CMOP, where he became familiar with SELFE and explored
ways to improve the modeling of circulation of the continental shelf of the Eastern
North Pacific.

2 Columbia River (CR)

The CR is the largest river entering the Eastern North Pacific Ocean (Figure 1),
extending from the British Columbia coast in Canada to the Washington, Oregon, and
California coasts of the United States. The CR plume exports dissolved and
particulate matter hundreds of kilometers along and across the continental shelf [5, 6],
which in turn influences the shelf ecosystems. Hickey and Banas[7] and Hickey et al.
[8] suggested that the seaward front of CR plume likely provides a barrier to the
onshore transport of harmful algal bloom in summer and early fall [9].

The CMOP research addresses biological hotspots in the CR estuary, from an
integrated perspective across disciplines, observations and simulations. Of immediate
interest to GERC, the CMOP studies include the characterization of the river-to-shelf
circulation at various scales of spatial and temporal variability, including tidal and
wind-driven baroclinic dynamics [9, 10]. Advanced modeling tools have been
developed to support these studies, constituting what the “Virtual Columbia River”
[11].

The Virtual Columbia River simulate the 3D baroclinic circulation in the river-to-
shelf system, both retrospectively and in near real-time forecasting mode. The
simulations of circulation are conducted in unstructured grids, typically with the finite
element code SELFE [12] and historically also with the finite volume code ELCIRC
[13]. All simulations are skill assessed ([9], [10]) against an extensive observation
network maintained by CMOP and supported by strong cyber-infrastructure
capabilities..

Transferring the CMOP modeling capabilities to GERC, in a form customized to
the Arabian Gulf, is a priority objective, and a key step towards achieving the global
vision of GERC. The transfer requires a process of workforce development and
training. As a part of that process, the first author conducted an exploratory research
with SELFE, in a complex yet well understood benchmark. The scientific goal was to
assess the ability of simple grid refinement strategies and/or use of higher order
numerical schemes to improve the representation of the complex dynamics of
upwelling and circulation in the continental shelf of the Eastern North Pacific, off the
Columbia River.
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Fig. 1. Columbia River Estuary-Plume-Shelf System (inside the square zoom)

3 The SELFE Model

SELFE (Semi-implicit Eulerian—Lagrangian Finite Element; Baptista et al. 2008) is a
finite element code that anchors an open-source, community-supported,
interdisciplinary modeling system. It uses unstructured grids, and is designed for the
effective simulation of 3D baroclinic circulation, transport and support of ecological
modeling across river-to-ocean gradients and scales.

While originally developed to meet specific modeling challenges for the Columbia
River, SELFE has been extensively applied to study coastal margins around the
world. SELFE uses a semi-implicit finite-element/volume Eulerian-Lagrangian
scheme to solve the primitive form of the shallow water equations (in either
hydrostatic or non-hydrostatic form). The numerical algorithm is robust, stable and
computationally efficient. It also naturally incorporates wetting and drying of tidal
flats.SELFE v3.1d available at CMOP [14] was used for all simulations in this study.
Parallel computations were carried out in a cluster using standard Message Passing
Interface (MPI).
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4 Results and Discussion

One of the operational products of the Virtual Columbia River are multi-year
simulation databases of circulation. One specific such database (“DB29”’) was used as
reference in this study, and we focused specifically on its results for April-May 2012.
We modified that simulation database in various ways, each leading to a separate
simulation. First, the continental shelf domain was re-discretized for a base case
(run02). Refinements of the based mesh were made, leading to two additional
simulations (run04 and run05). A sample mesh grid of the continental for run04 is
shown in Figure 2. This grid was generated using the Surface Water Modeling System
(SMS) software [15]. Table 1 summarizes the size of the grid used for the base run
(run02) and the other two runs (run04 & run05). For the baseline run run02, a total of
37,146 triangles elements was used in the horizontal grid, with a higher resolution
(<500 m) concentrated in the near-plume and shelf regions. The bathymetry of CR
shelf was loaded onto the program.

Figure 3 shows one sample plot of surface salinity for the CR shelf from SELFE
for the baseline run (run02), and runs run04 and run05, where significant refinement
of the grid was applied. Furthermore, Figure 4 shows close-up comparison of the
surface salinity near the plume for runs 04 and run(05. Evaluation of model skill is
shown in Figure 5 as a comparison of salinity for all runs with observed salinity data
from SATURN-02 station at depth of 1 m. Figure 6 depicts the model skills for the
temperature profile for NH10 station at a depth of 2 m.

Clearly, mesh refinement did not affect the simulation results drastically in terms
of detailing plume dynamic features (upwelling, filaments, eddies, etc.). Furthermore,
the SELFE model did not capture well the salinity data at the depth of 1 m and the
simulation runs exhibited almost same deviation with a maximum error of -20 psu
was observed. However, as the grid is more refined, it can be noticed that sharper
salinity gradients become more apparent.Nevertheless, the model skills for
temperature profile were more accurate as shown in Figure 6.

Analysis of the above simulation results triggered the need to try different
numerical scheme to explore the complex dynamics of the CR shelf system. Total
Variation Diminishing (TVD) transport scheme was employed in run06 and the
surface salinity at one instance is shown in Figure 7. The zoomed surface salinity is
shown in Figure 8. Obviously, run06 with TVD provided sharper salinity gradients in
the plume area, yet eddies were not detected with this numerical scheme.

The experience acquired with this sensitivity study for the Columbia River has
permitted the first author to become familiar with SELFE, and to begin exploring the
application of SELFE to the Arabian Gulf. A Gulf grid was prepared as shown in
Figure 9 on SMS. Then, the gulf grid along with bathymetry was used in SELFE
simulations. Figure 10 shows the preliminary surface salinity of the Gulf simulated by
SELFE. The early stages of development of the river plumes from Shatt-Al-Arab up
north and other river plumes were captured as seen in Figure 10, whereas more work
is still needed to include the observed discharge data and to spin-up the model for
long enough time to obtain realistic initial conditions.
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Fig. 3. Surface salinity for the three runs. (a) run02, (b) run04, (c) run05.
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Fig. 3. (Continued)
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5 Conclusion

This paper emphasizes the vision and early steps of the cooperation between the
Center for Coastal Margin Observation and Prediction (CMOP) in the United States
and the emerging Gulf Ecosystems Research Center (GERC) at the American
University of Sharjah, UAE.

An early phase on the cooperation focuses on the development of a 3D numerical
model for the circulation in the Arabian Gulf. A very preliminary forecasting system
has been developed at CMOP, and its skill will be systematically assessed and
improved by GERC and CMOP over the next several years, with the progressive
deployment of a targeted observation network.

Exploratory simulations with SELFE were made to assess the ability of simple grid
refinement strategies and/or use of higher order numerical schemes in improving the
representation of the complex dynamics of plumes, filaments (eddies) and upwelling
in the continental shelf of the Eastern North Pacific, off the Columbia River estuary.
Results suggested the need for automated grid optimization strategies, which are
currently in progress.

Acknowledgments. The first author would like to acknowledge the financial support
from AUS for his sabbatical leave and CMOP for hosting him during his sabbatical
leave and for use of CMOP computer facilities.
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in GPS Leveling Fitting
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Abstract. This article mainly improved the Multi-surface function based on
earth gravity field model EGM2008 by considering the shortcomings of Multi-
surface function in theory. Improved Multi-surface function optimized the core
function and reduced the difficulty in actual use. Compared with traditional
Multi-surface function, improved Multi-surface function improved the precision
and reduced workload.The result shows that improved fitting function can
significantly improve the fitting precision of height anomaly and it also has
high practical value.

Keywords: GPS leveling, fitting model, Multi-surface function, core function,
earth gravity field model.

1 Introduction

GPS measurements can accurately determine the ground point geodetic height, and
leveling can accurately obtain the normal hight he of the ground point accurately,
comprehensive utilization of GPS and leveling can get accurate geoid. In the actual
project, the way which use of GPS and leveling results by numerical fitting to
determine the geoid is called GPS leveling. Therefore, the research of GPS leveling
fitting model has important practical significance. By the accuracy and resolution of
earth gravity field model improved and GPS technology improved the accuracy of
coordinates in space. Using GPS measurement data and height anomaly data combine
with leveling data can’t only improve the accuracy of GPS Leveling fitting model
greatly[1] but also make up the low accuracy of single fitting model. This article will
combine Multi-surface function and Earth gravity field model organically. The author
improved the Multi-surface function by introducing of the Earth gravity field model.
Improved Multi-surface function improved the accuracy of fitting model and more
perfect in theory.

2 Multi-surface Function Model

Multi-surface function was proposed by Hardy(American) in 1971, then this function
was applied to geodetic survey, gravity anomaly fitting, geoidal height fitting, etc in

F. Bian et al. (Eds.): GRMSE 2013, Part II, CCIS 399, pp. 141-148, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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1976 and crustal deformation fitting in 1987 in America. The basic idea of Multi-
surface function is any one of a continuous regular or irregular surface can be
determined by approximation of a few simple surface(or Single mathematical
surface). This means to build a surface on each data point, then the surface will be
stack into a continuous whole surface at certain percentage in the direction and make
sure the the whole surface through each data point strictly. [2, 3]

Multi-surface function is an excellent interpolation which solved a mathematical
surface adjustment problem by the data of points from the geometrical view. Suppose
the height anomaly of a point can be expressed as

E=DAQX.Y.X,.Y) )
J
In formula, A; is parameter to be determined, Q(X,Y,X;,Y))is core function, (X},Y)) is

coordinate of center point, n is numbers of center point. There are many forms of core
functions, such as

(1) cone

O(X.Y.X,.Y)=C+[(X - X ) +(Y =Y)*] @)
(2) hyperboloid

O(X.Y.X,.¥)=[(X ~ X, + (¥ -}’ + & 3

(3) reciprocal hyperboloid
QX,Y, X, Y)) =[(X =X )* +(Y -¥,)* +8°] )

In formula, ¢ is called smooth factor, usually a non-zero positive number, C is a
constant, (X—Xj)2+(Y—Yj)2is square of horizontal distance which from the reference
point to the interpolation point.

if the number of known height anomaly is m > n, n points may be chosen as the
center points of core function, its coordinates can be expressed as (X;, Y;), make

Ql‘j:Q(Xi’)/i’X_ﬂYj) (5

each point of height anomaly should fit
£=Y A0, i=12m j=12-n ©)
J

Observation equation can be listed as

V=0A-¢ (7)
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Solving the normal equation
A=(Q'0)'0"¢ ®)
Then the height anomaly & (k > n) of any point X;,Y;) can be expressed as
Sk =0x(0'0)"0"¢ ©
In formula(9)

Oy = (0, 0Ok,» "'QKn)T (10)

Oy =0(X,.Y,.X,.Y)) (11)

If take whole height anomaly points as the the center points of the core function
(m =n), then

A=Q7¢ (12)

-1
$e=0,07¢ (13)
suppose
P'=0;0" 0P=0; (14)
formula (13) can be expressed as
sk =P'¢ (15)
Combine formula (14) and formula (15)

&= P¢ (16)
i=1

In formula (16), P; is the weight coefficient which can be obtained by solving
equation (14). weights P; determines the & which is the average value of weights.
The value of i is relate to the form of core function so the fitting accuracy of & has
close relationship with core function. Optimizing the selection of core function can
greatly improve the fitting accuracy.

3 Improvement of Multi-surface Function Model

3.1  Analysis of Multi-surface Function Model

Multi-surface function model is an excellent interpolation, but it has many problems
in practical applications. First, the smooth factor is difficult to determine, it needs
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constant trial to fit. Mass of trial work increase the difficulty of function using;
Secondly, the nature of the core function is the horizontal distance function which
between two points on the plane. The value of weight coefficient for each data point
is only determined by horizontal and distribution of center point and point of
certainty, ignoring the different regions have different height anomaly variations,
from the change in elevation between the two relevant characteristics and regional
considerations, the core functions which formula (2), (3) and (4) were showed are
flawed in theory. Therefore, improving Multi-surface function by introducing the
changing characteristics of the height anomaly into core function can not only
improve the fitting accuracy in theory but also reduce the use of the model difficult.

3.2 Improve Core Function

X

Fig. 1. Definition of new core function

As showing in Figure 1, assuming line AA', BB', CC' perpendicular to the plane OXY,
according to common core function, the horizontal distance between points A and
point B is less than point A and point C, so the weight of P is much smaller than the
weights of Pp, it’s clearly incompatible with the facts. In this paper, actual calculation
found that in a small project area, the variety of height anomaly is a very tiny amount
compare to variety of horizontal distance. Improved the core function by mass of
calculation then introduced the character of height anomaly variety into core function
in the form of implicit function, increased the height anomaly influence to the entire
core function. improved core function expands horizontal distance of cone core
function into the spatial distance. Improved core function as shown in equation17:
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OX.Y.X,.Y)= (X=X )+ =Y + (=) (7

3.3 Earth's Gravity Field Model Introduced

According to multi-surface function model improvement in§3.2, when resolve the
fitting parameters from the public point of A; (i = 1,2,3 ... n) and calculate the height
anomaly of unknown point, you need to seek an initial height anomaly and calculated
into the final height anomaly. In previous research of improving Multi-surface
function, literature [4] calculates height anomaly &, based on traditional Multi-surface
function, and make &, the initial iteration to calculates height anomaly of point of
certainty. Although this method achieved a high fitting accuracy, however, that this
method is more complex, and lack of reliable theoretical basis. This paper found in
experiments, normal height which obtained by leveling and earth gravity field model
are vary in a small range (Table 1), normal height which was calculated by using
earth gravity field model has more representation in region varies. Therefore, using
the normal height which was obtained by the earth gravity field model as an initial
value fed into normal fitting model, and calculate height anomaly of unknown point,
not only reduces the amount of calculation but also has more persuasiveness in
theory.

Table 1. Height anomaly comparison of leveling and EGM2008

) height anomaly height anomaly
point form leveling formEGM2008
MLD -42.423 -56.573
GAl -42.556 -56.743
GA2 -41.834 -55.919

P56 -43.500 -57.963
P52 -42.680 -56.897
P53 -43.229 -57.636
P58 -43.780 -58.026
P66 -43.849 -58.145

There are many available gravity field model currently, such as higher-order
gravity field model GM-10C in 1978 model (expanded to 180 bands, model resolution
111km), OSU91A model in 1992 (expanded to 360 order model resolution 55km),
EGM96 model in 1996 (expanded to 360 bands, model resolution 55km) [5] etc.
These models lack of gravity data in china, so the accuracy of height anomaly is not
high when using them. EGM2008 gravity field model is a high-precision gravity field
model which was completed by NASA Gotha Flight Center (NASA / GSFC), the U.S.
National Imagery and Mapping Agency (NMA), the U.S. Department of Defense
(DOD) and the Ohio State University in 2008. EGM2008 gravity field model was
built by ground gravity data (mainly gravity anomaly data), satellite tracking data and
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satellite altimetry data, it’s order was expanded to 2159, resolution of model in spatial
is about 9km. Therefore, EGM2008 gravity field model greatly improved in both
precision and resolution [6-8]. Previous research show that the accuracy of height
anomaly which obtained by EGM2008 gravity field model is more accurate than
EGMY96 gravity field model, so this paper take normal height which obtained by
EGM2008 gravity field model as the initial value to calculate height anomaly of
unknown point.

4 Examples of Application

A WD N
a
P54
Q
P60 P5% o p5{
PES P33 o P52
P61a o
BA1
N ESQ P56 o P63
pé2e o > eAz
a [4]
P2 pgg o P53
N P86
WELZK
A8
Legend A
GA3

A\ retical antrol points

A D-leel @5 antrol pints

o pass point Pga

Fig. 2. Distribution of GPS points

Figure 2 shows the distribution of GPS points in a survey area ,the area is144km” in
the low mountains. Minimum elevation is 1750m, maximum elevation is 3360m,
elevation is 1600m. In the survey area, WGLZK and MLD are two national control
points, GA1, GA2, GA3, GA4 are D-level GPS control points and other 17 pass point.
The points in the survey area have both WGS84 coordinates and 1954 Beijing
coordinates, height system is Huanghai vertical datum 1956.

we selected 15 points as the known point for fitting and the remaining 8 points for
check. The improved Multi-surface function model fit and function with the use of
inverted hyperbolic function method for Multi-faceted model fitting results. The
comparison of calculation results which are used improved Multi-surface function and
traditional Multi-surface function are shown in Table 1.
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Fig. 3. Comparison of fitting precision between Multi-surface function and improved Multi-
surface function

From fig 3 we can see that Fitting precision of improved Multi-surface function is
better than traditional Multi-surface function model and the results are more closer to
the true value.

5 Result

This paper improved multi-surface function model based on analysis of shortcomings
in practical use, optimized form of the core function by introducing the Earth gravity
field model.The improved multi-surface function overcomes the shortages that single
fitting model is not reliable,and accuracy is not enough. the improved function not
only simplifies the calculation process, bu also make the core function more perfect in
theory, the final fitting precision has also been greatly improved. The fitting function
can significantly improve the fitting precision of height anomaly and it also has high
practical value.
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Abstract. In view of the requirements for high reliability, high time accuracy
and complicated time constraints in emergency response workflow systems, a
time constraints modeling method is proposed to meet these requirements. The
method decomposes the time constraints model into three views, namely the
resource view, the control view and the time view. In the resource view, time
constraints prediction of resources capability is introduced to improve the
accuracy of time prediction. In the control view, the Equivalent Mechanism and
Exception Handling Mechanism are introduced to resolve time constraint
conflicts and improve the success rate of the process execution. Finally, in the
time view, a time flow diagram is constructed from the source view and the
control view according to the time flow graph inference rule. In the time flow
diagram, the runtime collision detection and resolution are preceded for both
definition-time phase and runtime phase. Through the relevant comparison and
experiment evaluation, the model is proved to be able to support the automatic
detection and resolution for runtime time constraints conflict and improve the
time accuracy and success rate of the process execution.

Keywords: emergency response workflow, view, time constraints, conflict
detection, conflict resolution.

1 Introduction

With the rapid development of the Internet of Things (IOT), and the growing
demands of data management, data mining, data analysis in the application layer of
10T, the business data in both intra-industry and inter-industry need to be integrated.
The integration of databases in the various distributed and heterogeneous subsystems
has become a hot research topic. As the technical basis of data integration in 10T,
Data middleware is the key technique to the integration and management of the
distributed and heterogeneous data. Therefore, the study on data middleware has
important significance for data integration.

In recent years, with the rapid development of Internet and information technology,
more and more disaster emergency-response disposal system applied in the field of
disaster warning and disposal. Emergency-response workflow model is the key
technology of disaster emergency-response disposal system. Traditional disposal of

F. Bian et al. (Eds.): GRMSE 2013, Part II, CCIS 399, pp. 149-159, 2013.
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writing has the following deficiencies: existing text description is not clear, the
responsibility divided not clear, fuzzy execution flow, etc. Workflow model has the
advantages of systematization, visualization and responsibility trenchant. Time
management is vital for emergency disposal of workflow model, it is the key to an
effective modeling and validation, which is one of the most challenging research
subject. For example, in international earthquake relief disposal system, when the
earthquake happens, the process of fast automatic data collection, analysis, reporting
and feedback will be carried out. Emergency response workflow model helps to
carry out rapid and accurate rescue plan for the system.

The complexity of emergency response workflow modeling and instantiate makes
general workflow modeling technology does not apply to emergency disposal process
modeling. Compared with other workflow models, complexity of the time property in
emergency response workflow model is manifests in following points: 1.Time
constraints of the activities in emergency response workflow model include latency,
duration, the earliest start time, latest end time, etc. How to achieve these time
constraint modeling is an important issue in the study of emergency disposal of the
workflow. 2.Emergency response disposal belong to time sensitive business, the time
control of the process must be accurate. Meanwhile, the emergency response
workflow requires for high reliability. Reasonable handling runtime conflicts of time
constraints, to ensure the process will not die easily, improve the success rate of the
process execution is an important issue in the study of emergency disposal of the
workflow..

Current research on workflow with time restriction[1]-[5] has no clear description
of resource capability and analysis of time constraints. By introducing resources
capability time, emergency response workflows carries on reasonable time constraint
conflict detection and process adjustment, so as to improve the time accuracy and
success rate of the entire business process. In the mean time, current research on time
constraint verification and conflict resolution[6]-[7] focused primarily on time
constraint verification, activities schedulability and performance analysis. Reasonable
automatic conflict resolution mechanism are not introduced to deal with runtime
conflicts. Automatic conflict resolution mechanism will greatly improve the success
rate of the workflow as well as the reliability of business processes in emergency
response workflow management system.

According to the above problem, this paper propose a time constraints modeling
method to meet these requirements. The method decomposes the time constraints model
into three views, namely the resource view, the control view and the time view. In the
resource view, time constraints prediction of resources capability is introduced to
improve the accuracy of time prediction. In the control view, the equivalent mechanism
and exception handling mechanism are introduced to resolve time constraint conflicts
and improve the success rate of the process execution. In the time view, the time
constraint is divided into two kinds. One is the earliest finish time, limiting task cannot
complete within a period of time when the target task is finished. The other one is the
latest finish time, limiting task must be complete in a period of time after the target task
is finished. By converting time constraints into unified time flow graph, to detect and
handle time constraints conflict statically and dynamically.
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The rest part of the paper is constructed as follows: Section 2 gives a detailed
instruction of Emergency-Response Timing Constraint Workflow Net. Section 3
construct time flow graph. Section 4 introduce the time constraint conflict detection
algorithm. Section 5 introduce the time constraint conflict resolution mechanism. Section
6 conducts experiments and evaluation of ETCWM. Section 7 concludes the paper.

2 Emergency-Response Timing Constraint Workflow Model

Definition 1. Emergency-Response Timing Constraint Workflow Net(ETCWN)
ETCWM is defined as seven tuple (P, T, F, M, TC, TA, FC). It satisfies:

1) (P,T,F) is a model inside based on Petri net work. P express library set, T
express the change set, F express the arc with direction, FE P X TUT X P,

X EPUT is one element of WN, -x={y|(y € PUT)A(y,x) € F} is a pre-set
forx ; x = {y|(y € PUT)A(X,y) € F} is the rear set for x,

A Petri net is a working inside when and only when meet the following two
conditions : 1. There are two special library I and o, library i is source library: - i = @,
library o is Tam library : o -= @ ; 2.If a change t* is add to connect o and i, makes -
t* = {o} and t* -= {i} to get PN*, then PN* is of strongly connected.

2) M is a sequence of state: M = (MgM;M, ...M,)), Mi is a m dimensional
vector: M; = (tpo, tp1, tP2, -, tPm), M is the number of elements in P, tp; is the
token in library p;, M is the execution of a workflow instance, M; is execution state
of a workflow instance.

3) TC is a description of the explicit time constraints demand of emergency
disposal, defined as a mapping from the changes to a time interval [ a,f ],
TC: (Ty, T;) = [0, Bl.T, €T, Ty E TU {T4},0 < a < B < o0, recorded as Ty <5 T,,
a is the earliest triggering time of T, when Tjis finished,  is the latest triggering
time of T, when Tjis finished. If T; = Ty,then « is the earliest triggering time of T,
when T; began, B is the latest triggering time of T, when T; began.

4) TR is a description of explicit requirements of resource constraints in
emergency disposal, a mapping from changes to a resource model. TA: T — {RS}. RS
is a resource model, including staff, supplies, etc.

5) FC is a mapping from arc to transfer conditions Condition, FC:F —
Condition ; Condition is a Boolean expression, represent token transfer conditions of
arc.

6)  Changes can not only be the process main body, but also be a subject in logic
relationships, such as conditions determine and branch type judgment, etc.

7)  Change t can be activation , if and only if each library in its pre-set has at
least a token and meet the token transfer conditions. when an activated t is triggered,
it will take one token in very library in its pre-set and generate one token and pass to
all library which meet the transfer conditions in its rear set.

In the modeling process of an emergency disposal, we use change represent an
operation, library represent the operation state after it is finished, the arc from change to
library represent a task to complete into the corresponding processing, use the arc from
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library to change represent engine in response to the current state and to do next operation,
use the function on the arc to represent different branches of execution condition.

Based on the emergency disposal time constraint workflow model, this paper
proposed the concept of three views: control view, time view, resource view. Time
View: workflow execution time information and time constraints, Namely the start
and end time of each activity, time constraints between the various activities and the
activities of the time limit to complete; Control View: the schedule and go to state of
workflow instance, such as where is the execution, what is the next to perform.
Resource View: resources assignment in workflow model.

In the process of time constraint conflict detection, firstly set up rules by time
constraint flow graph, construct time constraint flow diagram using the logical
relationship and time constraint resource competence model in Resource View. Then
to detect time constraint conflict by time constraint conflict detection algorithm. After
found time constraint violation, Time View feedback the information of violations
to Control View, who let the process to carry on the back. After process of equivalent
substitution and exception handling, to continue a new round of conflict detection
time constraints. Through iterative adaptive adjustment to realize time constraint
conflict resolution. As shown in Fig.1.

Resource
View

Resource
capability
predict

Resource
allocate

Fig. 1. State diagram of time constraints conflict detection and exception handle

3 Structure and Deduction of Time Flow Graph

Time view represents time constraints information of all activities in workflow
instance, including the relations between a sequence of activities, explicitly tasks
earliest and latest finishing time, capability time. Time view calculation is done in the
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Time Flow Graph. All kinds of time constraints information is organized in Time Flow
Graph to detect time constraint conflict by time constraint conflict detection algorithm.

Definition 2 Time Flow Graph. Time Flow Graph is constitute by a triple:X =
(P,V,E), P is a node t; which is corresponding to the change. V is the directed edge
vij = (ti, t]-) between the changes. E is the time constraint e;; - t; <5 t; which
changes activated.

Definition 3. Time constraint consistency: If and only if any constraint e;; —

t; <§ t; who meet the requirement a < f is in time constraints consistency, if not, it

is time constraint conflict.

The execution time of the work is the determinants of whether time constraints of
preset process can be satisfied. Traditionally when a work is pushed to the execution of
the work list, the workflow management system may have no idea how long it will
take the work to finish. By introducing the concept of capability time, Time View can
establish complete Time Flow Graph based on the resource time constraint to detect
and deal with time constraint conflict, which improve the accuracy of the time
constraints analysis.

Definition 4. Capability Time'. In change t, according to the resource constraint, we
forecast the shortest execution time recorded as TET(t) and the longest execution time
recorded as TLT(t), TET(t) and TLT(t) are capability time of change t. Resources
capability time meet the requirement of implicit time constraints in emergency disposal
workflows.

Rule 1. structure rule of time flow graph

1) Dealing with changes: copy the collection of changes in ETCWN model and
paste to X,as P =T.Thenadd Ty as a starting node to P, as P =P+{T}.

2) Dealing with explicit time constraints: To any changes t;,t; in ETCWN model,
if 3TC = (< t;,t; >, [, B]) € TC, build directed edge V' = (t;,t;) between t; and
tj.namely V=V +V’, Then add time constraint E' =t <§ tj to E, namely
E=E+E".

3) Dealing with resource capability time: To any changes t;, t;, if there is library
P, PEtL-APEL » build directed edge V' =(t;tj) between t; and
tj,namely V =V + V'; according to the resource capability time, we know that after t;
is finished, t; must be finished TET(t; ) later but in TLT(t; ), namely

TLT(t)) , B ,
TET(t]j) tj,add E’ to E,namely E=E+E'.

Rule 2. Extended rule of time constraints derivation

E’=ti<

1) Serial structure: Two serial time constraints t; <§; syt <§‘; tx , it can be
. Bj+Bx

derived as t; < o+ tx
2) Parallel structure: Two parallel time constraints t; <§1 t, <§§ tj, if the

min (B1,82)

relationship is "with", then t; max (ay,az)

max (B1,B2) |

min (ag,02y J°

t; if the relationship is "or", then

t; <

! Resources waiting time has been included in the task execution time.
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4 Time Constraint Conflict Detection Algorithm

Time view represents time constraints information of all activities in workflow
instance, including the relations between a sequence of activities, explicitly tasks
earliest and latest finishing time, capability time. Time view calculation is done in the
Time Flow Graph. All kinds of time constraints information is organized in Time Flow
Graph to detect time constraint conflict by time constraint conflict detection algorithm.

In a workflow with the time constraint, explicit time constraints, process temporal
logic and resource capability time may lead to conflict. For instance, a work will be
finished in 10 minutes, however, we concluded by temporal logic and resource
capability time that the work can be finished after 20 minutes, the earliest. In order to
guarantee the consistency of all kinds of time constraints, in this section we provide
time constraint conflict detection algorithm in both definition time and runtime to
realize real time constraints conflict detection.

Algorithm 1. Conflict detection algorithm in definition time.

Input: ETCWN=(P,T,F, M,TC,TA,FC)

Output: Boolean, whether the process meet the requirements of time constraints
consistency or not

1)Establish time flow graph in accordance with rule 1.

2)Number the nodes in X and initializes the queue Q. Put the starting node t in Q,
number t as 1. Cycle out of the queue when Q is not empty, t'=DEQ(Q), put
subsequent of t" into the queue in turn , number++. When Q is empty, end the cycle.

3)Check the consistency of time constraint. Mark the starting time of the Ty as 0,
check all the nodes t;(i=2,...,{V}) in turn: to every precursor t; €-t; of t;, calculate

the cumulative time constraint e;; = t; <§ t; by parallel rule 2, calculate every time

constraint e;; = t; <E t; by serial rule 2.If o>, there is conflict ,end the algorithm;
if not, continue to calculate until all the nodes are checked. if there is no conflict, end
the algorithm and the time constraint in ETCWN is consistent.

Let use a detailed example to show the execution of algorithm 1, including
construction, extension, and detection of time flow graph. As shown in Fig 2, tzmust
be finished earliest 2 seconds after t;is finished, and latest in 3seconds after t;is
finished, namely: t; <3 t;, ts must be finished in 5 minutes since the workflow
begin. t, must be finished in 4 minutes since the workflow begin, namely: tg <3 ts>
ty <g ty

Source Tam
library | library

4
Fig. 2. The flow chart

Table 1 shows resource capability time of every work.
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Table 1. Resource capability time constraint

Change Time interval
4 [1,2]
t [1,3]
U3 [2,3]
ty [3,4]
5 [3,5]

According to rule 1(3), time constraint set is get: {ty <% ti,t; <3 ty, t, <3 ts,
t; <4ty t3 <3ts,t, <3 ts}, combined with initial constraints set {t; <3 t;,
ty <§ ts» ty <§ ts}, constitutes the final time constraints set of time flow graph. The
time flow graph is shown in figure 3

Fig. 3. Time flow graph

On the basis of the time flow graph in Fig.3, we do time constraint derivation
following rule 2, do constraint conflict detection using algorithm 1. Derivation process
is shown in table 2:

Table 2. Font sizes of headings. Table captions should always be positioned above the tables.

No  constraint premise rules

1 ty <t t, Time constraint definition rulel(2)
2 ty <g ts Time constraint definition rulel(2)
3 t, <3t, Time constraint definition rulel(2)
4 ty <l Resource capability time rulel(3)
5 t, <3t Resource capability time rulel(3)
6 t, <3 t, Resource capability time rulel(3)
7 t, <%t, Resource capability time rulel(3)
8 t; <5 ts Resource capability time rulel(3)
9 ty <5 ts Resource capability time rulel(3)
10 ty <5 t, conclusion 4, 5 rule2 serial
11 t, <St, conclusion 5. 6 rule2 serial
12 t, <3t, conclusion 3. 11 rule2 parallel with
13 ty <5 t3 conclusion 4, 12 rule2 serial
14 ty <5ty conclusion 4, 7 rule2 serial
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Table 2. (Continued)

15 ty <ity conclusion 1, 14 rule2 parallel with
16 ty <30 tg conclusion 8. 13 rule2 serial
17 ty <3 ts conclusion 9+ 15 rule2 serial
18 ty <5 ts conclusion 16+ 17+ 2 rule2 parallel with

We can learn from the form 2 that conclusion 18 tg <9 tg is in violation of the
time constraints. According to definition 3, this process does not meet the time
constraints, feedback conflict information to control view to made adjustment to the
workflow.

Algorithm 2. Conflict detection algorithm in runtime.

Input: time flow graph in algorithml and the triggering time of all the changes
already triggered.

Output: Boolean, whether the process meet the requirements of time constraints
consistency or not

1)Update the time constraints. If both the pre-set and rear set of changes of
constraint are triggered, remove the constraint from the collection. If neither the pre-set
nor rear set of changes of constraint are triggered, remain the constraint unchanged. If

pre-set of changes are triggered and rear set of changes are not, to e;; = t; <§ t,
calculate the time which the pre-set of changes take(current time minus pre-set changes
trigger time), eg; — tg <g:¥ t;. For the time constraints generated by rulel(3),
recalculate the resource capability time and update.

Fig. 4. Dynamic update process in time flow graph
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2) Same steps with algorithm 1.

Assuming that in the instance in Fig.3, t; is triggered, ty's trigger time is 0, t;'s
trigger time is 2, current time is 2, then the original time constraints {t; <3 t5,
ty <3 ts» ty <g ty}of workflow turn to new constraints {ty <3 t3, ty <g ts»
tg <3 t4}, the update process of time flow graph are shown in Fig.4.

5 Automatic Conflict Resolution Mechanism

The setup of both the hardware and software environment for the test are listed as
follows:

To support time constraints automatic conflict resolution, this section propose a
constraint violation handling mechanism based on equivalent replacement. The
concept of equivalent structure and exception handling structure are introduced to
realize automatic conflict resolution. equivalent activity can replace the original
activity when the original activity failed to perform or conflict. Exception handling
activities are based on the equivalent activity to record abnormal warning, if equivalent
activity still failed to perform or conflict, then execute exception handling activities.

In the workflow process, priority to perform normal activities, if normal activity
conflict, go back from this node and perform the equivalent activity, if the equivalent
activity still conflict, check exception handling activity, if exception handling activity
conflict, continue to go back until cannot go back and alarm the error.

We add equivalent activity and exception handling activity to the instance in
section 3. The time flow graph is shown in Fig.5. Dotted line represent the normal
activities in work flow.

Fig. 5. The flow chart with equivalent structure and exception handle structure

If it come across time constraint conflict at ts, go back to t; and perform the
equivalent activity, the process is shown in Fig.6. Dotted line represent the check and
perform of the equivalent activity.
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Fig. 6. The flow chart of go back and select the new path

The path of performing equivalent activity meet the time constraint of the workflow,
through automatic adjustment to avoid the abortion caused by failure of normal
activities in the workflow. Equivalent activity and exception handling activity provides
effective means for normal workflow execution, greatly improve the success rate of
execution

6 Time Constraint Conflict Detection and Resolution
Experiment

Firstly, we randomly selected workflow that have no conflict resolution, it meet the
time constraints in define time but time constraint conflict could occur at run time. Run
the workflow for 1000 times, record number of successful executed workflow as N.
secondly, we add conflict resolution mechanism in section 4 and 5. Run the workflow
for 1000 times again, record successful executed workflow number as M, the
equivalent substitution routing number as MI, exception handling path selection
number as M2. Finally, repeat the experiment for 100 times to get the average result.
The result are shown as follows.

Table 3. Confict resolution experiment results

Experiment Scucess  failure  Sucess rate
With conflict resolution 979 21 97.9%
Without conflict resolution 863 137 86.3%

In the workflow with conflict resolution mechanism, equivalent activities perform
83 times while exception handling activities perform 33 times. It can be concluded
from the experimental results that the equivalent replacement and the exception
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handling mechanism, as a supplement for possible runtime time constraints, have
significantly improved the success rate of workflow execution.

The experimental results shows that ETCWM can dynamically evaluate the runtime
time constraint conflict in workflow, provide automatic conflict resolution which
greatly improve the success rate of emergency-response workflow.

7 Conclusions

This paper proposed a time constraints modeling method to meet the requirements for
high reliability, high time accuracy and complicated time constraints in emergency
response workflow systems. On the basis of this model, the time constraints flow
diagram is built, conflict detection and resolution algorithm is derived.

The method decomposes the time constraints model into three views, namely the
resource view, the control view and the time view. In the resource view, time
constraints prediction of resources capability is introduced to improve the accuracy of
time prediction. In the control view, the Equivalent Mechanism and Exception
Handling Mechanism are introduced to resolve time constraint conflicts and improve
the success rate of the process execution. Finally, in the time view, a time flow
diagram is constructed from the source view and the control view according to the time
flow graph inference rule. In the time flow diagram, the runtime collision detection and
resolution are preceded for both definition-time phase and runtime phase. Through the
relevant comparison and experiment evaluation, the model is proved to be able to
support the automatic detection and resolution for runtime time constraints conflict and
improve the time accuracy and success rate of the process execution, which provides
strong support for emergency disposal.
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Abstract. Comprehensive risk assessment is very important work for effective
prevention and control of chemical accidents in hazardous chemical procedure
industries. This paper first proposes a perspective and workflow for
comprehensive risk assessment of hazardous chemical plants. Several key
components: case base, vulnerability analysis model, indicator system based
risk assessment model are included in the workflow. As a kind of professional
tool for geographical information manipulation, GIS can provide strong support
for analysis of case data, especially some spatial location relevant data, which
are in the majority among all case information. Next, GIS can provide support
for implementation and run of vulnerability analysis models. Further, with
strong spatial analysis capability of GIS, one can carry out Impact evaluation of
a chemical accident. Thus, GIS can provide versatile support in comprehensive
risk assessment of hazardous chemical plants. In this paper, we will affirm:
Spatial analysis and visualization of GIS can facilitate the management of case
base and provide fundamental support for vulnerability analysis and risk
assessment models.

Keywords: Comprehensive risk assessment, Hazardous chemical plant, GIS,
Case base, Vulnerability analysis.

1 Introduction

In chemical procedure industries, comprehensive risk assessment is universally
implemented program for prevention and control of potential accidents. There are at
least two approaches to comprehensive risk assessment: a technological source-
oriented one and a receptor-oriented one [1]. In recent decades, many methodologies
have been developed to undertake a risk analysis on an industrial plant. Tixer et al
identified more than 60 risk analysis methodologies, which can include up to three
phases (identification, evaluation and hierarchisation) [2]. According to their
technological characteristics, These methods can be ranked in six classes [1], based
on the combination of four usual criteria (qualitative, quantitative, deterministic and
probabilistic). Though these methods have been widely used for risk analysis of
industrial plants, there are some limitations and difficulties with these methods [3].
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In theory, comprehensive risk assessment aims at combining source and receptor.
For technological risks, this includes both plant and external safety considerations;
aspects of regulatory assessment, planning, training, and emergency management, but
also risk communication and the integration of physical and chemical criteria with
environmental, human health, and socioeconomic considerations. In addition, it
specifically aims at integrating the power of dynamic simulations models as a major
tool of risk assessment.

Different from some engineering research, dangerous chemicals incidents occur at
random and dynamically. It is also difficult and often impossible for us to make
experiment of accidents. So collection of historical cases is almost the only way for
data of chemical accidents. On the other hand, we also believe that objective laws of
incidents are hidden under abundant cases. With increasingly developed methods and
technologies, especially information technologies and data mining methods, the
substantial principle dominating the accidents can be disclosed. Obviously the
collection and analysis of cases need to be studied deeply.

For cases, in addition that some general data need be obtained, some spatial and
temporal data, and some environment-related data also should be collected for better
analysis of them. In these additional data, most are geo-referenced which can be well
handled with GIS (Geographical Information System). For example, the occurrence
location of a case can be parsed from the natural language form of it with the
geocoding function from GIS, some elements of a case can be represented with
feature editing or symbol drawing functions of GIS, and GIS can also provide support
for input data retrieval and evaluation model running and so on.

The structure of this paper is organized as follows. Firstly, the core thoughts
centered on case study of chemical accidents are explained and the analysis flow
based on case study is illustrated. As a result, several essential components including
case management system, hazardous chemical base and dynamic model are presented.
Next, the necessity and possibility of the application of GIS in the integrated risk
analysis process is explored. Lastly, the paper concludes with the promising
application of GIS in construction of comprehensive risk assessment system of
hazardous chemical plants and several aspects worth further improvement.

2 Perspective and Workflow

We think the comprehensive risk of a chemical plant depends on not only the internal
status and characteristics but its ambient environments including natural and man-
made ones. Furthermore, management and response capabilities also affect the result
of risk assessment. As risk is a combination of probability and consequence, the
stronger the management capability is, the lower the occurrence probability of
accidents caused by a chemical plant, and the more efficient and effective response to
an accident is, the less serious the consequence caused by an accident is.

There are two types of classic approaches to risk assessment: one is indicator
system based method and the other is dynamic model method. As mentioned above,
there are some factors which dominate the final risk. These factors can be organized
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hierarchically into a tree structure. For example, in the first hierarchy, we can
consider physical and chemical properties of a chemical plant, natural and man-made
environments around the plants and the emergency management capability are three
kinds of factors that affect the resultant risk. In the second hierarchy, the emergency
management capability can consist of preparedness, mitigation, monitoring, response
and recovery etc. sub-factors. On the other hand, risk can be analyzed through most
likely accident identification and corresponding consequence calculation. Generally,
the consequence can be calculated with specific dynamic model.

It is natural to integrate the two approaches in comprehensive risk assessment. In
scientific research, data can provide evidences while a mechanism model describes a
dynamic process of a potential accident. Therefore, our perspective is that an
integrated approach which can combine both of them will be a kind of more
promising one. According to this thread, we propose a flowchart of comprehensive
risk assessment of chemical plants as shown in Figure 1 [11].

Creation and maintenance anagement of chemical e o
Gchemical incident cas; G materials Vit ity e

Legend
Vulnerability
analysis
¥ models (D Process
Tealth and
Chemical ncident Population and | | environment Datab
cases environment vulnerability atabase

Indicator
centered Risk D Model

I Grey correlation, assessment

AP, neural models
network __, Input/output

Construction of indicator » / Constructed / >
system

'\ indicator systems \ v

Fig. 1. The flowchart of comprehensive risk assessment system of chemical plants based on
cases

The main steps of the analysis are as follows.

(1) Creation and maintenance of chemical incident cases

In this operation, the system reshapes chemical incident cases obtained from all kinds
of sources and stored them with structured form through interaction with human. The
stored cases can be updated if necessary. Furthermore, the system can import cases in
batch from external files. These files are created by manual processing or exported by
other relevant systems. In case base, the case is stored with formal structure. In
addition to exporting textual form of electronic document or paper, the case can be
presented dynamically. Query, locating, etc. operations can also be executed on case
base.

(2) Management of chemicals

This work maintains a list of chemicals. The information of a chemical includes
physical and chemical properties of it, environment, health and treatment actions etc.
(3) Vulnerability analysis
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Vulnerability analysis will choose a simulation model to predict the effect of toxic,
flammable or explosive chemicals on population health or environment. In this
analysis, the population or environment data are required.

(4) Construction of indicator system

The construction of indicator system is a complex process. The core tasks in this
process include indicator choice, weight calculation etc. some mathematical methods
for indicator system analysis are needed such as grey correlation, fuzzy logic,
artificial neural network etc.

(5) Risk assessment

This work is to implement some risk assessment models which are based on indicator
system. In process 4), some alternative indicator systems are proposed. And in this
process, the models will choose an indicator system and request user input or extract
data from database to calculate risk of chemical places. Then, given a certain rating
rule, the risk rate of chemical places will be identified.

3 The Role Played by GIS

Geographical information system is a comprehensive software package for
manipulation of spatial location relevant information. Its core functions include
spatial data retrieval, spatial data processing, spatial data storage, spatial analysis,
spatial visualization etc. In process of comprehensive risk assessment of hazardous
chemical plants, plenty of data, such as population distribution, environmental
coverage, rescue station, emergency materials and health resource and so on are
spatial location relevant. GIS provides a strong substantial tool for the manipulation
of these data. The geo-database of GIS is an extended database management system
which is built up based on a proprietary database management system such as
Microsoft SQL Server and Oracle and can be used for storing and maintaining these
data.

Given the requirements of analysis activities in fig. 1 and the capability of GIS, the
possibility of the application of GIS in comprehensive risk assessment of hazardous
chemical plants are presented as follows.

3.1 Retrieval of the Geographical Properties of a Case

Originally, a case is presented with papery or electronic document where some geo-
referenced information is described in form of natural language. For example, the
location of a case is expressed as some street, some road. This kind of expression of
geographical features is difficult to be processed and analyzed with computer and
graphically cognized by man. Some functions of GIS can be utilized in retrieval of the
geographical properties of a case.

First of all, geocoding function in GIS can be applied to interpret the natural
language description of the occurrence location of a case. Geocoding is an essential
function in GIS which works with spatial database and natural language interpretation
techniques. It can retrieve accurate occurrence location of a case with latitude-
longitude form. Table 1 presents the general workflow of geocoding of the occurrence
of a case with GIS.
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Table 1. The general workflow of geocoding with GIS

No. Step Description
1 Original address is presented Geocoding starts with a specified address in a natural
language form.
2 Address with natural language When an address locator parses an address, it dissects
form is parsed the address into its address elements based on the style
of the address locator.
3 Address locator searched Once the address locator has parsed the address and

generated a list of values for each address component, it
finds features in the locator that match the elements of
the input address based on a set of search criteria.

4 Score of each potential match When the address locator has generated a set of

established potential location candidates, it scores each candidate to
determine how closely each one matches the address.

5 List of candidates filtered Once each candidate is scored, the address locator

generates a set of candidates that are potential matches
for the address based on the minimum candidate score
set for the address locator.

6 Best candidate matched The address locator ranks the candidates by score and
an address is matched automatically to the candidate
with the highest score.

7 Matched feature indicated The feature that corresponds to the best candidate is
used for generating the location for the matched
address.

Next, the spatial feature editing can be used to mark out the affected zone by a case
and its evacuation zone, if any. The affected zone of a case is the domain of influence
caused by an accident happening in a hazardous chemical plant while the evacuation
zone is a temporal assembly area for protecting the affected people from harming and
providing basic life support for them. Both of the affected zone and the evacuation
zone can be bordered according to some textual description of the accident, which is
easy given a detailed record of the case. There are several basic functions of spatial
feature editing that can be used to draw the zones including draw circle, draw ellipse,
draw rectangle, draw polygon. Illustrative symbol plotting is especially useful for
representing situation, tendency, tactics etc. on a map. This tool derived from GIS can
be used to render some essential elements of a case such as disaster scenario,
evolvement and response and so on. Figure 2 illustrates an example of the
representation of basic elements with some spatial feature editing tools and
normalized symbols which are able to be plotted through tools integrated in a
proprietary GIS software package or implemented through second development
techniques provided by it.

Furthermore, one can use spatial query function to retrieve important information
around the location of the accident. The information includes risk sources, protection
objects, population, economics etc. Fig. is an illustration of geo-referenced
information retrieval of a case with GIS. The process is as follows.

Step 1: a query feature is drawn manually or automatically;

Step 2: In background, GIS fetches the objects meeting certain conditions
according to the marked area and object types;

Step 3: the fetched data is exchanged into input form for case information
maintenance;
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Step 4: If necessary, the user edits the fetched data;

Step 5: the user confirms and submits the case information into case base.

Through interaction between case information maintenance application and GIS,
the geo-referenced information of a case can be retrieved and saved to case base
finally. This process will largely increase the efficiency of case maintenance.
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Fig. 3. A screenshot of case data retrieval function based on spatial query function of GIS
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3.2  Support for Implementation and Run of Models

As seen, vulnerability analysis models and indicator-centered risk assessment models
are going to be required in the course of comprehensive risk assessment of hazardous
chemical plants. Firstly, for vulnerability analysis, some models, no matter hazardous
material leakage models or explosion effect analysis models, need geo-referenced
parameters as input. Secondly, GIS can provide support for the run of the model,
especially in case that the processing of the model involves some spatial analysis
functions. Finally, the output of a model is more effective and vivid if they can be
presented on map directly. Fig. illustrates the input interface and the analysis result of
a leakage analysis model presented on a map.

TSR B AT
REFERE

=R R iRt
=% [~ BiERE, [P0 neps O [H C
F=, BE o [EmmE s e’ gRSE 0 FE

M @BUAE | (D) RREEE B8t | nehs  mmEE 10 FE A
mre G~ W sgtew GEAN s N

B% AW AHDEE / / ? 7/

B o | F4 B ] : A
AEFRESANAST v | B2 v | 5 (890 v B T /’/
: /"'//:"/
oF //// e
AL R e X \
B b

/’//

=R

—EER

Fig. 4. Input interface and analysis result presentation of vulnerability analysis models with
GIS

3.3 Impact Evaluation of a Chemical Incident

Following the prediction of the analysis models, the question what is the consequence
of the incident is going to be asked. The answer can be provided easily leaning upon
spatial analysis functions of GIS. With overlay analysis of GIS, one can create an
integrated analysis by applying a common scale of values to diverse and dissimilar
input. On one hand, analysis models obtain the impact range of the incident which is
generally presented with polygon features. On the other hand, some demographic
data, economic data and environmental data are collected and held by GIS in a geo-
database they often are presented in form of certain feature types (mostly point or
polygon types). With overlaying demographic, economic or environmental data with
the impact range of the incident, an overall risk can be quantified.
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Fig. 5. Impact analysis of a chemical incident with GIS overlay analysis function

3.4 Input Data Retrieval of Risk Assessment Model

As mentioned above, there are two types of models which are necessary for the
retrieval of risk assessment results: the dynamic ones and the hierarchy based ones.
For the former, three most commonly used models include: fire spread model,
explosion impact analysis model and hazardous chemical leakage analysis model.
These models require some data as input before and during execution. And some
procedural data may be produced and need be stored temporarily. The following table
lists some key parameters whose data need be provided for execution of the models.

Table 2. Three most commonly used dynamical models in risk assessment of hazardous

chemical plants

Model name

Purpose

Main parameters

Purpose and parameter description

Explosion
impact analysis

Hazardous
chemical
leakage analysis

Fire spread
analysis

Analyze
impact area for
a specified
explosion

Analyze and
simulate the
dynamic
spread process
of leakage
materials
Analyze and
simulate the
spread process
for a specified
fire event

Input parameters

Output results

Input parameters

Output results
Input parameters

Output results

The central location of the explosion,
explosion type, explosion material type and
explosion material mass, volume, pressure
etc.

The spatial distribution of the hierarchical
damage areas

The leakage location, leakage mass, leakage
velocity, leakage pattern, occurrence time,
chemical type, wind conditions, cloud
condition, weather etc.

Space-time distribution of chemical
material coverage and thickness.

DEM, fire location, wind conditions, fire
load etc.

The dynamic of fire spread and space-time
distribution of fire zone and strength.
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In order to carry out the analysis with the indicator based model, one must provide
the input data corresponding to the hierarchical indicator system. The following figure
shows a typical hierarchical structure of indicator system for the risk of a hazardous
chemical plant. As seen, this indicator system is built in view of three phases of
emergency management of chemical incidents: preparedness, mitigation and
response. Thus, some key factors are filtered out naturally.

A
Hazardous chemical installation risk assessment

B B B B

1 2 3 4
o S .

Intrinsic Risk Derivative accident urrounding Rescue force
environment
C C, C; Water pollution Cs Economic situation C; Medical forces situation
Intrinsic Quantity of (Ds) (Dy) (Do)
property storage Cy Traffic interruption Cs Population density Cg Fire forces situation

(Dy) s Ds) D1o)

D
Dy Poison index
D: Fire and explosion index
Ds Erosion index

Fig. 6. The AHP model for the risk assessment of chemical installation
With some spatial analysis functions provided by GIS, the input data for many of
these indicators can be retrieved from spatial database. The following table lists some

indicators and the corresponding retrieval approaches with GIS.

Table 3. The corresponding retrieval approaches of indicator data with GIS

Factor Functions or Tools Raw data
Poison index D, Attribute analysis of hazardous Attribute data of hazardous
chemical installations chemical installations
Fire and explosion index ~ Attribute analysis of hazardous  aAgribute data of hazardous
D, chemical installations L .
chemical installations
Erosion index Ds Attribute analysis of hazardous  Ayribute  data  of hazardous
chemical installations L .
chemical installations
Quantity of storage D, Attribute analysis of hazardous  Ayribute  data  of hazardous
chemical installations L .
chemical installations
Water pollution overlapping analysis (polygon Water bodies with polyline or
Ds and polyline) polygon features
Traffic interruption Ds overlapping analysis (polygon Traffic roads with polyline
and polyline) features
Economic situation D; Zonal statistics Areal economic data
Population density Dg Zonal statistics Areal population data
Medical forces situation ~ Buffer analysis (around  Medical force distribution
Dy hazardous chemical plants) thematic data
Fire forces situation Dig  Buffer analysis (around  Fire force distribution thematic

hazardous chemical plants) data
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4 Conclusions and Discussion

Comprehensive risk assessment is very important work for effective prevention and
control of chemical incidents. Chemical cases are the systematical archives of the
historical chemical incidents and underlying law of incident evolvement is hidden
under abundant case information. Cases are useful data source from where risk
assessment can be implemented with some data-mining methods. As a necessary
component of comprehensive risk assessment, vulnerability analysis need take
physical, chemical characteristics of chemicals as input parameters. Therefore, a
chemical base is needed when make vulnerability analysis of health or environment.
Furthermore, as a kind of professional tool for geographical information
manipulation, GIS can provide strong support for analysis of case data, especially
some spatial location relevant data, which are in the majority among all case
information.

For some reasons, experiments for accidents are not available. Thus, historical
accidents (cases) are the valuable experimental data for analysis of incident objective
laws which are hidden under abundant cases. On the other hand, traditional cases have
some inherent shortcomings when used for an comprehensive risk assessment of
dangerous chemicals. From this paper, we conclude: Case study can provide useful
service for risk assessment. Comprehensive and structured cases are good materials
for data-mining; spatial analysis and visualization of GIS can facilitate the
management of case base and provide fundamental support for vulnerability analysis
and risk assessment models.
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Abstract. In the real world, an incident is often followed by some secondary or
derivative incidents which may further trigger some new incidents. The process
goes so repeatedly. How to present this kind of chain relationship and formalize
cascading effect of these incidents is very important for prevention and control
of the complicated incident scenarios like this. This paper preliminarily ex-
plores incident chain modeling including the mechanism of incident chain and
its construction and presentation. In mechanism, a term meta-force is coined for
theoretical research of the incident chain modeling. A general theoretical
framework including incident, meta-force and disaster receptor is proposed
which can be used for incident chain research. Following the research on con-
struction and presentation of incident chain modeling, the paper further investi-
gates the analysis approach to incident chain based on Bayesian network. As a
kind of natural presentation of incident chain, Bayesian network techniques
have inherent advantages when used in inference and prediction of a compli-
cated disaster scenario. Concrete applications include risk analysis and decision
optimization. The work can be consulted in case of prevention and control of
complicated disaster circumstances.

Keywords: incident chain, Bayesian network, GIS, chain breaking & disaster
reduction.

1 Introduction

An incident is often followed by some secondary or derivative incidents. For instance,
when an earthquake occurs, fire, landslide, hazardous material leakage may be trig-
gered. If not prevented or controlled effectively and efficiently, the consequence
caused by these resultant incidents will probably leads to more serious loss than the
earthquake itself does. This kind of cascading and interactive effect of incidents is
called an incident chain. The incident chain makes the prevention and control of inci-
dents more complicated and difficult. Nevertheless, there exist internal principles that
dominate the formation of incident chain. Incident chain expresses the causal relation-
ships between incidents and it depends on three elements, i.e. incidents, disaster
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receptor and emergency management and is subject to exchanging process of sub-
stance, energy and information among the three elements [1]. In existing researches,
the research on the incident chains caused by earthquake, typhoon etc. natural disas-
ters have drawn much interest [2-5]. Some typical examples include the disaster anal-
ysis that an earthquake causes hazardous chemical leakage and fire, and the analysis
that an explosion breaks a container and then causes hazardous chemical leakage. [6-
9]. There is also some disaster network related research work. Literature [10] defines
the conception of disaster network, semi-quantitatively analyzes the occurrence prob-
ability of the network nodes, and gets response tactics in view of the whole minimum
loss of the disaster network. Based on the vulnerability of disaster-causing factor,
disaster receptor itself and the space-time environmental characteristics around the
disaster receptor, exploring the triggering and transforming law of incidents is the
basis and core of incident chain analysis [11]. In order to get insight into the law of
incident chain, it is necessary to build up decision rule database of interchanging
process between incidents through coupling the mechanism research and plenty of
incident case data and construct the responding reasoning mechanism. With existing
science knowledge and experience, preliminary incident model can be made, which
we call prior information while abundant incident cases can be looked on as fact in-
formation or experiment data. Both can be integrated and augmented into new recog-
nition of incident chains. Bayesian network is a kind of causal reasoning technique
that utilizes the classical Bayesian theorem. It is widely applied to natural language
understanding, pattern recognition, artificial intelligence etc. fields. It is a kind of
DAG (Directed Acyclic Graph) where the events are nodes and the causal relationship
between events are directional edge [12]. It is imaginable that the incident chain can
be formed when defining the incident as node and the link strength between edges as
triggering probability of an incident (starting) to another incident (end). Thus, we can
use Bayesian network analysis to carry out analysis of incident chain.

The paper firstly proposes an approach to incident chain modeling and then, a kind
of incident chain analysis technique based on Bayesian network. With simulated ex-
ample, the calculation process is explained. The work can be consulted in case of
prevention and control of complicated disaster circumstances.

2 Incident Chain Model

2.1  Overview of Incident Chain Technology

The occurrence of incidents is not isolated. They are related to each another and have
some causal relationship between them. When a certain type of incident occurs, it is
likely to induce another kind of incident due to the appearance of disaster-causing fac-
tors produced by the release and transfer of energy, substance and information etc. Un-

exceptionally the induced incident may further cause another incident, and further "
Investigation on plenty of cases of incidents has shown that there exist underlying laws
that govern the occurrence and evolvement of these incidents. There are complicated
connections between different types of incidents. Incident chain is a kind of innovative
research approach of complicated disaster-causing phenomena where a disaster will lead
to secondary ones iteratively. It presents a chain-like graph which describes potential
correlation between the resultant disasters and their causal disasters [13-14].
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In order to explain the incident chain technology, we first put forward two basic
concepts: incident chain class and incident chain instance. The incident chain class is
the abstract description of the relationship among potential disasters while the inci-
dent chain instance depicts the concrete presentation of a complicated disaster scene.
The incident chain instance is a specific instantiation of the incident chain class. The
incident chain class expresses the underlying principle of complicated disaster phe-
nomena from the cognitive aspect. It is the concentrated reflection of commonsense,
expertise, physical law etc. the incident chain instance depicts the real scene of a past
occurrence or a predicted one of a probable occurrence.

Figure 1 illustrates an incident chain class of typhoon. As seen, typhoon incident
may induce rainstorm and gale. Rainstorm will further cause torrent and inundation.
Gale will cause storm surge and billow. Torrent will cause mud-rock slide and
landslide. Incident chain of a certain type of incident is not invariant. We can look on
incident chain as an express of a priori knowledge which reflects the logic of relation-
ship between different types of incidents. This kind of knowledge is not same for
different degree of cognition and different space-time environments. For example, in
incident chain of typhoon in coastal area, billow, storm surge are noticed more, while
gale and rainstorm are paid more attention in land area. Even, for the same area, the
same type of incident has different incident chains in different years, different seasons
of each year. In details, the structure of chain-like graphs and the probability of transi-
tion between two incidents in the graph are different. The probability of transfer be-
tween two incidents can be gained from plenty of historical cases through data min-
ing, case reasoning etc. techniques and can also be studied based on physical laws
(e.g. logical causal relationship). Furthermore, rule, model based reasoning techniques
are also supposed to enhance the accuracy of the probability. It has been shown that
considering space-time factors are quite necessary and essential in the research on
pattern and application of incident chain.

/ Typhoon \
J Gale > :t/ m&
/ Gale risk ) / Mountain \ /Inundatlon\
Coastllne (
jrea J \_ Ia / \ risk area /
7 sorm N TN o
\ surge / \ Billow / \ Torrent<\\ \deann
[ Erosion risk ‘ /Geo hazard
\ area / area /
/ Mud-rock ™ TN
( ' ) (" Landslid )
N slide / \\jn * e/

Fig. 1. An example of incident chain class of typhoon
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2.2  Formation of Cascading Effect of Incident Chain

According to some academicians’ research, an original incident triggers secondary
incident through three types of factors inclusively: material, energy and information.
More specifically, these three types of factors can be divided into some general im-
pact forms which are called meta-force. Pressure, impulsive force, erosion etc. are
some examples of meta-force.

There are relatively intrinsic mapping between meta-force and disaster receptor
(including human, thing and social system). Thus, if we can find out two classifica-
tion system and their mapping, an incident chain expression model can be con-
structed. Figure 2 illustrates the forming process of incident chain due to cascading
effect from one incident to another incident. Obviously, the construction of meta-
force set and disaster receptor set, further their mapping relationship is a substantial
work. The mapping between incident and meta-force, and meta-force and disaster
receptor are many-to-many.

Incident 1 1 Meta force 1 Receptﬁ

. _
Meta force 2 Recept@

Incident i

Incident n 1 Meta force m Rec@

Fig. 2. Illustration of incident, meta-force and disaster receptor

From Figure 2, we can easily understand the possibility of transfer between inci-
dents is dependent on certain exterior conditions. The relevant targets (disaster recep-
tor) are one of the most conditions. For instance, when typhoon occurs, the landslide
and debris flow may be induced. However, how much the possibility is depends on
whether some relevant risk targets exist within the affected area by the original inci-
dent, such as landslide risk regions, flood risk regions etc. If only some incident is
configured in the incident chain and the relevant targets exist within the affected area,
the relevant secondary and derivative incidents should be concerned. Incident chain
can be stored and expressed with the data structure of adjacent table in computer [11].
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3 The Analysis of Incident Chain with Bayesian Network

3.1 Introduction to Bayesian Network

Conditional probability is an important concept. While the sum and product rules of
probability theory can cope with this factor of conditionality, in many cases such
calculations are NP-hard. For example, the prospect of managing a scenario with less
than 10 discrete random variables might be tractable. However, an emergency deci-
sion support system for inferring likely consequences caused by an incident with 32
random variables resulting in a joint distribution of over 2°* parameters would get
intractable.

Bayesian network is a simple, graphical notation for conditional independence as-
sertions and hence for compact specification of full joint distributions [15]. It consists
of a set of nodes, one per variable. The links between nodes denotes the causal rela-
tion of variable pairs, i.e. if one variable is influenced directly by another variable,
there is a link between two variables. The influence variable is called parent variable,
and the influenced variable is called child variable. All nodes and links between them
constitute a directed, acyclic graph.

Consider a domain U of n variables, xi, x,, ..., x,, Each variable may be discrete
having a finite or countable number of states, or continuous. The joint probability of
all these n variables can be calculated with the following formula according to chain
rules of probability theory,

p(xla-x2$"'$xn):l_[p(xi|-x17-x2$"'$xi,1) (1)
i=1

For every variable x;, if there is some subset H,- c {Xl s Xyt Xy }, which makes x;

be independent of {Xl,xz,"‘,xi_l}\ni , then
p(x 1 x,x,,--,x,_,)= p(x |I1) 2

Put xy, x,, ..., x; in a certain order, determine a set of variables meeting eq. (2). Then
take I1 ; as parent nodes of x;. and add a direct link between every variable in IT ;

and x;. Thus, a directed, acyclic graph representing causal relations among variables is
generated. Namely, the structure of Bayesian network is determined. Following
the construction of Bayesian network, a network learning algorithm will be imple-
mented according to sample data. The goal of network learning is to quantify the
probability distribution of the network according to observations and update the prior
distribution.

Assume the joint distribution of variable set x={xi, x,, ..., x,,} can be encoded into
the network structure [16]:
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p(x|t9s,sh)=Hp(xi IT1,,6,,5")

i 3)
Where 6; is the vector of parameters of the distribution p(x;IIT;, 6, s"), 6, is the vector
of parameter group (6;, 65, ..., 8,), and s" denotes the assumption that physical joint

distribution can be decomposed according to S.
Following network learning from sample data, a verification step is required to
take to test if the resultant network is significant and applicable.

3.2 Incident Chain Diagnosis and Prediction with Bayesian Network

In the simplest case, conditional distribution is represented as a conditional probabili-
ty table (CPT) giving the distribution over x; for each combination of parent values.

Let incidents be the nodes of Bayesian network and variable set {x;, x,, ..., x,,} are
used to represent the random binary variables and 0 is nonoccurrence and 1 is occur-
rence. Construct the Bayesian network following the steps below.

(1) Choose an ordering of variables x,, .. , x,
(2) For i =1 to n
add x;, to the network
select parents from x,, .. ,x,, such that
P(x,|Parents(x,)) = P(x,

X oo Xx0)

With Bayesian network, we can do two types of things. One is diagnosis, which is a
bottom-up process. This term is from disease treatment where a doctor will look for
causes according to the patients’ symptom. The other is prediction which is a top-
down process. Prediction will look for the possibility of potential effects. For incident
chain analysis, the former will be able to find out the most possible factors for current
consequence or infer the key nodes for existing incident risk, and the latter will help
us predict the possible consequence given a specified incident scenario.

4 The Application of Incident Chain in Emergency Prevention
and Response

4.1  Construction of Bayesian Network of Incident Chain

Suppose an incident chain class in figure 1. In order to implement area specific analy-
sis, one need to instantiate the incident chain class in terms of space-time information
such as spatial objects and seasonal factors. This process can be done under the sup-
port of GIS [11]. First of all, according to the condition factors configured in the data
structure of incident chain, GIS can filter out potential (worth concerning) secondary
incidents by use of spatial query functions. The analysis steps are listed as follows:

Step 1: The path and range of the presumptive original incident (typhoon) is identi-
fied. This result may come from professional prediction of meteorological bureau.
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Step 2: potential secondary incidents are filtered out. For every incident in the confi-
guration of secondary incidents in the incident chain class, GIS searches for asso-
ciated targets (condition factors). If the associated condition factors are present, then
a node of the secondary incident is added into the corresponding incident chain
instance.
Step 3: The influence areas for every identified secondary incident is calculated ac-
cording to proper influence analysis models. These kinds of models are generally
from some professional departments such as environment, hydrology and geology and
o on.
Step 4: Repeat Step 2 — Step 3, until the whole study area is covered or the expected
level of secondary incidents.
According the above analysis, the incident chain structure (or the structure of Baye-
sian network) is determined. Then the probability distribution (In particular, the in-
ducing probability of incident pairs in the chain graph) of the network needs to be
calculated. In literature [17], a calculation framework is proposed through which in-
ducing probabilities for incident pairs in the chain graph are able to be calculated.
Figure 3 is an area specific incident chain for some area located within a coastal city
of China, where typhoon strikes it in routine every year. After going through some cal-
culations mentioned above, the following incident chain instance is identified.

— T
( Some typhoon >
—~ Stormrain related to
Gale related to the ( the typhoon > C
typhoon ~_ o
_— - T —
(Torrent in some area> E

- — - B F
Storm b Mud-rock
surge in some sea area Slide in some area

— ~_ _—

Fig. 3. Incident chain instance derived from some incident chain class

4.2  Risk Analysis

In essence, Risk analysis for incident chain is an inference procedure based on Baye-
sian network. From the incident chain instance of figure 2, According to probability
chain rule and conditional independence, the joint probability of variables of incident
chain can be written as follows:
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P(A,B,C,D,E,F)=P(A)P(BIA)P(CIA)x P(DIB)P(EIC)P(FIE) 4)

Thus, one can calculate the occurrence probability of storm surge triggered by the
original typhoon incident:

P(ID=1,A=1)

P(D=11A=1)= A D

)

Where,

PD=LA=1)= Z P(A=1,B=b,C=c,D=1,E=¢,F=T) (6)

B,C.E,F

P(A=1)=) P(A=1,D=d) (7)

In this means, the occurrence probabilities for all potential secondary incidents can be
calculated according to the joint probability of all incidents.

Then, given the consequence or loss of every potential incident, the risk can be cal-
culated. For example, if the loss for each node is:

C={cg.cc,Cp,CpsCr) ®)

Then the expected risk caused by the original incident is:

¢ =PBIT)c, + P(CIT)c. + P(DIT)c, + P(EIT)c, + P(FIT)e,  (9)

4.3  Decision Optimization

Based on Bayesian network of the incident chain, several approaches to decision op-
timization can be made. Firstly, suppose some chain(s) are broken in an incident
chain, the resulting average risk can be recalculated according to Equation (9). Thus,
through comparing the resulting risk values, one can easily determine which tactics is
the best one and then should be employed to implement in emergency response. Se-
condly, on condition that there are limited resources which can be used in emergency
response activity, how to allocate these resources optimally is a key issue to promote
efficiency and effectiveness of emergency response.

Suppose the expected risk of an incident chain is R,. Now there are n tactics t,,
by, ..., 1, which can be employed to break chain. The cost for the i tactics is ¢; and the
resulting average risk is R; then the unit cost can be calculated according to the fol-
lowing equation:

g =—""— (10)
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After simple ordering of the resultant unit cost, the best tactics with minimum unit
cost can be chosen as the final solution to emergency response. With limited emer-
gency resources, more allocation will be made for the prevention and control of the
crucial node.

5 Conclusions and Prospects

Complicated prediction is very important to achieve pre-warning and timely treatment
of incidents especially in situation where an original incident will trigger secondary
or derivative incidents. The principle of incident chain is one of the most fruits in
public safety science. It originates from disaster chain. The study of the underlying
mechanism and evolvement rule is extremely helpful for prediction and control
of incidents.

This paper preliminarily explores incident chain model including mechanism of in-
cident chain and its construction and presentation. In mechanism, we illustrate the
Formation of cascading effect of incident chain. We think both of meta-force and
receptor attribute are generalized factors in generation of incident chain. This pro-
vides a general theoretical framework for incident chain research. Following the re-
search on construction and presentation of incident chain modeling, the paper further
investigates analysis approach to incident chain based on Bayesian network. As a kind
of natural presentation of incident chain, Bayesian network techniques have inherent
advantages when used in inference and prediction of complicated disaster scenario.
Concrete applications include risk analysis and decision optimization.

Currently, the application of incident chain in public safety is at its initiative phase.
In order to meet the construction of emergency platform, it is urgent that some rele-
vant theories and techniques need to be studied more deeply. The breakthrough and
solution of these problems such as risk analysis incorporating incident chain, the ap-
plication of advanced spatial analysis of GIS, the study on patterns of chain-break and
disaster reduction, incident chain based intelligent decision etc. are quite meaningful
for prevention and control of incidents.
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Abstract. Forest fire risk and danger mapping is about forest fire potential
estimating. Spatial differentiation of forest fire risk and danger is obvious in the
Northeastern China Forest Zone, and it is of crucial importance in setting up
management objectives in this region. Based on RS and GIS technology and
spatial logistic regression analysis, the relations between the burn scar and its
influencing factors were evaluated using Wald step forward logistic regression.
Using logistic regression model, forest fire risk probability of each pixel was
calculated and five-class forest fire risk and danger zones were identified. The
result shows that spatial differentiation of forest fire risk and danger is obvious
in the region. Different forest fire management can be applied in different fire
risk zone. To eradicate forest fire from the beginning, budgets, personnel,
technology, equipment, early warning and monitoring systems need to be
adjusted in fire management systems.

Keywords: forest fire, northeastern China, spatial logistic regression model,
MODIS.

1 Introduction

Forest fires are a recurrent environmental and economic emergency worldwide. Since
1980s, forest fires caused by global warming appeared to be on the rise. The
protection of life property and forest resources requires increasingly more effective
forest fire management, and it is possible to map forest fire risk and danger zones and
thereby minimize the frequency of fire, avert damage, etc.

Fire risk and danger refers to the probability of ignition, as determined by the
presence and activity of causative agents (i.e., man, lightning, etc.) [1]. The term
“danger” refers to sum of constant and variable factors affecting the ignition, spread,
and resistance to control, and subsequent fire damage. Forest fire risk and danger
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zones are locations where a fire is likely to start, and from where it can easily spread
to other areas.

A precise evaluation of forest fire problems and decisions on solution methods can
only be satisfactorily made when a fire risk zone map is available. Statistical methods
such as linear regression, classification regression trees, logistic regression analysis,
neural networks or Bayesian probability have been used in fire risk mapping to
generate local risk models[2], [3], 4], [S], [6], [7], [8], [9]. A geographic information
system (GIS) can be used effectively to combine different forest-fire-causing factors
for demarcating the forest fire risk zone map. Remote Sensing (RS) data plays a vital
role in identifying and mapping forest fires and in recording the frequency at which
different zones are affected. Based on GIS and RS, a spatial logistic regression model
is developed in this study to predict the forest fire risk and danger probability.
Northeast China Forest Zone is selected for this study, because it continually faces a
forest fire problem, and the large range, low population density, limited traffic
infrastructures and weak fire suppression capabilities, combined with the continental,
dry character of the climate, created the conditions for large conflagrations.

2 Methods

2.1  Study Area

Northeast China includes Heilongjiang Province, Jilin Province, Liaoning Province
and Inner Mongolia autonomous region. The Northeastern China Forest Zone is
stretching over ten degrees latitude from South to North (41°30’-53°30" N) and nearly
five degrees longitude from East to West (115°30-135°20" E), including territories of
Liaoning, Jilin, Heilongjiang and the eastern part of the Inner Mongolia Autonomous
Region. The Northeastern China Forest Zone locates in the Greater and Lesser
Hinggan Mountains and the Changbai Mountains, and it is the largest natural forest
area in China. The main forests in the region are cold-temperate conifer mixed forests,
temperate conifer and broadleaf mixed forests, warm-temperate deciduous broadleaf
mixed forests, and the chief tree species include larch and Korean pine. The region is
an important forestry of China. In the region Greater Hinggan Mountains forest
district, Lesser Hinggan Mountains forest district, Changbai Mountains forest district,
the main timber bases are located, with its forest coverage and timber reserves
accounting for over one third of the national totals, and the area turns out half of the
national total timber output.

The climate in the extreme northeastern region of China is continental cold-
temperate, with long, cold, dry winters and short, warm, humid summers. The
infrequency of winter storm passages produces relatively little precipitation. As spring
approaches the storm frequency increases, temperature rapidly increases and humidity
remains low, the combination of conditions leads to the drying of forest fuels, creating
a prime situation for fire development. In the summer, the frequency of storm
passages decreases, but the storm intensity increases, so the greater amount of
precipitation associated with the stronger storms reduces the fire hazard. With the
cooling of autumn the behavior of the spring storms is repeated, but the storms lack
the intensity and strong winds common in spring, and smaller fires occasionally
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occur. By November the dry period begins again. During this annual climatic cycle,
forest fires are most frequent and severe in the spring. There are few fires during the
summer, and small fire development is common during the autumn.

Due to the high fire hazard and risk in the grass and forest cover, these districts
were also the first forest districts, where forest fire prevention was launched. In the
past, the large range, low population density, limited traffic infrastructures and weak
fire suppression capabilities always lead to large forest fires in the region. Since 1987,
the prevention, fighting, and management of forest fires have been strongly
enhancing, forest fires still occurred frequently.

2.2  Materials

The main characteristic of the forest fires emergency is its extreme dimension in
terms of affected area and number of events. The only technology capable of
responding to the requirements of cost effective monitoring and impact estimation is
remote sensing. Many different satellite sensors, with complementary capabilities,
have been employed for forest fire studies. The Moderate Resolution Imaging
Spectroradiometer (MODIS) possesses the most useful channels for forest fire
monitoring and mapping [10], [11],[12]. Nowadays, MODIS has more than 10 year’s
history and has sufficient temporal sampling, which is enough to exploit the long
historical archive at a spatial resolution suitable for regional-scale studies. We process
2000-2010 MCD45A1, MOD/MYDI14A1, MOD13Q1 and the ground-based fire
reports to extract and validate burned area, and mapping the history forest fire
distribution map in the Northeastern China Forest Zone. Average temperature
distribution map, average precipitation distribution map, vegetation regions,
landforms data, topographic data, settlement and road distribution map are also
employed for the study to develop the fire risk and danger driving factor maps. All the
fire risk and danger driving variables (maps) and the history forest fire distribution
map are then integrated through spatial logistic analysis using a sample size of 34233
pixels. The forest fire risk and danger probability density distribution map is
generated using the logistic regress model. By rating the probability density map, the
forest fire risk and danger rating map of Northeastern China Forest Zone is integrated.

2.3  Dependent Variable: Burn Scar Distribution Map

The dependent variable of the fire risk and danger logistic regress model is generated
using MCD45A1 (a monthly Level-3 gridded 500-meter fire burned area product).
Nowadays, the fire potential burned pixels apply daily imagery acquired by MODIS
sensors, on board of the TERRA and AQUA satellites from NASA (National
Aeronautics and Space Administration). MCD45A1 was processed to develop the
potential burned area distribution map. The data contains approximate Julian day of
burning from eight days before the beginning of the month to eight days after the end
of the month, or a code indicating unburned areas (0), approximate Julian day of
burning (1-366), snow or high aerosol (900), internal water bodies (9998), seas and
oceans water bodies (9999), or lack of data (10000).
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MOD/MYD14A1, MOD13Q1 and the ground-based fire reports were used as
validation data of burned area in the study. The MOD14 thermal anomaly algorithm
uses a series of thresholds and contextual tests to assess whether a pixel contains a fire
[13], [14]. The MOD/MYD14A1 daily Level 3 fire product is tile based; it contains
eight successive daily fire masks for a specific MODIS tile. Each of these daily masks
is a maximum value composite of ten classes for those swaths, with a value of 7 for a
low confidence detection, a middle value of 8, and a value of 9 for a high confidence
detection. MOD13Q1 is a 16-day Level 3 250-meter vegetation indices product,
including a Normalized Difference Vegetation Index (NDVI) and an Enhanced
Vegetation Index (EVI).

The validation algorithm takes advantage of the MOD/MYDI4Al hotspot
detection, the changes in MOD13Q1 NDVI before and after burning, and the history
in-situ fire records. First, the detected MOD/MYD14A1 hotspots are confirmed as
real fires if there are significant decreases in MOD13QINDVI in the next month.
Second, the confirmed hotspots are connected to MCD45A1 burned scar patches. Any
burned patches that contain less than 5% of confirmed hotspot pixels are removed.
Finally, the modified burned patches are connected to the history in-situ fire spot
records, and the detection results agree well with the ground-based fire reports. There
is a reasonable agreement with the correlation coefficient equal to 0.85. In this way,
11 years burn scar distribution map from 2000 to 2010 is created, shown as Fig.1.
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Fig. 1. Burn scar distribution map 2000-2010

2.4  Explanatory Variables: Forest Fire Risk and Danger Influencing Factors

Anticipation of factors such as climate, vegetation condition, topography and human
activities are influencing the occurrence of a forest fire and understanding the
dynamic behavior of a forest fire. These factors and forest fires are interrelated so that
a change in any of the variables can affect the others.
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Climate change directly and indirectly influences the wildfire regime through
various mechanisms. Climate changemay alter the structure and composition of plant
communities and thus affect the physical and chemical properties of fuels[15].

Vegetation type and condition is the most important elements in the evaluation of
the forest fire risk and danger, since it characterizes the forest fuel[16]. Relative
species composition is an indicator of site conditions and directly affects flammability
of the fuel complexes[17]. Deciduous forest stands are considered to represent low fire
danger areas, whereas coniferous stands are generally associated with high fire danger.
Shrubs and grass are also known to have high fire danger potential due to the high
flammability of the fuels and fast spread of fires in these vegetation types. Vegetation
coverage is the percentage that a horizontal projective area of vegetation, including
leaves, stems and branches, accounting for the total area of a study area. Vegetation
coverage provides an indicator of the ease with which fire can spread. The higher the
vegetation coverage is, the more intense the fires burns are.

Topography may influence fire occurrence and spread on landscape to regional
scales. Particularly, elevation affects the temperature and water availability. In
mountainous areas, elevation also influences the potential for ignition of fires by
lightning. Terrain aspect directly affects fuel moisture status by altering the solar
insolation, while the slope angle affects fire spread by increasing the efficiency of
radiant energy transfer from flaming fronts to upslope fuels. A fire spreading up a steep
slope resembles a fire spreading under the influence of a strong wind.

Fire risk was associated with ignition, and ignition in the Northeastern China
Forest Zone was mostly triggered by human activities. Human-caused fires dominated
there, and human fire causes were summed up as forestry operations, agricultural
fires, smoking, and the use of fire in field etc.

2.5 Data Processing and Formats

The data of the forest fire risk and danger factors originate fromremote sensing (e.g.,
vegetation coverage), maps (e.g.,temperature, precipitation, vegetation, soil, landform),
derived data (e.g.,slope and aspectderive from the digital elevation model (DEM),
distance to river, settlements, and roadsderive from their distribution map), andother
sources. To allow a straightforward analysis, Geographical Information Systems (GIS)
are used to process all the spatial data. The data are converted into a grid based system
with aresolution of 572x572m, same as MCD45A1 burned area data, and the data are
projected into the same geo-referenceAlbers Conical Equal Area/Krasovsky.

Climate data is converted from vector to raster. The average temperature
distribution map is divided into six classesfor forest fire risk and danger analysis: -6- -
4°C, -4- -2°C, -2- 0°C,0-2°C,2-4°C 4-6°C, and the average precipitation map is divided
intofour classes for fire risk and danger analysis: 300-400mm,400-500mm, 500-
600mm,600-700mm.

Institute of Geography, Chinese Academy of Science produced a soil map of the
People's Republic of China.The study area soil mapcontains ten soil types: Dark-brown
earths, Dark meadow soils, Chernozems, Brown earths, Castanozems, Aeolian soils,
Black soils, Brown earths, Bog soils, and others.
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Institute of Botany, Chinese Academy of Science produced a vegetation map of the
People's Republic of China; the study area vegetation map contains ten vegetation
regions: coniferous forest, coniferous and broad-leaved mixed forest, broad-leaved
forest, shrub, grassland, grass meadow, marsh vegetation, and alpine vegetation,
without vegetation. Vegetation coverage is calculated according to the
followingformula:

fo=(NDVI=NDVI,5,;,, )/(NDVI,105~NDVI iy (1)

The Normalized Difference Vegetation Index (NDVI) was got from MODI13A3
images. Vegetation coverage wasdivided into five levels for forest fire risk and danger
analysis:<0.2, 0.2-0.4, 0.4-0.6, 0.6-0.8, >0.8.

Topographic data was extracted from the Digital Elevation Model (90mDEM),
which provided three different base maps: slope, elevation and aspect.Elevation was
divided into five zones for forest fire risk and danger analysis: elevation <200 m, 201—
500 m, 501-800 m, 801-1200mand >1200 m.Slope was classified into five classes for
a similar gross pattern analysis: <5°, 5°-10°, 10°-15°, 15°-25°, and >25°.The terrain
aspect was classified into nine classes: N (north), NE (northeast), E (east), SE
(southeast), S(south), SW (southwest), W (west), NW (northwest) and flat, based on a
general aspect classification method. Distance to rivers was divided into seven
classesfor forest fire risk and danger analysis:<0.5km, 0.5-1km,1- 2km, 2-3 km, 3-
4km, 4-5km, >5km.

Distance to settlements and distance to roads were considered to be theforest fire
risk and danger factors to represent the influence of human activities. The distance
was also divided into seven classesfor forest fire risk and danger analysis:<0.5km,
0.5-1km,1- 2km, 2-3 km, 3-4km, 4-5km, >5km.

2.6  Statistical Model

Logistic regression analysis is one of the most popular mathematical modeling
approaches that can be used to describe the relationship of several variables to a
binary dependent variable[18]. In logisticmodel, the dependent variable is a
dichotomous dummy variable - the variable can take only two values, 1 and 0.These
models are typically used to predict whether or not some event will occur. In this
study, the forest fire occurrence or no occurrenceis evaluated using Wald step forward
methodstepwise logistic regression model following:

1n{1_PP}=BO+le1+32x2+--~+ann 2)

Where P is the probability of a grid cell for the occurrence of a forest fire,

X Xy e, x, o are the influence factors, BO , Bl PR Bn are the coefficient of

explanatory variables of logistic equation. The stepwise procedure is used to help us
select the relevant driving factors from a set of factors that is assumed to influence the
forest fire risk and danger. Variables that have no significant contribution to the
explanation of the forest fire risk and danger are excluded from the final regression
equation. Forward entry adds factors to the model until no omitted variable would
contribute significantlyto the model. This is the usual option, starting withthe
constant-only model and adding variables one at a timein the order they are best by
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some criterion until some cutofflevel is reached (i.e. until the step at which all
variablesnot in the model have a significance higher than 0.05). The influence of the
explanatory variables on the dependent variable can be measured by Exp( 8 ). Exp( S8
) indicates the frequency ratio of the event occurrence or no occurrence, and indicates
the dependent variable change while the explanatory variable adds each unit.

2.7  Validation

The goodness of the logistic regressionmodelfit can be evaluated with the receiver-
operating characteristic (ROC) method[19]. ROC analysis is an ideal technique to
quantify the tradeoffs of test sensitivity and specificity. In ROC analysis, the area
under the ROC curve (AUC) is a common metric that can be used to compare different
tests (indicator variables). The AUC is a measure of test accuracy. AUCis the portion
of the area of the unit square, andits value will always be between O and 1.0.
However,because random guessing produces a diagonal line between(0.0) and (1.0),
which has an area of 0.5, no realisticclassifier should have an AUC less than 0.5.The
larger the AUC is, the more accurate the test is. An AUC 0.5-0.69 corresponds to a
poor diagnostic test, 0.7-0.79 corresponds to a reasonable diagnostic test, and 0.8-0.89
corresponds to an excellent diagnostic test, 0.9 or higher corresponds to an exceptional
diagnostic test.

3 Results

The influence of spatial autocorrelation on the regression results can be minimized by
only performing theregression on a sample of pixels that are selected at more or less
equidistant from one another. Such aselection method is adopted in order to maximize
the distance between the selected pixels to attenuate theproblem associated with
spatial autocorrelation. By using the selection method, a sample size of 34233 pixels
was extracted to develop a logistic regression model. 70%of the selected pixelswere
used to generate themodel and the remaining 30% of the cells are used forvalidation.
Predictions are finally obtained for 100% ofthe data, then the probabilities of fire
occurrencefor each pixel are obtained and five-class forest fire risk and danger zones
are identified.

3.1 Model Development

The statistical package SPSS v.18 is used to reveal and quantify the relations between
the location of forest fire risk and the set of explanatory factors. The Wald step
forward technique is applied, and ten candidate models are obtained. The following
tablel shows the logistic regression results for the model built with the calibration
sample. The vegetation coverage have an frequency ratio larger than 1, meaning that
there was an increase in the frequency, i.e. when vegetation coverage increases a unit
keeping the probability of fire increases by 14.4%. The “Sig.” values in tablel are all
less than 0.05, then the variables are significant >95% level, and parameter estimation
of the model successfully passed the Wald inspection.
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Table 1. Logistic regression resultsfor the forest fire risk and danger model

Variables B S.E Sig.
Average temperature X; -0.387 0.029 .000
Average precipitation X, -0.116 0.027 .000
Soil type X; -0.040 0.008 .000
Vegetation type X, -0.025 0.012 .044
Vegetation coverage X 0.135 0.018 .000
Landform X, -0.021 0.009 .026
Elevation X, -0.282 0.026 .000
Slope X5 -0.135 0.053 .011
Distance to rivers X, -0.065 0.016 .000
Distance to settlements X, 0.032 0.013 .016
Constant -0.868 0.245 .000

3.2  Omnibus Tests of Model Coefficients and ROC Analysis

Omnibus tests are a kind of statistical test. They test whether the explained variance in
a set of data is significantly greater than the unexplained variance. In the study, at a
given significance levela=0.05, degree of freedomdf=10, Chi-square critical value
,1/2:18.307 , the model Chi-square is 884.597 (Table 2), greater than Chi-square
critical value, and the “Sig.” values are all <0.05. The results show that at the given
significance level, model coefficients pass the test.

Table 2. Omnibus tests of model coefficients

Chi-square df Sig.
Step 4.045 1 044
Step10 Block 884.597 10 .000
Model 884.597 10 .000
' 1 - Specificity

Fig. 2. ROC Curve analysis
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According the ROC analysis of the study, the areaunder the curve (AUC) is0.809
(Fig.2). That is to say the regression equation of dependent variable has
anexceptionalexplanatory capacity.

3.3  Forest Fire Risk and Danger Mapping

According to tablel, the logistic regression model can be expressed as following:

Ln {l‘”}z—o.%s—ossn ~0.116x, -0.040x, -0.025x , + 0.135x

-p 1 2 3 4 5 (3)
—0.021x6 - 0.281):7 - 0.135)C8 - 0.065)c9 +0.032x10
Let
Z=—O.868—0.387x1 -0.1 16x2 —0.040x3 —0.025x4 + 0.135x5 (4)
—0.021x6 - 0.281x7 - 0.135x8 - 0.065x9 +0.032x10
Then
z
e
pP= (@)
1+e”

According to equation (5), the forest fire risk probability of each pixel can be
calculated. The probability values and their spatial distribution inthe region is a
predictor of forest fire risk and danger. Based on theforest fire risk and danger
probability density distribution, five-class (no or very low, low, moderate, high,
extreme) forest fire risk and danger zones are identified in the Northeast China Forest
Zone(Fig.3). The classes are based on natural groupings inherent in the data. ARCGIS
identifies break points by picking the class breaks that best group similar values and
maximize the differences between classes. The features are divided into classes whose
boundaries are set where there are relatively big jumps in the data values.
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Fig. 3. Forest fire risk and danger zones distribution map
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3.4  Spatial Differentiation Analysis

Spatial differentiation of forest fire risk and danger was obvious in the Northeast China
Forest Zone: The Greater Hinggan Mountains cold temperate coniferous forest area
was centralized high fire risk and danger zone and extreme fire risk and danger zone.
The Lesser Hinggan Mountains temperate coniferous and broad-leaved mixed forest
area basically belonged to high fire risk and danger zone and moderate fire risk and
danger zone. The Changbai Mountains warm-temperate deciduous broadleaf mixed
forests small area belonged to moderate fire risk and danger zone, and most areas
belonged to low or no fire danger zone.

Burn scar distribution map (Fig.1) and forest fire risk and danger zones distribution
map (Fig.3) overlay analysis showed that the burnt ratio in the five-class forest fire risk
and danger zones is 0.58%, 5.18%, 7.74%, 12.60%, and 14.21% in turn (Table 3).

Table 3. Burnt ratio ofthe forest fire risk and danger zones

Fire risk and danger zones Bumnt ratio (%)
no or very low 0.58

low 5.18

moderate 7.74

high 12.60

extreme 14.21

4 Conclusion and Discussion

The forest fire risk and danger measure is an important part of forest fires management
and a very powerful tool for supporting the prevention and combat activities. RS and
GIS technology can be used for forest fire risk analysis and forest fire danger division
to provide detailed, fast, high reliability, and direct information. Remote Sensing data
plays a vital role in identifying and mapping forest fires and in recording the frequency
at which different zones are affected. MODIS active fire products provide a resourceful
data to develop the potential burned area distribution map and have sufficient temporal
sampling, which are enough to exploit the long historical archive at a spatial resolution
suitable for regional-scale studies. Geographic Information System can be effectively
to combine different forest-fire-causing factors for demarcating the forest fire risk zone
map. Spatial logistic regression analysis is an effective method to calculate the forest
fire risk and danger probability, and the computational method gives a relevant support
to the decision maker for solving the specific requirements related to forest fires
management. In the study, based on RS and GIS technology, a large volume of data of
2000-2010 MCD45A1, MOD/MYDI14A1, MODI13Qland the ground-based fire
reports to extract and validate burnt area were processed, and the forest fire influence
factors data originate from remote sensing, maps, and other sources were analyzed.
The relations between the burn scar and its influencing factors were evaluated using
Wald step forward logistic regression.

The result shows that the regression equation of dependent variable has an
exceptional explanatory capacity. Based on the logistic regression model, the forest fire
risk probability of each pixel was calculated and five-class forest fire risk and danger
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zones were identified. The Greater Hinggan Mountains cold temperate coniferous
forest area is centralized high and extreme fire risk zone. The Lesser Hinggan
Mountains temperate coniferous and broad-leaved mixed forest area basically belongs
to moderate fire risk zone. The Changbai Mountains warm-temperate deciduous
broadleaf mixed forests most areas belongs to low fire danger belongs to low fire
danger and no fire zone. The higher the forest fire risk and danger rating are, the higher
the burnt ratio in the study region is.

Forest fire risk and danger mapping is about forest fire potential estimating, but forest
fire occurrence and spread has its randomness and uncertainty. Fire prevention should
stand to the guideline of “take prevention first and extinguish actively". Spatial
differentiation of forest fire risk and danger is obvious in the Northeast China Forest
Zone, and it is of crucial importance in setting up management objectives in this region.
Different forest fire management should apply in different fire risk zone. Fire
management systems need to make adjustments in budgets, personnel, technology,
equipment, early warning and monitoring systems. Strengthen publicity and education in
order to improve the fire safety awareness, and eradicate forest fire from the beginning.
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Abstract. Eco-environment change, as one of the key impacts of the urbanization
and economy development, has taking place at an unprecedented rate around China
in the past few decades. This paper explores the method of comprehensive
assessment of extracted eco-environmental factors and sets up an assessment
model applying the eco-environment assessment method. Understanding the
change of eco-environment on county level city is crucial for improving the
ecology and sustainability for Jiangxi province, in the undeveloped areas in central
China. With the aid of an integrated GIS/RS-based approach, this study
investigated how many ecological factors would affect eco-environmental change
in the Ruijin, a county level city in the region of Jiangxi province, based on the
analysis of land surface temperature (LST), normalized difference vegetation index
(NDVI), vegetation fraction (Fv), tasseled cap brightness (TCB) considered as soil
brightness, tasseled cap wetness (TCW) considered as soil wetness, DEM and
Slope. Three Landsat TM images acquired on November 2, 2000, November 3,
2006 and January 14, 2010 were used to estimate LST, NDVI, Fv, TCB and TCW.
These data in the new form were then combined with the extracted
eco-environment key factors by way of re-projection to form comprehensive image
. Our results have showed that, although there are significant variations in LST at
a given fraction of vegetation on a per-pixel basis, NDVI, Fv, TCB and TCW are
all good predictors of eco-environment on the regional scale. In north, southeast of
the study area, the quality of eco-environment assessment is generally better than
the other region, such as central and west directions. Meanwhile the place out of the
central urban area, special in the northwest, due to the high altitude, less human
intervention, eco-environment in most of these regions is good. Thus, it shows that
quality of the eco-environment assessment in Ruijin city is conformable with the
actual situation and feasible. Finally, the quality of eco-environment assessment in
Ruijin city was extracted through an RS-based model in the terms of maps and
tables.

Keywords: Eco-Environment Assessment, Ruijin city, Assessment factors, RS,
GIS.

1 Introduction

Regional eco-environment dynamic monitoring and trend forecasting is an important
studies in eco-environmental directions. According to this method, continuous
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compilation map of different periods of eco-environment assessment, will get information
on dynamics eco-environment monitoring, which might be predicted trends in
eco-environment system. In recent years, Remote Sensing and GIS have been commonly
used to identify, characterize and measure eco-environmental factors, for example, soil,
geology, water, vegetation, transportation, and infrastructures. Eco-environment research
has been conducted in many countries such as the United States, Canada, Australia and
Russia since the 1980s, and China started to catch up in recent years. Scholars have
advocated establishing a national resources environment database.

Ruijin city, as the central part of the Former Central Soviet Area, has not been
researched yet. Furthermore, this year is the occasion of the first anniversary of
introduction of Several Opinions of the State Council on Supporting Gannan and Some
Other Former Central Soviet Areas' Revitalization and Development. Ruijin city, also
famous by the “river sources” and the “ecology sources” of Ganjiang river during the
development of the eco-system, has a very special ecological status, functions and
effects, which has significance for the Poyang Lake Ecological Economic Zone and
Jiangxi survival and development. The ecological benefits from the protection of the
eco-system in Ruijin can influence the sustainable development of midstream and
downstream areas of the Ganjiang River, even the Poyang Lake directly as well as the
local economic and social development. So far, what’s the status of eco-environment in
the Ruijin city, how to protect it? These become questions for realistic significance by
improving the sustainable development in Jiangxi province.

2 Study Area and Data

2.1  Study Area

The study area (115°42" E-116°22" E , 25°30" N-26°20" N) is Ruijin city, which is the
capital of Former Central Soviet Area. Ruijin is a county-level city of Ganzhou in
Jiangxi Province, southeast of China, which bordering Fujian Province and
south-eastern Jiangxi. With a surface of approximately 2448 km”( Fig.1). It is most
famous as one of the earliest centers of Gannan Former Central Soviet . In 1931,
under Mao Zedong's leadership, the Chinese Soviet Republic was established here. It is
from here that the famed "Long March" began in 1934. Ruijin city is in the transition
zone of Central China climate zone and South China climate zone, it located in the
subtropical monsoon humid climate with a mean annual temperature of 18.9 °C (from
minimum 7.6 °C to maximum 28.5 °C), and a mean annual precipitation of 1710
mm(data calculated from the observation of 1951 to 2008) [1].In this area, Soils are
predominantly red soil, yellow soil and paddy soil with native vegetation is
characterized by the subtropical evergreen broadleaved forest and the evergreen
broadleaved-deciduous broadleaved mixed forest. There has abundant rainfall ,
adequate light , four distinct seasons with the mean frost-free period of 286 days and
mean annual number of 163.7 rainy days .
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Fig. 1. Location map of Ruijin city

2.2 Data

The Thematic Mapper (TM) is an advanced, multispectral scanning, Earth resources
sensor designed to achieve higher image resolution, sharper spectral separation,
improved geometric fidelity and greater radiometric accuracy and resolution than the
MSS sensor. TM data are sensed in seven spectral bands simultaneously. Band 6 senses
Thermal (heat) Infrared Radiation(TIR). A TM scene has an Instantaneous Field Of
View (IFOV) of 30m x 30m in bands 1-5 and 7 while band 6 has an IFOV of 120m x
120m on the ground [2]. This data was used as supporting land cover information,
evaluate the forest cover rate and extracting other eco-environment factors at higher
resolution for the automated classification.

In this research, three Landsat-5 Thematic Mapper (TM) imageries (Row/Path:
042/121), which were collected on November-02-2000, November-03-2006 and
January-14-2010, respectively, were acquired through U.S. Geological Survey’s
Global Visualization Viewer (http://glovis.usgs.gov/) with very low cloud/haze cover
(Iess than 10%) , the imagery’s details can be seen in Table 1.
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Table 1. Landsat TM imagery used in this study

Path/row  Acquisition date Spectral bands Spatial resolution of the bands
(MM/DD/ YY) (m)

12142 11022000 VNIR-SWIR-TIR  30m,30m,120m separately

12142 11032006 VNIR-SWIR-TIR  30m,30m,120m separately

12142 01142010 VNIR-SWIR-TIR  30m,30m,120m separately

These images were further rectified to the Universal Transverse Mercator project
system (UTM Zone, N50, WGS84), and resampled using the cubic convolution
algorithm with a pixel size of 30 by 30 m for all bands. The root mean squared errors
were smaller than 0.5 pixel (7.5 m) for each of the two images.

3 Methods

3.1 Radiometric Calibration

Usually, radiometric calibration and atmospheric correction are the most important
steps in image preprocessing before extracting vegetation fraction and estimating land
surface temperature. In this study, radiometric calibration and atmospheric correction
was conducted with the image-based dark-object subtraction method due to its
simplicity [3].

Radiometric calibration is the processing of converting Digital Number (DN) value
of the image to the apparent reflectance. In order to doing it, it should be followed three
steps:

First, converted the DN values of the image into the radiance values. Second,
converted the radiance values into apparent reflection. Therefore, Apparent reflection
for Landsat TM imagery was calculated as:

p =m * (gain * DN + offset) * d*/ (ESUN * cos(0)) €))

Where p is the planetary TOA re reflectance, d is the earth—sun distance, ESUN is
the mean exo-atmospheric solar irradiance in W /( m’ . im), and 0 is the solar zenith
angle. Offset is the slope of the radiance/DN conversion.

After the implementation of radiometric calibration, all the images were rectified
and geo-referenced to the UTM map projection(North 50 Zone) prior to interpretation.
Subsequently, the images were resampled to 30 m using the nearest Neighbor
algorithm to keep the unchanged original brightness values of pixels, and the RMSE
were both found within 1 pixel. The image processing and data manipulation were
conducted using algorithms supplied with the ENVI 5.0 image processing software.
Furthermore, ARCGIS 10.1 was used for spatial analysis.

3.2  Retrieval of Land Surface Temperature

So far there have been several well developed algorithms for retrieval of LST from
Landsat TM/ETM+ data, including mono-window algorithm [4], single-channel
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algorithm [5]. However, there are some difficulties constraining their application. For
instance, it is difficult to acquire near real time atmospheric profile data when the
satellites pass over the study area. Alternatively, in this study the image-based method,
which were successfully used in some typical case studies, is adopted to retrieve LST
due to its simplicity and validity. Prior to retrieval of LST, a quadratic model was used
to convert the digital number (DN) of Landsat TM thermal TIR band into radiant
temperatures [6]:

Tg = 209.831 + 0.834DN — 0.00133DN? 2)
For Landsat TM TIR band, another model was used as follows:

L. = gain x DN+ offset 3)

Where L is the radiance of thermal band pixels in W/(m* . sr - Hm), gain is the
slope of the radiance/DN conversion function, and offset is the slope of the radiance/DN
conversion.

Adopting the conversion formula, the spectral radiance was then converted to
at-satellite brightness temperature under the assumption of uniform emissivity [7].

Tg =K, /In(1 + (K, /Lx)) 4)

Where Ty is the effective at-satellite temperature in K, both K1 and K2 are pre-launch
calibration constants (As TM: K1=607.76 W/(m2 . sr - Hm), K2=1260.56 K; As ETM*: K1=
666.09 W/(m2 .- sr - Hm), K2=1282.71 K), L,is the spectral radiance at the sensor's aperture in
W/(m2 . sr . um)

According to Eq.(4), the temperature values obtained above were referenced to
a black body, which is quite different from the properties of real objects. Therefore,
correction of spectral emissivity (e) is a must. Furthermore, the emissivity corrected
land surface temperature was computed as follows:

T.=Tg/(1+ (A xTg/ a)lng) 5)

Where T, is the surface radiant temperature in Kelvin (K), Tp is the black body
temperature in  Kelvin(K), the wavelength of emitted radiance, herein, A = 11.5Mm
(Markham and Barker, 1985), a= he/K (1.438x1072mK), h = Planck
constant(6.626x10*Js7),  and ¢ = velocity of light (2.998 x 108 ms™), K = Boltzman
constant (1.38 x 1072 JK™Y), & = surface emissivity.

3.3 NDVI, Impervious Surface Fraction and Vegetation Fraction Calculation

In this study, based on the Normalized Difference Vegetation Index (NDVI),
fractional vegetation cove was used as the key indicator describing intensity of human
activities and land surface properties of the study area [8].

NDVI for Landsat TM imagery was calculated as follows:

NDVI = (pnir - Prep ) / (PNR + PRED) (6)
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Where pyr and pggp are the reflectance values in the near-infrared and red bands of Landsat
TM imagery.
The scaled value (N*) was computed as follows:

N #= (NDVI — NDVI,)/(NDVIs — NDVI,) (7

Where NDVIs and NDV]I, are the NDVIs in complete vegetation cover region and no
vegetation cover region respectively.
Further, fractional vegetation cover (Fr) was computed as follows:

F, = fN* x N* ®)

Where fN* refers to a polynomial fit for Fr as a function of N*, and based on a
consistent relationship between F,and N*,  Fris computed as the square of N* [9].

3.4 TCB (Tasseled Cap Brightness) and TCW(Tasseled Cap Wetness)

The Tasseled Cap Transformation in remote sensing is the conversion of the readings in
a set of channels into composite values; i.e., the weighted sums of separate channel
readings. One of these weighted sums measures roughly the brightness of each pixel in
the scene, and another of these composite values might represent the degree of the
wetness of the soil [10].

The Brightness and Wetness weights for the Thematic Mapper(TM) bands were
calculated as follows [11]:

Brightness = 0.3037 * (TM1) + 0.2739 * (TM2) + 0.4743 * (TM3) + 0.5585 *

(TM4) + 0.5082 * (TM5) + 0.1863 * (TM7) . ©)

Wetness = 0.1509 * (TM1) + 0.1973 * (TM2) + 0.3279 * (TM3) + 0.3406 *

(TM4) - 0.7112 * (TMS5) - 0.4572 * (TM7) . (10,

3.5 Model of the Eco-environment Assessment

The model and index system is the key to the eco-environment assessment. Because of
the important of the eco-environment factors and its architecture, it needs a deeply
understanding and necessary research for the area. As well as its complexity and
uncertainty, combined with the actual situation of the study area and the existing data,
we choose the six factors: land surface temperature (LST), vegetation fraction (Fv),
tasseled cap brightness (TCB) considered as soil brightness, tasseled cap wetness
(TCW) considered as soil wetness, DEM and Slope as the key factors of the
eco-environment assessment.
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The Comprehensive Assessment Model of Ecological-environment assessment for
Ruijin city was calculated as follows:

n
E = > Piehj (1
i=1
Where: E is Comprehensive Assessment Index of the ecological-environment

P; is value of the i-th principal component.
A, is weight value (contribution rate) of the i-th main component.

We classified the result of eco-environment into 5 classes: Unacceptable,
Acceptable, Satisfied, Good, Excellent, it depended on the quality value we got
combined with the results of field survey. Tab. 2 shows the detail of quality
classification.

Table 2. Index types classified of Eco-environment assessment in Ruijin city

Classification ~Comprehensive

Evaluation Characteristic or description?
Index
Undisturbed , ecosystem structure and function is
Excellent >60 4
excellent
Almost undisturbed , ecosystem structure and
Good 45~60 o eeosy
function is good
. Little bit disturbed , ecosystem structure and function
Satisfied 35~45 cosys
is satisfied
Little bit disturbed , ecosystem structure and function
Acceptable 25~35 ) Y
is acceptable
Disturbed , ecosystem structure and function is
Unacceptable <25 Y

unacceptable

4 Results and Discussion

Table 3&4 shows the quality of Eco-environment assessment of Ruijin city in 2000,
2006, 2010. From Figs. 2, Table 3&4, it shows quite different patterns of
Eco-environment assessment over the study period. In Table 3 and Figure 3, it can be
clear seen the results of Eco-environment assessment in Ruijin city and its changes
from 2000 to 2010.

From the temporal view, in 2010 eco-environment in Ruijin city is good type, this
can be seen from ratio more than 50% of Excellent plus Good type. But it also shows
some signs of deterioration : Excellent, Good, Satisfied, acceptable, Unacceptable 5
types of evaluation performance in 2000 accounted of the entire Ruijin city area,
33.35%, 45.91%, 15.86%, 3.55%, 1.18% respectively; In 2006, the Excellent and
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Table 3. Area and percentage for Eco-environment assessment in Ruijin city 2000~2010

Quality 2000 2006 2010
type Area Percent Area Percent Area Percent
(km?) (km?) (km?)
Excellent 810.75 33.35 677.84 27.88 488.71 20.10
Good 1116.08 4591 985.77 40.55 789.09 32.46
Satisfied 385.65 15.86 470.85 19.37 638.93 26.28
Acceptable 86.23 3.55 226.87 9.33 391.99 16.13
Unacceptable 28.59 1.18 65.57 2.70 118.58 4.88

Good proportion dropped to 27.88%, 40.55% but the Satisfied acceptable
Unacceptable proportion rose to 19.37%, 9.33%, 2.70% ; In 2010 Excellent Good
continue to decline to 20.10%, 32.46%, Satisfied, acceptable, Unacceptable
proportion continues to rise to 26.28% , 16.13% and 4.88%.

Table 4. Change rate for Eco-environment assessment in Ruijin city 2000~2010

Quality 2000-2006 2006-20010 2000-2010

Change Annual  Change  Annual Change Annual

ope rate rate rate rate rate rate

Excellent -16.37 -2.73 -27.93 -6.98 -39.72 -3.97

Good -11.66 -1.94 -19.96 -4.99 -29.30 -2.93

Satisfied 22.10 3.68 35.69 8.92 65.68 6.57

Acceptable 163.09 27.18 72.78 18.19 354.57 35.46

Unacceptable 129.35 21.56 80.86 20.21 314.79 31.48

Fig.4 and Tab.4 show the changeable data for the Eco-environment assessment
result from 2000-2006 and 2006-2010. From 2000-2006, it shows that the acceptable
type is the maximum changeable types, the average annual change rate increased 10.47
%, and the unacceptable type is the second maximum changeable types, the average
annual change rate increased 10.47%. Nevertheless, it changed from 2006-2010. the
unacceptable type became the maximum changeable types since the average annual
change rate increased 20.21%, and the acceptable type was the second maximum
changeable type, the average annual change rate increased 18.19%.
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Fig. 2. Change Map of Eco-environment assessment in Ruijin city, 2000-2010
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Fig. 4. Map of the change rate for Eco-environment assessment in Ruijin city

The good type was the minimum changeable types, the average annual change rate
decreased 1.94% from 2000-2006, and 4.99% from 2006-2010. The same as good
type, excellent type was the second minimum changeable type, since the average
annual change rate decreased 2.73% from 2000-2006, and 6.98% from 2006-2010.
For the midst was the Satisfied type, the average annual change rate increased 3.68%
from 2000-2006, and 8.92% from 2006-2010.

From the spatial view, Fig.2, Tab. 3&4 show that the unacceptable and acceptable
types are most in urban area of source area of Ruijin city from 2000-2010. With the
development of urbanization in the past decade, the unacceptable and acceptable
type’s total area is increasing very fast in Ruijin central urban area, special from
2006-2010. The Excellent and Good types are mainly distributed in the mountainous
region, such as east, northeast and southeast of Ruijin city area. The satisfied type
mostly distributed in the border area of urban and rural places.

5 Conclusion

Evaluation results from the above data can know, quality of eco-environment
assessment in Ruijin city from 2000-2010 basic distribution trend is: In north, southeast
of the study area, the quality of eco-environment assessment is generally better than the
other region, such as central and west directions. The unacceptable and acceptable
types of the quality result mainly in residential areas, along the rivers, construction
land, railway, highway, poor natural conditions and other human activities,. This is
mainly due to the central and west of Ruijin city, Xianghu town, Yeping xiang and
Yunshishan xiang, are under the pressure of population and economic development,
such as urban development and cultivated land, garden land, forest land, meadow,
deforestation and excessive exploitation as well as the natural fire, caused serious
eco-environment destruction. Meanwhile Ridong xiang, Ruilin xiang and other places
out of central urban area, due to the high altitude, less human intervention,
eco-environment in most of these regions is good. Therefore, it shows that quality of
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the eco-environment assessment in Ruijin city is conformable with the actual situation
and feasible.
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Abstract. The correct connection of the topological relationships between
critical points (or lines) is the basis of the earth’s surface description, terrain
topological simplification, or geomorphic generalization of relief. However, the
intersection of valley and ridge line at regular points often occurs in the existing
algorithms of constructing terrain Morse complexes. In this paper, a novel
universal algorithm of the constrained construction for terrain Morse complexes
is presented. In our approach, the separatrix of descending (or ascending) Morse
complex is regarded as the constrained boundary of extracting the separatrix of
the dual Morse complex, and the terrain feature line starting from end (or start)
saddle coincides exactly with the “macro-saddle line”. As a result, the
intersections are prevented absolutely and the macro-saddles can be identified
to achieve complete decomposition of the whole terrain surface. In the end, an
experiment is done to validate the correctness and feasibility of this algorithm.

Keywords: intersection, macro-saddle, terrain morphology, Morse complex.

1 Introduction

Terrain morphological information consists of feature points (pits, peaks and passes),
feature lines (such as ridges and ravines), or segmentation of the terrain in regions of
influence of pit and peak or in regions of uniform gradient field [8]. Extracting and
representing the terrain morphology is widely applied in several contexts including
terrain analysis and understanding, knowledge-based reasoning and hydrological
simulation, to gain and maintain the knowledge about terrain surface.

Over the years, based on Morse (or Morse-Smale) complex, there has been a lot of
research focusing on the representation of the terrain morphology and many
algorithms have been proposed. Generally speaking, these algorithms can be
classified into boundary-based or region-based techniques [5]. The former [8, 12, 2,
9, 1, 18] extracts the feature lines before the construction of the complex, while the
latter [10, 6, 14, 3] constructs the complex by region growing without the extraction
of feature lines. In fact, these techniques are rooted in Morse theory and try to
simulate the decomposition of a terrain induced by C* Morse functions in the discrete
grid, often known as Regular Square Grid (RSG) or Triangulated Irregular Network
(TIN).

F. Bian et al. (Eds.): GRMSE 2013, Part II, CCIS 399, pp. 204-213, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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However, some issues will occur in the actual implementation. First of all, valley
and ridge often intersects at regular points, which is inconsistent with Morse theory
and induces the error of acquiring the main terrain features in the applications such as
topological simplification, since it distorts the correct connection of the topological
relationships between critical points. Some of those algorithms, like [10] ignore this
issue, while the others, such as [15, 12, 2], either provide a relatively simple but not
comprehensive discussion or increase the computing cost, or the scope is limited,
although have considered to prevent it. Secondly, the macro-saddle cannot be
extracted and identified effectively, though the concept has been proposed in some
literatures (e.g. [8]). It is just the macro-saddle that extends the basic operators for
topological simplification [7, 8], and complicates the multi-resolution construction for
the real terrain morphology. In this paper, a novel universal algorithm for terrain
morphology is proposed in order to overcome the above shortcomings of the existing
techniques.

The remainder of this paper is organized as follows. In Section 2, we introduce
some basic notions on Morse Theory. In Section 3, we review the related works on
preventing the intersections after addressing the reasons and types of which appears in
the real terrain. In Section 4, we present our algorithm in details. In Section 5, we
show some experimental comparisons about the terrain morphology, In Section 6, we
draw some concluding remarks.

2 Morse Theory

Morse theory [11, 17] is a powerful tool to capture the morphology of manifold on
which a scalar function f is defined. It decomposes the shape into cells in which the
gradient flow is uniform, and encodes the adjacencies of these cells in a complex
which represents the topology as well as the geometric properties of the gradient of f.

Let fbe a C*-differentiable real-valued function defined over a domain D in the 2D
space. A point p of D is a critical point of fif and only if the gradient of f vanishes on
p. Function f is said to be a Morse function when all its critical points are non-
degenerate. This implies that the critical points of f are isolated. The number of
negative eigenvalues of Hess,f is called the index of a critical point p. There are three
types of non-degenerate critical point p: a minimum (pit), a saddle (pass), or a
maximum (peak) if and only if p has index 0, 1 or 2, respectively. Points which are
not critical are said to be regular.

An integral line of f, going through a point p, is a maximal path which is
everywhere tangent to the gradient of f. Integral lines that converge to (originate
from) a critical point p of index i form an i-cell ((2-i)-cell) called the descending
(ascending) cell of p. The collection of all descending cells form a Euclidean cell
complex, called the descending Morse complex (Figure 1a), and the collection of all
ascending cells form also a Euclidean cell complex, called the ascending Morse
complex (Figure 1b), which is dual with respect to the descending Morse one. A
Morse function f, whose descending and ascending Morse complexes intersect only
transversally, is called a Morse-Smale function. This means that the intersection of the
edges of the descending and ascending cells is a saddle point. In this case, we can
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define a complex, called the Morse-Smale complex, whose cells are the connected
components of the intersections of the descending and ascending cells (Figure 1c).
Integral lines connecting saddle points to other critical points are called separatrices.
All separatrices forms a network, called the critical net. It is the 1-skeleton of the
Morse-Smale complex.

In terrain analysis, the separatrix starting from saddle to peak is called a radge line,
while the one starting from saddle to pit is called a ravine line. Essentially, the surface
network [13, 16] consisted of ridges and ravines is the critical net. According to
Morse theory, the case that valley and ridge line intersect at regular points is
impossible. In this paper, both Morse (or Morse-Smale) complex and critical net (or
surface network) for representing the terrain morphology are called the terrain
morphological model.

.-. a _‘_‘
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Fig. 1. Morse and Morse-Smale complex: (a) Descending Morse complex, (b) Ascending
Morse complex, (c) Morse-Smale complex

3 Related Work

For the convenient and clear discussion, we reclassify those algorithms mentioned
above for terrain morphology into the ones based on the original grid vertex [9, 1, 18,
10] and others based on the actual gradient of terrain surface [12, 2], according to the
routing location of the separatrix in the construction of terrain morphological model.

The routing path of the separatrix extracted by the first group algorithms is strictly
located on the original terrain gird vertexes, which grows the complex cell directly by
including original triangles in a fast computation speed. However, just because of this
routing method, the extracted ridge and ravine are only the approximate but not really
tangent to the actual gradient vector field and often intersect at the regular points.
Probably, there are four types of intersections between a ravine and ridges in the real
terrain morphological model constructed by this approach, as shown in Figure 2.
Here, the red line represents the ridge while the blue one the ravine.

To prevent the intersection, Schneider [15] proposed a strategy that if it occurs, the
routing path of one of the two feature lines can be alternated into another.
Nevertheless, there are some shortcomings in this technique. Firstly, intersection must
be identified in advance through the comparison between all the ravines and ridges in
the critical net, and it will increase the calculation cost when there are plenty of
feature lines. Moreover, it is only the discussion about the intersection at a single
regular point, without considering the complexity and variety of the real terrain
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morphology (as shown in Figure 2). Furthermore, it will increase a lot of redundant
computation and reduce the calculation efficiency if using this method to rectify the
intersections caused by those region-based algorithms, because the separatrix requires
to be extracted to identify the intersections after both descending and ascending
Morse complex are constructed, and one Morse complex need to be reconstructed
again using the rectified feature lines.

/

@ (b)

©) (d)

Fig. 2. Four types of intersections caused by traditional algorithms: (a) Intersection at a single
point, (b) Intersections forming a line, (c) Multiple intersections, (d) Multi-intersections
between a ravine and some ridges

By the second group algorithms, the actual gradient of terrain is calculated and the
feature lines are extracted according to the gradient vector, simulating the smooth
case as accurately as possible. As a result, intersections might be prevented to some
extent, but there still remain some problems. First of all, the computation of the real
gradient vector of every triangle is more complex and costly than that of the
approximate one along the original terrain gird vertex. In addition, since some
triangles are spitted and terrain grid is destroyed, in order to guarantee the topological
consistency, both the original vertexes and new path points need to be retriangulated,
regarding the extracted feature lines as the triangulation constraint. Consequently, it
also affects the construction efficiency. And even more important, the actual gradient
calculation can not be done when encountering the horizontal areas that often appear
in terrain.

4 An Algorithm for Constrained Construction

In this section, an algorithm for the constrained construction of terrain Morse
complexes is addressed in detail to construct the correct connection of the topological
relationships between critical points and to achieve a complete decomposition of the
whole terrain surface.
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4.1 The Main Principle and Steps

The principle of our algorithm is as follows: from the dual structure of the ascending
and descending Morse complex (as shown in Figure 1), it can be observed that the
separatrix of an ascending cell is consisted of ravines and saddles, and that the ridges
starting from the boundary saddles to the central peak are routing within the cell.
Similarly, the separatrix of a descending cell is consisted of ridges and saddles, the
ravines starting from the boundary saddles to the central pit are routing within the
cell.

Our algorithm mainly consists of there steps. Firstly, ascending (descending)
Morse complex is constructed by the existing algorithm which can be either the
region-based technique or the boundary-based one. Therefore, our algorithm is
universal for the prevention of the intersections at regular points. Moreover, our
approach is flexible for either the descending Morse complex or the ascending one
can be built in the first place. Secondly, ridges (ravines), that is, the boundary of
descending (ascending) Morse complex is extracted within every constructed
ascending (descending) cell to prevent the intersection. That is to say, the separatrix
of descending (or ascending) Morse complex is regarded as the constrained boundary
of extracting the separatrix of the dual Morse complex. Here, we call this condition
the global constraint of this algorithm for it is applied to the whole terrain surface.
Finally, descending (ascending) Morse complex is constructed by taking advantage of
the extracted feature lines and the terrain morphology is represented without
intersections.

For the horizontal area in terrain, there is not yet a better method to deal with all
the cases [19]. In our algorithm, lexicographic ordering [18] is adopted for its
simplicity and high efficiency as well as the university.

4.2  Identifying the Macro-saddles

In the real terrain surface, there may be some macro-saddles, that is, one feature line
has two saddles. By this algorithm, complete decomposition of the whole terrain
surface can not be achieved without the consideration of the macro-saddle. So, all the
macro-saddles are identified when extracting the feature lines in the second stage of
our approach. For brevity, we firstly introduce two definitions.

Definition 1. Let point p be a vertex of the terrain grid, the adjacent points with p
which are adjacent each other is called a higher neighbor set of p if there are higher
than p, otherwise, called a lower neighbor set of p if they are lower than p.

The number of higher and lower neighbor set of a point on terrain surface is as
different as the type of the point varies. For example, as shown in Figure 3, a saddle S
has two higher and lower neighbor sets at least, respectively. Moreover, if the feature
line routs on some vertex of the original terrain grid, ridge will pass through a vertex
of the higher neighbor set while ravine through a vertex of the higher neighbor set.
Definition 2. If a feature line passes through a macro-saddle, the path between two
saddles is called the macro-saddle line. The lower saddle is called the start saddle
while the higher the end saddle. As a part path, a macro-saddle line plays the dual role
of both ravine line and ridge line.
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m the higer neighbor

@ the lower neighbor

Fig. 3. The higher and lower neighbor sets of the saddle S

Here, the implementation of identifying the macro-saddle and extracting a ravine is
detailed after the descending Morse complex is constructed before the ascending one
(the case is similar that the ascending Morse complex is constructed before the
descending one).

First of all, assign a macro-saddle-line flag with the value FALSE to every vertex.
After the descending Morse complex is constructed, the cell saddles are extracted and
this flag becomes TRUE for the boundary vertex of each descending cell.

Because of the strangulation [4], the saddles belongs to a cell are grouped into the
boundary and the internal. Therefore, a cell saddle whether located on the boundary or
not need be determined. If it is internal, select the lowest vertex of one lower neighbor
sets of this saddle as the second point of the corresponding ravine path, then route like
this in turn until reaching at a pit. In this way, a complete ravine is extracted. On the
other side, if the cell saddle is a boundary saddle, all the vertexes of every lower
neighbor sets of this saddle are checked according to the macro-saddle-line flag. If
there is any vertex with the flag TRUE, it indicates that a macro-saddle is located on
the boundary of the cell and this saddle is the end saddle. Here, starting from this
saddle, extract the macro-saddle line, that is, select the vertexes with the TRUE flag
as the path points until to the start saddle, and then store this macro-saddle line as a
ravine if it had not been extracted. In this way, the ravine starting from end saddle
coincides exactly with the macro-saddle line. So, we call this case the local constraint
of our algorithm for the macro-saddle is only located in some region of the terrain
surface. In the lower neighbor sets, if there is no vertex with the TRUE flag and all
the vertexes belong to this cell, recursively select the lowest vertex as the path point
of the ravine until reaching at a pit.

If all the ravines and macro-saddle lines of each cell have been extracted, the
ascending Morse complex can be constructed with these feature lines as its separatrix.
The flow chart of the above procedure is shown in Figure 4.

To satisfy the definition of the feature line, any of the macro-saddle lines still can
be complemented for the endpoint is an extreme point. Here, we provide a method
from the view of topological simplification. Specifically, for a macro-saddle line, if it
to be a ridge, find out the two ridges starting from the end saddle and select the one
with higher peak as the remaining path. Similarly, if it to be a ravine, find out the tow
ravines starting from the start saddle and select the one with lower pit as the
remaining path. In this way, the complete feature line is given a larger persistence [9]
and can not be deleted easily in the multi-scale representation of terrain morphology.
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Construct descending Morse complex by the traditional
approaches, and assign TRUE to the macro-saddle-line flag of
the boundary vertex of each cell

‘ Extract the cell saddles for each cell ‘

For cell saddle, is it on
the boundary or not ?

s there any point with the
macro-saddle-line flag TRUE in
the lower neighbor sets ?

Yes

Extract the macro-saddle line
as aravine, terminating at
the start saddle

all the vertexes of the lower
neighbor sets belong to the

Has the ravine

Extract the ravine within the
been extracted ?

cell, terminating at a pit

» Store the ravine

Construct ascending Morse complex with the extracted ravines as the separatrix

Fig. 4. The flow chart of the constrained construction for terrain Morse complexes

This algorithm is still high-efficiency, because the path points of the feature lines
are located on the original vertex of the terrain grid and neither any Morse complex
nor constrained Delaunay triangulation is reconstructed in the implementation.

5 Experiments and Analasis

To validate our algorithm, an experiment system is developed by using C++ and OSG
(Open Source Graph), selecting Qinghai-Tibet Plateau of China as the experimental
region, with the 90m-resolution DEM data from CGIAR-CSI GeoPortal
(http://strm.csi.cgiar.org).

The critical net constructed by traditional algorithm [10] and our method are shown
in Figure 5(a) and 6(a), of which the enlarged result of the local selected region by
square frame are shown in Figure 5(b) and 6(b), respectively. Intersections appear in
Figure 5(b) as marked by thick lines but not in Figure 6(b), so it indicates that
intersection of ravine and ridge is prevented absolutely by our algorithm.
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s peaks
s saddles
s pits

—  ridges

—  ravines

Fig. 5. Experimental region and intersections caused by traditional algorithm: (a) The terrain
morphology by the STD algorithm, (b) The enlarged chart of local intersections

(a)

Fig. 6. Results of our algorithm: (a) The terrain morphology by our method, (b) The prevention
of intersection

The ascending Morse complex constructed by the extracted ravines is shown in
Figure 7. In Figure 7(a), without identifying the macro-saddles, there is no peak in
each region with the thick blue boundary, where triangles do not belong to any
ascending Morse cell and the decomposition of the whole terrain surface is not
complete. On the contrary, as shown in Figure 7(b), after identifying the macro-
saddles in our approach, not only every cell does not overlap each other, but also there
is only one peak in each cell. Therefore, it reveals that the complete decomposition of
the whole terrain surface is achieved by our algorithm.
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Fig. 7. Identifying the macro-saddles in the ascending Morse complex: (a) Before
identification, (b) After identification

6 Concluding Remarks

Intersection at regular points between ravine and ridge is not only inconsistent with
Morse theory, but also induce the error of acquiring the main terrain features in those
applications such as the topological simplification or the geomorphic generalization
of relief. In this paper, a novel universal algorithm of the constrained construction for
terrain Morse complexes is proposed to construct the correct connection of the
topological relationships between critical points and an experiment is designed to
validate the correctness and feasibility of this algorithm, the main contributions of this
paper are as followings:

1) This algorithm prevents the intersections absolutely by regarding the separatrix
of descending (or ascending) Morse complex as the constrained boundary of
extracting the separatrix of the dual Morse complex.

2) The macro-saddles can be identified to achieve complete decomposition of the
whole terrain surface.

3) In our approach, neither any Morse complex nor constrained Delaunay
triangulation is reconstructed, which optimizes the calculation steps in a higher
efficiency and guarantees the consistency and integrity of the multi-resolution
construction of the terrain morphology or the DEMs.
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Abstract. In this study, the regionalestimation ofmaize yield was reported with
integrating a process-based mechanism model and MODIS remote sensing data.
AC4 plant photosynthetic pathway mode was developed and to substitute for the
C3 plant photosynthetic pathway in the remote-sensing—photosynthesis
—yield estimation for crops (RS-P-YEC) model, and the Harvest Index (HI)
derived from the ratio of grain to stalk yield was adopted in the developed model.
We performed maize yield simulation by using the developed model in the
Northeast China (NEC) region from 2007-2009. The selected county-
leveldata at from the NEC region was validatedwith the MODIS-simulated
results. We found that that the correlation coefficientbetween the simulated yield
and the statistics yield is high (R?=0.637, n=69),and the spatial pattern of
MODIS-simulated yield was agree with the statisticaldistribution in the NEC. It
indicatedthe improved model has ability to estimateC4 crops in large area.

Keywords: BEPS model, Maize, C4 crop yield, MODIS data.

1 Introduction

Accurate estimation of the crop yield is of great importance for food production, grain
policy making, andfood security warning [1,2]. The statistical models, light use
efficiency models, and processed-based models have been used to predict crop yield in
recent years [3-5].0ne kind of statistical models was established based on field
experiments, which are time-consuming, expensive, and prone to large errors in
estimating at the regional scale[6]. Others statistics models are established based on
remote sensing technology to regionally predictcrop yield. The inverse information
derived from remote sensing, for example, normalized difference vegetation index
(NDVI) and LAlare key parameters of crop photosynthesis product accumulation,
which areof importance for crop yield to a certain extent [7-9].The light use efficiency
modelsuse the proportional relation between net primary productivity derived from
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light energy utilization € and crop biomass or yield to spatially estimate crop
yield[5,10], and the proportional relation could be built in different stages[11].
However, it keeps a problem that the specific € does not distinguish the crop typesin the
same region and change with the crop growth stages [12]. The proportional relation
changes with regions and are vulnerable to the impact of other environment
factors[13]and lack of mechanistic explanation to the crop ecological andphysiological
changes.

Over the last decades, the process-based models have been developing to estimate
crop yield. Especially, with development of the remote sensingtechnology, the regional
estimation of crop yieldintegratedsatelliteinformation and process-based crop models
has been performed [3,14,15]. The simplest is to use the remote sensing data, such as
LAI and land cover, using as classification of crops to form a GIS database,as input
variables to drive the model is namely the driving method. To improve simulation
precision, more complex assimilation method coupling remote sensing data and crop
modelsis used to estimate theregional yield. With the ensuring of the special and
temporal resolution, and explanation of crop growth mechanism, the later method is
more and more widely used.

In this study, the process-basedremote sensing BEPS model is initially used to
simulate the net primary productivity of boreal forest ecosystem in Canada [3, 14].It
has been used to estimate the NPP of vegetation, and is suitable for applying in
China.Wang et al. (2009, 2011) developed a RS-P-YEC model based on the BEPS
model, and to simulate the white wheat yield (C3 crop) [16,17].It is generally accepted
that the carbon isotopic composition of plant material is correlated with C3 and C4
pathways of carbon fixation in photosynthesis, the maize is C4 crop according to its
photosynthetic pathway. However, in recent year, there was seldom study focusing on
C4 crop yield regional simulationintegratingsatellite information and crop models. In
this paper, based on the remote-sensing-photosynthesis-yield estimation for crops
(RS-P-YEC) and the Boreal Ecosystem Productivity Simulator BEPS), we develop a
process model for yield estimation for C, crops, and the developed model was used to
estimate maize yield in the Northeast China.

2 Study Area and Method

The Northeast China (NEC) (118.83°~135.09°E, 38.72°~54.56°N) covers
Heilongjiang, Jilin and Liaoning Provinces. The total arable land of 21,526,200
hectares, accounts for 16.6% of the nation. With continental monsoon climate,the
annual rainfall in the NEC is 400~800mm, which is mainly concentrated in July to
September. The annual average temperature is -3~11°C, the accumulated temperature
of >10°C is 1600~3600°C and the frost-free period is 155~257 days.The rainfall and the
heat are in the same period, which is suitable for maize growth. The soil is mainly black
and chernozem, which is fertile and has a strong ability of water-holding.
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2.1 Method

In this study, the BEPS model wasmodified suit for C4 crop yieldestimation;and a
hypothesiswith horizontally homogeneous and vertically laminar structure was made,
and the structure of two-big-leaf model was still retained, based on the BEPS model.
Integrating the photosynthesis of each leaf layer to get the canopy photosynthesis and
subtracting the autotrophic respiration to get the NPP of Cscrop, the crop yield was
estimated according the ratio of NPP and the yield with the correlation coefficient up to
0.9[16,17].In this study, the developed model calculated the photosynthesis of C, crop,
based on the RS-P-YEC model, and introduced the harvest index derived from the ratio
of the grain yield to the stalk yield for maize.

2.1.1 Photosyntheticrate of Leaf-Level
1) Instantaneous photosyntheticrate (A,umolCm™2s71)

The model accumulates the assimilation rateof C; plants using the Farquhar
model[18]. It could describe the photosynthetic pathway of C, plants after modifying
[19].

A = min{w, w;} - R, (1)
Ry = 0.015V,max (2)
Wy = Vemax (3a)

w; =] (3b)

Where,A is the net CO, assimilation rate, w,, is the rate limited by Rubisco, w; is
the rate limited by  photoelectron  transfer rate, R; is  dark
respiration,umolCm~2s~1;V.,..... is the maximum rate of carboxylation, and | is the
electron transfer rate.The calculation of V,,,,, and Jcan be found in Chen et al. (1999)
[14].

2) Daily integration of photosynthetic rate

Because C4 photosynthesis is nearly saturated at current CO, concentration, the
photosynthetic rate is almost free from theinfluence of CO,concentration [20], and the
daily total photosynthesis can be made with respect to time.

Ay = %(chax —Ry) (4a)
Aj =50~ Rq) (4b)

Where, A, and A ; correspond toand w,, and wj , respectively, after a small
reduction for dark respiration. The parameter acan be multiplied to the integral and the
calculation can be expressed as [14]:

_ 1 /2 _ 4
a= Jo ' “cosdo =—-=~127 (5)

Where, 6 is the solar zenith angle.
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2.1.2 Solar Radiation

The solar radiation received by leaves is a key factor to determine their photosynthetic
rate. Calculate the radiation by making leaves divided into N layers. The top of the
canopy is the sunlit layer. The solar radiation received by the top sunlit leaves of the
canopy includes the direct and scattered radiation from the sky.The radiation received
by the lower layers is the sum of multi-scatted and reflect solar radiation from the
canopy and soil surface, and the scattered radiation meet the radiation transfer equation
[21].

Ssun(0) = Ssnaae(0) + Soig (6)

ﬂ
Ho (7)

dSin

1 N S
= —Sim 5 [ Sin (W)W + 2 exp (

—H

Where, Sg,,,(0)is the photosynthesis available radiation received by the top leaves

of the top of the canopy, Ssnqqe(0)is the scatted radiation, Syis the direct radiation on

theunderlying surface and pyis the cosine of the zenithangle.S;,is the scattered

radiation received by the internal of the canopy, Lis the distance between internal

leaves and the top of the canopy, pis the cosine of the zenith in scatter direction, wis

the single scatteralbedo of leaves and G,is the projection on the direction of the reflect
radiation.

The scattered radiation in the horizontal ofL could be expressed as,

Sshade (L) = 2 f Sin (L, wpdy ®)

Where, Sgpqqe(L) is the scattered radiation received by the shade leaves in L.

2.1.3 Photosynthetic Rate of the Canopy

The photosynthetic rate of the sunlit and shaded leaf, and the maizecanopyis divided
into N (N>1) layers to make spatial scale expansion. Photosynthetic rate of the canopy
is expressed below[22],

1 N-1
Acanopy = ;AsunLAIsun + TAshadeLAlshade (9)

Where, the subscripts ‘sun’ and ‘shade’ denote the sunlit and shaded components of
photosynthesis and LAI

LAl = 2cos6(1 — exp (—0.5QLAI /cos0)) (10a)
LAlgpgqe = LAl — LAl g, (10b)
Where, Q is foliage clumping index, and Q for crop is 0.9[3].

2.14 Conversion of NPP to Crop Yields
Gross primary productivity (GPP) could be calculated from photosynthetic rate A, and
net primary productivity is equal to GPP minus autotrophic respiration.

NPP = GPP — R, (11
GPP = Acanopy X Laay X Fgpp (12)
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Where, Lgq,is the length of day, Fgppis a conversion factor of photosynthesis to
GPP; R,is the autotrophic respiration, including maintenance respiration and growth
respiration.

There is a great relationship between NPP and aboveground biomass, so the crop
yield could be obtained by the NPP and harvest index(HI).

Yield = NPP X « X HI (13)

Where o is the conversion ratio between carbon content and dry matter
(~45%)[23].

2.1.5 Key Parameters

Vomax, the maximum rate of carboxylation, is one of key parameters in the model,
representing the leaf of maize maximum photosynthesis capacity.The value of V.
is mainly affected by the environmental factors such as temperature and fertilizer. J,the
electron transfer rate, has a strong correlation with the V., ;-

2.1.6 Model Running

Due to the difference of geographical latitudes, the sowing dates of maize in the three
administrative are April 25th, May 1th and May 7th, respectively. The latest harvest
date in Heilongjiang Province is October 8th. In order to make more use of remote
sensing data and simplify the simulation process, April 23th (22th in the leap year) was
uniformly set as the sowing date, and October 8th (7th in the leap year) was set as the
mature date, with the reason that the farmland is almost bare soil before sowing and
after harvesting and the NPP can be ignored.

2.2 Data

Running model, the meteorological data, remote sensing data, land use and soil data
were used.Daily meteorological data were collected at 72 meteorological stations in
Northeast China [24], including maximum, minimum, relative humidity and rainfall
which were fromtheNational Meteorological Information Center in China. The MODIS
(Moderate-resolution Imaging Spectroradiometer)derivedLAI data was MOD15A2
product, with the temporal resolution of 8-day and the spatial resolution of 1km [25].
The land use data used in this study isthe IGBP global land cover classification data
produced by the United StatesGeological Survey, with a temporal resolution of 1-year
and the spatial resolution of 500m. It was resampled to the spatial resolution of 1km
using the method of nearest neighbor method (see Figure 1).

The ratio of grain to stalk yield and harvest index(HI) is defined as the ratio of crop
grain yield to aboveground biomass. The HI is also one of important variables, which
affect the crop yield.The data was derived from the ratio of grain to
stalkyield[26],which was derived from the National Meteorological Information Center
in China. The HI at stations was obtained and then interpolated to the space with the
method of IDW, resampled to 1km.
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Fig. 1. Classification of land cover in Northeast China

HI=y/(y+1) (14)

Where, y is the ratio of grain to stalk yield.

Soil available water capacity (AWC) varies with soil texture. The soil texture of the
main growing areas of maizein Northeast China is of little difference and the AWC data
is difficult to obtain, so it could be made a constant 0.17[27].

3 Result and Discussion

3.1 Validation of Simulated Maize Yield

We validated the simulated maize yieldat a county-level, thestatisticalmaize yield data
arecollected in the provincialStatistical Yearbook.The regression analysis between
simulated yield and statistics yield in county-level was performed, and the Pearson
correlation coefficient R” is equal to 0.637(Figure 2) (p<0.01). The statistics yield of 69
counties/cities were used to calculate the Absolute deviation(ABS), root mean square
error(RMSE) and relative error(RE) .The results showed that, ABS is 829 kgha'l,
RMSE is 1060 kgha™', and RE is 11.9%. Figure 2 shows that most of the data fell in the
confidence range of 75%.The statistics yield of Shangzhi in 2007 is an unusually high
value and maybe is a bias from the statistical method.
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3.2  The Spatial Distribution Pattern of Maize Yield in the NEC

The yield of maize in the Northeast China Plain in 2008was estimated using the
developed process-based model (Figure 2). The simulated results showed that maize
yield was high in north and low in west parts.Sanjiang plain in Heilongjiang province,
Songnen plain, the middle of Jilin province and the central plain of Liaoning province
are the main producing area of maize with fertilesoil, and the maizeyields were
relativelyhigher with values between7000-9000 kgha™ some of the areas were even up
to 10000 kgha™ . The southeast of Heilongjiang province, the east of Jilin province and
the southeast of Liaoning province aremountainous areas withless cultivated area, and
maizeyields varied between 5000-6000 kgha'. Because of less rainfall, the yield of
west of Jilin province and northwest of Liaoning Province was the lowest and less than
3000kgha™.On the whole, the maizeyields in the Northeast China Plain mainly ranged
in 5000-9000kgha™ according to the results.

3.3  Discussion

A key parameter of model, LAI, could well reflect the crop growth status. The precision
of the model depends heavily on the accuracy of LAI. LAI used to drive the model was
derived from MODIS products. The resolution of 1 km might affect the accuracy of the
prediction of the NPP and the yield. Some studies have suggested that MODIS LAI is
lower than measured values, and this could lead to low simulated value.These errors
may be decreased through using higher precision LAI

Yield(kg/ha)

I o-2.000
[ 2.000 - 3,000
[ 3.000 - 4,000
[ 4.000 - 5,000
[ s.000-6.000
[ 6.000-7,000
[ 7.000 - 8,000
[ 5.000- 9,000
I s.000 - 10,000
I 10,000 - 11,000
I 11000 - 12,000
I 2000 - 13,000
I > 13000

051 2 3 4
mrmmw——mmm Decimal Degrees

Fig. 2. The simulation results spatial distribution of maize yield in 2008in Northeast China
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The HI was critical for accurate prediction of crop yield by the model. Taking into
account the small change between years, The HI was derived from the ratio of grain to
stalk yield, assuming that changes from crop varieties and cultivars did not occur. In
addition, the influence of environmental condition and field management did not take
into consideration. The rough assumption must affect the accuracy of prediction of the
crop yield. The accurate estimation of The HI is an effective way of improving the
prediction of yield. There is a certain uncertainty in statistics yield. A more accurate
yield data to the validation of results can also reduce the error.

4 Conclusion

We developed the process-based model for estimating the C4 crop yield based on the
RS-P-YEC model in this paper, and the translation of NPP was realized to yield using
the relationship of NPP to biomass by introducing the harvest index. The results
indicated that there was a good relationship between yield model-simulated and
statistical yield at the county level(R?=0.637, n=69), and the developed process-based
model was suitable for the maize yield estimation in a large scale.
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Abstract. Predicting runoff response to climate change is useful in making the
decision of water resources management in arid region. This study investigated
the impact of climate change on the runoff of Zamu River, one of the inland
rivers in the arid region of northwest China using Soil and Water Assessment
Tool (SWAT) model. Climate-change was predicted by the UK Hadley Centre’s
Climate Model (HadCM3) under IPCC A2 and B2 scenarios, and downscaled by
statistical downscaling model (SDSM) for two periods: 1961-1990 (control) and
2010-2099 (scenario) to drive the SWAT model. SDSM predicted an increase
trend of maximum and minimum temperature and precipitation in the study area
during the period of 2010-2099. Simulated runoff under IPCC SRES A2 and B2
scenarios changed by -10.6% - +1.17% and - 4% - +13%, respectively. The
runoff tended to decline more significantly under SRES A2 (high GGa
emissions) than under SRES B2 (low GGa emissions) in the future. The linear
trend values were -0.048 and -0.018, respectively.

Keywords: Climate change; Runoff; Downscaling; SWAT; SDSM.

1 Introduction

There are scientific evidences about hydrologic system affected by the global climate
change. The global temperature is increasing and the 100-year trend (1906-2005) of
0.74 [0.56 to 0.92] °C is larger than the corresponding trend of 0.6 [0.4 to 0.8] °C
(1901-2000) given in the TAR (IPCC, 2007) [1]. The global climate change has
impacts on regional precipitation, precipitation distribution and runoff
[2].[3],[41,[5],[6]. Global warming results in evaporation increase. Many studies have
proved that runoff is very sensitive to climate change [7],[8],[9],[10]. Runoff
conditions are strongly controlled by climate [11]. Climate change could therefore have
positive or negative impacts on runoff [12].Hydrological model sensitivity to climate
change can be defined as the response of a particular hydrological model to a known
quantum of climate change [13],[23],[24],[25].

One way to assess possible impact of climate change on hydrological cycle is to
apply different climate change scenarios to hydrological models to estimate hydrologic
cycle factors [14],[15]. General climate models (GCMs) and regional climate models
(RCMs) are frequently used to model future climate scenarios. The building of
hydrological model and the generation of future climate change scenarios are essential

F. Bian et al. (Eds.): GRMSE 2013, Part II, CCIS 399, pp. 223-231, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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to water cycle assessment. The output of climatic factors by GCMs was used to drive
hydrological models to study hydrological response to global climate change [16],
[17],[18]. Many studies have investigated the impact of climate change on annual mean
water flow under IPCC A2 and B2 GHG scenarios [19],[22]. The simulating scale of
climate models has great difference to that of hydrological models. However, the
general circulation models and regional climate models are among the most advanced
tools in estimating future climate change scenarios. Therefore the output from GCMs
and RCMs has to be downscaled to obtain the information relevant to hydrologic
studies. Downscaling approach was widely used for constructing climate scenarios to
drive the hydrologic models. The approaches to downscale the outputs of GCMs are as
the follows: Dynamic downscaling method, statistical downscaling method and
interpolation method. Dynamic downscaling method, as a Regional Climate Model, is
embedded into GCM, but the method had complicated design and application
condition, so it is not widely selected for downscaling. Compared to the dynamic
downscaling method, the statistical downscaling method is most widely used to
downscale the climate scenarios because of less demanding application condition.
Statistical downscaling method is to derive empirical relationships that transform large
scale features of the GCM (Predictors) to small scale variables (Predictants) based on
the basic data. Precipitation and temperature can be predicted. There are three implicit
assumptions involved in statistical downscaling method [21]. Interpolation methods
include bilinear interpolation and non-equidistant Lagrange three-point interpolation
method, through which the output of GCMs can be interpolated to appropriate site.

Arid regions frequently suffer from years of acute shortages of water resources.
Climate is a key factor affecting the runoff formation of inland river basin of the arid
area in the northwest China. The objective of this study was to evaluate the runoff
changes under different climate change scenarios in the Zamu river basin of northwest
China. The Statistical downscaling approach (Wilby et al., 2001)[21] and Soil and
Water Assessment Tool (SWAT) (Arnold et al., 1998)[20] distributed hydrological
model were chosen for this study.

2 Materials and Methods

2.1  Study Watershed

The Zamu River originates in the Qilian Mountains and has a catchment area of 851
km”. It is the only unregulated river in the Shiyang river basin in the arid region of
northwest China and has a glacier area of 3.74 km” in the mountain area in the upper
reach. The location of the study area was shown in Fig. 1. The only gauging station in
the catchment is Zamusi hydrologic station. The elevation of the catchment varies from
2000 m to 4802 m above sea level and its catchment shape is plumose. Mean flow of
the river (1955-2005) measured by the Zamusi hydrologic station is 7.75 m/s. The
upper Zamu river catchment has good vegetation cover, with alp meadow, alp
grassland, shrub and arbor. Forestland is patchy, with mixed distribution of grassland
and forestland. Major land use type can be divided into grassland, forestland, farmland,
rural resident land and uncultivated land [26].
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Zamusi

Fig. 1. The map of location o f the study area

2.2  SWAT Hydrological Model

SWAT (Soil and Water Assessment Tool) (Arnold et al., 1998)[20] is physically based
hydrological model. Hydrologic Response Units (HRUs) is the basic calculating units,
which is consisting of unique combinations of land cover and soils in each sub-basin.
SWAT allows a number of different physical processes to be simulated in a basin. It can
be used to simulate the hydrological response to changed environment in different time
steps (http://www.brc.tamus.edu/swat/swatmanual, swat2000theory). The hydrologic
cycle as simulated by SWAT is based on the water balance equation:

1
SW=SWy+> (R, = Qs —Eoy =W,y — Q) (D

i=1
where SW, is the final soil water content (mm H,0O), SW, is the initial soil water
content on day i (mm H,0), t is the time (days), R,y is the amount of precipitation on
day i (mm H,0), Qq¢is the amount of surface runoff on day i (mm H,0), E, is the
amount of evapotranspiration on day i (mm H,0), W, is the amount of water entering
the vadose zone from the soil profile on day i (mm H,0), and Q,, is the amount of

return flow on day i (mm H,0).

2.3  Statistical Downscaling Model

Statistical downscaling model (SDSM) was used to calculate statistical relationships
between large-scale (the predictors) and local climate variables (Predictants) based on
multiple linear regression technique. These relationships are developed using the
observed weather data, assuming that these relationships remain valid in the future.
They can be used to obtain downscaled local information for some future time period
by driving the relationships with predictors simulated by GCMs [21]. There are
following key steps: 1) verifying of observing materials; 2confirming predictors; 3)
model calibration and verification and 4) driving future climate change scenarios. The
established model for predicting daily maximum and minimum temperatures is an
unconditional model, but the model for predicting precipitation is a conditional model.
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2.4  Climate Change Scenario

Scenarios of climate change used in this study were IPCC SRES A2 and B2, which
were projected by the UK Hadley Centre's HadCM3 model under corresponding
emissions scenarios. The predictor variables can be obtained online
(http://www.grida.no/climate/ipcc/emission). A2 describes a very heterogeneous world
with high population growth, slow economic development and technological change.
B2 describes a world with intermediate population and economic growth, emphasizing
local solutions to economic, social, and environmental sustainability (IPCC, 2007).
Climate scenarios A2 and B2 are close to the development of study area. The output of
HadCM3 was downscaled to the daily series data of corresponding weather station.

2.5 SDSM Calibration and Validation

Weather factors under different emission scenarios will be obtained based on the NCEP
(National Centre for Environmental Prediction) data from 1961 to 1990. Daily rainfall
and maximum and minimum temperatures were analyzed in this study.

Correlation coefficient (R), relative error (RE), Nash—Sutcliffe efficiency (NSE) are
the criterion to evaluate the model performance . The Nash—Sutcliffe efficiency was
calculated as follows:

i=n i=n

NSE =1- Z (Vobsm - Vd(rw,,, )2 /Z (Vobsm - E)Z (2)
i=1 i=1

where Vobs,, is observed value, Vdow,, is downscaled value, o is mean observed
value, and 7 is the number of measurement. NSE value can range from - to 1. 1
corresponds to perfect match of downscaled value to the observed data.

The representation meteorological stations selected are Tianzhu and Wuwei in Zamu
river basin. The positions and averages of the temperature and precipitation were
shown in Table 1. Tianzhu is the mountain observing station whereas Wuwei station is
the plain observing station. Selected predictors for established downscaling model are
shown in Table 2. The positive correlation coefficients of the variables are the selected
predictors for establishing the downscaling model. Data from 1961-1975 was used for
calibration and data from 1976-1990 was used for validation. Table 2 shows that
predictor variables of P500 (500 hPa geopotential height) and tem (the average
temperature of the ground 2 meters) are important in predicting the climate variables.

Table 1. Statistics of two representative meteorological stations

Mean Mean
. Longitude Latitude Elevation precipitation temperature
Station °N) °E) (m) (mm) ©C) data
Tianzhu 102°52 37°12’ 3045 411.1 0.05 1951-2005

Wuwei 102°40" 37°55’ 1531 167.2 8 1951-2005
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Table 2. Predictor variables selected for downscaling

Predictant

Predictor Tnax (°C) Tpin () Prec(mm)
Tianzhu Wuwei Tianzhu Wuwei Tianzhu Wuwei
p-u( Surface zonal velocity) 0.13 0.26 0.09 0.02 -0.01 -0.06
p-v(Surface meridional velocity) -0.18 -0.18 -0.26 -0.18 -0.09 -0.13
p-z (Surface vorticity) 0.18 -0.28 -0.07 -0.26 -0.12 -0.03
P500(500 hPa geopotential height) 0.27 0.20 0.43 0.23 0.03 0.05
r500( Relative humidity at 500 hPa) -0.30 -0.19 -0.07 -0.01 0.08 0.07
Shum( Surface specific humidity) -0.08 -0.03 -0.07 -0.01 0.06 0.11
tem (Mean temperature at 2m) 0.59 0.69 0.56 0.53 0.04 0.03

rhum (Near surface relative

0.01 0.02 0.06 0.07 0.03 0.13
humidity)

Table 3. Statistics of SDSM validation (1976-1990)

maximum wet-spell Mean wet-day

Tonax(°C) Tonin(°C) ays vy
Item length(days) precipitaion(min)
Tianzhu Wuwei Tianzhu Wuwei Tianzhu Wuwei Tianzhu Wuwei
Observed 5.59 15.17 -4.72 1.28 15.40 8.00 3.21 2.65
5.40 14.69 -4.70 1.31 15.20 7.65 2.89 3.38
Downscaled
RrR2 0.98 0.99 0.99 0.99 0.96 0.76 0.96 0.96
RE(Z) -3.40 -3.16 -0.42 2.34 -1.30 -4.38 -9.97 27.55
NSE 0.99 0.997 0.99 0.996 0.96 0.965 0.99 0.837

Table 3 shows the results of observed and downscaled daily maximum temperature,
minimum temperature and precipitation for the validation period in Tianzhu station and
Wuwei station. Both correlation coefficient and Nash-Suttclife efficiency coefficient
(NSE) are more than 0.75, especially the result of downscaled temperature was better
than that of daily precipitation. So daily maximum and minimum temperatures under
climate change scenarios A2 and B2 from 2010 to 2099 were generated by SDSM
based on the data from 1961 to 1990. The results show that maximum temperature
(Tiax) and minimum temperature (T,;,) have an increasing tendency in the future under
different IPCC scenarios in the Zamu river basin (Fig.2). The precipitation have an
increasing tendency begin 2010s under SRESA2 and SRESB2 (Fig.3).
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Fig. 2. Average Tmin (a),Tmax (b),under SRES A2 and B2
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2.6 SWAT Model Validation

SWAT model can be used to simulate the runoff under the observed climate data in
Zamu river basin [26] .Downscaled climate data based the NCEP from 1985 to 1990
was used to driven the SWAT hydrological model for validation in this study. Fig. 4
shows monthly simulated runoff with downscaled climate data well matched the
observed value. Correlation coefficient (R) of validation of SWAT model with
downscaled climate data is 0.79. SWAT model can be used to simulate runoff driven by
downscaled data. Peak observed and simulated runoff under downscaled climate data is
greater than those under observed weather data (Fig.4). The difference is caused by
different spatial scale between observed data and downscaled data.

Runoff (m's)

o o 4N N
0w e e 9 9 > x> GGGH‘
5 2 2 2 % & 02 & & & & 2z = = 2

Fig. 4. Validation of SWAT model using downscaled data (1985-1990)

3 Results and Discussion

Tables 4 and 5 show the comparison of the baseline runoff and projected values for
different scenarios corresponding to the downscaled precipitation and temperature
under SERS A2 and B2, respectively. The projected runoff shows the decreasing
tendency under SERS A2 climate scenario in future except that in the early 21st
century. The runoff decreased with the increasing of precipitation in 2070s, 2080s and
2090s. Runoff was influenced by precipitation and temperature. The temperature has
negative effects on runoff. The runoff was reduced by less than 10% in 2080s, 5% in
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2050s and 10.6% in 2060s under SRES A2 respectively. From Table 5, the runoff was
reduced by less than 5% in 2020s, 2040s and 2080s under SERS B2 scenario. The
runoff generally was changed by less than 10% in the future decades along with the

change of temperature and precipitation in Heihe river basin [22], which is similar to
the results of this study.

Table 4. Change of Simulated Runoff, Precipitation, T,,,, and T,;, under SRES A2 relative to
baseline(1980~1989)

Years 2010s 2020s 2030s 2040s 2050s 2060s 2070s 208052090s
Runoff
change (%) 1.2 0.8 54 -89 22 -10.6 -2.4 -89 -3.4
Precipitation Tianzhu 0.2 4.3 3.5 104 129 11.6 19.8 21.6 29.1
Change (%) Wuwei 3.3 4.1 6.1 16.5 21.8 22.5 23.2 25.6 27.8
Toae Change (°C) Tianzhu 1.2 2.2 1.9 2.6 3.4 5 5.3 6.2 7.1
Wuwei 1.1 2.1 1.7 24 29 43 46 53 6.1
Tiang 0.9 1.7 1.5 2.1 27 4 4.3 5 58
Tain Change (¢ | Tanzhu
Wuwei 0.6 1.2 1 1.5 1.8 27 29 35 39

Table 5. Change of Simulated Runoff, Precipitation, T, and T,;, under SRES B2 relative to

baseline(1980~1989)

Years

2010s 2020s 2030s 2040s 2050s 2060s 2070s 2080s2090s

Runoff
change (%)

12.9 -1.8 1.2 -3.9 8.3 1.3 2.4 -2 6.8
Precipitation Tianzhu 7.7 6.1 7.8 8.8 112 11.8 14.8 16.4 207
Change (%) Wuwe i 0.1 6.5 7.6 18.8 20.1 17 159 178 21.2
Tians 1.4 1.7 2.5 3 3.4 3.7 4.1 4.6 4.7

Thax Change (°C) I'ianzhu
Wuwe i 1.4 1.6 2.3 2.9 3 3.2 3.6 4 4.1
Tians 1.1 1.3 2 2.5 2.8 3 3.3 3.7 3.8

Tain Change (°C) I'ianzhu
Wuwei 0.8 0.9 1.4 1.7 1.9 2 22 25 25

The runoff in the mountain reaches varied from -10.6% to +1.17% under SRES A2
and -4% to +13% under SRES B2 in the future. The runoff had a decline tendency in
the future (Fig. 5), The linear trend values under SRES A2 and B2 are -0.048 and -0.018
separately.The runoff declined more obviously under SRES A2 than under SRES B2.
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Fig. 5. Simulated runoff under SRES A2 and B2 in future

2090s
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4 Conclusions

The response of the runoff in the mountain reaches to the climate change under IPCC
SRES were simulated by combining the climate model and distributed hydrological
model. According to the predictions made by the HADCM3 model, which is
downscaled by SDSM, future climates predict increased warming under two different
climate change scenarios.

With climate change, runoff change in Zamu river basin appeared. The simulated
runoff of the mountain reaches under different climate change scenarios shows that
runoff under high GGa emissions has a more obvious decline tendency than that under
low GGa emissions in the future. Predictions regarding runoff response to climate
change in this paper can give some advices for water resources management and
ecological environment decisions in arid regions.
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Abstract. Among the various natural hazards, landslides are among the most
widespread and damaging one. It can be triggered by various external stimuli
and pose significant threat to human safety and natural environment. Geospatial
computingis currentlyfacing a daunting challenge in data management and
processing with ever-increasing complexity and heterogeneity .Different
approaches have been developed to produce landslide susceptibility maps. This
paper reports a pilot study of analyzing the causative factors of landslide and
proposes to utilize the geospatial cloud-computing method in mapping the
rainfall-induced landslide susceptibility. A series of geospatial data of
triggering stimulus are acquired. The cloud computation platform is utilized to
analyze some selected environmental parameters in Lantau Island, Hong Kong.
The emergence of cloud computing brings potential solutions to solve the
geospatial intensity problems and will enable the public to better prepare for
such deadly events and to help mitigate any potential damages.

Keywords: cloud-computation, landslide, Hong Kong.

1 Introduction

1.1 Landslide Susceptibility Mapping

Landslide, defined as the mass movement of rock, debris or earth down a slope results
in a geomorphic makeover of the Earth’s surface [1], can be triggered by various
external stimuli. In recent years, landslide hazard assessment has played an important
role in developing land utilization regulations aimed at minimizing the loss of lives
and damage to property [2]. In spite of some of the highest urban population densities
in the world, 40% of the land area of the Hong Kong Special Administrative Region
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(HKSAR) is designated as country parks. Natural terrain covers about 60% of the
total land area of Hong Kong.The seeming incongruity is explained by the fact that
the mountainous terrain is subject to landslide hazard, with urban development
confined to 10% of the land area: a narrow coastal strip backed by steep convex
slopes [3].

Landslide susceptibility: A quantitative or qualitative assessment of the
classification, volume (or area), and spatial distribution of landslides which exist or
potentially may occur in an area [4]. To obtain the most reasonable interpretations, it
is therefore important to establish a systematic usage of spatial data and
methodologies that quantify and efficiently integrate the spatial relationships. The use
of remote sensing data (satellite and air-borne imagery) is well suited to landslide-
related studies such as detection, identification and monitoring [5]. Remote-sensing
and spatial analysis tools are widely used in landslide studies including landslide
detection, landslide assessment, natural hazard, landslide mapping, and landslide
inventories (e.g., [6], [7], [8]). Through statistically based prediction models, future
landslide-prone areas could be identified through susceptibility and hazard mapping
and therefore proper planning for the landscape could be designed by using those
maps [9], and thus reduce landslide damages through proper preparation and/or
mitigation. The quantitative methodologies are relatively objectives and can be
grouped into three categories: statistical analysis, geotechnical engineering
approaches and artificial intelligence methods [10].

1.2 Geospatial Cloud-Computation

Geospatial computing, like many other disciplines of science and engineering, is
currently facing a daunting challenge in data management that compels researchers
and engineers to address the need for handling voluminous geospatial data with ever-
increasing complexity and heterogeneity [11]. Toward the resolution of these
problems, data-intensive computing has focused on the development of scalable
software and hardware solutions for the effective and efficient storage, manipulation,
analysis, and distribution of massive amounts of complex data [12].The technology of
cloud computing is ushering great change and the potential in the world of
Geographic Information System (GIS).

As the geospatial sciences face grand information technology (IT) challenges in the
twenty-first century: data intensity, computing intensity, concurrent access intensity
and spatiotemporal intensity [13], when comparing Cloud GIS applications to the
traditional desktop environments, it becomes quite apparently how useful it could be.
Over a few decades efforts are being made to upgrade the conventional GIS
applications in order to provide broad spectrum services to the users across the globe.
‘Cloud computing’, a term which has become popular in recent years, has been
described as “the next natural step in the evolution of on-demand information
technology services and products” [14]. Cloud Computing can be applied to solve and
overcome the challenges in GIS applications [15]. It enables people to run modeling
applications on a virtual server or thousands of servers. With the development of
cloud computing technology, the public can use computing power just like the way
they use water, electricity, gas and telephone [16].
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1.3 Research Objectives

The high-performance benefits of cloud computing must be discussed on a case-by-
case basis and computational performance depends on the design and implementation
of individual geospatial applications in specific cloud environments. Therefore, it’s
imperative to conduct real-world data-intensive geospatial computing studies using
cloud computing to determine whether these technologies are viable solutions for
data-intensive geospatial computing. The purpose of this research is to investigate and
evaluate the feasibility and advantages/disadvantages of adopting cloud-computation
technology in solve real-world geographical problem.

1.4 Study Area

Lantau Island is situated in the southwest of Hong Kong, China. In spite of some of
the highest urban population densities in the world, 40% of the land area of the Hong
Kong Special Administrative Region (HKSAR) is designated as country parks. The
seeming incongruity is explained by the fact that the mountainous terrain is subject to
landslide hazard, with urban development confined to 10% of the land area: a narrow
coastal strip backed by steep convex slopes. Lantau Island is just characterized by its
high occurrence of landslide induce by monsoon rainfall.

2 Methodology

2.1 Data and Analysis

2.1.1  Elevation

Elevation, from which the slope and aspect can be retrieved, essentially reflects the
topography. The Digital Elevation Model (DEM) represents spatial variation in
altitude. The slope and aspect data are derived from SRTM DEM with 90m resolution.
Elevation values in the data of study area ranged from -15m to 888m (Fig 1).

Fig. 1. Digital Elevation Model (DEM)
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2.1.2  Aspect and Slope
Aspect is also an important factor in studying and producing land-slide susceptibility
maps, since it will affect rainfall and exposure to sunlight [17]. In the geochaining
platform, the topography aspect in Lan Tau island can be classified into nice
categories: flat (—1°),north (0°-22.5°, 337.5°-360°), northeast (22.5°-67.5°), east
(67.5°-112.5°), southeast (112.5°-157.5°), south (157.5°-202.5°), southwest(202.5°—
247.5°), west (247.5°-292.5°) and northwest (292.5°-337.5°) (Fig 2).

The slope is an important parameter for stability consideration. The frequency of
landslide is likely to be the highest on moderate steep terrain.

Aspect
] Al
B ot (0-22.5)
I northeast (22.5-67.5)

| East 57.5-112.5)
B southeost (112.5-157.5)
| sowh (157.5-202.5)
- Southwest (202.5-247.5)
B s 247 5-2925)
B 1iortwest (292.5-337.5)
I 1otk (337.5-380)

Fig. 2. Topography aspect of the study area

2.1.3 NDVI

Land cover extensively changes soil hydrology by raising rainfall interception,
infiltration and evapo-transpiration [10]. In our study, a single data of Landsat TM
image in 2007 with 30m resolution is acquired to calculate NVDI. The higher the
NDVI is, the larger the area covered by vegetation. The experiment result indicates
that area with low vegetation coverage is prone to landslide occurrence.

2.1.4 Landslide Inventory

Fig. 3. Enhanced Natural Terrain Landslide Inventory for Lantau Island (1924-2009)
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Most land resources of the Hong Kong Special Administrative Region (HKSAR) can
never be utilized because of landslide hazard. The Hong Kong government has
established the Geotechnical Engineering Office (GEO), which has created the
Natural Terrain Landslide Inventory (NTLI). With such high quality data available,
there is little need for other more, or equally efficient methods for landslide
monitoring in Hong Kong [3] (Fig 3).

2.2  Cloud-Computation Platform

Cloud A
environment

aas
Applications GeoSquare ‘ GeoChaining e

T T laaS/Paa$ -

Datay Landslide susceptibility and risk
Computation & :
y analysis model
Analysis
Data Environmental parameters and
Mahagement census data storage and query

1

Real time rain gauge data/
Predicted rainfall data

Fig. 4. Cloud-enabled system establishment

In order to reduce the difficulty of constructing Geospatial Web Service Chain
(GWSC), so users without workflow and web services related knowledge can also
easily create models, GeoChaining adopts a simple data-flow based GWSC meta-
modelas model language. Users can perform model design only using several simple
“drag-and-drop” operations. These operations include model and model element
creation,properties editing, validation, model diagram enhancement. This platform
isdeveloped by State Key Laboratory for Information Engineering in Surveying,
Mappingand Remote Sensing, Wuhan University (Fig 4).

2.3  Landslide Susceptibility Model

Landslide susceptibility: A quantitative or qualitative assessment of the classification,
volume (or area), and spatial distribution of landslides which exist or potentially may
occur in an area (Fig 5).
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Fig. 5. Schematic representation of the landsliderisk assessment procedure. A: Basic data
setsrequired, both of static, as well as dynamic (indicatedwith*“time...”)nature, B: Susceptibility
and hazardmodelingcomponent,C:Vulnerabilityassessmentcomponent, D: Risk assessment
component, E: Totalrisk calculation in the form of a risk curve [18].

3 Experiment Result

Landslides are caused by mutual interaction of various factors [19]. The above
analysis presents a preliminary investigation of the causal relationship of some causal
factors of landslide. According to the processing and analyses in the cloud-platform,
It’s well recognized that landslide occurrence in the study area have significant
relationship with a variety of natural parameters.

4 Discussion

The cloud-computation platforms described above are still on a trial run, therefore
may suffer from unstable network connection or hardware condition. Another major
difficulty could be: When compared to the traditional desktop platform (ArcGIS), the
cloud platform might not be offering sufficient geospatial analysis tool for our
problem solving. It’s also been recognized that there is an urgent need to investigate
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how geoscience can leverage cloud computing to improve the performance to further
improve the compatibility of scientific problems, and hide the complexity of
computing infrastructure so that scientists can focus on geospatial problems solving
[20].

This research is expected to provide a thorough evaluation of adopting the cloud-
computing technology in solving big data geospatial computation problem. The final
product will primarily be a geo-spatial hazard and risk information system,
comprising graphic and numeric geo-spatial data, aerial and satellite images and
ground thematic data, as an effort to evaluate the feasibility and advantage of cloud-
computing method.

By solving a real-world problem, we will compare the cloud-computing method
and traditional mapping method in a variety of aspects: scalability, computation
efficiency, expressiveness and flexibility of cloud-enabled solutions.

5 Conclusion

This paper reports our preliminary analyses of the relationship among landslide and
some environmental parameters on cloud-computation platform and traditional
desktop platform (i.e. ArcGIS). The evaluation of landslide hazard is a complex task
as the occurrence of landslide is dependent on many factors, in which large volume of
spatial data processing and rapid computation process involved. It has been
recognized that the emergence of cloud computing brings potential solutions to solve
the geospatial intensity problems with elastic and on-demand access to massively
pooled, instantiable and affordable computing resources [13]. On the other hand, a
cloud-enabled landslide susceptibility warning mechanism would be even more
helpful to enable the public to better prepare for such deadly events and to help
mitigate any potential damages.
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Abstract. Using geodatabase spatial data model, combined with the actual
situation of the detention basin of the Huaihe River Basin in Henan Province,
through the steps of detention basin multi-source data preprocessing, spatial
database designation, attribute database designation, etc., a detention basin
spatial database of the Huaihe River Basin were established in Henan Province.
The detention basin information management system of the Huaihe River Basin
has been developed in Henan Province using C # language and ArcEngine
component library. This system can realize the query, search and the statistics of
detention basin, data input and output, and spatial data visualization, providing
support for the scientific use of detention basin.

Keywords: Geodatabase, Spatial Data, Attribute Data, Detention basin.

1 Introduction

Flood storage and detention area is an important part of river basin's flood control
engineering system. Due to the fact that our nation has a large population with
relatively little land, flood storage and detention areas shall, in a long term, serve two
functions: flood control and social economic development [1]. Huaihe River Basin has
five flood storage and detention areas, which have been applied frequently, for
example, Nihewa flood storage and detention area had diverted flood for 8 times in
1957, with a flood storage and detention duration of 22 days. During the flood seasons
in 2007, Huaihe River basin had suffered the second biggest river-basin flood ever seen
since 1954. In order to ensure the flood-control safety of important embankments and
major places, multiple flood storage and detention areas had been applied in Henan and
Anhui. With the rapid development of information technology, the traditional
management way of flood storage and detention areas is no longer adapted to the
demand of scientific management and application, requiring a more reasonable and
advanced method to manage flood storage and detention areas. Geodatabase is a
new-generation spatial data model introduced by ArcGIS, and is an uniform, smart
spatial database built on DBMS. Managing spatial data with Geodatabase model can
effectively enhance the management efficiency, and convenient geo-information
combination and the integration of GIS [2]. Construction of the spatial database of flood
storage and detention areas is of great significance to improving the scientific
management level in flood storage and detention areas.

F. Bian et al. (Eds.): GRMSE 2013, Part II, CCIS 399, pp. 240-248, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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2 Design of the Spatial Database of the Flood Storage and
Detention Areas in Huaihe River Basin in Henan Province

Main data used in the research: flood control chart of Huaihe River basin, thematic map
data, digital orthophoto map data, remote sensing data of flood storage and detention
areas. Several datasets have been built, based on data type, in the ArcCatalog of
ARCGIS, with each containing the relevant feature class of certain data type,
constituting the structure of the spatial database [3].

2.1  Design of the Spatial Database of the Flood Storage and Detention Areas

Design of the spatial database of the flood storage and detention areas is divided into
two parts, which are graphic database and attribute database. The graphic database is
mainly used to save the flood storage and detention areas' geo-data, thematic map
data, digital orthophoto map data and DEM. The attribute database is mainly used to
save the flood storage and detention areas' basic information, application data, user data
and access data etc. As shown in Figure 1.

{ sﬁal dat;se ]

graphic databasa. r attribute
! | | | | | | |
geo-data themate | |orthophete BERE basic apr‘.!hcatlcn user . right.
map map data. informatia data data. data.

Fig. 1. Overall design of the Spatial Database

2.2 Design of the Graphic Database

Graphic entity data are abstracted as point, line and polygon, and organized by the data
structures of network, path, area, raster, surface and so on, with different types of data
expressed as different spatial data structures. Main considerations in designing the
database are: which kind of layer information is needed, which kind of graphic data is
fit to express the layer information, how to organize the layers as well as spatial scale
and precision control. Graphic layer is a basic factor of spatial data organization, and
the design and organization of graphic database apply the principle of layer. Graphic
database of the flood storage and detention areas is made up of certain number of layer
data, and the layers are saved in the form of Shapefile data in the system.
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Table 1. Design of the graphic database

LAYER TYPE DESCRIPTION

Describe a flood storage and

the county administrative . . .
U Point detention area in the county

center administrative center
D Point Describe a flood storage and
detention area of the township location
. . Describe a flood storage and
villages Point . . .
detention area in each village
rivers Line Describe the shape of the river
a flood storage and Line Describe a flood storage and
detention area boundary detention area boundary
Describe a flood storage and
the county boundary Line detention area within the county
boundary information
boundary of . Description of Henan province
. Line . .
Henan Province boundary information
a flood storage and detention Describe a flood storage and
Polygon . . .
area range detention area range information
basin perimeter Polveon Information describing the flood
p ye storage and detention area in the basin
Describe a flood storage and
the scope of villages Polygon detention area villages and towns range
information
The Geodatabase model is described as follows:
Huaihe River Basin geo-data ... FeatureDataset
Layer feature factors . FeatureClass
@ River factors . FeatureClass
© Flood storage and detention area factor ... FeatureClass
@ Iver basin factors . FeatureClass
Map datum
Controldata . FeatureDataset
Conttol . FeatureClass
Administrative data in Henan Province =~ ...... FeatureDataset
D Regional map of Henan province ... FeatureClass

@ Boundary map of the county ... FeatureClass
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The image database

® Imag dataindex charts ... FeatureClass
@ Aflood storage and detention area map ... RasterDataset
@ Flood storage and detention areas and remote sensing ...... RasterDataset
DEM data

The flood storage and detention areas DEM ... Terrain
Map data index
O Administrative division index ... FeatureClass
© The important rivers index ... FeatureClass
@ Important gazetteer ... FeatureClass
@ The flood storage and detention areas index ... FeatureClass

2.3  Design of the Attribute Database

Based on the conditions of the flood storage and detention areas in Huaihe River basin
in Henan province, design of the attribute database divides the data of the database into
following categories:Basic information of the flood storage and detention areas:
construction time, local river, local cities and towns, design water level for flood
storage and detention, design volume of flood storage and detention, flooded area,
chance of application, communication equipments and so on.Application information
of the flood storage and detention areas: total times of flood storage and detention,
flood storage and detention volume, flooded arable land, property loss etc.Villages and
towns in the flood storage and detention areas: villages and towns, population,
protected population, unprotected population, average elevation, statistic data
etc.Infrastructure of the flood storage and detention areas: valve type, valve quantity,
water level for flood diversion, opening and closing method.Table 2 shows the Flood
Storage and Detention Areas attribute

Table 2.The Attribute Database

The serial number Englishname Fynction

1 Baselnform Describe a flood storage and detention area
. Use information describing a flood storage
2 DetailHty . & g
and detention area
. Village information of flood storage and
3 Villages & &
detention area
4 Gat Describe a flood storage and detention area
ate . ..
information infrastructure
Describe town information of flood storage
5 Towns

and detention area
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