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Preface

The 2013 International Conference on Geo-Informatics in Resource Management
and Sustainable Ecosystem (GRMSE 2013) was held in Wuhan, China, during
November 8–10, 2013. GRMSE 2013 aimed to bring together researchers, engi-
neers, and students working in the areas of geo-informatics in resource manage-
ment and sustainable ecosystem. GRMSE 2013 featured a unique mix of topics
including smart city, spatial data acquisition, processing and management, mod-
eling and analysis, and recent applications in the context of building healthier
ecology and resource management.

We received 522 submissions from various parts of the world. The Techni-
cal Program Committee worked very hard to have all papers reviewed before
the review deadline. The final technical program consisted of 136 papers. There
were four keynote speeches, 5 invited sessions. All the keynote speakers are inter-
nationally recognized leading experts in their research fields, who have demon-
strated outstanding proficiency and have achieved distinction in their profession.
The proceedings are published as two volumes in Springer’s Communications in
Computer and Information Science (CCIS) series. Some excellent papers were
selected and recommended to the International Journal of Computational Sci-
ence and Engineering, Sensors & Transducers Journal and International Journal
of Embedded Systems. We would like to mention that, due to the limitation of
the conference venue capacity, we were not able to include many fine papers in
the technical program.

We would like to express our sincere gratitude to all the members of Technical
Program Committee and organizers for their enthusiasm, time, and expertise.
Our deep thanks also go to many volunteers and staff for the long hours and hard
work they generously gave to GRMSE 2013. We are very grateful to Wuhan Uni-
versity and Eastern Michigan University for their support in making GRMSE
2013 possible. The generous support from the Joint International Center for
Resource, Environment Management and Digital Technologies (JIC-REDT), In-
ternational School of Software, Wuhan University, is greatly appreciated. Finally,
we would like to thank all the authors, speakers, and participants of this con-
ference for their contributions to GRMSE 2013, and we also look forward to
welcoming you to Michigan in 2014.

Fuling Bian
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Abstract. Soil moisture is one of the key hydro reasons that caused the debris 
flow. In this paper, a simulation model, based on the physical process of hydro 
cycle and the distributed hydrology model: TOPMODEL，is built to simulate 
the soil moisture variation in Jiangjia ravine in 2001. In this model, the potential 
evapotranspiration is computed with the Penman-Monteith equation; the water 
movement in the unsaturated layer of the soil is described by the one dimension 
Richards equation and the saturated base flow is based on the principles of the 
TOPMODEL and the surface runoff is calculated by an experience equation. 
The soil column is divided into 5 layers and we calculate the water balance for 
each layer. Background data, include vegetation, soil texture and micrometeo-
rology, are come from the interpretation of the Quick Bird image and the field 
surveying. The cell size of Dem data, with the scale of the 1:100,000, is 
50m×50m. Compared the simulation result with the field data which is got by 
the oven-dried way from 20 June to 7 July and the 17 debris flow events of the 
2001, we have some conclusions: 1) The simulated data has the same variation 
trend with the field data with the same magnitude during surveying time; 2) The 
history precipitation was accumulated in the soil near the land surface; 3) The 
average basin’s saturation degree (ABSD) may be a quite good index to evalu-
ate the soil water conditions and the value of the 70% of the ABSD is the criti-
cal soil water condition of the initiation of the debris flow; 4) When the soil is 
wetted enough(ABSD>=70%), the debris flow in Jiangjia Ravine can be easy 
trigged by the precipitation of bigger than 25 mm per day or by the precipitation 
between 5 mm to 25 mm with short time heavy rainfall which can generate 
more than 0.35 m3/s unit discharge. The model built in this paper provides a 
physical basis for the understanding of the debris flow initiation conditions of 
Jiangjia Ravine. 

Keywords: Debris flow, Soil moisture content, Initiation conditions, Modeling, 
Jiangjia Ravine. 

1 Introduction 

Many studies have reported the triggering rainfall of the debris flow in the different 
area of the world. In these reports, the triggering rainfall generally has two parts:  
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antecedent rainfall and real-time rainfall. The antecedent precipitation is accumulated 
in the soil, the more water in the soil; the easier the debris flow will be triggered. The 
affection of the antecedent rainfall is not easy to be determined because of the com-
plex hydrology process. While to get the water stored in the soil accurately is very 
helpful to determine the trigging threshold of debris flow, many works have been 
done for this purpose. There are some studies focuses on modeling the soil moisture 
content (SMC) variation in response to the antecedent precipitation. Wilson [1] simu-
lated the relationship between the rainfall and the shallow-hillslope pore pressure 
based on “Leaky-Barrel” model, Fiorillo [2] used “Thornthwaite” model and “Leaky-
Barrel” model to simulate the soil moisture levels associated with the antecedent rain-
fall. In Jiangjia Ravine, which is an active debris flow watershed located in the 
southwest of China, there are also several works have been done to get the relation-
ship of the antecedent precipitation and the SMC. Cui Peng etc. [3] used oven-dried 
method to get the SMC and found that the soil moisture varies greatly and the attenua-
tion coefficient of antecedent rainfall is 0.78, Wei Fangqiang etc. [4] draw a calcula-
tion method to evaluate the effective antecedent rain through the relationship analysis 
of the soil moisture content and the antecedent precipitation. The infiltration character 
of the soil is one of the main factors that affect soil moisture content, because the 
ability of infiltration of the soil determines the rate and the magnitude of the transfer 
of the rainfall to the soil water. Wang Yuyi [5] analyzed the process of infiltration 
through the experiments in the lab with soil of the Jiangjia Ravine. Chen Ningsheng 
[6] got a infiltrate equation through the experiments with the artificial precipitation in 
the field of the Jiangjia Ravine. Chen Xiaoqin etc.[7] found that the infiltrate rate s 
varied with the vegetation type in the Jiangjia Ravine. Another triggering condition of 
the debris flow is the real-time rainfall. Field observations show that the debris flows 
in Jiangjia Ravine are initiated by the slide of the saturated top soil or the unsaturated 
top soil with the short time heavy rainfall. Yubin’s [8]report shows that in Jiangjia 
Ravine when the unique discharge is up to the 0.35 m3/(s·m), the surface runoff, 
which is generated by the real-time rainfall, can initiate debris flow.  

In this paper, a hydrology model is developed, more factors, such as topography, 
infiltration, evapotranspiration (ET), surface runoff and the subsurface flow, are in-
volved. The objects of this study are to capture the hydrology response to the rainfall 
and hope to be helpful in providing a physical basis for the understanding of the de-
bris flow initiation conditions of Jiangjia Ravine. 

2 Model Description 

The simulated area is limited in the boundary of a watershed. Vertically, the simula-
tion extends from the bottom of the saturated zone to the surface of the soil. Within a 
watershed, the soil system is divided into basic spatial units according to the scale size 
of the digital elevation model (DEM), which is 50m×50m. Each cell is treated as a 
unique system, except the ground and runoff water exchanges. Basic simulation is 
carried out at the cell scale. According to the need of simulation, the soil column  
is divided into five layers, saturated zone and unsaturated zone with 4 layers. The  
ET, unsaturated water movement, saturated base flow and surface runoff have to be 
considered in this model. Precipitation, topographic parameters, soil properties, and  
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Fig. 1. Model structure 

microclimate properties are the major inputs of the model. All input parameters are 
sampled to the same resolution as the DEM. The soil moisture and the discharge of 
the surface runoff are the outputs of the model (Fig 1). 

2.1 Evapotranspiration 

According to the interpretation of the Quick Bird image, the forestland, grassland, 
bare land and farmland, are the main landscapes in Jiangjia Ravine, four of them are 
mixed together and the grassland is the biggest one（31.24%）[9](Fig 2). 

 

Fig. 2. The land use and the field work point in the Jiangjia Ravine 

When we compute the ET, the four landscapes are simplified to the grassland be-
cause of the limitation of the input data. The potential ET is computed with the sim-
plified Penman-Monteith equation, which is recommended by the FAO. 
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Where, Rn is the net absorbed radiation; G is the soil thermal flux; ∆is the rate of 
change of the saturated water vapor pressure with temperature; Ta is the air tempera-
ture;γis the psychrometric constant; es is the saturated water vapor pressure; e is the 
actual air water vapor pressure; u2 is the wind speed at the place where 2 m from the 
land surface. 

2.2 Unsaturated Water Movement 

The soil column is divided into five layers. The water movement in the soil is shown 
as Fig. 3. 

 

Fig. 3. The water movement in the different soil layers. Ii(i =1,2,…,5) is the interface of the 
different soil layers, Gi(i =1,2,…,4) is gravity water the moved in the different soil layers,  
Ci (i =1,2,…,4) is the capillary water in the different layers, θi(i =1,2,…,4) is volumetric water 
content of the different layers. 

It is assumed that there is no lateral flow in the unsaturated soil. So the water 
movement in the soil can be described by the one dimension Richard’s equation [10]: 
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Where θ is soil moisture content, K(θ) is the hydraulic conductivity, ψ(θ) is the hy-
draulic suction, D(θ) is the hydraulic diffusion coefficient. 

K(θ) is calculated by 

 32)()( += b

s
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Where θs is saturated soil moisture content, Ks is hydraulic conductivity of the satu-
rated soil, b is a coefficient related with soil type. 
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D(θ) is calculated by  

 2)()( += b
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Where, b is the soil parameters related with soil type. 

2.3 Saturated Base Flow 

Each pixel of the watershed can exchange water with its adjacent neighbors. A mov-
ing window of 3×3 pixels was used to estimate the quantity of water exchange with its 
neighbors. The central pixel of the moving window was put on the any given pixel of 
the watershed, so, for this given pixel, there are up to eight directions of water output 
or input, and the flow direction was determined from the gradients in height from this 
pixel in question to down slope or upslope pixels. Along the direction with the steep-
est gradient among the eight neighboring pixels, the quantity of subsurface flow was 
the highest. For example, the rate of saturate subsurface flow at time t from pixel  
( i, j ) to its downs lope neighbors is equal to 
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Where Ti,j is the hydraulic transmissivity ( m2d-1 ); βijk is the elevation gradient dif-
ference in the k direction; and wijk is the effective width of flow in the k direction. The 
total saturated subsurface outflow from pixel ( i, j ) to its downs lope neighbors (Qout,ij 
) and total saturated subsurface inflow from upslope neighbors to pixel ( i, j ) (Qin,ij) 
are approximated through the summation for all neighboring pixels 
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where the hydraulic transmissivity Ti,j  is defined as 

 ijijijijijijsatij fDfzfzKT /)]exp())[exp(( −−−=  (8) 

Where Ksat(Z) is the saturated hydraulic conductivity at water table Zi,j; Di,j  is the 
total depth; and fi,j is a parameter related to the decay of saturated conductivity with 
depth(m-1). [11] 

At each daily time step, this window is moved across the modeling domain to up-
date the water table of each pixel as a result of the net lateral base flow in all eight 
cardinal directions. 

2.4 Surface Runoff 

Surface runoff discharge is calculated with the equation: 

 rRtAICW ww 1
2 tanθ=  (9) 
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Where, Ww (ml) is the surface runoff discharge, Cw is the runoff coefficient and is 
assumed to equal 5 in this area,  I is the rainfall density (mm/min), t is the length of 
the rainfall time (min), A is the basin area(m2),θ is the slope degree, R1 is runoff coef-
ficient associated with land use type (14 for the farmland and bare land, 1.4 for the 
grass land and forest land), r is volume soil moisture content.  

The unit discharge is calculated by: 

 
B

WQ
q w

c

60/0 +=  (10) 

Where qc (m
3/s.m) is unit discharge which is generated by the heavyset density of 

10 minutes in a rainfall,  Ww  is surface runoff discharge, Q0 (m
3/s)is bare flow and 

is assumed to equal 0.28 m3/s in this basin[8], B is width of the outlet point(m).  

2.5 The Water Balance in the Soil 

The water balance of each grid cell of the watershed is given as: 
Water balance for the layer 1: 

 ETCGonInfiltratiW −+−=Δ 111
 (11) 

Water balance for the layer 2: 

 12212 CGCGW −−+=Δ  (12) 

Water balance for the layer 3: 

 23323 CGCGW −−+=Δ  (13) 

Water balance for the layer 4: 

 34434 CGCGW −−+=Δ  (14) 

Water balance for the layer 5: 

 OutflowCInflowGW −−+=Δ 445  (15) 

3 Data Preparation 

Data used in the model include micrometeorology data, soil texture, topography and 
the vegetation type. The micrometeorology data used in the equation 1, including 
precipitation, temperature, humidity, radiation and wind speed, are from the Dong-
chuan Debris Flow Observation Station, Chinese Academy of Science. The soil ther-
mal flux is supposed to be the line function of the net radiation (G=0.1Rn). DEM data 
with the cell size of 50m×50m, is from the topographic map with the scale of 
1:100,000. 

The soil in the Jiangjia Ravine is the wide graduation gravel soil, so the soil porosi-
ty varies greatly, here this parameter is determined by the land use type [11], the  
porosity of the bare land is supposed to be 48.9%, the farmland is 46%, the grassland 
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is 39.7% and the forestland is 49.7%. Wang [5] had a simple regression equation to 
describe the relationship of the hydraulic conductivity of the saturated soil (Ks) and 
the soil porosity(φ) in this area, which is: Ks = 0.0126×φ+0.0032.  

Most of the debris flows in Jiangjia Ravine are initiated by the slide of saturated 
topsoil with the thickness of 20-30 cm. Cui and Wei’s [3,4] field data also showed 
that common density precipitation can only affected the topsoil with thickness of the 
40 cm. So, the thickness of the each unsaturated layer is supposed to be 30 cm, the 
saturated soil layer is from the water table to the bedrock.  

The water table and soil moisture before the wet season were initialized by the 
TOPMODEL principle. The wetness index (Wij) for a pixel at ( i, j ) was calculated as: 

 )
tan

ln(
ij

ij
ij

A
W

β
=  (16) 

where Aij is the contributing area which can be calculated from the DEM, βij is the 
slope. The initial water table (zt,ij) was linearly related to the wetness index: 

 )(, WWmzz ijtijt −+=  (17) 

Where 
tz  is the mean water table, supposed to be 0.8m, W  is the mean wetness 

index, supposed to be 0.7. At the beginning of the rainy season, the soil moisture con-
tent is supposed to be at the wilting point.  

4 Simulation Results and Discussion 

Cui Peng etc.[3] measured the SMC at a grassy slope with the oven-dried method 
from 20, June to 8, July 2001 in Jiangjia ravine (Fig 2). Because the measured data is 
a mass water content, so it was changed to volumetric water content with the equation 
of θv=θm×ρs, where θv is volumetric water content, θm  is mass water content andρs  is 
soil density, here it is assumed to equal to 2.0g/cm3. Fig. 4 (a) is the sketch map of the 
field data and the modeled data. Generally speaking, the modeled data agrees with  
the measured data quite well, it has the same variation trend with the field data with 
the same magnitude during surveying time, but the modeled data at the beginning is 
quite lower than the field data, it may be caused by the following reasons: (1) the 
inaccuracy of precipitation data, it was found that precipitation data that used in the 
model had 5 days difference with data that were presented in Cui Peng’s [3] paper 
during the field time (17 days) and this may caused by the mistake of statistic; (2) the 
inaccuracy of the change of the soil water content, ρs  was assumed to be a stable 
value, but the fact is thatρs is always changed with soil water content; (3) the inaccu-
racy of parameters of the soil texture used in the model, some parameters of the soil 
are assumed to be stable associated with the soil texture, but character of the soil is 
quite different in Jiangjia Ravine.   

The simulation results of the top 4 layers of the surveying point are shown in  
Fig 4. (b) The SMC of the 1st layer has the fastest response to the precipitation; the 
variation of the SMC of the 2nd layer lags the 1st layer, it begins to catch up with  
the 1st layer at DOY 152, but still lags in phase with narrow amplitude. The SMC of 
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the 3rd layer begins to rise at the DOY 165; The SMC of the 4th layer stays stable and 
has a little change after the medium of August and this shows that precipitation in the 
rainy season cannot affect this layer and the antecedent precipitations are accumulated 
in the top 3 layers (90 cm in the model). It is found in the fieldwork in Jiangjia Ravine 
that medium density rain can only affect the SMC of topsoil about 40 cm[12], and 
about 80 cm of the soil can be affected by the rain during the whole rain sea-
son[13].The curves in the Fig 4 (b) show that the variations of the modeled data in the 
different layers agree with the report of the fieldwork quite well. 

 

Fig. 4. The field data and the modelled data 

5 The Initiate Conditions of the Debris Flow of the Jiangjia 
Ravine 

Like other debris flow which is initiated by the rainfall, the initiation conditions of the 
debris flow in Jiangjia Ravine have two parts: the antecedent precipitation and the 
real-time precipitation. In the fact, the antecedent precipitation is accumulated in the 
soil, the real-time precipitation maybe generate the surface runoff, so the conditions 
can also be described as: the soil should be wetted enough by the antecedent precipi-
tation and enough strong surface runoff. 

5.1 The Initiate Conditions of the Antecedent Rainfall 

The antecedent rainfall is accumulated in the soil column with the thickness of about 
80 cm (in the field surveying) or 90 cm (in the model), so the water in the soil column 
with such thickness should be considered together to evaluate the accumulation of the 
antecedent rainfall. Here, the average basin’s saturation degree (ABSD), which is 
induced from the SMC of the soil of the top 3 layers in the model, is used as the index 
to analyze the initiation conditions of the debris flow. Firstly, average layer’s satura-
tion degree (ALSD) is induced from the average saturation degree of all the cell in 
one layer based on the definition of the saturation degree: saturation degree = soil 
water volume/ soil pore volume, then, the ABSD is calculated with the average of the 
ALSD of the top 3 layers of the model. Fig 5 is the relationship of the ALSD of the 
top 3 layers, the ABSD, debris flow events and the precipitation. The ALSD of each 
layer has the different variation trend, and the ABSD begins to raise to high level  
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from the beginning of the rainy season to the medium of July, and tries to stay there 
with severe fluctuation due to the variation of the precipitation till to the end of Au-
gust, then it begins to decrease slowly along with the reduction of the precipitation 
and stays stable in the low level at last. 

Chen Xiaoqing’s[14] point field experiment in this basin shows that when the 
soil’s saturation degree is up to 70%, the soil will collapse and can be initiated easily 
to form the debris flow. This value is retrieved from the single point and it is also 
supported by the simulation result in this paper. There were 17 debris flow events in 
2001 in this area and most of them occurred between the medium of June and the end 
of August. During this period, the ABSD keeps close to or higher than 70%, while 
before or after that, the ABSD keeps lower than 70% and there is no debris flow al-
though it has medium to big rainfall in the days showed in the Tab.1. This means that 
debris flow can only happened when the soil was wetted enough by the accumulation 
of the antecedent rainfall. Thus, the ABSD maybe can be used as the index to evaluate 
the initiation conditions of the SMC for the debris flow, and 70% is the critical value 
of the initiation conditions of debris flow according to this index.  

 

Fig. 5. The ALSD of the different layers and the ABSD 

5.2 The Initiate Conditions of the Real-time Rainfall 

Debris flow in Jiangjia Ravine can be initiated by the short time high intensity preci-
pitation. The simulation result shows that when the precipitation is lower than 5 mm 
per day, it can only affect topsoil, while those bigger than 5 mm per day can cause 
obvious variation of the SMC of the 2nd layer, so 5 mm may be a critical point of the 
precipitation, which can affect deep soil. It also shows when the the precipitation is 
higher than 25 mm per day; the topsoil will be saturated by the real-time precipitation. 
It is recommended by Yubin’s[8] paper that when the unit discharge in the Jiangjia 
Ravine is up to 0.35 m3/s, the matters in the gully can be initiated by the surface ru-
noff. The debris flows in the DOY 177,180, 182, 186,187, 200, 205, 217, and 222 
belongs to this type. In these days, the soil has been wetted by the antecedent precipi-
tation and the ABSD is nearly to 70%, and the most of precipitations are between 
5mm and 25 mm per day with the short time high intensity rainfall which will gener-
ate more than 0.35 m3/s unit discharge (Tab.2).  
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Table 1. Several big rain in 2001 which did not initiate debris flow 

Date Precipitation 
（mm） 

The ABSD（%） 

   
8,May 25.6 48.1 

14, May 17.7 60.25 
31,May 16.4 63.3 
12, June 17.4 65.05 

15, September 16.5 63.4 
24, September 17.2 60.5 
26, September 34.5 64.6 
24,Octember 54.2 68.3 

 
On the conditions of the soil is wetted enough by the antecedent precipitation, the 

debris flow in Jiangjia Ravine can be easy triggered by the precipitation which is 
higher than 25 mm per day. The debris flows of DOY 168, 178, 185, 189, 211, 225, 
231, and 234 were initiated by this kind of precipitation. In these days, the soil is 
enough wet and the ABSD is higher than 70%, although some of  the unit discharge 
generated by maximum 10 minutes heavyset precipitation is lower than 0.35 m3/s. 
(Tab.2) 

Table 2. The unit discharge and the ABSD of the debris flow events in 200 

NO. DOY Unit discharge 

(m3/s) 

ABSD(%) NO. DOY Unit discharge 

(m3/s) 

ABSD(%) 

1 168 0.7 72.2 10 200 0.22 70.8 

2 177 0.7 67.1 11 205 0.41 67.4 

3 178 1.42 72.3 12 211 0.25 73.9 

4 180 4.6 68.7 13 217 2.6 75.2 

5 182 0.39 67.6 14 222 1.7 71.5 

6 185 0.02 68.4 15 225 3.77 80.2 

7 186 0.3 67.3 16 231 1.784 80.2 

8 187 0.33 68.0 17 234 0.15 88.7 

9 189 0.3 75.6     

6 Conclusion 

A simulation model, based on the physical process of hydro cycle is built to simulate 
the the hydrology response to the rainfall in Jiangjia ravine in 2001. The simulation 
result shows that the history precipitation was accumulated in the soil near the land 
surface; the ABSD is a quite good index to evaluate the accumulation of the antece-
dent precipitation. When the soil is wetted enough(ABSD>=70%), the debris flow in 
Jiangjia Ravine can be easy trigged by the precipitation of bigger than 25 mm per day 
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or the precipitation between 5 mm to 25 mm with short time heavy rainfall which can 
generate more than 0.35 m3/s unit discharge. The debris flow in Jiangjia Ravine can-
not be easy triggered when the soil is fairly dry ( ABSD < 70%) and when there has 
no enough precipitation (< 5 mm per day). 

Acknowledgment. This paper is supported by the Ministry of education of Humani-
ties and social science fund plan (12YJAZH124) and the Fundamental Research 
Funds for the Central Universities (A0920502051308-12). 
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Abstract. Through depth analyze and research the engineering geological 
conditions of a city construction land, use fuzzy comprehensive evaluation 
method, Quantitative analysis of engineering geological conditions of  
urban construction land suitability. this paper divided existing land into the 
suitability good area, good suitability District, General District suitability and 
appropriateness of poor area four categories, mainly Analyze how to choice  
low-rise building , high-rise buildings, and high-rise construction, Provide strong 
scientific basis for the design and planning.  

Keywords: pile foundation, Fuzzy Comprehensive Method, evaluation 
suitability. 

This study combined with Hebei water Institute survey of a city urban geological 
investigation and evaluation of projects carried out. Geological Survey of the city is a 
major project, The engineering services in a municipal social and economic sustainable 
development for the purpose, Tightly around a city facing and the urban geological 
problems to be solved, according to the needs of a city 's overall urban planning, tightly 
followed the process of urbanization pulse, Give full play to the advantage of the 
disciplines of geological work, To carry out comprehensive geological survey of the 
city three - dimensional geological structure, geological resources and geological 
environment , comprehensive evaluation of urban development resources and support 
capacity of the environment and urban security , to provide geological information for 
the overall urban planning and urban construction and management , industrial layout 
and material project site to provide basis for decision making, and to provide basic 
protection for sustainable urban development1 . 

In this paper, the theoretical significance is reflected in :explore a suitable 
Construction land evaluation method for Shijiazhuang, combined with types of  
pile foundation 15 - 20m depth evaluation, the evaluation results more guidance 
construction. 

The scope of this study is a city of New Area, north of the Hutuo, East of the 
Beijing-Zhuhai Expressway, west of the Airport Road, south of the Southern cattle 
                                                           
1 Xiaolan Yang. Nanchong geological evaluation of the environmental suitability of the urban 

construction[J]. Sichuan Geologica Acta1997, 17(4):298-302. 
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Township - North San board – lijiazhuang, the area is 142 square kilometers. Take full 
account of the status quo conditions, Combined with urban planning, Fuzzy 
comprehensive evaluation method to establish multi-level evaluation system.this  
paper aim at the specific circumstances of the study area2, Considering various factors, 
Selected five primary factors and ten secondary factors to evaluate comprehensive, 
Tentative construction land suitability evaluation system engineering geological 
conditions for suitability, good, poor, poor in four grades. 

We would like to draw your attention to the fact that it is not possible to modify a 
paper in any way, once it has been published. This applies to both the printed book and 
the online version of the publication. Every detail, including the order of the names of 
the authors, should be checked before the paper is sent to the Volume Editors. 

1 Evaluation of Pile Foundation’S Determining Principle 

Study area of pile foundation vertical bearing capacity determining method:First 
assume that the selected pile is reinforced concrete pile, Pile diameter is 800mm;then 
static Soil distribution the range of 15- 20m,and then check Hebei Province, 
engineering construction standard DB13 ( J ) 31-2001 " auger drilling pump pressure 
concrete piles composite foundation of technical regulations in Appendix A, Appendix 
B,determine the range of 15 - 20m depth the limits of the pile side resistance standard 
value qsk and pile tip resistance standard value qpk. According to the formula (1) to 
determine the vertical bearing capacity standard value . Pile side resistance calculation 
process which need to be coupled with 5 - 8m ,8 - 15m soil part . 

<<Building Pile technical specifications>> Recommended standard values of 
ultimate bearing capacity calculation method as shown in equation (1): 

ppkisikpuk AqlquQ +=  . (1) 

Formula: Quk—singal pile Vertical limit bearing capacity standard value; 
       up—Pile cross-section perimeter; 

       sikq
—Pile side of the i - layer soil limit side resistance standard value, value in                    

Appendix A; 

       pkq
—Limit end of the pile end soil resistance value of the standard value, in 

accordance with Appendix B; 

        il —I - layer thickness of the soil; 

       pA
—The pile side bottom area. 

                                                           
2  Dewei Wang.Yibin City Geological Environment Evaluation[D].Chengdu University of 

Technology,2006,(12). 
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2 Establish Evaluation Index Set 

The fuzzy comprehensive evaluation method is a very effective method which affected 
by many factors.To judge the pros and cons of the suitability of the land for 
construction,should first establish the appropriate evaluation factors set,To this end 
take in Figure 1 Suitability Evaluation Index System 12 index factors as the suitability 
evaluation factors set,namely:U={C1,C2,……,C12}. 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig. 1. Shijiazhuang construction land suitability evaluation analysis model 
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3 Establish Reviews Set V and Indicators of Membership on the 
Reviews Set 

Construction land suitability evaluation set for continuous interval [0,1], urban 
construction land suitability level : suitable for ( 0.75 ≤Sj< 1 ); more appropriate ( 0.5 ≤ 
Sj< 0.75 ) ; less suitable ( 0.25 ≤Sj < 0.5 ); suitability Poor ( 0 ≤Sj < 0.25 ) . 

Single factor evaluation for indicators set indicators,Resulting membership of the 
corresponding factors on the V :0≤ai≤1.ai Size indicates that the factors of construction 
land suitability how good or bad the vague concept of the degree of compliance3, And 
provides a factor the greater the value of membership,That the factors the closer the 
goal of the best suitable areas , and vice versa away from the goal of the best suitable 
areas . 

To establish the basis of membership function is to establish mathematical model,it 
is the key to part of the urban construction land suitability evaluation rating reflecting 
the individual factors,according to various factors quantized data demographics,In this 
paper, the trapezoidal membership function ( Equation 2) mathematical model to 
determine the membership of these factors (Figure 2). 

 

       (2)  

Fig. 2. Membership function curve 

Note: X in the figure as the actual value of the evaluation factors, a, b, c for the factors 
of the upper limit or the lower limit value, ai is Membership of the factors. 

4 Establish Fuzzy Evaluation Matrix 

This article is divided Shijiazhuang urban construction land into suitability suitable 
more appropriate suitability poor , poor suitability of four levels of evaluation,  
Therefore, fuzzy matrix arranged in rows 12 a factor 4 the suitability level membership 
value4, The formation of a 12 × 4 matrix of order, in the form as follows: 

                                                           
3 Songbai Xu.The principles of the Analytic Hierarchy Process[M] .Tianjin:Tianjin University 

Press1988. 
4 Baosong Liang.Dianli Cao. Fuzzy Mathematics and Its Applications.Beijing.Science 

Press,2007.12.page 127-166. 
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Among n=12, Level j of the construction land suitable area ( j = 1 , 2 , 3 , 4 ) fuzzy 

evaluation vector:  is Control of the i-th this level 

impact factors on the level j suitability. 

5 A Comprehensive Evaluation of the Suitability of the Natural 
Foundation of the Construction Land 

To make each index construction land suitability is reflected, Must be integrated into 
the evaluation set each index weight and membership, Ordinary matrix multiplication 
to make construction land suitability level fuzzy comprehensive evaluation: 

, (j=1,2,3,4) Corresponding geologic unit suitability to 

be evaluated fuzzy comprehensive evaluation results, The results take the 

maximum the district for the evaluation unit suitable level area5. 

6 Pile Foundation Suitability Classification and Quantitative 
Criteria of Evaluation 

According to the above evaluation of the principle of selecting establish numerical 
criteria, According to collected geological data and the actual extraction of each index 
value to establish a database, through scientific, systematic and comprehensive analysis 
to determine the value of each geological environment quality evaluation index grading 
standards, finally combined with the construction experience, Reference engaged in an 
urban geological environment monitoring, engineering geological exploration, urban 
planning expert opinions and views, Comprehensive analysis the development and 
distribution of the main geological factors of the nature of geotechnical engineering , 
groundwater , active faults and Geoenvironmental characteristics and the development 
and utilization of underground space , a city construction land suitability classification 
:suitable , comparable suitability, suitability comparable poor and suitability poor , as 
shown in Table 1 . 
 

                                                           
5 Weishu Xiao.Fuzzy math basic and applied[M].Beijing:Aviation Industry Press, 1992:63-72. 
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Table 1. Pile foundation suitability influencing factors classification 

sort 
Evaluation 
factor 

Suitability level 

suitability 
comparable 
suitability 

suitability 
comparable 
poor  

suitability 
poor 

Engineering 
geology 

15-20mPile 
vertical 
bearing 
capacity 
/(MPa) 

>3.2 3.2-2.5 2.5-1.8 <1.8 

20-25mPile 
vertical 
bearing 
capacity 
/(MPa) 

>3.9 3.9-3.2 3.2-2.5 <2.5 

25-30mPile 
vertical 
bearing 
capacity 
/(MPa) 

>4.6 4.6-3.9 3.9-3.2 <3.2 

30-65mPile 
vertical 
bearing 
capacity 
/(MPa) 

>5.3 5.3-4.6 4.6-3.9 <3.9 

Compression 
factor C2 

<0.2 0.2-0.3 0.3-0.5 >0.5 

Pile bearing 
stratum 
thickness 
C3 

>12 12-7.5 7.5-3 <3 

Cohesion C4 >25 25-15 5-15 <5 
Friction C5 >35° 35°- 25° 25°- 15° <15° 
Site soil C6 Ⅰlevel ⅡA level ⅡB level Ⅲ level 

 
Assignment 
10-7.5 

Assignment 
7.5-5 

Assignment 
5-2.5 

Assignment 
2.5-0 

Hydrogeol 
gical 

Water 
level/(m) C7 

>15m 15-10m 10-5m <5m 

Water 
corrosion C8 

no weak center strong 
Assignment
10-7.5 

Assignment
7.5-5 

Assignment 
5-2.5 

Assignment 
2.5-0 

Topography Slope ratio C9 <5° 5°- 10° 10°- 20° ＞20° 

Geological 
structure 

fracture C10 no little Little more 
Holocene 
active fault 
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Table 1. (Continued) 

  
Assignment
10-7.5 

Assignment
7.5-5 

Assignment
5-2.5 

Assignment 
2.5-0 

Dynamic 
geological 

Earthquake 
influence 
 C11 

no weak 
Little 
strong 

More 
strong 

Assignment
10-7.5 

Assignment
7.5-5 

Assignment
5-2.5 

Assignment 
2.5-0 

Earthquake 
Liquefaction 
 C12 

no weak 
Little 
strong 

strong 

Assignment
10-7.5 

Assignment
7.5-5 

Assignment
5-2.5 

Assignment 
2.5-0 

7 15-20m Pile Foundation Suitability Evaluation Results 

 

  

Fig. 3. 15-20m pile foundation suitability evaluation results 

8 Conclusion 

Through in-depth analysis and research on engineering geological conditions of  
the urban construction land, construction land suitability of the study area is a 
comprehensive evaluation of the system , the establishment of urban construction land 
suitability evaluation system, the fuzzy comprehensive evaluation model is introduced 
into the suitability of land for construction evaluation obtained engineering geological 
evaluation and prediction of the environmental quality of the evaluation results . 

Natural foundation bearing stratum visual evaluation results can be seen, most of the 
study area of construction land area is more appropriate suitability poor are mainly 
distributed in the mountainous and Hutuo he Valley and the floodplain areas, to deal 
with these areas for afforestation, strengthen green. 

5-8m Pile foundation suitability evaluation 

results 

0 - the Hutuohe range and 

the surrounding 20m limit 

construction zone 

1-suitable area 

2-comparable suitable 
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3-suitability comparable 
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Agronomical Zoning in the Municipal Urban Plan  
and Viticultural Predisposition 

Pier Luigi Paolillo* and Giuseppe Quattrini 

Abstract. The analysis of agricultural spaces is usually defined by disciplines 
and by the agronomic profession of which, in the municipal urbanistic tools, the 
result of its in-depth analysis is almost never recognized (at least in Italy), nei-
ther as a resolute factor that impedes the waste of soil for urbanization purposes 
nor as a selective support of agricultural/productive zoning. Furthermore, in 
contemporary times, the fine-tuning of Geographical Information Systems tech-
nologies is so advanced that it permits the full understanding of the physical in-
terdependencies. These interdependences are useful in the evaluation of the 
agronomy of a territory within the municipal plan, adopting, through the most 
advanced analytical boundaries of the GIS applications, the multivariate geosta-
tistical analyses both for the calculation of the correlations between the numer-
ous environmental, landscape, and territorial components as well as for the eli-
mination of the subjectivity of the attitudinal judgment attributed by the analyst 
to different indicators.In such cases, especially in the judgment of viticultural 
behaviors, there is a delicate built equilibrium in the relationship between the 
physical resources (soil, air, water) and the productive profile most suitable. For 
this reason, in the case study the available information is translated from the 
continuous dimension to the discrete, contriving a matrix where each homoge-
neous, static pixel corresponds to a spatial cell, finalized at the simultaneous 
comparison of all of the parameters necessary to evaluate the viticultural discip-
line and the consequential multivariate analysis from which emerge the basins 
of different behavioral levels. The successful result of this application thereby 
allows for critique of the all too mechanical modality of Overlay utilized by 
Boyer (1998) like the multi-criteria approach followed by territorial analysts 
such as Malczewski (2004), Riveira (2006), Jones (2004), Tomasi (2013) re-
taining multivariate analyses to be more lucrative in the resolution of the prob-
lem. Such multivariate analyses include the analysis of the correlations and 
principal components together with the final cluster analysis, which allow the 
groupings of variability of intensity to be extracted, evaluating them by the in-
terdependence between them. In this way, a calculation of viticultural behavior 
is constructed that presents a procedure characterized by superior reliability in 
comparison to the most diffused hierarchical multi-criteria classification. It is 
therefore able to eliminate whatever arbitrary, discretional, and hierarchical at-
tribution of judgments (and consequential points) to the single descriptive pa-
rameters of physical resources, able to further amplify by a great deal the entity 
and quality of the variables adopted in the calculation, and, in the end, able to 
pour the results of the geostatistical results into the corresponding cells of the 
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analyzed space and in the subsequent trajectory cartography of the municipal 
urban plan. 

Keywords: vineyard zoning in the municipal urban plan, multivariate geostatis-
tical analysis, Geographic Information Systems. 

1 Introduction 

The Italian agricultural territory and its physical resources (soil, air, water) necessitate 
a profound understanding to be utilized in the urbanistic municipal plan, both for the 
containment of negative perturbations of new settlements and for the guidance of the 
urban transformations toward those spaces already compromised without wasting 
good productive land, beautiful agrarian landscapes, bio/geo/diversity, and also to 
guarantee the parsimonious use of environmental capital handed down from the im-
portant national agrarian history. Therefore, the analyses of the agroproductive beha-
viors must become part of the plan to finalize the contributions of land sciences, of 
the climatology and the environmental disciplines to the adoption of the best deci-
sions that are of both urbanistic and agronomical character. 

In the presented case study, the construction of a behavioral analysis method in the 
evaluation of the soil for a particularly prestigious agricultural cultivation, that of the 
wine grapevine, intends to reach the goal of disaggregating a an agricultural space 
that has until now been considered undifferentiated and almost of mono-functional 
character, when, on the contrary, it masks innumerable specificities, such to influence 
in a perpetuating the variety of cultivations and their productive results along with the 
conservation of the environmental quality of the soil resource. Furthermore, in the 
current state the demonstrated scientific maturity of the territorial analysis techniques 
through Geographic Information Systems is able to satisfy the environmental  
instances of a parsimonious society in the use of the nonrenewable resource and 
awareness of the incalculable economic damage deriving from many phenomena of 
abandonment, instability, pollution and compromising of soil in the Italian territory. 
Thus, the subsequent comparison between the different research methods – hierar-
chical versus multivariate – is intended to stimulate the debate on the best treatment 
of environmental databases, declaring the absolute demand of sedimentary objective 
protocols that can be reimplemented in the construction of the decisions of the munic-
ipal urban plan (Paolillo, 2012).  

1.1 The Peculiar Productive Functions and Attitudinal Cartography 

More than once, it has been recognized1: (a) that the intensity with which the  
environmental complexity is expressed does not depend much on the general rules but 
rather on the interaction of local phenomena; (b) that therefore it is necessary to dis-
cover locally the specific physiognomies, the substantial differences, the particular 
modes of such complexity; (c) that different problematic intensities of the local basins 
therefore should be researched, highlighting those particular phenomena that attract 
environmental damage and evaluating the signals of attention. 

                                                           
1 Cfr. in Paolillo 1990, 1994, 1995a, 1997a, 2000a, 2000b. 
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A possible explorative path must therefore identify homogeneous groupings of lo-
cal phenomena through: (x) the application of the analyse des données2 for the better 
exploration of available archives; (y) the discovery of the qualitative relations routed 
in the techniques of multivariate analysis; (z) the conclusive identification of ‘area 
type’ in which interventions can be tested that intend to reduce environmental  
damage3 or to apply dedicated measures. This leads to the problem of so-called ‘zon-
ing’ and thus, through multivariate analyses the archive will be explored in order to 
extract ‘groupings’ of differentiated dependent variables to vary the objective (inde-
pendent variable) prefaced by zoning, after which the calculation of the interdepen-
dency between variables will suggest geospaces of similar aggregation of ties and, as 
a result, vocational intensity (in this case agronomic). 

Such modalities of recognition/classification could prove to be adoptable in urban 
planning (where it is necessary to find isotropic settlements with respect to the appar-
ent condition of citizen anisotropy), this is not very diffused for extra-urban4 factors, 
even though it could be practiced with tremendous success in the study of the 
vine/environment interaction and the multiple variables in the surrounding conditions 
(altitude, exposure, arrangement, geologic origin, soil, typology of cuttings, form of 
the system, etc.) that characterize the enological quality. However, an appropriate 
‘zoning,’ must reconcile such an intricate framework of needs (sometimes unethical) 
concentrating on the areas more inclined to the production of wine and dedicating 
those spaces of lesser soil aptitude (traces of trees and shrubbery in support of the 
organoleptic characterization of wines, spaces of renaturalization, characteristic vege-
tation of the specific local landscape), setting forth analyses dedicated first and  
foremost to the identification of ‘vocational units’ within the boundary of vegetative, 
productive and, most importantly, qualitative performance of the vineyards can be 
considered to be sufficiently homogeneous, contributing in this way (within the tech-
nical assistance to the winemaker) and providing counsel to optimize the use of  
productive factors, increasing the qualitative yield of the grapes and the wines pro-
duced and solving the errors commonly committed in the vineyard. Furthermore, not 
to be understated is the promotional repercussion of the viticultural zoning for the  
qualitative guarantee, against the uniformity of the product for more efficient politics 
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analysis’ or ‘multivariate’): among others, Benzécri, 1973; Bertier and Bouruche, 1975; Cail-
lez and Pages, 1976; Fenelon, 1981, other than the trad. it. of Gruppo Chadoule, 1983; for the 
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3 It is evident with regard to Parte II (L’eco-programmazione: proposte di metodo applicativo) 
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regionale», pp. 103-153. 
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of territorial marketing, to develop wine tourism, for the rise in employment, for the 
permanence in the locales of safeguarding of the environment and traditions, histories, 
and native cultures. 

2 Multidimensional Analysis in Support of Classification: The 
Spatial Clusters of Different Levels of Viticultural Attitude 

The urbanistic and environmental approach, as in the analytical analyses of the discip-
lines of the sector, usually employs a procedure of topologic overlay5 of various in-
formational strata, leading to hierarchical and multi-criteria analyses to connect the 
results to the decision on the territorial phenomena in question, for example the viti-
cultural agronomic behavior6. 

Of another origin is the applied multidimensional analysis, in this case, in an Ital-
ian municipality (San Giorgio in the Province of Piacenza, in the Region of Emilia 
Romagna) over the Apennine margin of the Po Valley and historically inclined to 
prestigious agricultural production thanks to the division of profound soil which is 
amongst the most fertile in Europe, in the flatlands, and sloping clay-silt hills where 
the viticular cultivation has retained a constant historical quota. In such a situation, 
which still presents amplified margins of agricultural and agro-landscape resources of 
notable interest, the analyse des données of multidimensional sort appears to be a 
simultaneous application to assist the economic operators in business decisions, sti-
mulating, moreover, the agricultural market to differentiate production by categories 
of product and qualitative levels.  

2.1 The Informational Reorganization for Spatial Analysis: The Continual 
Dimension to the Discrete Space in GIS Domain 

The first step in the method introduced thus lies in the identification of geospatial typol-
ogies that consent the analysis of the correspondence and subsequent nonhierarchical 
classification (carried out with the appropriate software7) in order to progressively re-
duce the complexity of the different variables considered in the multivariate treatment. 

The identification of the ‘finite’ portions of the territory where the appraised com-
plexity of the factors, active in the environmental prism, represents the moment of the 
initiation of the analyses and thus, the continual dimension of the field of study (equiva-
lent to 49 kmq) was disaggregated into a matrix x, y of cells with side 25 m (dimension-
al choice compared to the analytical and planning objectives), representative of the  
statistical units included in the result of the calculation of the different variables and, in 
the final phase, of the interdependence existing between the various components. 

                                                           
5 Possible with the normal techniques of geoprocessing by means of any application of GIS. 
6 Comparison in Tomasi et al., 2013, Jones G.V., 2004, e Boyer J., 1998, the latter is available 

on http://scholar.lib.vt.edu/theses/available/etd-9219802524/ 
unrestricted/Boyer.pdf 

7
 AddaWin is the togetherness of multivariate analysis routines developed by Silvio Griguolo 
(Iuav, Venice) that is targeted for use in territorial applications. The package can be down-
loaded for free from the website: http://cidoc.iuav.it/~addati/addati.html 
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2.2 The Treatment of Quali-Quantitative Information and the Launch of the 
Analyses of Correspondence 

The morphologic characteristics of the field of study were examined through the re-
production of the Digital Terrain Model, which elevates the terrestrial surfaces, per-
mitting the calculation i) of the solar exposition (the level of orientation of the sides 
with respect to the cardinal points); ii) of the slope of the surfaces (expression of the 
% decline with respect to the plan); iii) of the level of altitude (m above sea level); the 
typologies of the use of soil were derived from the data bases, Corine Land Cover, 
reworked at the municipal scale of the Region of Emilia Romagna. The information 
relative to the typology and nature of the lands result from the regional pedologic 
map, which is available for the entire municipal territory at the scale 1:50000 with 15 
‘Units of soil,’ including the river channel, from which was extracted the variable of 
the ‘Capacity of soil usage,’ that characterizes every unit through the attributed limi-
tations: i) to the climatic conditions; ii) to the risk of erosion and/or landslide occur-
rence; iii) to the presence of water stagnation in the workable soil; iv) to the scarce 
quality of the lands, enough to reduce the range of cultivation options.  

In summary, the municipal space was characterized in a multidimensional manner, 
first identifying the new explicative synthetic factors (principal components) and, 
therefore, extracting the basins of the same phenomenal level through nonhierarchical 
cluster analysis8 with eight variables defined differently. In particular, the three of the 
superficial morphology each include 6 modalities: 
a) the exposure of the arguments include: Esp_basso = to the north; 

Esp_medio_basso = to the north and northeast; Esp_medio = to the west and 
southwest; Esp_medio_alto = to the east and southeast; Esp_alto = to the south; 

b) the slope concerns: Pend_basso = from 0% to 2.25%; Pend_medio_basso = from 
2.25% to 8.91%; Pend_medio = from 8.91% to 16.27%; Pend_medio_alto = from 
16.27% to 30.29%; Pend_alto = from 22.09% to 30.29%;  

c) the altimetry is subdivided into: Alt_basso = from 82 m s.l.m. to 107; 
Alt_medio_basso = from 107 to 132; Alt_medio = from 132 to 159; 
Alt_medio_alto = from 159 to 191; Alt_alto = from 191 to 255. 

The use of soil sees to the clustering of the typologies into distinct groups in: 
Uso_basso = areas of extraction and landfills; Uso_medio_basso = mixed forests, 
chestnuts, poplar grove, orchards, areas of shrub and/or grass vegetation with sparse 
trees, embankments; Uso_medio = buildings; Uso_medio_alto = vineyards; Uso_alto 
= arable land, heterogeneous agricultural zones, uncultivated areas in the urban. 

The pedologic units are subdivided into homogeneous groups, in function of the 
geologic matrix and of the temporal evolution: Pedo_basso = soils of the alluvial 
plain; Pedo_medio_basso = soils in morphologically significant areas removed from 
the alluvial plain; Pedo_medio = soils of well-conserved terraced surfaces; Pe-
do_medio_alto = soils of transition between the most recent gravel substratum gravel 
and properly hilly areas; Pedo_alto = lands composed of ancient clays incisive gravel 
substratum. 

                                                           
8 Cluster is a discrete areal of basins of geo-phenomenal characteristic; therefore, it must 

present descriptive elements that characterize it in its complexity. 
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The units of soil were then classified according to their usage capacity, attributing 
their distinct limitations: Cap_basso = limitations for workability, fertility, hydrologi-
cal excess, erosion, climatic interference; Cap_medio_basso = risk of flooding, super-
ficial rockiness and scares profoundness useful to the roots; Cap_medio = risk of ero-
sion, milits in the workability and climatic interference; Cap_medio_alto = limits to 
the workability; Cap_alto = limits for the scare profoundness suitable to the roots and 
climatic interference. 

The three climatic macro areas are: Aclim_basso = area of plains with medium pre-
cipitation around 800 mm annually; Aclim_medio = area of piedmont plains and pri-
mary hills, with elevated maximum temperatures and medium precipitation around 
820 mm annually; Aclim_alto = hilly areas with elevated maximum temperatures and 
medium precipitation around 840 mm annually. 

The analysis of the built space was conducted by selecting the polygons of facto-
ries and related buildings, calculating their coefficient of form to identify the most 
jagged and, thereby, attracters of further expansive additions (Paolillo, 2005) and in 
the end deriving six classes representative of the level of instability of the perimetral 
morphology: Cf_assente = unbuilt areas; Cf_basso = values of the coefficient of form 
between 0.45 and 0.51; Cf_medio_basso = between 0.40 and 0.45 Cf_medio = be-
tween 0.35 and 0.40; Cf_medio_alto = between 0.29 and 0.35; Cf_alto = between 0.08 
and 0.29, the last of which is expressive of the maximum settlement fragmentation on 
the municipal scale. 

The software AddaWin allows for the contemporary treatment of all the modalities 
assigned to the single statistical units (the cells of the matrix), studying the relations 
with the variable in the space Rn and calculating the absolute values of the Eigenva-
lues (eigenvalues, inertia explained by each component), the proportion (that is to say 
the rate of variance explained by each component with respect to the total variance), 
the cumulative proportion of the previous relationships (as the sum of the Eigenva-
lues), in such a way so as to evaluate from how many principal components a particu-
lar range of variance can be explained. In rare applications, all of the principal n com-
ponents are considered, choosing rather to select the number of principal components 
that is retained to be optimal in basal analysis: i) the criteria of parsimony (adopting 
the minimum possible entity of principal components); ii) to the minimum loss of 
information; iii) to the minimum deformation of the representative quality; to this end 
the % of explained variance (that is fulfilled by the three requirements mentioned 
above) hereby corresponds to the threshold value between 80% and 90%, considering 
in this way a value of ‘noise’ from 10 to 20% (usual in this type of analysis). There-
fore, 18 principal components emerge from the matrix of the eigenvalues that can 
explain approximately 80% of the variance (total inertia) of the cloud of originating 
points, respecting the selection criteria placed into evidence. 

In our case, 31 of the 39 total factors move onto the procedure of classification, 
making it necessary to choose then three factorial axes for the description of the sta-
tistical units and, consequently, three factors for the variables and three for the fac-
torial planes. 
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2.3 The Place of the Rn Units: The Correlations between the Variables and the 
Principal Components 

In order to interpret in a complete manner the obtained results, one should first ex-
amine the Rn relationships (spaces of the variables) between the original ones and the 
synthetic new ones (CP), each obtained from the linear combination of all the original 
variables, so as to establish the contribution of each one of these to the variability of 
each CP calculating, in other words, the weight achieved by the original categorized 
variables in the variance determined by the CP. The significance of the factors, consi-
dered as newly constructed variables, should be derived from their correlation with 
those starting variables on the basis of the greater absolute contribution on the various 
factors. Generally, to interpret the principal components obtained, one must examine 
the existing correlation between each original variable and each CP and, for this rea-
son, the factorial weights f (Factor Scores) were calculated from the Factor Pattern 
Matrix, comprised of all the pairs of correlations of Bravais Galton between variables 
and CP9. A high characterization of the principal component on behalf of one variable 
can be discovered in the factorial weights (correlation coefficients) in terms of r (zj, 
yj) ≥ |0,8| against a medium – high ≥ |0,5|. In support of the interpretation of the prin-
cipal components, from the matrix of the factorial weights it is also possible to con-
struct – for all the pairs of principal axes (principal plains) – the plot of the original 
variables with respect to the principal generated plan, whose coordinates merely 
represent the coefficients of correlation variables CP contained in the matrix of fac-
torial weights. 

From the analyses of the factor pattern matrix and the first two principal planes 
emerge as i) the first factorial axis should be explained by the two negative variables, 
the use of the medium – high grounds of the vineyards (– 2.453) and the medium-high 
slope (– 2.432), with the result that, at the diminishing of X, the statistical units are 
not distinct neither from the vineyard nor from the inclined sides; ii) the second axis is 
connoted by the direct correlation with extractive uses (1.764) and inversely propor-
tional to the soils of medium-high capacity (– 1.563); iii) in the third and last axis 
emerges the dual positive relationship with the most elevated slopes (4.652) and with 
the clay soils of the hillside (4.540). 

It is still necessary to note how the axes are characterized by a limited number of 
correlations with the 39 assumed variables, a phenomenon which is indicative of the 
necessity to subsequently consider an elevated number of axes to understand the 
greater number of factors, otherwise reduced to the margins of the nonhierarchical 
analyses that identify homogeneous clusters. In this way, all of the 39 axes will be 
cross-examined in such a way to obtain a whole of classes that effectively represent 
the subsistent interactive complexity in the statistical sample. 

                                                           
9 The factorial weight represents the Euclidean distance of the original variable on the principal 

component and, therefore, the greater the distance, the greater the significance. 
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After the nonhierarchical classification, the portions of the territory (cells of the 
discrete matrix) were grouped into geospaces of similar behavior through a further 
simplification of complexity, determining, in this case, the cut of the curve in proxim-
ity of the sudden jump in slope, reaching a partition in 20 classes and arriving, 
through subsequent steps, at the aggregation of five stable profiles. 

Cluster 1 marks 12.7% of the municipal territory, equal to 10.019 cells (remem-
bering that each is 25 x 25 m), and it is characterized by hilly areas of elevated range, 
an articulation of diverse medium to high incline levels and well-exposed faces. With 
regard to the use of soil, arable soil, forests and vineyards, channels on pedologic ho-
rizons of terraced surfaces, and elevated agronomic limitations prevail. The built 
presents a medium level of perimeter fragmentation.  

Cluster 2 constitutes 52.3% of the researched space (41.256 cells) mainly in foo-
thills of low slope, soils at elevated agronomic capacity and a built surface of high pe-
rimeter fragmentation.  

Cluster 3 accounts for 20.2% of the municipal surface (15.909 cells) in plain areas, 
with very low inclines, on soils of good agronomic capacity and a built surface of 
medium perimeter fragmentation. 

Cluster 4 includes 10.4% of the municipal territory (8.184 cells), in hilly areas of 
medium/high range with medium slops on soils of good agronomic capacity (given 
the scarce limitations) and a medium perimeter fragmentation of the built surface. 

Lastly, cluster 5 represents 4.5% of the researched space (3.516 cells) in hilly areas 
of medium-high range, with medium and elevated inclines and with the best exposure 
of the side, a use of soil dedicated primarily to forests, arable lands and vineyards, 
ancient pedologic substratum of gravel-clay patchwork and medium limitations to 
agro/cultivation conduct. 

The result of the nonhierarchical analyses and the consequential affinity to the ref-
erence class was spatially reestablished in the GIS domain for each unit of the matrix 
of cells in which the entire municipal territory is disaggregated, as in figure 2.  

3 The Results Reached: A Comparison between Different 
Modes of Calculation of the Degree of Viticultural Attitude  

The multidimensional analysis conducted in the study was implemented to extract 
homogeneous basins of agronomic character in function of viticultural cultivation: the 
construction of a database of variables, that the agro-pedology accepts as factors of 
greater conditioning of viticultural cultivation, therefore represented the initial step in 
reaching the objective of zoning of agricultural space, as is the contribution of the 
morphologic/settlement variables will prove to be undoubtedly indispensible to the 
drafter of the municipal urban plans in order to correlate the agricultural qualities to 
the particular urban margins and hinges that, for the particular dispersive morphology 
of their perimeter, present incentives to urbanize for urban output reasons. In such a 
way, the urban/agriculture conflict for the use of soil will be contained as much as 
possible, at least in the spaces that tend toward the vocation of prestigious production 
and in the areas of landscape and environmental value.  

Nevertheless, the application here presented distinguishes itself substantially from 
studies which are merely sectorial, like those on vineyard zoning: the role of the  



 Agronomical Zoning in the Municipal Urban Plan and Viticultural Predisposition 29 

 

 

 

Fig. 2. Spatialization in GIS domain of the results of the nonhierarchical analyses: 1 = hilly 
ridges of elevated range, clay pedologic substratum with strong limitations, good exposures and 
medium slopes; 2 = plain areas, with soils of medium mixture and elevated productivity and 
absence of limitations; 3 = ‘waterside’ plain with soils of good agronomic capacity and scarce 
limitations; 4 = hilly ridges of medium range, with scarce slopes and soils of medium agronom-
ic capacity; 5 = hilly slopes with strong inclines and prime solar exposure. 

territorial planner should, in fact, collect and treat the entire cognitive foundation 
(Paolillo, 2010) in the construction of the urbanistic tool, not lingering solely on the 
configuration of urban, settlement, and infrastructural factors but also on those regard-
ing agriculture, physical resources, the environmental asset. The complexity of the 
environmental asset, even once it has been divided into systemic components, must 
first be reduced (without however losing the significant calculations), thereby meas-
ured (with opportune quantitative modalities that in Italy are rarely practiced) and, in 
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the end, connected to the provisions of the government of the territory. Consequently, 
the ability to recognize the peculiar qualities of a space that appears to be anisotropic 
foresees the construction of a recognitive process that can be realized and is navigable 
without any allocation of weight and bias.  

On the contrary, in Boyer (1998) and Jones (2004), every variable of calculation of 
the behavior of the winemaking territory is treated and weighted through the direct as-
signment (without detachment from the practice present in literature), with the result 
of a measure of the winemaking vocation calculated through the common law sum-
mation of bias to the variables, like the most recent Italian zoning practices (Tomasi et 
al., 2013) that establish the quali/quantitative selection of grapes only in function of 
their agro-pedologic and climactic type, deriving the results always from hierarchical 
models that oversimplify (or do not even contemplate) the possibility of reading the 
interdependencies between variables.  

The experiences hereby illustrated instead refuse to identify the viticultural poten-
tial through the overlay of single privileged factors. Contrarily, the multivariate statis-
tical analysis that is not empirical but rather based on the multidimensional evaluation 
of the phenomena, aggregating into classes the statistical units (equivalent to the cells 
of the representative matrix of the municipal space) for the specific intensity and rela-
tional interdependence. In addition, it should be added as is the aggregation into 
classes of different viticultural behavior, obtained from the analyses, was proven by 
the verification of correspondence on the field, which has similar levels of intensity 
and correlation to factors proves an affective adherence to the real situation of the lo-
cales and offers significant guidance to the territorial planner.  
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Abstract. Based on the wide use of geographic information systems (GIS), and 
their impact on decision-making processes in organizations of several kind, the 
present study aims to develop an overall geospatial analysis web module for 
Web Mapping systems - based on international interoperability standards –this 
module constitutes the computational basis for the development of custom GIS 
applications to fit under the principle of technological sovereignty.The module 
was designed  forenhancing the generality and reusability as a novel feature 
that allows the generation of thematic maps from statistics on default map 
databases. The study culminated in a proposal for the module to treat the main 
trends in algebra maps and hydrological analysis. It  was also developed a 
generic algorithm independent of the coordinates system and/or the projection 
in which the data resides. 

Keywords: Computational Geometry, Geographic Information System, Spatial 
Analysis, Thematic Map. 

1 Introduction 

The introduction of the increasing technological advances in communications, the 
development of powerful computing resources and in particular the release to the 
market of powerful software for storage, analysis and representation of geographic 
information, enable the modeling in a digital environment virtually any phenomenon 
capable of being referred spatially. 

While there are several definitions of Geographic Information System (GIS), most 
agree that its main elements are the hardware, software, data and applications used by 
users to manage, analyze and deploy geographically referenced information. 
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Just as accessing other information via the Internet or the local network, it is also 
possible to use this one to access geographic information and work with it in a GIS. In 
the present context, it is not reliable to depend only on a SIG only with local data as 
files on the same computer on which you are working, but it is necessary to operate 
with remote data. Networking is the way to disseminate all kind of information 
including geographical information. 

Web Mapping applications refers to the process of designing, implementing, 
generating and displaying or offering geospatial data through the World Wide Web 
(Mitchell, 2005). While a desktop SIG it is mainly intended for more specialized 
users, to provide to a Web browser viewing or editing capabilities of geographic 
information makes these systems to reach a different audience and opens new 
possibilities. 

In recent years efforts in Cuba have been focused primarily on the development of 
GIS applications as well as in the implementation of the Spatial Data Infrastructure of 
the Republic of Cuba (IDERC, from its Spanish acronym), combining the efforts of 
several companies, research centers and universities in general. Despite the efforts 
and the progress made by various institutions in the development of this kind of 
applications, technologies associated with SIG systemswhich are used in the country 
come from different suppliers - mostly private companies -, have created a 
technological dependency unsustainable over time. 

For these reasons, the design and implementation of solutions based on open 
source alternatives represents an ongoing challenge for the professionals of this 
fieldin Cuba, because of the impact of these technologies in the processes of decision-
making in organizations whose field of action is of vital importance for our society. 

Taking into consideration the defined elements are presented a set of questions that 
constitute the main motivation of this research: 

1. How efficiently generate thematic maps to represent statistical data on a given 
cartographic base? 

2. Is it possible to develop analysis on raster layers in these systems and minimize 
the effort to achieve it? 

3. Can it be design a generic algorithm for geometrical analysis independent of the 
coordinates system and / or the projection in which the data resides? 

Considering these questions, the present study aimed to develop a geospatial analysis 
module – based on international interoperability standards – for Web Mapping 
application, under the principle of technological sovereignty. 

2 Materials and Methods or Computational Methodology 

For the development of the solution a design based on a layer and component-based 
architecture - called plugin in  this work - in a way to ensure the its scalability and 
reusability (Pressman, 2002), Fig. 1. Three plugins were definedfor its first version: 

• Plugin for creating thematic maps. 
• Plugin for analysis on raster layers. 
• Plugin for geometric analysis. 
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Fig. 1. Architecture of the Geospatial Analysis Module for Web Mapping Systems 

3 Creation of Thematic Maps 

The characteristics of thematic maps come from qualitative and quantitative data. In a 
qualitative map are shown the spatial distribution or the situation of a group of 
nominal data, one of its features is that in this kind of maps it is impossible to 
determine the relations of quantity. The data representing these maps are punctual, 
lineal and of surface (Aguirre et al, 1998): 

The quantitative map is very used to represent all kind of themes such as social, 
economic and environmental benefits at a national, regional and local level. Different 
entities require to represent quantitative information geographically referenced, 
specialized and accurate. 

Quantitative maps are the result of the application of quantum and experimental 
sciences, supported primarily on descriptive statistics. These maps generally represent 
punctual, lineal or area distribution data, even the combination of them. 

The developed plugin is based mainly on working with expressions belonging to 
the classes of the maps layerswhich are being used. It allows the work with various 
formats such as ESRI Shape (.shp), MapInfo (.tab, .mif), GML and Postgres / Postgis, 
this latter being used as native to the general module. 

Moreover it allows theming with data in these formats, enables the integration of 
spatial data stored in Postgres/Postgis with other alphanumeric data that are stored in 
another database related with the represented spatial information, being this the main 
innovation in a systems of this sort, since generally the existing solutions, mainly the 
free and open source applications only allow data theming on the ones stored next to 
the cartography and not in external sources (Ramon, et al 2011). 

The figures 2 to 4 show some of the results obtained with the use of the developed 
plugin. 
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Fig. 2. Generated Chorochromatic Map Showing  

 

Fig. 3. Generated Map with Graphics 

 

Fig. 4. Generated Proportional Symbols Map 
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4 Analysis on Raster Layers 

For analysis on raster layers, the first version of the plugin emphasizes on the 
functionality for mapping algebra and hydrological analysis. To accomplish this a 
study is made of the major existing algorithms and models to solve these problems. 

In (Hernandez, et al, 2012) are state the algorithms and models most referenced in 
the specialized literature to perform a comparison between them, according to 
complexity of development and problems which solve; throwing as a result the 
following proposal which was included in the first version of the module. 

4.1 Solution for Algebra Mapping 

The algebra mapping is an analysis tool that allows different operations between maps 
to gain new and different models from one or more maps as mentioned above. The 
amount of data used to perform operations, the application within the algebra 
mapping, the operations that apply to the calculation and the result, are critical 
parameters to achieve a comparison between the functions of algebra mapping 
(Tomlin, 1990 ) (Wood, 1996). 

Once completed the comparison above, it was decided to present such proposal as 
a first version for Web Mapping applications to local and focal functions. The 
characteristics of these two functions allow the terrain analysis module to perform any 
transformation from one model to another using different operators established in the 
research, and the creation of a new model based on a layer of specific values for the 
construction of this one. 

The local function has a great simplicity in the implementation of mathematical 
models and the operators used, allowing a rapid development and understanding by 
the module development team. Alongside the focal will be used for more robust 
analysis, it usually is a bit more complex than the local type but simpler than the other 
according to the input data. The input data can minimize or increase the processing 
time depending on the quantity required by the functionalities to be performed in the 
application 

In the case of the local and focal function they use the least amount of possible 
input data, while the zonal depends on the classification criteria by classes and the 
generalas the name implies uses all data in the array of values. This feature gives Web 
Mapping systems the ability to accelerated response time to the customer or end user, 
since it is a web application and need to be as simple as possible to perform the 
calculations. 

4.2 Algorithms for Hydrologic Analysis Solution 

There are various algorithms and models that can be used for modeling and 
representing different hydrological parameters (Pilesjo, 1998) (Pilesjo et al, 1997) and 
for the calculation of topographic variables such as the curvature and slope, they are: 

• Draw lines of flux. 
• calculation flow using a flow matrix codes. 
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• Problem of the concavities. 
• Delineation of watersheds. 
• Alternate method based on routine flow striping. 
• Cellular Automata. 

The stated algorithms allow to generate, define and calculate three major features 
within the hydrologic analysis, flow lines, delineation of watersheds and maximum 
flow calculation. Allowing the modeling of these properties in a more simple and 
direct way (Belmonte et al, 2006) (Pizarro et al, 2005). Not all algorithms proposed 
are possible to use, so a comparison is made in terms of execution time and the 
problem it solves within the hydrologic analysis (Hernandez, et al, 2012). 

The cellular automata by using states allows to go calculating the values taken by 
the hydrological variable when transiting different weather conditions. Obtaining an 
array of values which then allows to model and represent the different parameters of 
hydrology. This model calculates the three parameters in the same way, while other 
approaches focus on the calculation of a particular one. This shows that using the 
cellular automata model can be useful in time and effort when implementing this tool 
into the module. 

5 Geometric Analysis 

For the geometric analysis plugin of the module, a generic algorithm was designed 
which was independent of the coordinate system and/or projection in which the data 
resides. On which subsequently can be implemented a set of basic geometric 
algorithms, which help to build more complex analysis algorithms (Olaya, 2011) 
(Haining, 2003). 

The proposed generic algorithm in (Ramón et al, 2012), parts of the property of 
bijectivity of the cartographic projections. So if working in projected coordinates is 
possible to obtain ellipsoidal coordinates for the reference ellipsoid of the beginning. 
Hence the idea presented is as follows: 

• If you are working in a projected system then you can work with algorithms for 
planar coordinates or algorithms for ellipsoidal coordinates after a previous 
transformation of planar coordinates to ellipsoidal.  
─ This decision may be taken by the user in case it is an expert, by default it would 

work converting ellipsoidal coordinates. 
• In case it is not working on a projected system then it could work with algorithms 

for ellipsoidal coordinates. 

This generic criteriafor geometric analysis inGIS was selected as a base to 
accordingly design the algorithms used to calculate distance, perimeter, azimuth and 
areas. Basically, wereproposed for the distance in the plane the classical Euclidean 
formulation, and in the case of spherical distances the Haversine formulation because 
they present more computational stability. Subsequently linked both proposals 
according to the presented generic variant (Ramón, et al, 2012). 
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functionCartesianDistanceCalculation (_pto1, _pto2: Point) 
return sqrt( pow( (_pto2.x – pto1.x), 2 ) +  

pow( (_pto2.y – pto1.y ), 2 ) )  
end function  
 
functionSphericalDistanceCalcutation(_pto1, _pto2: Point, 
_radian: bool)  
_radio • 6 378 400  6 378 400  
_dlon • _pto2.x  _pto2.x - _pto1.x  
_dlat • _pto2.y  _pto2.y - _pto1.y  
_intcal•  pow(sin(_dlat/2),2) + cos(_pto1.y) * 

cos(_pto2.y) * pow(sin(_dlon/2),2)  
_intd • 2 *  2 * arcsin(min(1.0,sqrt(z)))  

 
if _radian do 

return_intd 
end if  

 
return_radio * _intd 

end function 
 
functionCalculateDistance (_pto1, _pto2: Point)  
if projection do 

ifcartesiando 
returnCartesianDistanceCalculation (_pto1, 

_pto2)  
end if  

 
returnSphericalDistanceCalcutation(Transform(_pto1), 

Transform(_pto2), true)  
end if  
returnSphericalDistanceCalculation(_pto1, _pto2, true)  

end function 
 

In the case of the area of polygons in the plane it is reported in the specialized 
literature a very efficient algorithm for solving it with complexity O(n), where n is the 
number of vertices. The algorithm uses the incremental technique, based on the 
calculation of the areas of the triangles formed by three vertices of the polygon 
starting from a fixed vertex (Chen, 1996). In the case of simple spherical polygons, 
the most widespread version is presented by (Bevis et al, 1987), which presents a 
constraint during digitizing of polygons and in case of being omitted it imposes a 
complexity of O (n log n) to the algorithm. For this reason, as one of the main 
contributions we designed a new algorithm that eliminated this restriction and 
maintained a complexity O(n) (Ramón et al, 2012). 
 
functionLeftTurn( pto1, pto2, pto3: Point)  

return(pto1.x * pto2.y) – (pto1.y * pto2.x) + 
(pto2.x * pto3.y) – (pto2.y * pto3.x) + (pto1.x * pto3.y) 
– (pto1.y *pto3.x)  
end function  
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functionSurfaceCartesianPolygon (p: Polygon)  
area • 0  0  
fori • 0  0 to p.vertex – 2  

area • area + LeftTurn(p.vertex[0], p.vertex[i],  area + LeftTurn(p.vertex[0], p.vertex[i], 
p.vertex[i+1])  
end for  
 
if area < 0 do 

return(area * -1) / 2  
end if  
 
returnarea / 2  
end function  
 
functionFcoseno (l1, l2, l3: double)  
cose • ( (cos(l1) – cos(l2) * cos(l3)) / (sin(l2) * 
sin(l3))  
 
returnarccos(cose)  
end function  
 
functionSurfaceSphericalTriangle (pto1, pto2, pto3: Point) 
radio • 6 378 100  6 378 100  
l1 • SphericalDistanceCalcutation(pto1,pto2, SphericalDistanceCalcutation(pto1,pto2,false)  
l2 • SphericalDistanceCalcutation(pto2,pto3, SphericalDistanceCalcutation(pto2,pto3,false)  
l3 •  SphericalDistanceCalcutation(pto1,pto3,false) 
 
a1 • Fcoseno(l1,l2,l3)  Fcoseno(l1,l2,l3)  
a2 • Fcoseno(l2,l3,l1)  Fcoseno(l2,l3,l1)  
a3 • Fcoseno(l3,l1,l2)  Fcoseno(l3,l1,l2)  
 
epsilon • (a1 + a2 + a3)  (a1 + a2 + a3) – Pi  
area • epsilon *  epsilon * pow(radio, 2)  
 
ifLeftTurn(pto1, pto2, pto3) < 0 do 

area • area *  area * -1  
end if  
 
returnarea  
end function  
 
functionSurfaceSphericalPolygon (p: Polygon)  
area • 0  0  
fori • 0  0 to p.vertex – 2  

area• area +  area + 
SurfaceSphericalTriangle(p.vertex[0],p.vertex[i],p.vertex
[i+1])  
end for  
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if area < 0 do 
returnarea * -1  

end if  
 
returnarea  
end function  
 
functionCalculateSurface(p: Polygon)  
if projection do 

ifcartesiando 
returnSurfaceCartesianPolygon(p)  

end if  
 
returnSurfaceSphericalPolygon(Transform(p))  

end if  
 
returnSurfaceSphericalPolygon(p)  
end function  
 

The result was shown arriving to the following theorem: 
 

Theorem 1. The area of a polygon may be computed, taking into account the 
coordinate system in which it is, on a time O(n), where n is its number of vertices. 

 
To verify that the results in a real practice correspond to the theoretically obtained 

results, a set of tests were made to compare what difference there was among the 
results of the proposed algorithm for the calculation of spherical polygons area, and 
the results shown by the algorithms currently implemented in geographic information 
systems with open and close source code respectively, Fig. 5. 

 

 

Fig. 5. Obtained results over scale mapping based on 1:500 000 (a) and 1:100 000 (b) 
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These tests were performed with geometries at different scales, as geographic 
information can be analyzed at different levels and depending on the level used, the 
results may be of different nature (Ramón, 2011) (Mandelbrot, 1983). It is verified 
that the results shown by the proposed algorithm are comparable to the classic 
variants, while reducing the response time to requests since the calculations are 
performed in O(n) in any case. 

6 Results and Discussion 

From the need to achieve technological sovereignty in the media representation on a 
digital map and the lack of an application with these requirements, it was decided to 
develop the GeneSIG platform, as a support for spatial data infrastructures of the 
Republic of Cuba and in defense areas. The presented module was incorporated to 
this system to enable it with the basic functions of a GIS, the system is developed in 
collaboration between the University of Informatics Sciences - GEySED 
Development Center - , the Business Group Geocuba and the MINFAR (Ministry of 
the Revolutionary Armed Forces) – XETID Center-; becoming in the technology 
package for the development of GIS of more use in such entities. 

6.1 Scientific and Technological Benefits 

• It is a package of the tools suite and technologies for developing GIS platforms, 
which is manifested in the number and variety of applications developed and 
registered in the Copyright National Center of Cuba (CENDA, from its acronyms 
in Spanish). It is also interoperable - by using OGC standards - with existing 
solutions, and able to integrate with the management software for decision making 
developed in the FAR(Revolutionary Armed Forces) and other entities in the 
country 
 

• It was developed a GIS technology for the Web with a fully modular and scalable 
structure with minimum functional requirements and it is cross-platform which 
provides a set of functionality equivalent to the regularly found in traditional 
desktop GIS applications. 
 

• Since its conception and during its development process there have been madea 
number of publications, Master thesis and scientific – technical exchanges, as 
evidenced in the references that are included in the article. All this has significantly 
contributed in the postgraduate training of the authors and the creation of GIS 
applications with high additional value, suitable for both domestic and exportation 
use. 

6.2 Economic Benefits 

• Elimination of costs associated with payment of software licenses. 
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• Reduced costs of production in the updating and management process of geospatial 
information. 
 

• Increased efficiency in the production of geospatial information. 
 

• Reduction of the scheduled time for the policies implementation of the 
computerization and migration to free software of data and applications. 

7 Conclusions 

The conception of the geospatial analysis module for Web Mapping systems, 
presented and its computational realization in the GeneSIGplatform, are an impact 
result which provides additional value in the field of innovation in such platforms. 

As the most important topics and concluding it is remarked that: 

• With the implementation of a plugin to generate thematic maps, it is ensured the 
creation of these from statistic data provided by the users and the selected 
geographic base. This, together with the techniques used for multidimensional 
analysis of data generated as a result of all transactions that take place in daily 
activity, is useful as a support for decision-making processes. 
 

• The genetic algorithm designed to perform geometric analysis - specifically for 
calculating the area of a polygon - which is independent of the coordinate system 
and/or projection in which the data resides, ensures comparable results to 
traditional variants while reducing the response time to requests, because the 
calculations are performed in an O(n) order - where n is the number of vertices of 
the polygon in question - in any case. 

The presented module, implemented with free tools and technologies, besides 
complying with OpenGIS specifications established by the OGC and consistent with 
the policies of migration to free software and technological sovereignty which drives 
our country, makes easy to respond efficiently and effectively to the needs of 
geospatial information, and the current requirements and perspectives of the national 
market, economic growth, the country's readiness to achieve military invulnerability, 
the integrated opening to markets in the area, in addition to ensuring the technological 
support and tools of the IDERC. 
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Abstract. To better reuse water quality models, it is necessary to implement the 
sharing of water quality models in Three Gorges Reservoir. The studying area, 
Three Gorges Reservoir, is illustrated. Water quality models are classified 
according to the type of pollutants. Network service architecture including 
water quality model service providers, service requesters and service broker are 
designed. The relationships of the different parts of network service architecture 
are set forth. The conceptual data model is designed to describe the water 
quality models. Web service technology is introduced to encapsulate water 
quality models. Web services are deployed on the server and web services are 
scheduled by the clients. Experiments are conducted and we can see the results 
executed by the different web services. At last, we can conclude that web 
service can effectively implement the water quality model sharing and promote 
the reuse of the water quality models. 

Keywords: Three Gorges Reservoir, Water Quality Models, Encapsulated, 
Sharing, Web Service. 

1 Introduction 

Three Gorges Dam project was completed and fully functional as of July 4, 2012. 
After completion of the Three Gorges Dam, the main stream of up to 660 km long 
river-type reservoir was formed. The water flow rate significantly reduced and the 
self-purification capacity of the water decreased. Recent years, water accidents 
occurred frequently in Three Gorges Reservoir and significant ecological problems 
were caused.  

Water quality models using mathematical simulation techniques were developed 
for predicting spatiotemporal distribution of the water pollution. Large water quality 
models were built in recent years. Water quality model to simulate pollution belt with 
dynamic features was built [1]. Dynamic behavior of the oil pollution was described 
by hydrodynamic model [2]. An advection diffusion model was developed to simulate 
the spread of chemical substances [3]. Pollutant dispersal using numerical simulation 
was displayed in the marsh [4]. A water quality model was established to simulate the 
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physical, chemical and biological conversion processes of the Bohai Bay [5]. Three-
dimensional numerical model was established to simulate the unstable transmission of 
COD [6]. Mathematical models and formulas, including large number of hydrology 
models, published in "Journal of Geographical Science" from 1934 to 1999 were 
analyzed [7]. "Resource Environment Mathematical Model Handbook" was published 
and large numbers of geographic models were collected [8]. There was also some 
water quality models proposed for Three Gorges Reservoir. Two-dimensional random 
forecasting model based on the finite element method was proposed and the 
probability distribution of water quality was calculated using Monte Carlo method in 
Three Gorges Reservoir [9]. One-dimensional and two-dimensional water quality 
mathematical models which can simulate the migration of pollutants diffusion process 
for Three Gorges Reservoir were studied [10]. Sudden water pollution accident model 
and the movement of pollutants in the water were studied [11]. The horizontal and 
vertical distribution and characteristics were simulated [12]. The above researches 
promoted the progress of water environment. However, most of models which were 
expressed in written form can’t be directly used for computer-level simulation and 
computing. 

To achieve the sharing of models, some related studies were conducted. A spatial 
decision support modeling framework based on agent was proposed to improve the 
access capacity of the distribution model [13]. A dynamic architecture for distributed 
geographical service was presented to solve geographic service sharing problem in the 
distributed, heterogeneous network environments [14]. A geospatial data processing 
based on SOA for an open network of services was proposed [15]. A sharing and 
integration framework for eco-oriented models was proposed [16]. An XML model 
was put forward and the web-based decision support system model was explored [17]. 
A service-oriented distributed geographical model integration framework was put 
forward and the sharing of heterogeneous distributed model was discussed [18]. 
Geographical models sharing methods based on web service were proposed [19]. The 
distributed shared services framework for geospatial model was proposed referring to 
geographic information services classification of OGC [20]. The above researches can 
provide some experience for water quality models sharing in Three Gorges Reservoir. 
However, the detail description and the application of the models were not described. 

In this paper, water quality modeling sharing in Three Gorges Reservoir will be 
studied. The remainder of the paper is organized as follows: in Section 2, Three 
Gorges Reservoir area will be described and water quality models for the research 
will be introduced. Section 3 will provide methodology on how to implement the 
sharing of the models. In Section 4, some experiments will be conducted and the 
results will be presented. Lastly, Section 5 will describe the paper’s conclusions and 
point to future work. 

2 Study Area and Water Quality Models 

Three Gorges Reservoir Region (Fig. 1), is the area directly or indirectly involved in 
the submersion of the water storage of the reservoir area of the Three Gorges Project. 
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The Three Gorges Reservoir Region stretches along the Yangtze River from Jiangjin 
District of Chongqing to Yichang City of Hubei, which is very narrow and where the 
geography is complex [21]. Fig. 1 shows our study area. Our research area covers the 
whole Three Gorges Reservoir Region.  
 

 

Fig. 1. Three Gorges Reservoir Region 

Large amounts of water quality models in the Three Gorges Reservoir Region have 
been accumulated. There are many classification methods. According to the type of 
the pollutants, pollutants type can be divided into nine classes including persistent 
pollutants (such as heavy metals, toxic organic), non-persistent pollutants (general 
organic pollution), acid pollution (PH), thermal pollution, suspended solids, plant 
nutrients, the radioactive material, oil, pathogens [22]. Therefore, we can classify the 
models according to the pollutant type.  

3 Methods 

3.1 Network Service Architecture of Models Sharing 

In this paper, network service architecture of models sharing, including water quality 
model service providers, water quality model service requesters and water quality 
model service broker, are designed. The network service architecture of water quality 
model sharing can be described in Fig. 2. 
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Fig. 2. Network Service Architecture of Water Quality Model Sharing 

Service providers which define and implement water quality model publish the 
service description to the service broker. Model service requesters search service from 
service broker and bind web services with service providers. Service broker is the link 
of service provider and service requester. Both service providers publishing their 
services and service requestor searching services require to the help of service broker. 
In this paper, server plays the roles of service providers and service broker and client 
plays the role of the service requesters. Both indexing service and publishing service 
should be implemented by the server. The mentioned network service architecture can 
effectively implement the sharing of the water quality models. 

3.2 Water Quality Models Description 

To describe the water quality models, a conceptual data model is designed. The 
application conditions, mathematical formula and description of each parameter are 
considered. Therefore, the conceptual data model described by ER diagram is follows. 

 

 

Fig. 3. Conceptual Data Model of Water Quality Models 
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In Fig. 3, pollution type entity, water quality models entity, model parameters 
entity, and their relationships are designed. Pollution type entity, water quality models 
entity and model parameters entity are the abstraction of the pollution type, water 
quality model and model parameters, separately. Each pollution type may relate to 
various models in different geographic condition. Each model may include many of 
parameters. Therefore, model parameters entity is designed to describe the water 
quality model. On the basis of the conceptual data model, the logical data model and 
physical data model are also designed to meet the needs of the model description. The 
client can index the model from the description information of the models. According 
to the description information, the client decides whether schedule this model or not. 

3.3 Web Service Encapsulating of Water Quality Models 

A web service is a software system designed to support interoperable machine-to-
machine interaction over a network. With the characteristics of good encapsulation, it 
can shield heterogeneity and implement the loosely interconnection of the models. 
Therefore, this project intends to adopt web service technology to implement the 
service-oriented encapsulation of the Three Gorges Reservoir water quality model.  

The process of web service encapsulation is follows (Fig. 4). Firstly, we should 
analyze the water quality model and acquire the input and output variables which are 
the input and output parameters of the web service. The model is abstracted into 
source code. In the paper, C# is taken as the source code language. Secondly, the 
source code is encapsulated into web service. Consistent with the source code, web 
service is also built in C# on the .NET platform. Thirdly, web service is executed and 
the input and output parameters are described. At the same time, the corresponding 
description information of the web services is stored into relation database. By these 
steps, models are encapsulated into executed web services. 

 

 

Fig. 4. The Process of Web Service Encapsulating 

4 Results 

4.1 Water Quality Models Encapsulating and Publishing 

In the experiment, some water quality models are encapsulated by C# programing 
language. After the encapsulating operation, we can publish the water quality models 
(Fig. 5). From Fig. 5, we can see the some typical models are encapsulated and 
published. 
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Fig. 5. Web Service Encapsulation of Water Quality Models 

After the web services are deployed on the server, the clients can search the service 
and schedule the models at any time and place by the internet. By this way, we can 
implement the sharing of the water quality models. This approach avoiding the 
duplication of work can greatly reduce workload. 

4.2 The Simulation of Pollutants Movement 

To demonstrating the simulation results of pollutants movement, an experiment is 
conducted. The scheduling process is follows. Firstly, the clients index the water 
quality models according to the description information of the web services. 
Secondly, the clients enter the parameters that are needed by the models and submit 
the parameters to server. Thirdly, the results are calculated by the web service in the 
server and the server sends the results to the client. Lastly, the execution results in the 
server are returned to the clients. In this paper, the simulation results are displayed in 
the graphical form. By the above process, we can see the results by different water 
quality models. In this experiment, two models including persistent pollutants model 
and non-persistent pollutants model are scheduled and the results are illustrated. 
Persistent pollutants are resistant to environmental degradation through chemical, 
biological, and photolytic processes. Therefore, they have been observed to persist in 
the environment, to be capable of long-range transport. In the contrary, non-persistent 
pollutant is decomposed or degraded by natural biological communities and removed 
from the environment relatively quickly. We can get the following results (Fig. 6 and 
Fig. 7) executed by persistent pollutant model and non- persistent pollutant model. 
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Fig. 6. The Simulation Result of Persistent Pollutant Model 

 

Fig. 7. The Simulation Result of Non-Persistent Pollutant Model 

From Fig. 6, we can see that the density of persistent pollutants do not change with 
distance and time changing. However, from Fig. 7, we can observe that the density of 
non-persistent contaminants reduces with the changing of distance and time. The 
density difference is expressed by different colors. So, according to the different 
conditions, we can select a suitable model to simulate the pollutant movement. 

5 Conclusions and Future Work 

Water quality models sharing in Three Gorges Reservoir is presented in this paper. 
Network service architecture of models sharing is described and water quality model 
service providers, service requesters, service broker and their relationships are 
designed. The conceptual data model is designed to represent the water quality model. 
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Web service technology is introduced to encapsulate water quality models. Based on 
the proposed methods, some experiments are conducted and the results are illustrated. 
We can conclude that the proposed methods can implement the sharing of the water 
quality models. 

Clearly, what we have explained in this article can be regarded as an initial step for 
the sharing of the water quality models. The following are the research issues that 
should be considered in our further study: 

1) The construction of sharing of water quality models is a long time process. 
Therefore, we will continue to encapsulate water quality models in the Three Gorges 
Reservoir region and provide the web service for the pollution simulation. 

2) Water quality models are very complex and the conceptual data model is very 
simple. A more comprehensive conceptual model will be designed in future studies. 

3) With the development of distributed computing, such as parallel computing and 
cloud computing, we will consider running the complex models on multiple 
computers. 

Acknowledgments. We also thank Yikang Rui from Royal Institute of Technology 
for his help to polish the English. This research is jointly supported by the State-
Sponsored Scholarship Program, Fundamental Research Funds for the Central 
Universities (No. XDJK2013C035), and Doctor Foundation Project of Southwest 
University (No. SWU111062). 

References 

1. Giri, B.S., Karimi, I.A., Ray, M.B.: Modeling and Monte Carlo Simulation of TCDD 
Transport in a River. Water Resource 35(5), 1263–1279 (2001) 

2. Cekirge, H.M., Sollohub, J., Navon, I.M., Nnaji, S.: Models of Oil Spills in Florida 
Waters. In: Third International Conference on Development and Application of Computer 
Techniques to Environmental Studies, Montreal, Canada, pp. 357–362 (1990) 

3. Kachiashvili, K., Gordeziani, D., Lazarov, R., Melikdzhanianc, D.: Modeling and 
Simulation of Pollutants Transport in Rivers. Applied Mathematical Modeling 31(7), 
1371–1396 (2007) 

4. Meyer, J.C., Diniz, G.L.: Pollution Dispersion in Wetland Systems: Mathematical 
Modeling and Numerical Simulation. Ecological Modeling 200(8), 360–370 (2007) 

5. Yuan, D., Lin, B., Falconer, R.A.: Development of an Integrated Model for Assessing the 
Impact of Diffuse and Point Source Pollutant on Coast Al Waters. Environmental 
Modeling & Software 10(5), 1–9 (2006) 

6. Chau, K.W., Jiang, Y.W.: Simulation of Trans Boundary Pollutant Transport Action in the 
Pearl River Delta. Chemosphere 52(3), 1615–1621 (2003) 

7. Liu, C.M., Yue, T.X., Zhou, C.H.: Geography Mathematical Models and Application, the 
Compilation of Mathematical Models and Formulas in “Geographical Journal” from 1934-
1999. Science Press, Beijing (2000) 

8. Yue, T.X.: Resource Environment Mathematical Model Handbook. Science Press, Beijing 
(2003) 



52 J. Shen et al. 

 

9. Xu, Q.G.: Research on Water Quality Prediction and Water Pollution Control Measures of 
the Three Georges Reservoir. Master Thesis, Beijing, Chinese Academy of Environmental 
Sciences (2004) 

10. Zhai, J.: Study on Turbulence Diffusion Simulation and GIS-based Water Pollution 
Control Management System in the Three Gorges. Doctoral Thesis, Chongqing, 
Chongqing University (2008) 

11. Si, H., Bi, H.P.: Numerical Analysis on Pollutant Decline in the Emergency of Water 
Pollution in Three Gorges. Environmental Science 29(2), 2432–2436 (2008) 

12. Bi, H.P.: Study on Numerical Simulation and Risk Assessment of Water Pollution 
Scenarios in Three Gorges Reservoir. Doctoral Thesis, Chongqing, Chongqing University 
(2008) 

13. Sengupta, R.R., Bennett, D.A.: Agent-based Modeling Environment for Spatial Decision 
Support. International Journal of Geographical Information Science 17(2), 157–180 (2003) 

14. Tsou, M.H., Buttenfield, B.P.: A Dynamic Architecture for Distributed Geographic 
Information Services. Transactions in GIS 6(4), 355–381 (2002) 

15. Díaz, L., Granell, C., Gould, M., Olaya, V.: An Open Service Network for Geospatial Data 
Processing. In: 2008 Free and Open Source Software for Geospatial (FOSS4G) 
Conference, Cape Town, South Africa, pp. 410–420 (2008) 

16. Feng, M., Liu, S.G., Euliss, N.H., Younge, C., Mushetd, D.M.: Prototyping an Online 
Wetland Ecosystem Services Model Using Open Model Sharing Standards. Environmental 
Modeling & Software (26), 458–468 (2011) 

17. Li, X.F., Liu, L., Wang, X.Y.: Research on Sharing Organism of DSS Decision Model 
Based on XML. Computer Integrated Manufacturing Systems 10(8), 903–907 (2004) 

18. Wen, Y.N., Lu, G.N., Yang, H., Cao, D., Chen, M.: A Service-Oriented Framework of 
Distributed Geographic Model Integration. Journal of Remote Sensing 10(2), 160–168 
(2006) 

19. Yang, H., Sheng, Y.H., Wen, Y.N., Hu, Y.: Distributed Geographic Models Sharing 
Method Based on Web Services. Geomatics and Information Science of Wuhan 
University 34(2), 142–145 (2009) 

20. Feng, M., Liu, S.G., Euliss, N.H., Yin, F.: Distributed geospatial model sharing based on 
open interoperability standards. Journal of Remote Sensing 13(6), 1067–1073 (2009) 

21. Wikipedia, Three Gorges Reservoir Region (2013), http://en.wikipedia.org/ 
wiki/Three_Gorges_Reservoir_Region (accessed on June 24, 2013) 

22. Zuo, Y.H.: Environmental Studies. Higher Education Press, Beijing (2010) 
 
 



 

F. Bian et al. (Eds.): GRMSE 2013, Part II, CCIS 399, pp. 53–65, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Multivariate Applications in the Evaluation  
of the Discipline of Agriculture:  

Extra-Urban Spaces and the Resistivity Index 

Pier Luigi Paolillo*, Massimo Rossati, and Mattia Andrea Rudini 

Abstract. Agronomic studies represent a supplemental but inevitable element 
of the municipal urban plan, which must guarantee agricultural lands their rank-
ing as a non-negotiable resource, thereby protecting its own maintenance for the 
irreversibility of its eventual transformation. Furthermore, in recent years in Ita-
ly, the exasperated conflict regarding extra-urban space, between building ex-
pansion and the practice of agriculture, combined with a growing environmental 
sensitivity, has shifted the epicenter of political and scientific attention to the 
unacceptable waste of soil that has occurred in recent decades. As a result, 
awareness has increased with regard to the finiteness of such a non-renewable 
resource and the implications of its safeguarding: that it results in the protection 
of important historical roots, the strong character of the landscape, and the tre-
mendous quality of agricultural production in Italy. However, the attempt to 
protect agricultural grounds, within the municipal urban plan, is perhaps in 
vain, illusory, and unrealistic without the knowledge of the multiple variables 
that oversee the extra-urban structure. The extra-urban structure is viewed from 
the perspective of a protection that must rest – beyond the exonerative popular 
environmental ideologies – on the estimate of the agro-productive field and on 
the individual business capacity to resist the urbanization solicitations generat-
ing profit, investments, environmental production and qualified produce, multi-
functionality, as new European agrarian politics intend. To these results we can 
attribute the careful use of Geographic Information Systems, allowing for the 
identification of the agricultural sector in extra-urban spaces and, at the same 
time, highlighting the areas that can resist pressure regarding land output better 
than others. The versatility of GIS tools allows for not only the (almost too  
banal) utilization of topologic overlay techniques but also – and most impor-
tantly – the evaluation of a synthetic indicator of resistivity of the agricultural 
enterprise, by means of geostatistical applications of multivariate analysis. In 
this way, it is possible to guarantee that urban decisions are sufficient in the 
conservation of the evermore scarce soil resource, while simultaneously safe-
guarding the country of Italy, its extremely evolved agricultural enterprise sys-
tem, its unique landscape, and the services that it can offer in great variety, 
quantity, and quality. 

Keywords: waste of agricultural soil, agricultural resistivity, geographical  
information systems, multivariate geostatistical analysis. 
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1 The Importance of the Topic of ‘Waste of Soil’ in the Conflict 
between Urban and Rural Uses  

All too frequently, agricultural space has been intended exclusively for use as a ‘tank’ 
from which to draw installable ground for needs of the amebiform urban expansion 
that are evermore suffocating and uncontrolled. These needs have materialized in 
recent decades in Italy and have led to the consumption – and eventual waste – of 
optimal agro-productive soil and of spaces of notable environmental regeneration 
(Paolillo, 2002). Recognizing the importance of agriculture today signifies making 
informed decisions leading not only to the minimization soil wastage but also to the 
appreciation of the resource’s multifunctional role in the direction of new European 
agricultural politics. Equally as important is its role in the appraisal of Italy, a country 
characterized by its truly evolutionary agricultural business and unparalleled land-
scape, and the services that Italian agriculture can offer in great variety, quantity, and 
quality. The case study hereby presented is that of Martinengo, a municipality of 
10,000 inhabitants in the lowlands of Lombardy with profound historical roots and 
extensive agrarian production. The agronomical analysis conducted identifies the 
evaluative factors in terms of business resistivity, keeping in mind that the capacity of 
agriculture to compete with urban income for the ‘soil resource’ will be evermore 
connected to territorial appeal and to fixed environmental capital, to be managed vir-
tuously and unitarily for the production of ‘typical’ agricultural produce, ‘rare’ com-
munity services, ‘indirect’ goods such as environmental quality, monitoring of the 
landscape, conservation, enrichment, and the transmission of traditional values and 
cultural peculiarities (Paolillo, 2003). 

2 The Basis of the Research: The Survey of Agricultural 
Enterprises 

The assumption of an investigation based on quantitative methods resides on the con-
struction of an appropriate database. The database must allow for the development of 
analytical foundations, from which the complex characteristics of the studied space 
emerge. Consequently, the preliminary step involved the analysis of the existing data-
bases to verify the thoroughness, level of update, quality, and usability of the data 
within Territorial Information Systems. From this exploration emerged the need to 
enrich the existing agronomical database through field research, geared toward under-
standing the agricultural businesses operating in Martinengo. 

2.1 The Survey of Existing Agricultural Activities 

The Excel model constructed to survey agricultural activities was structured in such a 
way to consent a detailed evaluation of business data, disaggregated into different 
categories corresponding to: i) general notes on the enterprise (denomination, tenant, 
form of jurisdiction, management system, measurements of support of rural develop-
ment, information tools, surface, cadastral particles); ii) land use 2011 – 2012 (type of 
cultivation, presence of quality agriculture); iii) irrigation (surfaces included, cultiva-
tion method, supply source); iv) machinery; v) livestock (cattle, management  
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methods, storage of wastewater, application of wastewater, location of the breeding 
grounds); vi) labor and connected activities (categories of workers, equipment whole-
saler, company-related activities, renewable energy implants, production of animal 
feed, commercialization of company products). In reference to the units of analysis of 
the cadastral particles, the data collected were opportunely related to and thus geore-
ferenced for the subsequent production of the descriptive map and the appropriate 
GIS analyses. 

 
Legend 

 0 – 10 ha 
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 20 – 50 ha 

 50 – 100 ha 

 

Fig. 1. Classes of vastness of agricultural enterprises in the municipality of Martinengo (Italy) 

2.2 The description of the Indicators in Concordance with the Judgment of 
Agricultural Resistivity 

Following the enhancement of the existing database, a set of adoptable indicators was 
identified to calculate the agricultural resistivity of extra-urban lands. From the bibli-
ographic reference, indicators were selected that are effectively calculable in the ob-
jective case. These indicators were aggregated so as to identify three macro themes on 
which to base the interpretation of the statistical sample. 

Table 1. List of indicators adopted for the evaluation of business resistivity 

Macro area Indicator 

Socio-occupational aspects 
Company stability 
Effective company employment 
Typology of agricultural enterprise 

Economic aspects 
Unit of economic dimension 
Indicator of economic return 
Endowment of exploitable living capital 

Morphologic aspects 
Proprietary incidence 
Productive potential 
Company compactness 
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3 Topologic Overlay and Multivariate Analysis: Two Modes of 
Comparative Evaluation 

3.1 The Limits of Topologic Overlay in Its Application to Territorial 
Phenomena 

The topologic overlay represents a procedure saturated with spatial analyses that per-
mits, by the simple means of layer overlap, the construction of new themes characte-
rized by the presence/absence of a determined attribute. However, this distinguishes it 
tremendously from multivariate analyses that, instead, are able to calculate not only 
the contemporary presence of the multiple characteristics of the variables in question 
but also their latent characteristics and corresponding ties and interdependencies. The 
ability of multivariate analyses to calculate these characteristics leads to the rise of 
spatial basins of homogeneous intensity levels of the links between the dependent 
variable and the independent variables that define it (to recognize the limits and po-
tentials of the two applications, the comparison of respective potentials and limits is 
demonstrated in the following table). 

Table 2. A comparison between topologic overlay and (nonhierarchical) multivariate analysis 

 Advantages Disadvantages 

Topologic  
overlay 

Limited methodological capacity 
Validity limited to preliminary re-
search 

Restrained capacity to interpolate 
between the data (limited to the Σ of 
points or of present phenomena) 

Multivariate 
analysis 

 

Elevated level of detail of the obtain-
able results 
Reduction of the complexity of the 
model 

Complex method that can be devel-
oped upon the provision of very ad-
vanced statistical applications 
 

 
Therefore, multivariate analysis, a method of treatment of data that is undoubtedly 

more lucrative than the superimposition of information layers, which is the method 
usually adopted in urbanistic/environmental elaborations, allows for the identification 
of more articulated geospatial representations. As will be demonstrated in the follow-
ing sections of this paper, the analyses of the typologies and the correspondences and 
nonhierarchical classification represent the steps (undergone with appropriate soft-
ware) for the progressive reduction of complexity in the multivariate treatment of the 
different variables considered. However, this reduction of complexity is not syn-
onymous with the reduction of precision, which is actually maintained sufficiently 
elevated in the identification of the descriptive classes. 

The employment of quantitative measures for the understanding of phenomena and 
contexts of evermore complexity, and for the coinciding of consequential necessities 
of contemporary urban studies, is rooted in my most recent scientific works. These 
works present the indispensability of the adoption of quantitative measures and ex-
plain that other operative models cannot replace these measures. The applications of 
multivariate analysis that will be examined thereby represent a tool that – coupled  
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with Territorial Information Systems – guarantees parsimonious and prudent objective 
models for the environmentally sustainable allocation of destined soil usage. 

3.2 The Determining of Interdependencies through Multivariate Analysis: 
Calculating the Classes of Settlement Interference 

The multivariate method is preferable to topologic overlay because of the variety of 
its results and lowering of the level of uncertainty. The associated analyti-
cal/evaluative process is reported in the following chart, which shows the steps from 
the identification of the statistical units of analysis to the spatialization of similar ba-
sins on the basis of unit interdependence. 

 
 

 

Fig. 2. Diagram of multivariate, nonhierarchical geostatistical analytic steps 
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4 The Calculation of the Indicator of Agricultural Resistivity to 
Transformation: How to Express an Objective Judgment 

Consequently, in the examination of physical resources in the municipal space of 
Martinengo, the calculation of resistivity of agricultural enterprises took place through 
multivariate analysis utilizing the indicators, acquired through GIS, to examine the 
characteristics of the cadastral particles and of the business capital. These characteris-
tics were also thereby assigned to a gradation based on classes of resistivity to urban 
transformation of the agricultural lands. One can thus observe in the following re-
search which parameters were used in the study. 

4.1 The Stability of Socio/Occupational Aspects 

The first parameter refers to the structural component of the 155 agricultural enter-
prises examined in 2011. These businesses occupy 1,538 ha of useful agrarian surface 
and divide it into two halves, the first being grain growth and horticulture and the 
second being animal husbandry (6,087 cattle for meat and milk, 15,298 swine, 
146,000 chickens for eggs, 39,000 turkeys). The indicators listed below highlight 
eventual latent weaknesses in business conduct through the calculation of the interde-
pendence between stability of the business (Sa), enterprise employment (Oa), and 
typology of enterprise (Ti). 

Table 3. Socio/occupational indicators 

Indicator Formula Variables utilized 

Sa = business 
stability 
 

Sa = f (a, b, c, d) a = age of the agricultural entrepreneur and eventual 
relatives employed fulltime. 
b = level of occupation of the entrepreneur and the 
familial components in the business 
c = level of involvement of the familial components 
of the entrepreneur 
d = enterprise defined by capitalistic conduct 

Oa = labor 
units employed 

Oa = f (U.L.) U.L. = labor units employed (at least 287 
days/person/year) 

Ti = typology 
of agricultural 
enterprise  

Ti=
totLU

famLU

..
..

 
U.L. fam = labor units belonging to the family of the 
agricultural entrepreneur 
U.L. tot = total labor units employed in the company 

 
The framework that results from such indicators characterizes the situation in Mar-

tinengo as follows: i) the greater part of the enterprises are run full-time by relatively 
young owners, fully operational in agriculture and even capable of competing and 
resisting in the oscillations of the market; ii) there is, however, a certain fragility with 
regard to the number of employees per business, different expressions of company 
management among which the cases of large companies with significant occupational 
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relevance stand out, in a positive manner; iii) limited presence of businesses of capita-
listic operation, in a reality where family-run business is still the most diffused model. 

In the face of such considerations, a cumulative parameter of the local so-
cio/occupational reality was generated by: 

Pso = 
3

TiOaSa ++ . 

whose results generated 6 groups of enterprise with specific characteristics that were 
subsequently supplanted into the production of multivariate applications, which is the 
conclusive analytical step.  

4.2 The Dynamism of Economic Factors 

It is not necessary to reiterate how important the economic factors of the companies 
are to their competitiveness and thus also their possibility to continue to operate in the 
short/medium-term, through the examination of the areas of interest of the units of 
economic dimension (Ude), of the productive economic output (Ir), and of the posses-
sion of live exploitable capital (Daz). 

Table 4. Economic indicators 

Indicator Formula Variables utilized 

Ude = unit of economic 
dimension 

Ude =
a

SLR ...  R.L.S. = standard gross income 
a = 1.200 €/hectare 

Ir = index of economic 
output Sau

Ude
Ir =  Ude = economic dimension of the company 

Sau = agricultural surface utilized 
Daz = possession of live 
exploitable capital Sau

Uba
zDa =.  Uba = unit of adult cattle 

Sau = agricultural surface utilized 

 
The synthetic framework demonstrates that: i) the majority of the municipal space 

is comprised of businesses of significant agricultural output, as opposed to those of 
reduced dimension and scarce economic significance; ii) nevertheless, many enter-
prises (of grain cultivation diffusion) present low values of economic output, as  
opposed to higher values in enterprises of animal husbandry and of specialized culti-
vation orientation; iii) the businesses of elevated livestock only represent ¼ of the 
total but cultivate more than half of the agricultural surface utilized and, vice versa, 
those businesses without livestock represent the majority of the total but only culti-
vate 1/3 of the land; iv) it is therefore a problematic framework for small enterprises 
that lack livestock, for the limited economic output from grain cultivation while, on 
the other hand, the remaining businesses are prized and competitive because of their 
specialized cultivation and breeding of livestock. 

4.3 The Solidity of the Morphological Aspects 

The third block considered the morphologic characteristics of the enterprises by in-
serting in the analytical/evaluative implantation other factors of some importance 
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such as the proprietary incidence (Ip), the productive potential (Pp), and the compact-
ness of the (Ca). From these factors emerge: i) a company consistency of scarce pro-
prietary incidence, for the fact that more than 1/3 of the companies integrate the land 
property with cultivated grounds that are rented; ii) a prevalence of businesses con-
ductive to grounds of medium/high productive potential, derived from the general 
elevated agronomic propensity of the terrains; iii) a dominance of enterprises of sig-
nificant morphologic compactness, with the concentration of bodies in adequate di-
mensions for the running of funds. 

Table 5. Morphologic indicators 

Indicator Formula Variables utilized 

Ip = proprietary inci-
dence Sat

Supprop
Ip =  Supprop = surface owned by the company  

Sat = total company surface 

Pp = index of produc-
tive potential at

Pp
S

)(y ha x=  
ha = extension of areas of diverse valence 
of Land capability (Ersaf) 
Sat = total company surface 

Ca = compactness of 
the business 3

KdKjKn
Ca

++=  

Kn = number of business bodies 
Kj = distance of the bodies from the com-
pany center 
Kd = dimension of the bodies 

4.4 The Multivariate Applications for the Deriving of Agricultural 
Georesistive Basins 

The classes of agricultural resistivity are derived from the application of multivariate 
geostatistics, in order to recognize the diverse profiles of statistical units (geospaces) 
with homogeneous characteristics. Once the set of nine variables/indicators has been 
determined, the software for multivariate analysis AddaWin1, constructed specifically 
for territorial analysis and the first step, was used in the analysis of the correlations 
between the variables. This analysis facilitates the identification of the interconnected 
phenomena: the sole variables of correlative significance between them involve the 
economic dimension and yield (0.662), as well as the economic dimension and com-
pany occupation (0.614). Nevertheless, these values do not seem sufficient to be able 
to exclude some of the variables from the analytical process. 

Given the absence of significant correlations (with a value ≥ 0.800), the second 
step (analysis of the principal components) was sustained by maintaining 9 initial 
variables whose reference indicators can be used to characterize the units of analysis. 
For each of these indicators, the Eigenvalue Decomposition was provided and the 
corresponding proportion (quota of variance explained by each component with re-
spect to the total), accumulated as the sum of the Eigenvalues, as a way in which to  
 

 
                                                           
1 AddaWin is the togetherness of multivariate analysis routines developed by Silvio Griguolo 

(Iuav, Venice) that is targeted for use in territorial applications. The package can be down-
loaded for free from the website: http://cidoc.iuav.it/~addati/addati.html 
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CORRELATIONS (*1000) 

 A B C D E F G H I 

A 1000         

B 57 1000        

C 330 -434 1000       

D -59 371 -241 1000      

E 259 614 -314 292 1000     

F 176 504 -147 242 662 1000    

G -134 -66 125 -32 -33 81 1000   

H -78 -65 65 11 63 246 193 1000  

I 221 436 -328 132 562 408 89 20 1000 

Fig. 3. Analysis of the correlations 

evaluate how many resulting principal components are explicable through quota va-
riance. This process allowed for the evaluation, by parsimonious criteria (minimum 
possible number of principal components, minimal loss of information, minimum 
deformation of the quality of representation) of the n components to consider in the 
analysis. Approximately 82% of the model (5 factorial axes) was adopted as signifi-
cant, and the decisive step of the nonhierarchical analysis was launched. 

 
9 DETERMINED FACTORS OF SIGNIFICANCE – EXPLAINED INERTIA: 

TOTAL INERTIA = 9.000000 

# EIGENVALUE 

EXPLAINED 

INERTIA 

(%) 

CUMULATIVE 

INERTIA 

(%) 

 

1 3.0043111 33.381 33.381 ****************************** 

2 1.4287684 15.875 49.256 ******************** 

3 1.3136386 14.596 63.859 ******************* 

4 0.8958135 9.953 73.806 ************* 

5 0.8079587 8.977 82.783 ************ 

6 0.5639517 6.266 89.049 ******** 

7 0.3806026 4.229 93.278 ***** 

8 0.3774564 3.750 97.028 ***** 

9 0.2674990 2.972 100.00 **** 

Fig. 4. Inertia of the factorial axes 

The treatment of the chosen variables allowed for the obtainment of an objective 
curve capable of describing the entire statistical sample with respect to an optimal 
number of classes, reducible or incremental through the subsequent aggrega-
tions/disaggregations. With regard to nonhierarchical classification, in this case, the 
cadastral particles grouped into geospaces on the basis of similar behavior reduces the 
model’s complexity by assigning a quota of inertia to the number of classes included. 

In this case, the objective curve was considered to reach a level of inertia (and, 
therefore, precision) of up to 70%, in coherence with the statistical tradition that  



62 P.L. Paolillo, M. Rossati, and M.A. Rudini 

 

provides for limiting the consideration of the function where the trend does not 
present linear characteristics. In such a way, a number of stable classes equal to eight 
are derived. Below one can examine the relations between classes (in order) and va-
riables (in abscissa), and the interpretation of the returned output is based on the sym-
bols (+) and (–), where positive implicates a direct correlation and negative an inverse 
correlation. 

 

 

 

 
 

Fig. 5. Objective curve 

 

Fig. 6. Profiles emerging from nonhierarchical analyses 

 
 
 
 

- PROFILES of the 8 STABLE CLASSES - 
 

---- - -  ~ ~  ++  ++++ Value of the 
ratio R 
 

--------------->|<----------->|<--------->|<--------->|<---------- 
 -1.00  -0.20  0.20  1.00  

CLASS NUM IMPORT A B C D E F G H I 
1 18 11.6 2.94 2.72 1.78 2.50 2.89 2.56 2.44 2.28 2.33 
   ++ ++++ ~~~ ++++ ++++ ++++ ++ ++ ++ 
2 38 24.5 3.00 1.03 3.00 0.76 1.18 1.03 2.05 2.11 1.03 
   ++ ---- ++++ -- -- -- ++ ~~~ -- 
3 20 12.9 1.35 1.65 1.00 1.45 1.35 1.10 2.45 2.15 1.10 
   ---- -- -- ~~~ -- -- ++ ++ -- 
4 26 16.8 2.69 1.88 1.12 1.73 1.77 1.23 1.12 2.00 1.04 
   ~~~ ~~~ -- ++ ~~~ -- -- ~~~ - - 
5 6 3.9 3.00 2.33 1.00 1.83 2.00 0.33 1.67 0.33 2.33 
   ++ ++ -- ++ ~~~ ---- ~~~ ---- ++ 
6 13 8.4 2.85 2.00 1.00 1.23 2.08 1.46 2.77 2.15 2.23 
   ++ ++ -- ~~~ ~~~ ~~~ ++ ++ ++ 
7 31 20.0 3.00 2.32 1.19 1.29 2.97 2.16 1.29 1.97 2.58 
   ++ ++ -- ~~~ ++++ ++ -- ~~~ ++++ 
8 3 1.9 2.67 2.00 1.67 0.00 0.00 0.00 0.00 0.00 0.00 
   ~~~ ++ ~~~ ---- ---- ---- ---- ---- ---- 
 155 100 2.71 1.86 1.65 1.39 1.94 1.46 1.85 1.98 1.63 

E
xp
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0.703 

Number of classes 0.307 

8 7 6 5 4 3 2
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In such a way, the public decision-maker is in the position to operate with greater 
incisiveness and awareness, minimizing the waste of precious agronomical soil and 
limiting decisions regarding urban transformation solely to those spatial areas where 
the values of agricultural resistivity are such that urban transformation would not 
cripple the quality of the agrarian enterprise. 

Simultaneously, the complexity of the in-depth analyses has allowed for the identi-
fication of those enterprises that operate actively and efficiently in agriculture, for 
optimal reception and for better investment of financial resources originating from the 
Common Agricultural Policy. 

The experiment undergone in this case presents itself in continuity with the use of 
geostatistical methods in the domain of Geographical Information System, dedicated 
to the interpretation of territorial phenomena not only at the level of landscape but 
also at an agronomical and urbanistic level, in light of a more encompassing recogni-
tion, a more effective description, and a more incisive interpretation of their reciproc-
al interdependence within the environmental “prism” complex. 
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Abstract. To solve the problem of  inconvenient and difficult knowledge 
acquisition owing to the rapid expansion of geographic information and 
knowledge on the Internet, with the geographic information service mode, 
there’s a brief introduction to the key technologies of active service system of 
geographic information used in data mining, information recommendation and 
information push, on this basis, it presents geographic information active 
service system, describes the active service function module and workflow, 
which lays the foundation for the Integration of geographic information system 
and the active service and solve the problem of information overload to some 
extent. 

Keywords: Active service, data mining, information recommendation, 
information push. 

1 Introduction 

1.1 Background 

The modern surveying and mapping geographic information technology, represented 
by geographic information systems, aerospace remote sensing technology and so on, 
penetrated into all aspects of national economy and social development, has becoming 
the basis means of sustainable development issues in China's population, resources, 
environment and disaster and other major social field after entering the twenty-first 
Century. In China's urban and rural planning, land management, environmental 
protection, disaster relief and national defense construction and other fields, it needs 
lots of basic geographic information and spatial data analysis service to support 
scientific decision. However, Internet is highly opened and the spatial information is 
updated lacking unified management, so how to quickly and accurately find the 
information needed becomes a big problem, this is the so-called "Rich Data Poor 
Information". 

                                                           
* Corresponding author. 
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Early, people use the search engine to obtain the required knowledge. However, 
this kind of search engine "pull" mode works like "looking for a needle in the ocean" 
with low efficiency, meanwhile, a large number of "information rubbish" makes 
people upset [1]. People hope to find a suitable method to get automatic acquisition, 
simple and refined information. The personalized service has become an important 
way to solve these problems. 

1.2 Analysis 

Long-term since, domestic and foreign scholars have been trying to explore and study 
personalized geographic information models and methods of active service. In 
response to the trends of user’ intelligent, personalized and integration application 
needs, academic institutions and enterprises increased the speed of research and the 
efforts of development, the Micorsoft.Net platform from Microsoft, Web Sphere from 
IBM and Sun One from Sun is developed to face these challenges, to provide users 
with better Internet service and support; UDDI (Universal Description, Discovery and 
Integration), WSDI (Web services Description Language), SOAP (Simple Objects 
Access Protocol), XML (Extensive Markup Language) and other protocols and 
standards continue to be developed to support this demand for Internet services. 

At present, there are still a variety of problems of domestic and foreign research in 
practice. Firstly, the existing services can’t be based on a fixed calculation module 
function expansion in the implementation level. Secondly, existing services can’t be 
aware of the changing needs of users and meet the needs of the user-oriented on-
demand "services" based on static deployment. 

These problems make geographic information active service can’t be personalized 
based on user requirements, it’s difficult to play a good role in the automatic learning, 
independent mining and updating information and obtain knowledge of active 
recommendation. To solve these problems, we need to change the application pattern 
of the current service that user can only use the existing services to enable them to 
select the appropriate feature set according to the specific needs, lead to the service 
mechanisms of active service discovery, customization, loading and using, to support 
new applications and services, on-demand creation, change the application pattern of 
the current service that user can only use the existing services. Also, it can help users 
obtain on-demand services and personalized service from the Internet whenever and 
wherever. The new application is the active service model. 

2 Geographic Information Active Service System 

2.1 The Concept of Active Service  

Active service is a new computing model, which works according to the user's 
demand to provide user service requirements of information and knowledge from 
search, mining the Internet or the local network. The principles of geographic  
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information active service system is studied by mining different users’ interest and 
valuable information from the huge information resources to meet the need of users. 
Its characteristics can be summarized as active information gathering and processing 
information, active mining knowledge, rule extraction, active dissemination of 
information, active demand forecasting, active human-computer interaction and 
actively adapt to the user [2]. Even they are same kinds of service, active service can 
also be personalized based on users requirements and characteristics, to customize 
service adapted to the requirements of users, which changes the Web service cannot 
be based on user needs and dynamic change.  

2.2 Key Technology for Active Services  

Research on geographic information active service mainly includes three aspects 
which are the active service model, service discovery and service customization. The 
service realization relies on the support of data mining, recommendation technology 
and information push technology. 

1) Data Mining Technology.  
Data mining is usually known as knowledge discovery in database [3], it extracts 

patterns which represents knowledge hidden in large databases, data warehouses or 
other information storage. At present, data mining is an important topic facing the 
mining complex types of data, including complex objects, spatial data, multimedia 
data, time series data, text data and Web data [4]. Its serves two purposes, one 
purpose is to use Web Mining to know the field of personalized data mining that users 
interested, and the other is to get the potential links hidden in spatial data. 

a) Web mining techniques 
Web mining is a technique combines traditional data mining techniques with the 

Web techniques, to extract useful patterns and hidden information from Web 
documents and Web activities [4]. Web Mining can be divided into three categories in 
accordance with the mining, Web content mining, Web usage mining and Web 
structure mining, which can be seen in Figure 1. 

 

Fig. 1. Web mining classification 

① Web content mining 
Web content mining is to summarize, classify, cluster, analysis associated the 

collection of a large number of documents on the Web "content", and forecast the  
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trend with Web documents, is the process of extracting knowledge from the Web 
document content or description. It can be divided into two parts, namely text mining 
and multimedia mining, which depends on the content of processing. 
②Web Usage Mining 
Web usage mining can help find the users’ interest from the Web page mode with 

Mining Web log record. The Web server usually store on the Web pages of each log 
entry (Weblog). The Weblog database provides a wealth of information about Web 
dynamic. As an important part of Web mining, Web log mining can bring users better 
analysis and understanding of the behavioral characteristics of users and find the 
agent and regular pattern hidden in users’ behavior, so it is important to study the 
complex Weblog excavation technology. It helps to build custom Web services for 
individual users by analyzing such Weblog files. 
③Web structure mining 
Mining the potential Web link structure of the model, Web structure mining 

excavates information and knowledge derived from the Web organizational structure 
and their relationship of the link. This idea comes from the citation analysis, which 
creates a Web link structure mode by analyzing the number of objects in a web page 
link. This mode can be used for web page classification, therefore we can get the 
information of similarity and related degree between the different pages and related 
information. Web structure mining is consisted of hyperlinks mining, structure mining 
and URL mining. 

In active service system, Web mining technology is mainly used to obtain users’ 
interest information. At present, there are mainly two methods to get users interest 
information, the explicit collection and implicit collection [5]. 

The explicit collection requires the user to directly select the information they are 
interested in, such as web pages. This collection can obtain users’ interest information 
directly, which needs users’ feedback. 

Implicit collection is an indirect form of information collection which is obtained 
from the analysis of user's Internet data rather than directly from the user's feedback. 

b) Spatial data mining technology 
Based on the data mining, the spatial data mining is combined with geographic 

information systems, remote sensing image processing, global positioning systems, 
pattern recognition, visualization and other relevant research fields. It’s also process 
to extract from the spatial database implied, the interest to the user space and non-
space model, common characteristics, rules and knowledge [6]. Knowledge of spatial 
data mining technology that can be tapped includes association rules, characteristic 
rules, classification rules, clustering rules, sequential patterns, integration of data and 
summarize, summarize the rules, trend analysis, variance analysis, pattern analysis. 

There are many ways used in Data mining techniques, such as statistical analysis 
methods, genetic algorithms, rough sets, decision trees, artificial neural networks, 
fuzzy logic, rule induction, cluster analysis and pattern recognition, nearest neighbor 
techniques, visualization technology [7]. Spatial information representing 
approximately 80% of the total amount information of Digital Earth, so spatial data 
mining is an effective tool to converted information into useful knowledge. As a 
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result, it plays a very important role in the massive spatial data processing and has a 
broad application prospects. 

2) Active recommend Technology. 
The active recommendation technology is produced to meet the development of 

electronic commerce and information overload of network. Now the recommendation 
technologies are consist of recommendation based on content, collaborative filtering 
recommendation, recommendation based on association rules, recommendation based 
on utility, recommendation based on knowledge [8]. Among them, the collaborative 
filtering recommendation technology is one of the most successful recommendation 
technology [8]. 

The concept of collaborative filtering was first proposed by Goldberg, Nicols, of 
Oki and Terry in 1992 [9]. The principle uses history of the user's preference 
information to calculate the distance between them and then predicts the target users’ 
preferences with the weighted evaluation value of geographic information assessment 
of nearest neighbor target user's, system recommended information to the target users 
by the preferences of high and low degree. Collaborative filtering recommendation 
technologies have mainly two types of algorithms, user-based collaborative filtering 
recommendation algorithm [10] and project-based collaborative filtering 
recommendation algorithm [11]. The former one is usually played in the nearest 
neighbor technology looking for a neighbor user, and the latter one in the project 
point of view, looking for certain items with the item. 

3) Active pushing technology 
As a new technology on the Internet, information active push service serves 

through regular transmission of information that users needed by certain technical 
standards or protocols. It can send the most up-to-date information categorized 
information based on the needs of users, which substantially increases the efficiency 
of the Internet information using [11]. 

Typically, the basic process of the active service technology begins by mining the 
users’ needs, then searching the thematic information targeted online, and last 
regularly pushing information to the users [12]. 

3 The Framework of the System and Process Design 

3.1 Footnotes 

Be built on top of the Internet service technical specifications, active service provide 
service user-oriented in a certain function within the framework by searching and 
mining on the Internet. The function modules of Geographic Information active 
service system include data preprocessing module, data mining module, information 
recommendation module and push information module. The data mining module is 
divided into user interest mining module and spatial data mining module, which is 
shown in Figure 2. 
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Fig. 2. The function module of geographic Information active service system 

3.2 System Workflow 

To achieve active service, the workflow is shown in Figure 3, the specific process is 
as follows. 

 

Fig. 3. The workflow of geographic Information active service system 

1) Data preprocessing 
Presence of incomplete, noisy and inconsistent spatial data is a common feature of 

most geographic information database. Therefore, in the implementation of the data 
mining algorithms need to preprocess the data. The data preprocessing mainly 
includes the following aspects. Firstly, it is data cleaning whose purpose is to remove 
noise or inconsistent data. Secondly, it is data integration which synthesizes the data 
in different data sources, including data integrity and consistency checks and noise 
filtering of data and incomplete information to fill, and so on. Then, it is data 
selection, to selectively extract related data according to the mining task from a 
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synthetic database. Data selection is intended to narrow the scope of the treatment and 
improve the quality of data mining. 

2) Data Mining 
Data mining is used for user interest and spatial data mining. Mining user interest 

is in order to provide users with better personalized geographic information services, 
spatial data mining is to improve the utilization of the data and update the data real-
time. 

a) Web mining user interest 
Explicit way of collecting information can timely, accurate, but it requires a user to 

actively cooperation. Implicit method is obtained through the analysis of historical 
data on the user's access, which avoids the timely feedback problems from users. 
However, implicit collection must be built on a large number of data. So the 
geographic information active service system combines the explicit and implicit 
collection to excavate users’ information of their interest. 

b) Spatial information data mining 
The process of spatial information data mining generally consists of 3 main stages 

[13], which is data preparation, mining operations, expression and interpretation of 
results. Firstly, system selects data mining algorithms on the data after preprocessing, 
the corresponding results (rules), and then analyzes the obtained results dialectically 
in forecasting or forecasting modeling work. To provide decision support, the stage of 
presentation and interpretation of results makes modeling results easily accepted by 
the users. 

c) Active recommendation information 
Before the active push, it’s needed to classify the results according to different 

needs and interests of the users. This is the reasons why we need active 
recommendation. Recommendation algorithm is the most critical part, which 
determines the recommendation system [14]. 

Collaborative filtering techniques are based on the following assumptions [15] that 
user A interested in similar information of interest to the user B that user A is 
interested in. Its specific implementation process is as follows. 

Firstly, system gets users’ interest information and then extracts the interest model 
according to these information. 

Secondly, system uses the similarity calculation method or statistical techniques to 
search for the category of users or information of nearest neighbors by analyzing and 
finding the characteristic pattern between the user and the information. 

Thirdly, system timely outputs the recommendation list according to the current 
user's access or stage.  

3) Information active push  
The technology of active push information can provide users the knowledge of 

geographic information collected through mining and information recommendation 
technology treatment according to the user's interest. At present, information active 
push service implementations are mainly news, agent and channel three ways. 

a) Web push media 
In addition to select PC, internet Information active push can also compress the 

information and use SMS, micro blogging, mail pushed to provide the appropriate 
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geographic information services according to different environments and different 
subscription crowd. 

b) Push feedback 
The system will provide push results tracking function to guarantee the reliable 

information push and provide feedback to inform the failure of pushing information if 
the network is abnormal. At the same time, pretreatment is indispensable in the 
information push to reduce the probability of transmission failure, to improve the 
users’ satisfaction accordingly with the system. 

4 Summary and Outlook 

This article proposes a new paradigm called Active Service of Geographic 
Information that aims to significantly enhance the customizability and reusability of 
Internet services. It presents a comprehensive framework and the associated 
technologies to realize the paradigm, which lays the foundation for the Integration of 
geographic information system and the active service. The ideas proposed are not 
only forward-looking but also deeply grounded in real world, and has great 
application prospects in the timeliness requirements (such as military, disaster 
prevention, disaster relief, etc.) real-time system.  

It can be predicted, active service system will not only promote the development of 
space science, computer science, and will enhance human understanding of the world, 
the ability to find knowledge, in order to better transform the world, the service of 
human society. 
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Abstract. A study of forecasting the dynamic change of regional land resources 
will reveal the characteristics and laws of the land use structure. Three periods 
of TM images of XiuHe basin in year 1990, 2000 and 2010 were used as data 
source, and a united model of markov and Kalman method，which called 
Markov-Kalman filter model, was applied to simulation the dynamic changes of 
land use in the study area. When land use predictions were gotten based on 
Markov model, a measurement value with error from the TM images was 
utilized to calibrate the forecast result in Kalman filter model, and the optimal 
estimate as accurately as possible to the real value was gotten, and quantitative 
forecasts and analysis of land change were acquired. The experiment results 
show that the method can effectively improve the forecast precision, and 
analysis of the forecast results will help the government realize the future 
evolution trend of land use structure in XiuHe basin.  

Keywords: Land use, Markov model, Kalman filter, Dynamic simulation. 

1 Introduction 

Land use/Land Cover Change (LUCC) is one of the important cause for today's global 
environment Change, the typical area of case study is the necessary way to meet 
global environmental Change, also is the key to the regional sustainable development 
research [1]. Study on land use/land cover change in ecological fragile region, and 
understanding the region ecological environment change trend, can help people to 
reveal the nature and humanities factors that affect on sustainable development of 
land use, and provide the basis for government to make scientific decisions[2]. 
Markov model has been presented in simulation of land use/land cover changes for a 
long period and achieved outstanding effect[3][4][5][6] , But Markov model assumes 
that the transition probability matrix stays the same, namely in the forecast period, 
land use structure must be stable. However, the stability of the land use structure will 
be affected inevitably by the factors of social, economic, and ecological systems. As a 
result, the predictions of land use from Markov model always contain all kinds of 
error, including random error, systemic error, or the integrated error. If some 
                                                           
* Corresponding author.  
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measurements can be available in the periods, the forecasts from Markov model may 
be calibrated by some means. Kalman filter method is a kind of linear unbiased 
minimum variance estimation, and can be used for any linear random system. 
Applying the method, the model error and measurement error can be processed , and 
the optimal estimation of system state variables will be acquired[7]. 

In this paper, TM remote sensing images in XiuHe basin in 1990, 2000 and 2010 
were used as data sources, when the average transition probability matrix with the 
step of 10 years is available through the raw data, the Markov model is presented to 
forecast the land use changes in the study area. During the course, measurements from 
the TM images in 2000,2010 were introduced to calibrated the forecasted results via 
Kalman filter method, and the optimal estimates as accurate as  possible to real value 
was obtained as the expected value, and land use patterns of the XiuHe basin in the 
next 30 years were predicted. 

2 Study Area and Data Source 

2.1 Study Area 

XiuHe, also known as xiushui, is one of the five major rivers in JiangXi province, 
located between 113°55’E～ 116°01’E and 28°40’N～ 29°30’N. XiuHe basin is 
surrounded by high mountains in north, west and south. The whole basin includes 
seven counties, such as XiuShui, WuNing, YongXiu, TongGu, JingAn and AnYi. The 
area is about 14700 km2, and there is nearly 2 million people live there[8]. 
There are many mountains and rivers in XiuHe basin and the terrain is complex, 
Mountain accounts for 15%, hilly accounts for 15%, and the terrace plain accounts for 
37%. The river valley climate belongs to the southeast Asia monsoon region, the 
average temperature is 17°C, frost-free period is about 260~280 days, annual average 
rainfall is 1604 mm, it is suitable for plant growth. 

Hydraulic engineering in XiuHe basin has been repaired by the government after 
1950s, and water resources are plentiful. Total effective irrigation area is about 
1100km2 , and the security area is more than 900 km2. 

There are rich plant species, intricate fauna components and various vegetation 
types in the XiuHe basin. The wetland of XiuHe basin is richer in plant fauna in 
JiangXi province and it has great scientific research value and protective value[9]. 

2.2 Data Source and Data Processing 

In this paper, TM images in XiuHe basin in 1990, 2000 and 2010 were used as 
primary data source, supplemented 1:10 0000 topographic maps of the region。The 
TM images were preprocessed in ERDAS IMAGINE 9.2 software operating platform. 
On the basis of land use classification system promulgated in 1984 by the 
government, using the TM imagines as the base map, and considering the land 
utilization condition of XiuHe, three periods Land use map were obtained as data 
source in the following experiments. 
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In the course of image preprocessing in ERDAS software, works of geometric 
correction and image registration of TM images was proceed on the basis of the l: 
100000 topographic map in XiuHe basin. Then image Mosaic was accomplished 
based on geographical coordinates, and according to vector data of XiuHe basin's 
boundary, graphics clipping was carried on. When all works of TM images 
preprocessing completed, band 4, 3 and 2 of TM images were used to composite 
false-color images, and image was enhanced, and the images was used as the base 
map for supervised classification; Different types of land were extracted also by using 
ERDAS software, supervised classification was used in which maximum likelihood 
classifiers was run on the TM images. When the classification course finished, post-
processing was carried out. According to the relevant data of XiuHe basin, further 
work of artificial visual interpretation was proceeded to modify the classification 
results for a higher interpretation accuracy. Final six types of land use were 
determined, i.e. cultivated land ,forest land, grass land, construction land, water area  
and unused land, then land use maps in 1990,2000,2010 were generated(Fig. 1). 
 

 
(a) land use map in year 1990               (b) land use map in year 2000 

 

 
(c) land use map in year 2010 

Fig. 1. Land use maps in study area in1990,2000,2010 

According to the land use maps, development of the region in recent years and the 
trend of land use change was revealed. Calculation of the area in square kilometers of 
the resulting land cover types for each study year was done and subsequently 
comparing the results as show in Table 1. The figures presented in Table 1 represents 
grass land, construction land and water area have been increasing, cultivated land and 
forest land have been decreasing respectively.  It can be noted that construction land 
and grass land have been increasing 47.9% and 9.1% respectively from 1990 to 2000, 
unused land has been decreasing 62.9%, it implied that development of unused land 
was quickly in study area. During 1990-2010, construction land and water area has 
been keep up increasing, at the same time, cultivated land and forest land has been 
decreasing slowly, and unused land has been remained stable. During1990 and 2010, 
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unused land and cultivated land has been decreased quickest, the former decreased 
62.9% and the latter decreased 7.6%. It suggests that the protection of cultivated land 
in XiuHe basin has been insufficient and exploitation progress of unused land has 
been rapidly. 

Table 1. Area in Land use for years 1990, 2000, 2010（unit: km2） 

Land use categories  1990 2000 2010 
Cultivated land 3318.435 3285.765 3247.164 
Forest land 8715.015 8856.247 8609.117 
Grass land 1413.630 1542.668 1552.415 
Construction land 76.747 113.513 300.863 
Water area 393.975 396.360 485.610 
Unused land 441.495 164.745 164.128 
Total 14359.297 14359.297 14359.297 

3 Methodology 

In this paper, a Markov-Kalman filter model was introduced to simulate the changes 
of land use in XiuHe basin. First Land use data in several periods was used as 
reference data, and transition probability matrix and the area of each type land was 
computed via Arcgis 9.2. Base on the land use data at interval ti, Markov model is 
presented to obtain the prediction area in the next interval ti+1, the measurement at ti+1 
from the land use map was used to calibrate the prediction value in a Kalman filter 
course to obtain an optimal estimator, which would be a substitution of real value. 

3.1 Markov Model 

Markov chain models are particularly useful to geographers concerned with problems 
of movement, both in terms of movement from one location to another and in terms of 
movement from one "state" to another. "State", in this context, may refer to the size 
class of a town, to income classes, to type of agricultural productivity, to land use, or to 
some other variable[10]. To model a process of land-cover change by a Markov chain, 
the land-cover distribution at t2 is calculated from the initial land use/cover distribution 
at t1 by means of a transition matrix. The Markov chain can be expressed as: 

Xt+1=f(Xt)                                    (1) 
Where, Xt and Xt+1 denoted the condition of land use at time t+1 and t respectively. 
Markov model applied to the field of land use change could be described as 

follows[11]: 
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Where nt is a column vector, whose elements are the fraction of land area in each 

of m states at time t, and P is an m×m matrix, whose elements, pij, incorporate the 

birth, death, and change rates of each state during the time interval (or ‘time-step’) 
from t to t +1,i, j=l,2…m; the sum of column vector is 1: 

1

1
n

i j
i

P
=

= ,  i,j＝1,2, …m.                         (4) 

3.2 Markov-Kalman Filter Model  

Kalman filter method runs by taking the minimum mean square error (mse) as the 
best estimate criterion, using the state space model of signal and noise, and utilizing 
the estimates of the moment and the observation value of the moment before to 
update the estimate of the variables. The algorithm will get an estimate satisfied the 
minimum mean square error for signals based on the system equation and observation 
equation[12].  

The realization process of Kalman filter is as follows: 
Step 1: Getting the estimation of land use structure at time k. The equation is as 

follows: 
             X(k) = A~X(k-1) + Bu(k)+ W(k)                         (5) 

Where X(k) is the state of land use at time k by using the state at time k-1,A is the 
transition probability matrix of land use, ~X(k-1) is the optimal value of the system at 
time k-1, and A~X(k-1) reflects the prediction process of Markov model, u(k) is the 
control value at time k. If land use change is assumed as a natural process, and there is 
no human factors during the course, namely no control value, hence u(k)=0;W(k) is 
process noise, the process is a Gaussian white noise for linear stochastic differential 
systems. 

Step 2: Calculating the error related matrix P, estimating the accuracy of 
measurement. 

              P(k-1) = A~P(k-1)A’+ Q                            (6) 
Where, P(k-1) is the covariance of X(k-1),~P(k-1) is the covariance of ~X(k-1), 

A’is the transposed matrix of A, Q is the transposed matrix of W(k), it can also be 
considered as the system noise variance. System noise variance can be computed by 
considering all kinds of error in the process of land use change. 

Step 3: Computing Kalman Gain Kg(k) .  
Kg(k)= P(k-1) H’/ (H P(k-1) H’+ R                    (7) 

Where, H can be assigned to 1 because the measurement value of land use is from 
TM images, and it is corresponding to the types of land use directly. R is the noise 
covariance of the measurement, here to simplify the processing procedure, it can be 
treated as a constant matrix. Considering the system is a single input and single output 
course, R is turned into a 1 x1 matrix, that is, a constant. The formula as above can be 
simplified as follows: 

Kg(k)= P(k-1) / ( P(k-1) + R)                           (8) 
Step 4: Computing the error fed back from state variable of Land use. 

                e = Z(k) –H X(k)                                 (9) 
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Where Z (k) is the measurement with noise. The land use map was obtained 
through TM images, and some factors, such as sensor error, influence from the 
observation environment, cloud cover, geometric correction of image processing and 
classification accuracy, from satellite images will bring out error into the land use 
data, so the measurement was followed by error inevitably. Xk is the state value at 
time k, namely the predicted value. The equation above can be simplified as: 

e = Z(k) –X(k)                                  (10) 
Step 5: Update the state variables of land use 

~X(k)= X(k-1)+Kg(k) (Z(k)- X(k-))                       (11) 
Where ~X(k) is the optimal estimate value at time k. 
Step 6: Update the error correlation matrix P, in order to obtain the optimal value 

of land use at time k+1.  
               P(k)=(I-Kg(k))P(k-1)                            (12) 

Where I is an identity matrix, P(k) is covariance of X(k|k) at time k. 

4 Results and Discussion  

4.1 Analysis of Land Use Change in Study Area 

In the course of simulation of land use change in XiuHe basin, transition probability 
matrix was acquired by computing the average of transition probabilities ,step for 10 
years, from land use change data in the interval of 1990 to 2000, and the interval of 
2000 to 2010, based on the land use map in 1990, the change process of land use in 
study area was simulated, and the simulation value of land use was calibrated by the 
measurements in 2000 and 2010 via Kalman filter model, meanwhile the structure of 
land use in study area at the next thirty years was predicted. 

The Markov model was introduced to simulation the change course of land use in 
study area, and the transition probability matrix was the key for the model. Transition 
probability matrices at the interval 1990 to 2000 and 2000 to 2010 were calculated 
respectively, and then an average of transition probability matrices was computed 
(Table 2). 

Table 2. The average transfer probability matrix within 1990-2010(step for 10 years) 

Land use 
categories 

Cultivated 
land 

Forest 
land 

Grass 
land 

Construction 
land 

Water 
area 

Unused 
land 

Cultivated 
land 

0.4462 0.3340 0.1775 0.0114 0.0064 0.0245 

Forest land 0.1355 0.7313 0.1083 0.0033 0.0156 0.0060 
Grass land 0.2237 0.6046 0.1006 0.0155 0.0497 0.0059 
Construction 
land 

0.2354 0.1934 0.1031 0.3420 0.1048 0.0213 

Water area 0.0724 0.0789 0.0470 0.2803 0.5020 0.0194 
Unused land 0.3056 0.2470 0.1502 0.2281 0.0102 0.0589 
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Land use map in 1990 was used as base data nt, and the average transition 
probability matrix showed in table 2 was applied as pij, the prediction value of land 
type in 2000 and 2010 was computed by formula (2) above. The predicted results and 
error is reported in Table 3. 

Table 3. Predicted results and error in study area in 2000,2010 

     
Land use 
categories 

2000 2010 
Predicted area
（km2

） 
Error Predicted area

（km2
） 

Error 

Cultivated 
land 

3159.310 3.85% 3118.280 3.97% 

Forest land 8491.305 4.12% 8475.058 1.56% 
Grass land 1767.812 14.59% 1739.019 12.02% 
Construction 
land 

175.885 54.94% 366.021 21.66% 

Water area 437.771 10.45% 496.266 2.19% 
Unused land 177.214 7.57% 164.653 0.32% 

 
 
Error showed in table 3 is the deviation value compared with prediction and 

measurement. The error of construction land in 2000 is 54.94%, bigger than other 
land type, and remains bigger in 2010. The reason causing the phenomenon is that 
urbanization in study area has been speeded up between 2000 and 2010, and Land 
area of grass land and construction land has increasing so quickly that the speed 
surpassed the period of 1991-2000. The structure of land use in study has been 
changed, and the deviation between predicted value and measurement displayed 
larger.  

In view of the measurement was not very accurate because of some errors, hence 
errors showed in table 3 can't truthfully reflect the accuracy of prediction value of 
land type via Markov model. Now we presented the Kalman filter model to obtain the 
optimal estimate value of land type, which would be a substitute of desired value. 

Kalman filter model combined the predicted value from Markov model and 
measurement from land use map, utilized measurement to calibrate the predictions 
and an optimal estimate value was obtained. When next prediction course processed, 
the optimal estimate value was used.  

In our study by utilizing Kalman Filter model, we assume the initial deviation of 
predicted value of land use in 2000 is 10% of the predicted area of each land type, and 
the deviation of measurement is always 5%. To simplify the simulation course, we 
ignore the process noise, namely W(k) is 0. 

The Kalman gain, optimal estimate value, and deviation of optimal estimate value 
is showed in table 4. 
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Table 4. The output value of Kalman filter model 

 
 
 
Land use 
categories 

2000 2010 
Kg Optimal 

estimate 
area 
（km2

） 

deviation of 
optimal 
estimates 
（km2

） 

Kg Optimal 
estimate 
area 
（km2

） 

deviation 
of optimal 
estimates
（km2

） 
Cultivated 
land 

0.937 3207.651
  

110.397 0.771 3209.527
  

85.679 

Forest land 0.891 8605.857
  

286.636 0.769 8539.451
  

248.558 

Grass land 0.941 1641.354
  

52.184 0.770 1601.856
  

44.857 

Construction 
land 

0.938 281.335  3.834 0.516 327.859  10.800 

Water area 0.930 415.324  13.290 0.752 490.586  13.785 
Unused land 0.935 171.542 5.555 0.770 164.447 4.753 

 
Precision of prediction in Markov model and Markov-Kalman filter model were 

analyzed by comparing the predicted value with measurement value in 2010(Table 5).  

Table 5. Comparison of results in Markov model and Markov-Kalman filter model 

 
 
 
Land use 

categories 

2010 

Predicted area 
in Markov 
model (km2

) 

Compared 
with 
measurements 

Predicted area in 
Markov-Kalman 
filter model 
（km2

） 

Compared 
with 
measurements  

Cultivated 
land 

3118.280
  

3.97%
  

3190.174
  

1.76%
  

Forest land 8475.058 1.56% 8502.340
  

1.24% 

Grass land 1739.019 12.02% 1632.081
  

5.13% 

Construction 
land 

366.021
  

21.66%
  

345.312
  

14.77%
  

Water area 496.266 2.19% 493.761
  

1.68% 

Unused land 164.653 0.32% 164.630 0.31% 
 

We predicted the land use in 2020, 2030 and 2040 based on the optimal estimate 
value in 2010 with the Markov model to validate its applicability in the study area, 
and transfer probability matrix in Table 2 was utilized. The forecasting period was 30 
years. The result is showed in Table 6. 
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Table 6. The output value of Kalman filter model 

Land use 
categories 

Predicted area in 
2020(km2) 

Predicted area in 
2030(km2) 

Predicted area in 
2040(km2) 

Cultivated land 3110.473  3095.117  3090.439  
Forest land 8428.098  8407.120 8387.144  
Grass land 1737.220 1727.575  1725.075  
Construction land 376.747 401.344  415.392  
Water area 515.680 537.768  550.521  
Unused land 165.508 164.802 165.154 
 
In order to understanding the trend of land use change clearly, the statistics of area 

ratio of each land type from 1990 to 2040 was showed in Fig.2. 

 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

1990 2000 2010 2020 2030 2040

Year

P
e
r
c
e
n
t
 
o
f
 
t
h
e
 
t
o
t
a
l
 
a
r
e
a

Cultivated land

Forest land

Grass land

Construction land

Water area

Unused land

 

Fig. 2. Land use change trends within 1990-2040 

4.2 Results 

From Table 4, precision of predicted value in Markov-Kalman filter model is 
universal higher than in Markov model, which implies the method of forecasting land 
use change using Markov-Kalman filter model is feasible. 

According to Table 6 and Fig.2, cultivated land, forestland and grassland were still 
the main landscape categories in the study area, covering more than 93% of the total 
area in next 30 years (Table 6). Forest was the largest land cover type, but it will be 
decreasing from 60.6% of the total area in 2010 to 58.5% in 2040.On average, 109.29 
km2 forest will be lost per 10 years from 2010 to 2040 due to deforestation. Cultivated 
land will continue decreasing, declining by 153.73 km2, from 2010 to 2040. The area 
of Construction land will increase steadily throughout next 30 years, the growth is 
0.5% from 2010 to 2030 increased 12.61% from 1974 to 2000. The water area will 
also increase slowly throughout the study period, while the area of unused land will 
remain relatively stable. 
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The proportion of construction land continues to rise means the industrialization 
and urbanization in XiuHe basin will be accelerated. The destruction of the forest 
caused by industrialization, urbanization and people's production activities has 
become increasingly serious in study area. The area of unused land decreased 
dramatically from 1990 to 2010, which shows that utilization of the unused land 
previously was efficient, but with fewer unused land, People will have to the face 
with the shortage of land.  

5 Summary 

This paper presented a Markov-Kalman filter model to improve the precision of 
forecasting of land use in XiuHe basin. Error of measurement value from land use 
map was considered in this method. When predicted value from Markov model was 
obtained, the measurement value with error was used to calibrate the predicted value 
in Kalman filter, then an optimal estimate value would be acquired, and the next 
prediction continued based on the optimal estimate value. The results from Markov-
Kalman model revealed that the method could improve the precision of predicted 
value. Based on the optimal estimate value in 2010, The prediction of land use in 
2020,2030 and 2040 was simulated, but the measurements in 2020,2030 and 2040 
couldn’t be gotten, and those predictions weren’t calibrated in Kalman filter.  

Results from the study in XiuHe basin indicates that the forest area and cultivated 
land will remain decreasing, construction land will increase rapidly, water area will 
have a slight increase and unused area decrease quickly from 1990 to 2010 and will 
be stable in next 30 years. With regional population growth, economic development 
and urbanization process accelerated, forest land continues decreasing and utilization 
of unused land is speeded up, which will causes forest deterioration and the shortage 
of cultivated land. The time period looked at here is too short to adequately reflect the 
long-term effects of such changes in XiuHe basin. 
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Abstract. A city is the symbol of human beings civilization. A sudden natural 
disaster may let this thousand-of-years civilization be destroyed in a minute, so 
the post-disaster reconstruction is an inevitable task of human encounter. Based 
on the dynamic mechanism for urban reconstruction and the features of city 
renewal, we presented the principle and technical procedures for constructing 
an extended cellular automata (CA) reconstruction model, used the model to 
simulate and analyze the extended urban post-disaster reconstruction of Great 
Tangshan, and made a comparison with the city’s status and overall planning 
results. The model considered the overall interacting relationship among spatial 
elements affecting cellular transition rules. These elements include policy and 
planning, cellular desire (demand), population, degree of destruction and so on. 
The simulation results show that the CA model can predict the direction of 
urban development and reconstruction, and provide theoretical basis for 
authorities to effectively make the land management rules and policies in urban 
post-disaster reconstruction.  

Keywords: Model, Cellular Automata, Urban post-disaster, Reconstruction, 
Land use, Urban planning. 

1 Introduction 

A city is the symbol of human beings civilization, and also the center of the 
production, accumulation and dissemination of material and spiritual wealth. A 
sudden natural disaster may let this  thousand-of-years civilization be destroyed in a 
moment, For example, the horror Tangshan Earthquake on July 28, 1976, the 
Wenchuan earthquake on May 12, 2008, and Ya’an earthquake on April 20, 2013, and 
so on, caused huge damages to people's lives and fortunes. So the post-disaster 
reconstruction is an inevitable task that human has to carry out. 

The city’s evolution is impacted by the natural, social, economic, political and 
other factors and evolution behavior is highly complex. How to construct an urban 
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reconstruction model to describe, simulate and analyze the complex dynamic behavior 
during the course of the city's reconstruction and varying expansion after the disaster, 
is a fundamental issue of the studying urban rebuilding, and of great scientific and 
practical significance. Because the city is a complex grand system, many traditional 
urban models are lack of direct numerical simulation of dynamic city system. Cellular 
Automata (CA) is a “bottom-up” dynamic simulation modeling framework [1], and 
capable of modeling temporal-spatial evolution of the complex systems. For almost 
two decades, the cellular automaton (CA) has been proven to be a popular and 
sometimes effective modeling tool for studying the complex urban systems [2]. 

This paper is organized as follows: In Section 2, we described characteristics of 
urban reconstruction. In Section 3, we specified the study area; In Section 4, we 
presented the design of urban reconstruction model. In Section 5, we gave the model 
predictions, compared and analyzed the simulated results, and In Section 6, we drew 
the conclusions. 

2 Characteristics of Urban Reconstruction 

2.1 Dynamical Mechanism for Urban Reconstruction 

Urban rebuilding after the disaster is an interactive result between macro and micro 
factors such as natural, economic, policy- oriented, and other aspects, and the scale 
and pattern of reconstruction are closely associated with the defined inner functions of 
the city [3], therefore, understanding of the dynamic mechanism for rebuilding will 
help us to accurately master temporal-spatial discrepancy of urban reconstruction. 
Main factors influencing the urban post-disaster reconstruction included: 1) natural 
element such as topography, geomorphy, climate and geological conditions around a 
city; 2) traffic factors; 3) population growth; and 4) government's policy and planning 
control; 5) the rate of economic growth; 6) the extent of the damage after disaster. 

2.2 Mode of Urban Renewal 

The expanding mode of urban reconstruction is divided into the reconstruction of the 
original destroyed urban land and spreading boundary growth [4]. 

Reconstruction on the original destroyed land is often constrained by regional 
economic and natural conditions. Inside the city, some open land, grass or destroyed 
land gradually become urban land, making a sparse city become a dense city 
gradually, and also exhibiting randomly generated local urbanization in the outer 
urban. This process reflects the scale effect and the clustering effect of urban 
development. That is, when a regional urban development reaches a certain scale, 
there will appear a new urban unit (cell) within and around this region. 

A spreading boundary growth is one of the most common patterns of urban growth. 
Due to urban population growth, industrial and commercial developments, the 
demand for urban land use increases, and the city extends to the surrounding 
agricultural land. Urban spreading means growth of new urban cellular around the 
original city cellular, reflecting the urban agglomeration (clustering) effect of the 
development. 
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3 The Study Area 

3.1 An Overview of Area Selection  

The Tangshan earthquake of 1976 was one of the largest earthquakes in recent years, 
one of the top ten natural disasters during the 20th century. And the earthquake took 
place in the highly industrialized and urbanized region of Beijing, Tianjin and 
Tangshan, The magnitude of earthquake is high and the disaster is severe. The Great 
Tangshan earthquake caused serious damage and loss of life in this densely populated 
industrial area. More than 280 km of roads were severely damaged, 71 large and 
medium bridges, 160 small bridges and more than more than 1000 road culverts were 
collapsed and destroyed, the roadbed of trunk road to Tianjin, Beijing, north-east and 
the coast were collapsed or cracked, the traffic is basically cut off, East-West Rail 
way was cut off, Jing-Shen railway was paralyzed. 

3.2 Collection and Pre-processing of Data 

(1) Data Source  
The scale of our study is within the municipal area of Tangshan, whose area is 

725.16 square kilometers. Due to limited data sources, key data used for the models 
include: 

1) Raster (grid) data: TM images of land use Map (jpg format); 
2) Vector data: the topographic map (scale of 1:20,000) of the year 1976, urban 

land use map, urban plan (urban overall planning blueprint for 1976-2003). 
(2) Remote sensing image preprocessing  
Using American remote sensing image analysis software (Erdas 8.7) for image 

processing and analyzing, we extracted information through computer automatic 
interpretation combined with artificial interpretation. 

1) Geometric correction of remote sensing images;  
2) Band combinations and integration; 
3) Enhancement processing of remote sensing images. 
(3) Extracting the scale of urban land use  
1) Extraction from classified remote sensing image  
The land use category includes urban land use, rural land use and rivers. And then 

we transform the classified data into a GRID format, which is further converted into 
the SHP format, modify some land use codes incompatible with the actual land use in 
the ArcGIS, and then, convert the modified data back to the GRID format which is 
used as the input data of model. The land use category in Tangshan in 1993 is shown 
in figure 1(a).  

2) Extraction from land use status map  
Using land use data of 1993 and 2003, first we make a match (i.e., registration) of a 

remote sensing image with the land use map, and then vectorize the urban land area 
and rivers; the rest area belongs to the rural land, and finally converts the vectorised 
data into the GRID format. The status of the land use in Tangshan in 1993 is shown in 
figure 1(b). 
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(a)Tangshan land use type in 1993         (b) Tangshan land use map in 1993 

Fig. 1. Tangshan urban land use category (a) and land use map (b) in 1993 

According to the data of economic development and spatial variations of Tangshan 
City along with resolution of remote sensing image data, we choose the cellular grid 
size as 30m×30m. The whole area is 3,874 square kilometers, in which the urban 
construction area accounts for 187 square kilometers, constituting a cellular space of 
1143×846=96978. Classified statistical data are given in Table 1.  

Table 1. Tangshan urban land use statistics (unit: number of grids)  

Land use \ year   1976   1993   2003 

Urban land 832 2536 4677 
Rural land 89448 87918 86287 
The river water 6698 6524 6014 

 
(4) Acquisition of slope data 
Slope data are taken from Tangshan City 1:20,000 scaled topographic map in 1993. 

We converted a contour format map to SHP format, then conduct a 3D analysis in 
order to build a digital elevation model diagram in a TIN format, which is then 
converted to the GRID format for the slope analysis, and, finally generate the gradient 
layer, represented in percentage. 

(5) Acquisition of traffic layer 
Traffic layers are extracted from remote sensing image combined with land use 

map using Erdas and ArcGIS. We use a buffer representing the impacted range by 
roads to the city, with the buffer range of 120m for the main road, 60m for the 
secondary roads. We transform the layers into the GRID formatted file using a grid 
size of 30m×30m. 

(6) Acquisition of map layers from the restricted construction land and the planned 
construction land  

The restricted construction land belongs to the layer of macro-controlling factors. 
There are two ways for the data acquisition: 1) Water zones of remote sensing 
images; 2) The controlled construction land zone from town plan, such as some 
natural conservation areas, or large protected sites having special restrictions, scenic 
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areas, military sites, railway marshalling station and so on, which are not changed in 
the simulation. The same grid size of 30m×30m is used 

The planned construction land is taken from the coordinated/calibrated city plan, 
including short-term and long-term plans Using planning data of 1976, 1993, and 
2003 we get planning scale after registration and vectorization and convert it to the 
GRID formatted file. Again, the grid size is set to 30m×30m. 

(7) Acquisition of initial land damage degree 
The system divides damage degree into 5 levels, the lower the level, the smaller the 

damage. No damage is set as level 0. According to the statistical data of city damaged 
degree after disaster, we rate each cellular damaged degree, and finally change the 
dataset into a GRID format using the grid size of 30m×30m. Degree of damage is 
only effective in the initial phase of the simulation. When the damage degree of each 
cellular (grid) reaches the level 0, the implication of urban reconstruction is exactly 
the same as the one of urban development. 

4 Design of Urban Reconstruction CA Model  

4.1 Basic Cellular Automata (CA) Urban Model 

CA systems are originally designed to study self-replication in natural sciences, 
originally as computable systems in general and then in fields such as biology and 
physics [2]. The models proposed by Tobler (1979) can be described as follows: 

                          c ∆ F c ,                                (1) 

Where c  is the land use category such as urban and rural at the cell location x, y 
at time t, and c ∆  is the land use category at the same location in the future. The 
model  (equation 1) suggests an application of a typical CA system where land use 
depends on the land use of its neighbors in previous time, here x i and y j represent 
the cell neighbors of x and y called i and j respectively [2].  

The CA model has not simply remained as a new methodology. Linked to the 
complexity sciences, it has provided a much broader knowledge framework in which 
to understand urban systems in terms of interactions between their components, their 
spatial structure, and their temporal dynamics (Batty, 2005). 

4.2 Model Data and Parameters 

We extend basic CA model to include the geographical features. The goal of the 
extended CA model is logically to get the result on the urban land use conversion 
after reconstruction, through the use of CA dynamic evolution to simulate the urban 
renewal process. 

(1)Input data  
Initial data for the model to run is obtained by remote sensing images and statistics, 

and they are converted to the GRID format as the initial data for model running 
through the pre-processing and statistics. They are the source of various attribute 
values of cellular entity. 
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Initial data for the model running include: land use category, traffic, slope, non-
construction land, planned construction land, the population of cellular regions, and 
damage degree of cellular regions. 

(2) Model parameters  
We set the following parameters for the model: desire (demanding), planning 

factors, population, slope and degree of damage. By changing the combination of the 
above parameters and running the model, we get a combination of the most realistic 
parameters. 

1) Desire (demanding) parameter 
In the natural growth rules, the desire parameter is to determine the possibility that 

a randomly selected cellular converts into urban cellular. For example, when a 
residential area reaches a certain scale, there will appear a commercial area nearby. 
The phenomenon, complying with the law of urban development, is called natural 
growth, also called desire growth.  

Table 2. A table of evolutionary parameters that indicate the preference of various types of land 
to the nearby land unit use types 

The desire value 
Neighbor cellular of all types of land use 

Industrial 
land 

Commercial 
land 

Agricultural 
land 

River Street 
Planned 

land 

C
en

tr
al

 c
el

lu
la

r Industrial land 1 0.25 0.5 0.5 1 0.25 
Commercial land 0.25 1 0 0.75 1 0.25 
Agricultural land 0.5 0 1 0.75 0.5 0.25 

River 0.25 0.5 0.75 1 0.5 0.5 
Street 0.5 0.5 0.5 0.5 1 0.5 

Planned land 0.25 0.25 0.25 0.5 1 0.5 

 
2) Planning factors affecting growth parameter 
The planning factors that will impact the growth parameters determine the prior 

possibility of the cellular in the planned area becoming urban Cellular. The following 
are the factors table of various land use affected by the planning policy. It should be 
noted that the magnitude of the parameters values does not matter, only the 
comparison of them with other types of values matters 

Table 3. Planning parameters table of all types of land use  

Land use  
Industrial 

land 
Commercial 

land 
Agricultural 

land 
River Street 

Planned 
land 

Planning factor 1.3 1.7 1 1 1.25 2 

 
3) Slope parameter 

Slope parameter will affect all the growth rules. We choose 35° for the gradient 

threshold, and the construction with the slope above this value is prohibited. 
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4) Parameters of the urban population and the damage degree  
We set the lower bound of the population and upper bound of the damage to 

determine whether a cellular is capable of randomly generating another cellular. At 
start, the cellular with an excessive damage is considered as vacant land, and its 
neighbor cellular determines the outcome of its evolution. 

4.3 Construction of the Model 

(1) 5 steps to build a reconstruction CA model:  
1) Determine the elements for the CA reconstruction model: which include cellular 

space, cellular state, cellular neighbors and time interval (step); 
2) Analyze the data required for modeling the urban reconstruction which include 

seeds data and their attributes and macro controlling factors; 
3) Determine the running parameters of CA model;  
4) Set the transition rules for all kinds of cellular; 
5) Select developing environment and developing model to implement the 

modeling software, and continuously debug and modify the running parameters, to 
make the modeling closer to the actual results. 

(2) The composition of extended CA reconstruction model 
1) Cellular space  
The research area for the model is post-disaster urban and peri-urban regions, 

namely the cellular space. In this study, we define the size of each cellular space as 
30m×30m. 

2) Cellular state  
We divide the urban land use into industrial use, commercial use, agricultural use, 

rivers, streets, and planned construction use of six types, and cellular's state is set to { 
1,2,3,4,5,6 }. 

3) Selection of the neighborhood  
The model uses the extended Moore neighborhood configurations of cellular 

Space. Based on traffic and land destruction, we choose a radius of r=3, a total of 
((2×3+1)2-1) cellular neighbors and then check the traffic factors and damage degree 
of all cellular, using 0 for no-through traffic roads, 1 for the ordinary-through traffic 
roads and 2 or above for main traffic roads through. We choose the cellular with the 
traffic factor of 1 or above and the damage level of 3 less as the neighbor of the 
central cellular. 

4) Time step  
It is a little bit complicated to determine the time step for the extended CA 

reconstruction model. We choose the initial data as the base year data in the model. 
After a lot of repeated trials and comparisons, we choose 3 months as the best time 
step in the model. 

5) The transition rules of cellular  
The transition rules of extended CA reconstruction model include: natural growth, 

growth along the traffic network, growth on planning factors and growth on central  
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point–wise spread. All growth patterns are affected by the factors of population 
and land destruction. 

The city is a living system. The urban land units divided by certain rules are the 
cellular of urban life. A prerequisite for the continuation of urban living systems 
development is harmonious coexistence between the all living cellular, to ensure 
maximally meeting the desire of urban life cellular. The changes in desire of all types 
of cellular reflect the evolution of the land attributes during the reconstruction.  

Let us denote the cellular desire as: 

       Demand  = {Demand , , Demand , , ……Demand ,M }         (2) 

Where m stands for the total number of classified land use category, Demand , , Demand , , ……Demand ,M , respectively, represent the preference or need degree 
of type i cellular to type l~m of land use, whose value can be chosen as 0, 0.25, 0.5, 
0.75, or l, which respectively denotes, disgusting, dislike,, do-not-care, like and love 
etc., those emotional factors,. Therefore, the desire of the neighbor cellular to the 
central cellular is: 

      DemandA = (Demand , +Demand , + … Demand ,M  )/ M      (3) 

Integrating its own weighting model of macro and micro factors of the central 
cellular, the cellular evolution rules governed by the attributes are as follows  

                F: S = DemandA  * F (A , S , S , A )                (4) 

Where, t stands for time; i stands for cellular identity; S stands for cellular state; n 
stands for neighbor cellular; A stands for attributes.  

4.4 Design of Model Framework 

This model consists of three layers: 1) land use layer; 2) traffic layer; 3) the 
controlling factor layer. They are associated with each other through raster (grid) 
structure of the unified spatial resolution. The land use layer is at the core of the 
model, and is a CA model based on many types of land use. Interaction and dynamic 
change of different land use units create dynamic development of the city. The traffic 
layer is a layer of dynamic changes. The control factors layers are consisting of layers 
of spatial area with different attributes influence and control the behaviour of the 
above land use and traffic unit. Three layers are synchronized running in the unified 
time axis and, coupled with each other. 

Under the unified framework of three layers, the model incorporated the external 
macro geographical model into micro CA model, and significantly improved the 
actual applicability of the model 

According to the structure, the model can be denoted as:  

                         CA= {L, T, C}                                (5) 

Where, L stands for the layer of the land use category; T stands for the traffic layer; 
C stands for the controlling factors layer. It is shown as in figure 2 
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Fig. 2. The framework of CA urban reconstruction model 

All the factors, which influence the urban disaster rehabilitation, will be input to 
cellular entity, and appear as attributes of the cellular entity. We fully consider the 
impact of macro and micro factors onto urban disaster, including micro factors such 
as neighbor selection and transition rule determination, and macro ones such as 
population size, economy, culture, and destruction degree, and use AHP method to 
determine the impact weights of all factors. We continually debug and rectify the 
running parameters, with adjustment and optimization of results, to make the 
modeling results closer to the actual ones. 

4.5 Implementation of Modeling Software  

The Operating System used for model development and execution is Microsoft 
Windows XP; the developing tools are Arc-objects and VC 6. 

The procedure of the model application includes cellular initialization, data 
conversion, production of seeds, generation of controlling factors layers, specification 
of neighborhoods, and setup of status transition rules, determination of the model 
parameters, and simulation and analysis of the results of nine basic steps. 

1) Cellular initialization. According to the spatial pattern and geographic elements 
of the study area, we determine the size and shape of cellular, cellular space, and set 
up descriptive indices of the cellular status.  

2) The data conversion. Convert slope maps generated by maps and topographic 
maps after classification of remote sensing image, and other vector graphics into a 
grid format raster data.  

3) The generation of seed points. In the model, the seed point is the initial state of 
urban development, and the urban growth is based on seeds. Therefore, the 
distribution of seeds should truly reflect urban spatial pattern after disaster. 

4) Generation of control factor layers. Control factors are obtained through analysis 
of various data such as from general topography; land use, urban plans and so on. 

5) Specification of the neighbors to the central cellular. According to the region in 
study, the simulation system determines neighbor’s model for different geometric 
pattern and enables automatic search for the neighbors. 
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6) Creation of transition rules for the cellular state. The attribute value of cellular 
state is introduced into the CA model to determine the transition rules of the cellular 
state 

7) Determination and modification of the model parameters. We choose different 
periods of urban land use status as a reference and testing data to optimize and rectify 
parameters. All parameters are manually input in the simulation system. 

8) Simulation and output of model. Depending on the transition rules of cellular 
state, the modeling system calculates the next state of the cellular, and gives a 
visualized output according to its status values  

9) Analysis of the results. The accuracy of the simulation results is evaluated, and 
analysis of the predicted (simulated) results let us to obtain a general trend of the city 
post-reconstruction. 

4.6 Model Calibration 

There are two purposes for model calibration: one is to determine its optimal 
parameters, i.e., using historical data to verify the model results through repeated 
testing, and finally to obtain its best running parameters; The second is to map the 
system time to real time, for the use of planning and decisions making. We use the 
method of verifying historical data, i.e.,, take the historical data at two or more 
different times, use the data at the first time as the initial state of the model, and 
compare the modeling data with the data at other time. If they match, the model 
parameters at this time are saved as optional parameters and further simulation 
continues. 

The initial data are set to be those of 1976. The classified data for the land use map 
of 1993 and the TM remote sensing image of 2003 are used to verify the model 
simulation results. Using the future land use planning data as a control factors of 
urban development pace, the links are established between the simulating time and 
real time. 

5 Model Predictions and Results 

5.1 Simulation Process and Results 

The assumptions we made for modeling urban renewal include: 1) the urbanized land 
in the reconstruction will not change its land use type; 2) the planned construction 
land data is used as a control layer, and input into the model for simulation 

We use classified data of Tangshan land use of 1976 as initial simulation data, take 
1993 as the first simulation period, and 2003 as the second simulation period, and 
compare the simulated data of 1993 and 2003 with the corresponding real data, and 
then we approximately determine the rectification scheme of the model parameters 
through analyzing and comparing the results, and re-run the model. Both the slope 
layer and the restrained construction land use layer in control factors are taken as a 
static layer and will not vary in the simulation. 
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For a given combination of parameters, after repeated runs, comparisons and 
adjustments, a valid set of running parameters is found for the model, and then using 
this set of parameters, we modeled the forthcoming urban development, and obtained 
a predictive analysis of the urban renewal. Simulation results are shown in the table 4. 

Table 4. The table of Tangshan urban land use simulation results (number of grids) (base data 
of 1976)  

Land use 
\year  

1976   1993( modeled) 1993 (real) 2003 (modeled)  2003 (real) 

Urban land 832   2536   3239   4277   4989 
Rural land 89442   87918   83878   86687   82264 
Rivers 6698   6520   6312   6014   6431 

5.2 Analysis of the Results 

According to the analyzed and simulated data, we can see the basic features of 
Tangshan urban renewal.  

1) The industrial land use increased rapidly in the urban land.  
2) A large scale of residential land use occurred in the urban land use 
3) Tangshan city urban renewed very fast in the first decade, and then slowed 

down.  
4) In terms of the actually extended profile in the city, through comparison with the 

existing data, the model reproduced the major trends in Tangshan urban renewal in 
general. There is a little difference between the simulated results with real data for 
1993, but the difference for 2003 is larger in some region. The main reason is due to 
its protected state of the historical sites which belongs to the restricted construction 
zone in the model, so there is no change in the simulation result. There are two more 
reasons: One is the error in remote sensing image classification, another is the 
difficult handling of policy factors. As a whole, the model is able to deliver an 
acceptable and reasonable result. 

It should point out that the model simulation is not the accurate prediction of urban 
development; rather it reflects the possible trend of urban development in the 
reconstruction. In fact, urban development is a very complex process with a great deal 
of uncertainty and chaos. Although there exist certain rules, it is very hard, even 
impossible, to give an absolutely correct prediction. The merit of the model is to help 
the geographer or city planners better understand the characteristics of the urban 
development. 

6 Conclusions 

Based on the features of city extension and reconstruction, we presented the principle 
and technical procedure of constructing CA reconstruction model. And further we 
used the built model to simulate and analyze the extended reconstruction of Tangshan 
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urban land use, and made a comparison with the city’s status and overall planning 
results. Through this study, we can draw the following conclusions: 

1) In this paper we analyzed and summarized the dynamical mechanism for urban 
development, the model of urban reconstruction and expansion, and simulation of 
complex behavior of urban expansion. This laid a foundation for establishing the 
dynamic model of reconstruction and expansion of urban. 

2) Use of extended CA renewal model to simulate the variations in Tangshan urban 
land use could provide the basis for land use planning after the disaster, and help 
making the effective land management rules and policies. The simulation accuracy 
reached eighty percent and above, which showed the reasonability, and the 
applicability of the model. 

3) From the simulation results, the model cannot fully make the accurate 
predictions of the extended reconstruction of the city, but could approximately 
provide possibilities of urban expansion and reconstruction. There are three reasons 
for it: 1) the data quality and reliability; 2) the transition rules playing a crucial role in 
the simulated result; 3) very difficult to accurately predict the variation in a 
developing city because of the natures of its chaos, self-organization and 
uncertainties, as well as other typical factors within a complex urban systems, in spite 
of existence of some rules. 
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Abstract. It is significant to make a reasonable assessment of ecological risk to 
optimize the landscape pattern, establish the ecological risk alarm mechanisms, 
minimize the risk of ecological environment and maintain the ecological 
function in river basin. The study, based on the remote sensing data of 1987, 
2000 and 2010, the study chooses the typical arid inland river basin – the 
Shiyang river basin as the subject to analyze the temporal-spatial distribution 
pattern of the ecological risk by constructing the ecological risk index with the 
help of the spatial analysis function of GIS. The results show that: (1)The main 
landscape types of the river basin are the grassland and unused land,but the 
predominance of the arable land, woodland and grassland decrease little by 
little during the study periods while the predominance of water and construction 
land increase gradually. (2)At the early stage of the study periods, the main 
ecological risk grades are extremely low and high. With the time going, three 
ecological risk models, extremely low, low, and extremely high, coexist in the 
study area, which mean that the threatens of the ecosystem is increasing. (3)The 
tendency of environmental deterioration is clear, which embodies in the space 
that extremely low ecological risk areas shrink to upstream, the low ecological 
risk areas spread to the upper and middle stream and the extremely high 
ecological risk areas expand to the downstream.   

Keywords: landscape pattern, spatial analysis, transfer matrix, ecological risk 
index, Shiyang river basin. 

1 Introduction 

With the transformation of the environmental concept and management goals, the 
ecological risk assessment has become one of the hot issues of academic research 
both at home and abroad [1-3]. Regional ecological risk assessment is an important 
part of the ecological risk assessment, which is the description and evaluation of 
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likely damage of the ecosystem structure and function at regional scale [4]. River 
basin is a kind of complex natural geographical area, which is closely connected to 
certain areas of the integrated ecological system, provides a strong guarantee to 
biological survival and human activities [5]. With the continuous development of the 
society and the economy, natural and man-made risk source overlap within the basin, 
which make the watershed ecosystem suffer more and more from external stress [6]. 
Since the 1990’s, scholars try to apply the ecological damage index method, the 
landscape ecological risk assessment model and the relative risk evaluation model  
[7-11] etc. to evaluate the water environment ecological risk [12], watershed 
ecological risk [13] and watershed integrated ecological risk [14]. Among the relevant 
researches, few are based on the landscape pattern to assess the ecological risk in arid 
inland river basin of China. Hunsaker et al. [15] published an article to illustrate how 
to apply ecological risk assessment to the regional landscape scales in the early 
1990’s. Therefore, the article is based on the landscape structure and land use 
information, chooses the Shiyang river basin as the subject to analyze the ecological 
risk of the study area by using the landscape ecology and spatial statistics analysis 
method and constructing ecological risk index to reveal the spatial and temporal 
variation characteristics of watershed ecological risk. The purpose is to maintain the 
ecosystem function of the Shiyang river basin, guarantee the ecological security of the 
Hexi corridor and provide quantitative and theoretical support to the scientific 
management of the ecosystem. 

2 Study Areas 

The Shiyang river basin is one of the three continental river basins in the Hexi 
corridor with the area of about 41,600 square kilometers of which the east is the 
Wushao mountain ridge, the west is Hexi corridor and the north is Qilian mountain 
ridge. The longitude is between 101°22'~104°16'N, and the latitude is between 
36°29'~39°27'E, The terrain is higher in south and lower in north. The geomorphic 
unit can be divided into the Qilian Mountain, central plains corridor, low hilly land 
and desert. The water system of the Shiyang river basin originates in the Qilian 
Mountain and consists of eight rivers from west to east. The study area includes 
Wuwei city, Liangzhou district, Gulang County, Minqin County, Tianzhu County, 
Jinchuan district, Yongchang County and Su’nan County. 

3 Methods 

3.1 Data Sources and Processing 

Data sources come from “the data center of the national natural science fund 
committee in western China”, and the Landast TM images of 1987, 2000 and 2010. 
Referencing the current land use classification (GB/T21010-2007) and national 
remote sensing of land use/cover classification system and considering the 
characteristics of the Shiyang river basin, the land use types are divided into the 
farmland, woodland, grassland, construction land, water and unused land. 
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3.2 Risk Area 

In order to illustrate the ecological risk, the article divides the study area into 20 × 
20km risk area with the scope and workload in the study area in the consideration. 
The classified method is equally spaced sampling, which shape a total of 121 risk 
areas (Fig.1). 

 

Fig. 1. The ecological risk evaluation cell on simple map of Shiyang river basin 

3.3 Landscape Ecological Risk Index 

Proceeding from the structure of landscape ecological system, the landscape 
disturbance degree index, the fragile index and the loss degree index are used to build 
the integrated ecological risk index (ERI) in the study to the analysis of watershed 
landscape ecological risk grade and changes. The formula is: 
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weights of landscape fragmentation, landscape isolation and landscape dominance 
index respectively, and a + b + c = 1. The indices reflect the interference of landscape, 
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which represents the influence of the ecological environment. According to the 
analysis, we consider that fragmentation index is the most important one, followed by 
separation index and dominance index, and the three indicators assign to the value of 
0.5, 0.3 and 0.2 respectively, while to the unused land three indicators respectively 
assign to the value of 0.2, 0.3 and 0.5. in is the Number of patches ith landscape, iA is 
the area of ith landscape, A is the area of all the landscape, iQ is the sample number of 

ith pattern / total number of samples, iM is the number of ith patches / total number of 
patches. iL is the area of ith patches/ area of samples. 

Landscape fragile degrees ( iF ) represent the vulnerabilities of different internal 
structure of the ecological system, which can reflect the resistance ability of the 
external interference in different landscape types. When the resistance ability is 
smaller, the risk of the ecological system is greater. Reference to other studies [16], 
taking the actual situation of the study area into consideration and adopting Delphi to 
measure weights of the landscapes into six degrees from high to low, i.e. unused land, 
water, arable land, grassland, forest land, construction land. The fragile degrees ( iF ) 
are acquired in the process of normalization.  

3.4 Space Analysis Method 

The regional ecological risk index, as a kind of typical regionalized variables, can be 
analyzed by the geostatistics method to show the law of heterogeneity. The 
calculation formula is: 
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Where, ( )hγ  is the variation function, h is the step length, the matching of 

sampling space distance, ( )N h  is the interval distance of the sample logarithm, ( )iZ x  

and ( )iZ x h+ is the observed value of ecological risk index on the spatial location of 

ix  and ix h+ . 

4 Results Analysis 

4.1 Changes of Landscape Index  

From 1987 to 2010, great changes have taken place in the Shiyang river basin (Fig.2), 
the farmland, forestland and grassland area have reduced 2.46 ×104 hm2, 4.77×104 

hm2 and 12.73×104 hm2 respectively; Water and unused land area have increased by 
2.58×104 hm2 and 15.59×104hm2. From 2000 to 2010, construction land has increased 
by 1.56×104 hm2, accounting for 87.16% of the increment. Though the area is 
changing, the unused land and grassland, affected by the natural factors, are the main 
landscape types in the study area. Compared with other land types, the advantage is 
not obvious. 
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Fig. 2. Proportion of land use areas in the Shiyang river basin 

 

Fig. 3. Landscape disturbance degree index of Shiyang river basin 

Separation index of the cultivated land, forest land, and grassland is increasing, 
which shows that the distribution of regional landscape pattern is more and more 
dispersed, the randomly scattered distribution phenomenon is rising; dominance index 
has been decreasing continuously, which shows that landscape advantage reduce little 
by little; separation index of water, construction land is decreasing, the dominance 
index increases gradually, which shows that landscape type focuses on regional 
distribution more and more, and with the speeding up of the urbanization, the 
dominance of residential areas increases, at the same time, other green ecosystem 
function is declining. Unused area is increasing, which means that the fragmentation 
and isolation index decreases continuously, the dominance of unused land is 
increasing, which indicates that the centralized tendency of unused land has been 
increased and the ecological environment get worse. By overlying fragmentation, 
isolation and dominance index, the landscape disturbance index can get (Fig.3),among 
which watershed is very obvious and the index drops from 0.6259 down to 0.5607 
from 1987 to 2010. The Interference index of construction land is the largest, which is 
mainly caused by the higher fragmentation and isolation of construction land. 

From the viewpoint of time, there’s a little change in the landscape pattern  
indices from 1987 to 2000, but big changes happens in the phase of 2000 to 2010.  
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The cultivated land, forest land, grassland fragmentation and isolation index increase 
significantly, which indicates that the advancement of industrialization and 
urbanization, the phenomena of construction taking up land have become the 
important factors that affect the landscape pattern changes. 

4.2 Time and Space Analysis of the Ecological Risk 

According to the formula (1), the landscape ecological risk index (ERI) is calculated 
for each risk area: in 1987, the index value is between 0.1222 and 0.3499, in 2000 the 
value is between 0.1222 and 0.3471, and in 2010, the value is between 0.1255 and 
0.3789. According to the range of the value, the ecological risk can be divided into 
five grades by using natural break point method as well as with the help of ArcGIS,: 
If 0.12 ≤ERI ≤0.17, then the ecological risk grade is extremely low; and if 0.17 <ERI 
≤0.22, the ecological risk grade is low; and if 0.22<ERI ≤ 0.27, then the ecological 
risk grade is medium; and if 0.27 <ERI ≤0.32, then the ecological risk grade is high, 
or the ecological risk grade is extremely high. Using the spatial analysis methods of 
ArcGIS, the experimental half variant function value is calculated, which is based on 
the ecological risk area, and the spherical model is found to be the best by comparing 
with different models. We can get the ecological risk grades figure through kriging 
interpolation method, and the area is showing in the table 1.  

Table 1. The area of ecological risk grade (104hm2,%) 

ecological 
risk grade 

1987 2000 2010 changes 
of 1987-

2010 
area proportion area proportion area proportion 

extremely 
low 

124.88 30.77 124.66 30.72 92.99 22.91 -31.89 

low 62.35 15.37 64.39 15.87 91.65 22.58 29.30 
medium 81.61 20.12 64.64 15.93 60.93 15.02 -20.68 

high 132.02 32.53 144.21 35.54 96.60 23.81 -35.42 
extremely 

high 
4.93 1.21 7.89 1.94 63.62 15.68 58.69 

 

From 1987 to 2010, the high ecological risk area expands unceasingly, and the area 
increases by 58.69×104 hm2, an annual increase of 4.51×104 hm2, and the increase 
speed is 7.69%, the proportion of high ecological risk area rises from 1.21% in 1987 
to 15.68% in 2010. The low ecological risk area is decreasing from 124.88×104 hm2 
in 1987 to 92.99×104 hm2 in 2010, reduces by 31.89 ×104 hm2, the proportion reduces 
from 30.78% to 22.92%. Overall, the area change is different in the basin, in 1987 and 
2000, the main risk grades are extremely low and high, and the extremely high 
ecological risk area is small. In 2010, extremely low ecological risk area significantly 
reduces, but low ecological risk area largely increases; high ecological risk area 
reduces significantly, but the extremely high ecological risk area increases largely, 
extremely low, low and extremely high ecological risk coexist in the region. 
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The ecological risk area changes mainly concentrate in the phase of 2000 to 2010, 
from 1987 to 2000, the area of extremely high ecological risk only increases 2.96×104 

hm2, which increases 55.73×104 hm2 from 2000 to 2010, accounted for 95% of the 
total increments; All the phenomena show that the ecological environment in the 
Shiyang river basin changes greatly after 2000, which is mainly caused by the social 
economy development and the acceleration of urbanization, a large number of 
agricultural land, especially farmland are occupied by construction, water use in 
social and economic development crowd out that in natural ecology, ecological 
system balance is under strong interference. All these lead to the ecological 
environment becoming worse and worse and the chance of ecological risk is relatively 
high (Fig.4). 

 

  
Fig. 4. Ecological risk grade map of Shiyang river basin 

The spatial distributions of ecological risk show that: from southwest to northeast 
the grade is higher and higher, the ecological risk increases gradually, namely from 
the upstream to the downstream of the basin, the threaten to ecological environment 
becomes severe, which is mainly due to the widely distributed woodland and 
grassland in the upstream, a low ecological risk grade, a large number of unused land 
distributed in the downstream, and with little biomass, the food chain structure is 
simple, ecological system is fragile, which lead to the high ecological risk degree. 
With time going, extremely low ecological risk areas shrink to upstream, the low 
ecological risk areas spread to the upper and middle stream, and the extremely high 
ecological risk areas expand to the downstream, which indicate that with the growth 
and concentration of population in oasis, human activities have become frequent, 
which impact on ecological environment, impel the ecological risk degree increase. 

Overall, the Shiyang river basin is part of the continental temperate arid climate, 
with strong solar radiation, evaporation, less rainfall, but dry air, which is a large 
decisive factor to the fragile and sensitive ecological environment of the basin, and 
with relatively low carrying capacity of water resources. Since the 1980s, population 
increase rapidly in the river basin, so the demand for the cultivated land sharply 
increase, the soil and land resource are excessively exploited and utilized, human 
activities, as a superposition of external force on the natural factors, exacerbate the 
deterioration of ecological environment. 
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5 Conclusion and Discussion 

Based on the remote sensing image data, with the support of GIS technology, the 
ecological risk is evaluated in the Shiyang river basin, the conclusions are as follows: 

(1) The main landscape types of the basin are grassland and unused land, great 
changes have taken place in the study period, that is, the farmland, forestland and 
grassland area reduce, while the construction land, water and unused land area 
increase. 

(2) The dominance of the farmland, forestland and grassland gradually reduced 
while the water and construction land increase gradually, all the changes mainly occur 
in the phase of 2000 to 2010. 

(3) During 1987 and 2000, the ecological risk grade is given priority to extremely 
low and high, while in 2010, extremely low, low and high ecological risk coexist, the 
threaten to the ecological environment is gradually increasing. 

(4) On space, the extremely low ecological risk areas shrink to upstream, and the 
low ecological risk areas spread to the upper and middle stream, the extremely high 
ecological risk areas expand to the downstream; the ecological environment is 
obvious deteriorated. 

The adoption of the interference degree index, fragile degree index and loss degree 
index is to build the ecological risk index objectively and to reflect the status of 
ecological risk in the study area. Meanwhile, with the help of the geostatistics of 
ArcGIS, the spatial and temporal variations of ecological risk reveal in the river basin, 
which is in conformity with the condition of ecological environment of the basin. In a 
relatively short time scale, landscape pattern can reflect the human influence on the 
ecological environment, so it is feasible and reasonable to study the ecological risk 
change in the arid watershed scale from the perspective of the landscape pattern. We 
can optimize land use ways and provide the basis for the ecological construction 
through judgment and recognition of risk grades of different risk areas. 
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Abstract. The geologic spatial information modeling is an important research 
area in the 3D-GIS field. The paper adopts the spatial raster data to represent 
the geologic spatial information, and the form of the information is the serial 
slices of plan raster matrix along the altitude direction. The paper regards the 
vertical borehole data and the plan geologic map as the basic geographical 
information, and utilizes the gray GIS theory to build the probabilistic modeling 
for the geologic spatial information, and applies the inverse distance weighted 
method to predict the geologic information, and establishes the plan geological 
section grid matrix for different altitude according to the maximum probability. 
The experimental results show that the gray GIS modeling method adapts to the 
complex conditions, and can construct more reasonable geological model with 
more basic geographical information.  

Keywords: Geological Spatial Information, Borehole Data, Geologic Map, 
Gray GIS, Data Prediction. 

1 Introduction 

In the scientific research area of the 3D-GIS, the geological spatial information 
modeling is an important analysis technique combined with geoscience statistics, 
geological interpretation and spatial prediction[1]. Through the establishment of the 
geological spatial information model, the image of the geological formations can be 
demonstrated in front of the experts and the geological structure analysis can be more 
accurate and more intuitive. Currently, using various types of borehole data and 
geological maps for spatial information modeling is a research focus. Literature [2, 3] 
proposed to adopt an overall borehole data fitting method, and to characterize the 
geological spatial information by creation the DEM of different stratum interface. 
Literature [4, 5] proposed to generate customized geological section according to the 
geological information, and to establish the geological boundary representation model 
(B-Rep). Literature [6, 7, 8] proposed the use of borehole data to build 3D geological 
body directly through the geological solid model of the Tetrahedron Net (TEN), 
Triangular Prisms (TP), General Triangular Prisms (GTP), etc. Literature [9, 10] 
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proposed the introduction of virtual borehole to improve spatial data density, and to 
achieve the capabilities for complex 3D geological modeling and analysis. However, 
the above geological spatial information modeling methods are still insufficient: 
Firstly, in the borehole scarce regions and geological unit boundaries, modeling 
results and the actual distribution of the strata may be big difference and difficult to 
modify. Secondly, as the stratum is both randomness and structural, there is lack of 
effective evaluation of the accuracy of the geological spatial information generated by 
data processing.  

In this paper, a novel geological spatial information modeling method is proposed 
based on the gray GIS theory[11]: the paper characterizes the geological information by 
the spatial raster data, and quantifies the borehole data and geological maps as the 
basic geographic information, and uses the gray GIS theory to build probabilistic 
modeling of the geological attributes, and predicts the probability distributions by the 
gray information processing. Experiments show that the gray GIS modeling method 
adapt to the complex situation, and can effectively reflect the presumed accuracy of 
geological spatial information. 

2 The Gray GIS Model of the Geological Spatial Information  

2.1 The Basic Concept of the Gray GIS Model 

In the 3D geological space, assume that the geological information of the study area 
actually exists. Then according to the obtained knowledge of the geological 
information within the study area, the GIS model can be divided into three categories:  
(1) the black GIS model: There is no known geological information within the study 
area (as shown in Figure 1(a)). (2) The gray GIS model: The geological information 
in parts of the study area is known, and the other geological information is some  
of the inference and prediction (as shown in Figure 1(b)). (3) The white GIS model: 
all of the geological information within the study area is known (as shown in  
Figure 1(c)). 
 

 

Fig. 1. The basic concept of the black, gray and white GIS model 

Currently, widely used GIS is based on the white GIS model[11], and the gray GIS 
model is comparatively complex, and the basic concept of the gray GIS model is: For 
the 3D geological spatial entities, which the real world actually exists but not exactly  
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known, the model uses the non-deterministic way to describe the properties of 
geological information space, and dynamically corrects and updates the geological 
information to make the system close to the white GIS system. In this paper, the gray 
GIS model uses probabilistic description. 

2.2 The Spatial Information Representation of the Gray GIS Model 

The geological spatial information can be expressed as 3D-GIS spatial raster data. 
The raster data is the grid matrix sequence along the altitude direction, each of the 
plan grid Al×m matrix reflects the plan geological section information for a determined 
altitude. The X-axis direction coordinate sequence is (x1, x2, x3,…, xl), which 
spacing value is Δx. The Y-axis direction coordinate sequence is (y1, y2, y3,…, ym), 
which spacing is value Δy. The geological spatial information Q is a group grid 
matrix: Q={Az1, Az2, Az3,…, Azn}, where z1, z2, z3,…, zn is of n-pitch altitude 
sequence, which spacing value is Δz.  

 

 

Fig. 2. The spatial raster data representation of the geological spatial information  

The geological information can be divided into s class in accordance with the type 
of geological time. So the information matrix of the plan geological section Ak (k=z1, 
z2, z3,…, zn) is expressed as:  
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In formula (1), Pi,j,k = [P1
i,j,k, P

2
i,j,k, ..., P

s
i,j,k, P

N/A
i,j,k] is a probability vector, and Pt

i,j,k 

(t=1,2, ..., s) indicates the probability of the geological information for the t class  
geological type, PN/A

i,j,k represents a non-geological information (for example: above 
the terrain space). They satisfy the following formula: 

1PP...PP kj,i,
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2

kj,i,
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2.3 The Spatial Information Evaluation of the Gray GIS Model 

From formula (1) and (2) can be seen that the probability of geological spatial 
information can be divided into three categories: white information, gray information 
and black information. 

Define 1: If the geological information Pi,j,k = [P1
i,j,k, P

2
i,j,k, ..., P

s
i,j,k, P

N/A
i,j,k] exists 

Pt
i,j,k = 1, then the geological information Pi,j,k is called the white information (WINF). 
Define 2: If the geological information Pi,j,k = [P1

i,j,k, P
2
i,j,k, ..., P

s
i,j,k, P

N/A
i,j,k] does 

not exist Pt
i,j,k = 1, then the geological information Pi,j,k is called the gray information 

(GINF). 
Define 3: If the geological information Pi,j,k = [P1

i,j,k, P2
i,j,k, ..., Ps

i,j,k, PN/A
i,j,k] 

satisfies P1
i,j,k = P2

i,j,k = ... = Ps
i,j,k = PN/A

i,j,k = 1/(s+1), then the geological information 
Pi,j,k is called the black information (BINF). 

The WINF is known geological spatial information, such as: the borehole data and 
geological map within the the study area. The BINF is totally unknown geological 
spatial information. All possible geological type has the same probability. The GINF 
is part of the unknown, and between the BINF and the WINF. 

Characteristic 1: The WINF remains unchanged. 
Since the WINF is known geological information, the gray GIS will always keep it 

unchanged during the data prediction process. If the geological spatial information of 
the study area is all WINF, there is no need of data prediction. 

Characteristic 2: The WINF affects the GINF. 
Since the GINF is part of the unknown geological information, so as the study area 

increasing or changing the WINF, the GINF will also change. If the geological spatial 
information of the study area is all GINF, there is no way of data prediction. 

According to Characteristic 1 and Characteristic 2, the evaluation mechanism for 
the gray GIS is established based on information entropy, the evaluation index Ei,j,k of 
the geological information Pi,j,k is: 

)P/1log(P)P/1log(PE kj,i,
N/A

kj,i,
N/A

s

1t

kj,i,kj,i,kj,i, ×+×=
=

tt    (3) 

In the study area, the geological spatial information evaluation formula is: 
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3 The Borehole Data and the Geologic Map in the Gray GIS 

3.1 The Initial Geological Spatial Information 

Without considering the information of the borehole data and the geological map, the 
initial geological spatial information in the study area is completely unknowable. 
Then the initial geological spatial information Qini is full of the BINF, and for any 
geological information Pi,j,k there is: 
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Then, the initial geological spatial information Qini represents a completely black 
space. All possible geological types appear with equal probability in the data matrix. 
Using the formula (3) and (4), the initial geological spatial information’s evaluation 
value is: 
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3.2 The Geological Spatial Information Correction  

Since the vertical borehole data may reflect the local area underground geological 
information, so for each borehole B(XB,YB,ZB,HB) there has:                   
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In formula (7) and (8), the (XB,YB,ZB) is the borehole location, and the HB is the 
borehole depth. Then the geological information Pa,b,c, Pa,b,c+1,…, Pa,b,c+d are corrected 
into the WINF. 

Since the plan geological map may reflect the global geological information and 
elevation information, so for each location in the plan geological map M(XM,YM,ZM) 
there has: 
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cM1-c21 zZzzz ≥≥≥≥≥ ...   (10) 

In formula (9) and (10), the (XM,YM) is the map coordinates, and the ZM is the surface 
elevation. Then the geological information Pa,b,z1, Pa,b,z2,…Pa,b,c-2, Pa,b,c-1 are corrected 
into the WINF.  
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Through the geological spatial information correction with the borehole data and 
the geological map, the corrected geological spatial information’s evaluation value is: 

nml

snml

××
+−××=′ 1))log(N(

E WINF
Q  

 
(11) 

In formula (11), the NWINF is the number of the corrected geological information. 

4 The Data Prediction Method in the Gray GIS 

4.1 Define the Distance Formula 

Generally, the geological information has the correlated relationship in space. So the 
paper defines the distance formula from (i1,j1,k1) to (i2,j2,k2) about the geological 
spatial information of the t class geological type: 
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And the paper defines the distance formula from point (i,j,k) to borehole data 
B(XB,YB,ZB,HB) about the geological spatial information of the t class geological 
type: 
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4.2 The Inverse Distance Weighted Data Prediction 

The paper uses the inverse distance weighted method to predict the GINF in the 
geological space. Considering the borehole data, the prediction formula is: 
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Considering the geological map, when predicting the geological section of altitude 
Zk, only using small region information of the geological section of altitude Zk-1, the 
prediction formula is: 

Region1-kkj,i,1-kkj,i,kj,i, D)A,DIS(P)A,DIS(P/1)M,PRE(P ≤= tttttt   (15) 

In formula (15), At
k-1 is the information matrix of the probability of the  

t class geological type at altitude Zk-1, DRegin is the distance limitation for prediction. 
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Then combining the borehole data and the geological map, the final normalized 
prediction formula of the GINF is: 


=

=
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In formula (15), CB and CM are the coefficients for the prediction of the borehole data 
and the geological map, and the geological types will be determined according to the 
maximum probability. 

5 Experiments and Results 

In the experiments, the study area is a 10000m×10000m×200m geological space, and 
has the same surface elevation. According to the gray GIS modeling method, the 
study area is built into a 200×200×40 spatial raster data set (Δx=Δy=50m, Δz=5m). 
The study area has three classes of geological types, and the vertical borehole data 
and the plan geological map is shown in Table 1 and Fig. 3. 

Table 1. The information of the borehole data 

Borehole NO. XB YB TYPE 1 TYPE 2 TYPE 3 

1# Borehole 1000m 1000m - 0m-200m - 
2# Borehole 4000m 8000m 0m-200m - - 
3# Borehole 8000m 5000m - - 0m-200m 
4# Borehole 2000m 2500m 0m-75m 75m-200m - 
5# Borehole 6000m 5000m 0m-100m - 100m-200m 
6# Borehole 6200m 1000m 0m-25m - 25m-200m 
7# Borehole 7500m 9000m 0m-30m - 30m-200m 
8# Borehole 3000m 1500m 0m-50m 50m-200m - 
9# Borehole 9000m 1000m - - 0m-200m 
10# Borehole 5500m 1000m 0m-30m - 30m-200m 

 

 

Fig. 3. The information of the geological map 
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Using the proposed data prediction method, set DRegin=500m and CB=CM=0.5, the 
spatial raster data of the geological space can be constructed. The paper uses the VTK 
software[12] to volume-render the experimental results. 

Experiment 1: Prediction base on the 1#-5# borehole and the geological map.  
The predicted geological spatial information is shown in Fig. 4 (The geological 

body of TYPE 1 and TYPE 3), and the information’s evaluation value is 0.4650. 
 

 
Fig. 4. The volume rendered result of experiment 1 

Experiment 2: Prediction base on the 1#-7# borehole and the geological map.  
The predicted geological spatial information is shown in Fig. 5 (The geological 

body of TYPE 1 and TYPE 3), and the information’s evaluation value is 0.4521. 
 

 
Fig. 5. The volume rendered result of experiment 2 

Experiment 3: Prediction base on the 1#-10# borehole and the geological map.  
The predicted geological spatial information is shown in Fig. 6 (The geological 

body of TYPE 1 and TYPE 3), and the information’s evaluation value is 0.4448. 
 

 

Fig. 6. The volume rendered result of experiment 3 
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From the results of the experiments, it’s known that the proposed gray GIS model is 
practicable, and the prediction method can construct geological spatial information 
more reasonable when borehole data increasing. 

6 Conclusion 

In this paper, a gray GIS modeling, evaluation and prediction method is proposed, and 
the experimental results show that the geological spatial information can be more 
dependable using the proposed method when more WINF is given. But the proposed 
method depends very much on the distance between the WINF and the GINF, so the 
future work is to research a better data prediction method. 
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Study of Ecological Security Changes in Dongjiang 
Watershed Based on Remote Sensing 
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People’s Republic of China 

Abstract. In this paper, the ecological security (eco-security) of Dongjiang 
watershed in 1988, 1998 and 2007 has been evaluated and the eco-security in 
2016 was predicted. The Pressure-State-Response model was used to establish 
the eco-security index system. The temporal and spatial changes of the eco-
security from 1988 to 2007 were detected. At the same time, the eco-security in 
2016 was predicted temporally and spatially by using The Markov chain model 
and the Cellular Automata model (the CA_Markov model). The results show 
that the eco-security of Dongjiang watershed has obvious space differences. 
The innovation point is that the relative change rate and CA_Markov model 
were applied to the study of eco-security. 

Keywords: Ecological security, Relative change rate, Markov chain, Cellular 
Automata model. 

1 Introduction 

The eco-security has a profound impact on economy, society and environment. Up to 
now, many scholars put their attentions to the eco-security. Their research mainly 
concentrates on the narration of the ecological security problems [1], the discussion of 
the ecological security concept [2], the index and standard selection of the ecological 
security evaluation [3] and so on. In the applications, many studies aim at the regions, 
such as western China [4] [5], ecotone between agriculture and animal husbandry [6], 
arid area oasis [7], loess hilly region [8] and Tibetan plateau [9]. While there are few 
concerning the ecological security research on small watershed in southern China. On 
the time scale, many studies research on the current ecological security, few 
concentrate the comparative study of long time interval so as to reflect the dynamic 
changes. 

Based on remote sensing (RS) and geographical information system (GIS), the eco-
security of Dongjiang watershed in 1988, 1998 and 2007 has been evaluated and the 
temporal and spatial changes were analyzed. At the same time, the change matrix was 
built to obtain the changing quantity and rate of each level. The eco-security in 2016 
was predicted temporally and spatially by using the CA_Markov model.  
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2 Study Area 

The area of this study is Dongjiang watershed (Fig.1), which located from 113°29´E 
to 115°41´E,22°23´N to 24°47´N. The area of Dongjiang watershed is 35340 km2, 
among it, 90% in Guangdong province. It has the typical subtropical monsoon humid 
climate, average annual temperature 20℃-22℃, and the precipitation is 1500mm-
2400mm.With the rapid economic development in the recent 20 years, ecosystems 
have been destroyed.  

TM images of 1988, 1998 and 2007 were acquired for the study respectively.  
Moreover, the data of DEM, water quality assessment, statistical yearbook and 
meteorological record etc. were also been collected. 

 

 

Fig. 1. The location of the study area 

3 Research Method 

The index system (Table 1) was established including three first-class indicators and 
eighteen second-class indicators by the Pressure-State-Response model [10]. The 
weight of each hierarchy is valued and calculated by the analytical hierarchy process 
considering the expert's weighted vectors. 

A pixel was taken as the basic evaluation unit. Thematic maps were spatial overlay 
after standardized processing, using the weight sum method. The index of eco-
security in each pixel and the comprehensive index in each country have been 
calculated by the models, in order to achieve a quantitative evaluation of the regional 
eco-security. 

The models of eco-security index: 
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Table 1. The index system of the eco-security evaluation 

Criterion layer
(Weight) 

Element layer 
(Weight) 

Indicator layer(Weight) 

Eco-security 
Pressure 

(0.35) 

Resource pressure
(0.2) 

Farmland areas per person (0.33) 

land degradation index (0.67) 

Social pressure 
(0.3) 

population density (0.20) 

Pressure from residential points (0.40) 

Pressure from traffic line (0.40) 

Environmental 
pressure 

(0.5) 

Intensity of fertilizer application per farmland area 
(0.33) 

Influence degree of sand mining (0.53) 

River water quality (0.14) 

Eco-security 
State 
(0.55) 

natural conditions
(0.5) 

Elevation index (0.30) 

slope index (0.40) 

Annual average temperature (0.10) 

Annual rainfall (0.20) 

resources quantity
(0.5) 

vegetative cover index (0.38) 

Rivers density index  (0.14) 

organism abundance index (0.28) 

soil index (0.20) 

Eco-security 
Response 

(0.1) 

social response 
(1) 

per capita GDP  (0.67) 

environmental protection  (0.33) 

 
Ai denotes the eco-security in the ith pixel; Wk denotes the weight of the kth index 

in the same pixel; Yk denotes the quantitative value after standardized processing. Ci 
denotes the comprehensive eco-security of the ith country; Si denotes the number of 
Ai in the same country. The result is a value between 0 ~ 10, and the larger the better. 

For the purpose of comparison, and according to practical situation, the eco-
security was divided into six levels  From levelⅠto level Ⅵ, the eco-security is 
worse and worse. (Table 2). 

Table 2. Corresponding table between eco-security index and eco-security level 

 levelⅠ Level Ⅱ Level Ⅲ Level Ⅳ Level Ⅴ Level Ⅵ 

value >7 6.5-7 6-6.5 5.5-6 5-5.5 <5 

 
Borrowed the model of land-use change [11], the relative change rate model has 

been built. It is a Effective way to reflect regional difference of changes. 
 

2 1 2 1( ) ( )R K K C C=                           (3) 
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K1 and K2 denote respectively the area of a particular level in the five regions at the 
beginning of the study period and at the end of the study period. C1 and C2 denote 
respectively the area of a particular level in the whole Dongjiang watershed at the 
beginning of the study period and at the end of the study period. If the result R>1, the 
change of the particular level in the region is higher than that in the whole watershed. 

If the result R<1, it is lower. 
In this paper, the CA_Markov model was developed for modeling and predicting 

the eco-security change in this area, which was based on a rule according to the effect 
of comparison between core and outer- cellular. The Markov chain model has shown 
the capabilities of descriptive power and simple trend projection of the eco-security 
change, regardless of whether or not the trend actually persists. The analysis can serve 
as an indicator of the direction and magnitude of change in the future as well as a 
quantitative description of change in the past. Compared with Markov model, CA 
model has the capability to show spatial information of the eco-security changes. It is 
obvious that the Markov chain model is the key process and footstone of CA model. 
So the CA_Markov model can provide a way to predict temporal and spatial change 
of the eco-security change. Here, the changes images and matrixes from 1998 to 2007 
were taken to determine the modeling rules and probability, which were used to 
predict the eco-security in 2016.In the CA model, the pixel is the cellular, and the six 
types of the eco-security, from levelⅠto levelⅥ, are the cellular state. A suitable 
filter and transition suitability image will be collected to define the evolution rules of 
CA-Markov model. 

4 Results and Discussions 

4.1 Overall Evaluation 

Table 3. Area statistical of different eco-security level in DongJiang Watershed (Unit: km2) 

 levelⅠ Level Ⅱ Level Ⅲ Level Ⅳ Level Ⅴ Level Ⅵ 

1988 8528.14 11069.48 7608.73 2834.36 694.59 105.44 
1998 9208.01 10545.90 6913.43 2887.61 843.11 442.69 
2007 3022.63 9997.47 9905.70 4349.79 2252.09 1313.01 

 
The area statistical of different eco-security level in DongJiang Watershed was shown 
in Table 3. The results clearly indicated that the levelⅠarea in Dongjiang watershed 
decreased 5505.51 km2 in past 20 years from 8528.14 km2 in 1988 to 3022.63 km2 in 
2007, and its loss rate reached 64.56%. It is noteworthy that the levelⅠarea increased 
679.87km2 from 1988 to 1998. Its trend was “first increase and then decrease”. The 
level Ⅱ area vanished 1072.01km2 from 1988 to 2007, with the loss rate of 4.73% 
and 5.20% respectively in the first 10 years and the last 9 years. Its trend was keeping 
losing. The level Ⅲ area vanished 695.3 km2 from 1988 to 1998, while increased 
2992.27km2 from 1998 to 2007, with the loss rate and the increasing rate of 9.14% 
and 43.28%. Its trend was “first decrease and then increase”. The level Ⅳarea 
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increased 53.25 km2 and 1462.18 km2 respectively from 1988 to 1998 and 1998 to 
2007, with the high increasing rate of 53.47%. Its trend was keeping increasing. The 
trend of level Ⅴ and Level Ⅵ were the same as level Ⅳ. The former increased 
1557.5 km2 totally from only 694.59 km2 in 1988 to 2252.09 km2 in 2007, with the 
increasing rate of 224.23%.  The latter increased 337.25 km2 from only 105.44 km2 
in 1988 to 442.69 km2 in 1998, and continue increased 870.32 km2 to 2007, with the 
increasing rate of 319.85% and 196.6% respectively. 

4.2 Region Difference 

In order to analysis the region difference, Dongjiang watershed is divided into five 
regions; they are upstream, middle reaches, downstream, xinfengjiang and dongjiang 
delta. The eco-security evaluation images are shown in Fig.2. The area proportion of 
different levels in different regions in 1988, 1998 and 2007 are shown respectively in 
Fig.3, Fig.4 and Fig.5. The relative change rate from 1988 to 1998 and 1998 to 2007 
has been calculated respectively by the model, which was shown in Table4. The 
results show that the eco-security of Dongjiang watershed has obvious space 
differences. And the eco-security was better in Xinfengjiang, upstream,and middle 
reaches than that in dongjiang delta and downstream. 

Upstream: The eco-security value was 6.62, 6.75 and 6.47 respectively in 1988, 
1998 and 2007. The level Ⅱ and the level Ⅲ area accounted for the largest share. 
There was only a little change in the past 20 years. The relative change rate of level 
Ⅰand level Ⅱfrom 1988 to 1998 in upstream was lower than the whole watershed.  
The phenomenon was opposite from 1998 to 2007. 

Middle reaches: The eco-security value was 6.77, 6.8 and 6.57 respectively in 
1988, 1998 and 2007. It has a more or less uniform spatial distribution. There were 
some slight changes in the northern and southwestern regions, Yuancheng and central 
urban area of Longchuan. In 1988 and 1998, the levelⅠ  and the level Ⅱ  area  
 

 

Fig. 2. Eco-security evaluation result in different regions 
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accounted for the largest share, while were level Ⅱ and  level Ⅲ in 2007. The 
proportion of the level Ⅱ, Ⅳ,Ⅴand Ⅵ area had no big changes. The level Ⅰarea 
vanished 17.97% and the level Ⅲ increased 11.89%.  All the relative change rate in 
middle reaches was higher than or close to the whole watershed, in especial , the 
relative change rate of level Ⅵ from 1988 to1998 and 1998 to 2007 reached 5.92 and 
7.40 respectively. 

Downstream: The eco-security value was 6.61, 6.43 and 6.15 respectively in 1988, 
1998 and 2007. It was declined year by year. The region had large changes mainly 
concentrated in the central and southern. From 1988 to 1998, the levelⅡ, Ⅲ and Ⅳ 
area had no big changes. The levelⅠdecreased 9.66% and the level Ⅴ increased 
4.17%, and the level Ⅵ appeared. From 1998 to 2007, the levelⅠ,Ⅱ, andⅢ area all 
had different degree of reduced, other levels opposite. The level Ⅴ and Ⅵ increased 
4.92% and 3.95% respectively. The relative change rate of level Ⅴ and levelⅥ in 
downstream from 1998 to 2007 was much higher than others, which reached 8.11 and 228.67. 

Xinfengjiang: The eco-security value was 6.96, 7.03 and 6.62 respectively in 1988, 
1998 and 2007. It was the best in the five regions. The worse eco-security were only 
scattered sporadically in opencast mining area. There were little change from 1988 to 
1998, and some changes from 1998 to 2007. But overall, The level Ⅰ,Ⅱand Ⅲ area 
accounted for the largest share. Most relative change rate in Xinfengjiang was higher 
than the whole watershed, except level Ⅴ from 1988 to 1998 and level Ⅱ from 1998 to 
2007. 

Dongjiang delta: The eco-security value was 6.34, 6.45 and 5.58 respectively in 
1988, 1998 and 2007. It was worst in the five regions. Large changes had taken place 
both on the distribution and the area. The level Ⅰarea decreased 13.99% from 15.6% 
in 1988 to only 1.61%, while The level Ⅴ and Ⅵ increased 10.22% and 10.27% 
respectively. Most relative change rate in Dongjiang delta was lower than the whole 
watershed, except level Ⅴ from 1988 to 1998 and level Ⅰ, level Ⅱ from 1998 to 2007. 

Table 4. The relative change rate of DongJiang watershed in different parts 

  
Upstream 

Middle 
reaches 

Downstream Xinfengjiang 
Dongjia
ng delta 

From 
1988  

to 
1998 

LevelⅠ 0.64  1.29  1.68  1.05  0.18  
Level Ⅱ 0.75  1.12  0.79  1.39  0.84  
Level Ⅲ 1.62  1.11  0.62  1.96  0.93  
Level Ⅳ 2.09  1.12  1.16  2.72  0.73  
Level Ⅴ 1.58  1.77  0.77  0.42  1.17  
Level Ⅵ / 5.92  1.12  / 0.94  

From 
1998  

to 
2007 

LevelⅠ 1.57  0.96  0.54  1.07  1.57  
Level Ⅱ 1.06  1.04  1.05  0.83  1.02  
Level Ⅲ 0.90  1.06  1.16  1.10  0.76  
Level Ⅳ 0.28  0.99  1.19  1.11  0.93  
Level Ⅴ 0.04  1.35  8.11  1.30  0.58  
Level Ⅵ / 7.40  228.67  / 0.69  
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Fig. 3. Area proportion of different levels in different regions in 1988 

 

Fig. 4. Area proportion of different levels in different regions in 1998 

 

Fig. 5. Area proportion of different levels in different regions in 2007 
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4.3 CA_Markov Model 

Here, the changes from 1998 to 2007 were taken as modeling rules to predict the eco-
security in 2016. The transition matrix of the eco-security was shown as Table 5. 
While in the CA model, the pixel is the cellular, and the six types of the eco-security, 
from levelⅠ to levelⅥ , are the cellular state. The 5*5 filter was used to define 
neighbors. The eco-security of a cellular next time depends on the eco-security of this 
cellular and its neighbors this moment. Transition suitability image was collected to 
define the evolution rules of CA-Markov model. And the cycle number was set 9, 
which was the same of 9-year interval from 1998 to 2007. The predicted image in 2016 
is shown in Fig.6. From levelⅠto level Ⅵ, the area will be 2031.51 km2, 6391.82 km2, 
10993.31 km2, 6376.62 km2, 2895.77 km2 and 2073.97 km2 respectively in 2016. 

Table 5. The transition matrix of the eco-security from 1998 to 2007 

                                                                  (Unit: km2) 

    LevelⅠ Level Ⅱ Level Ⅲ Level Ⅳ Level Ⅴ Level Ⅵ 

LevelⅠ 2888.21 123.51 10.91 0.00 0.00 0.00 

Level Ⅱ 4445.12 4992.48 545.67 14.20 0.00 0.00 

Level Ⅲ 1676.06 4460.10 3671.85 94.09 3.60 0.00 

Level Ⅳ 196.01 709.79 1927.46 1503.59 12.94 0.00 

Level Ⅴ 2.60 260.02 705.34 969.26 311.48 3.39 

Level Ⅵ 0.00 0.00 52.15 306.48 515.08 439.30 

 

 

Fig. 6. The predicted image in2016 

1998 

2007 
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Abstract. This paper addresses the vision and early steps of the cooperation 
between the Center for Coastal Margin Observation and Prediction (CMOP) in 
Oregon, United States and the emerging Gulf Ecosystems Research Center 
(GERC) at the American University of Sharjah, UAE. The cooperation focuses 
on a better understanding and ability to predict the Arabian Gulf as a complex 
ecosystem, and involves science, technology and training components. An 
ultimate goal is the development for the Gulf of a “collaboratory” inspired on 
the concepts of integration of observations, simulations and stakeholder needs 
developed by CMOP for the Columbia River coastal margin, in the Eastern 
North Pacific. An early phase of the cooperation addresses the development of a 
3D numerical model for the Arabian Gulf water circulation. A very preliminary 
forecasting system has been developed at CMOP, and its skill will be 
systematically assessed and improved by GERC and CMOP over the next 
several years, with the progressive deployment of a targeted observation 
network. Preliminary products include the visualization of the salinity fields 
associated with various river plumes. The model used was SELFE (a Semi-
implicit Eulerian–Lagrangian Finite-Element model for cross-scale ocean 
circulation), the same that is being used for the Gulf predictions. Exploratory 
simulations were made to assess the ability of simple grid refinement strategies 
and/or use of higher order numerical schemes in improving the representation 
of the complex dynamics of plumes, filaments (eddies) and upwelling in the 
continental shelf of the Eastern North Pacific, off the Columbia River. Results 
suggested the need for automated grid optimization strategies, which are 
currently in progress.  

Keywords: Finite Element, Mesh Refinement, EulerianLagrangian method, 
River Plumes, Filaments, Eddies, Model Skill Assessment, Arabian Gulf, 
Columbia River. 
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1 Introduction 

The Arabian Gulf is a shallow (average depth 35 m) inland sea in which the water 
circulation is essentially closed with the exception of small opening through the Strait 
of Hormuz to the Gulf of Oman. It supports a rich ecosystem of coral reefs, dugongs, 
fisheries, and other coastal population. However, pollution resulting from 
desalination, wars, extensive shipping activity, oil spills, and external factors such as 
climate change induced sea-level rise have created major environmental stress in the 
Gulf, threatening its rich biodiversity [1]. 

Evidence of stress on the Gulf’s environment comes from recent bleaching of 
corals and the harmful algal bloom (‘red tide’) that occurred in 2008-2009 [2]. Such 
blooms can have a potentially devastating impact; red tide may result in mass killing 
of fish, birds, and other marine animals, thus threatening the fisheries industry, both 
wild and aquacultured. It also poses a potentially catastrophic threat to the drinking 
water supplies of the region due to shutting down desalination plants. The Gulf region 
heavily depends on desalination plants that convert seawater into drinking water. 
During the 2008-2009 red tide, many desalination plants in the region were affected, 
with one plant closed for 55 days during the bloom [1]. 

Accurate modeling of physical circulation and transport is foundational to 
understanding the Arabian Gulf coastal ecosystem in its biogeochemical complexity, 
and to addressing a broad range of increasingly essential operational and management 
issues: from support to navigation and response to oil spills, to the management of 
desalination plants and the mitigation of red tides).    

Many investigators (e.g, [3], [4]) have employed or developed hydrodynamic 
models to study the circulation in the Arabian Gulf. Such models predict the salinity 
and temperature distribution fields, fresh water intrusion from the Strait of Hormuz 
and river inflows (Shatt-al-Arab), and the generally counterclockwise circulation 
especially in the southern half of the Gulf [3]. Also, tidal and winds effects can be 
incorporated in the models. Typically, the surface temperature of the Gulf is about 33 
oC in summer and it varies to about 22 oC near the Strait of Hormuz and about 16 oC 
in the up north of the Gulf. The salinity is almost constant throughout the year, but 
varies spatially from about 36 psu near the Strait of Hormuz to about 41 psu off the 
Saudi Arabian shores. The high salinity is more apparent in the southern and 
southwestern coasts of the Gulf [3].  

Motivated by the above considerations, a center called the Gulf Ecosystem 
Research Center (GERC) was established at the American University of Sharjah, 
UAE, to address all challenges pertinent to the Gulf ecosystem. Part of the mission of 
GERC will be to monitor and conduct research on ecosystems. GERC aims to offer 
advice on long-term solutions to a number of ecological problems. In particular, the 
development of Arabian Gulf circulation models would help with prediction of red 
tides in an attempt to prevent damage to the water processing plants filtering 
membranes that filter the salt water. 
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Collaboration between the Center for Coastal Margin Observation and Prediction 
(CMOP) in the United States and the emerging Gulf Ecosystems Research Center 
(GERC) at the American University of Sharjah, UAE, was initiated in 2011. This 
cooperation involves mutual exchange visits of the scholars from both institutions. 
The extensive experience of CMOP in modeling and monitoring the complex 
ecosystem of the Columbia River (CR) estuary and its continental shelf was seen as a 
potential starting point of such cooperation. In preparation for the cooperative 
maintenance and improvement of that forecast system, the first author spent a 
sabbatical period at CMOP, where he became familiar with SELFE and explored 
ways to improve the modeling of circulation of the continental shelf of the Eastern 
North Pacific. 

2 Columbia River (CR) 

The CR is the largest river entering the Eastern North Pacific Ocean (Figure 1), 
extending from the British Columbia coast in Canada to the Washington, Oregon, and 
California coasts of the United States. The CR plume exports dissolved and 
particulate matter hundreds of kilometers along and across the continental shelf [5, 6], 
which in turn influences the shelf ecosystems. Hickey and Banas[7] and Hickey et al. 
[8] suggested that the seaward front of CR plume likely provides a barrier to the 
onshore transport of harmful algal bloom in summer and early fall [9]. 

The CMOP research addresses biological hotspots in the CR estuary, from an 
integrated perspective across disciplines, observations and simulations. Of immediate 
interest to GERC, the CMOP studies include the characterization of the river-to-shelf 
circulation at various scales of spatial and temporal variability, including tidal and 
wind-driven baroclinic dynamics [9, 10]. Advanced modeling tools have been 
developed to support these studies, constituting what the “Virtual Columbia River” 
[11].  

The Virtual Columbia River simulate the 3D baroclinic circulation in the river-to-
shelf system, both retrospectively and in near real-time forecasting mode. The 
simulations of circulation are conducted in unstructured grids, typically with the finite 
element code SELFE [12] and historically also with the finite volume code ELCIRC 
[13]. All simulations are skill assessed ([9], [10]) against an extensive observation 
network maintained by CMOP and supported by strong cyber-infrastructure 
capabilities.. 

Transferring the CMOP modeling capabilities to GERC, in a form customized to 
the Arabian Gulf, is a priority objective, and a key step towards achieving the global 
vision of GERC.  The transfer requires a process of workforce development and 
training. As a part of that process, the first author conducted an exploratory research 
with SELFE, in a complex yet well understood benchmark. The scientific goal was to 
assess the ability of simple grid refinement strategies and/or use of higher order 
numerical schemes to improve the representation of the complex dynamics of 
upwelling and circulation in the continental shelf of the Eastern North Pacific, off the 
Columbia River.  
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Fig. 1. Columbia River Estuary-Plume-Shelf System (inside the square zoom)  

3 The SELFE Model 

SELFE (Semi-implicit Eulerian–Lagrangian Finite Element; Baptista et al. 2008) is a 
finite element code that anchors an open-source, community-supported, 
interdisciplinary modeling system. It uses unstructured grids, and is designed for the 
effective simulation of 3D baroclinic circulation, transport and support of ecological 
modeling across river-to-ocean gradients and scales.  

While originally developed to meet specific modeling challenges for the Columbia 
River, SELFE has been extensively applied to study coastal margins around the 
world. SELFE uses a semi-implicit finite-element/volume Eulerian-Lagrangian 
scheme to solve the primitive form of the shallow water equations (in either 
hydrostatic or non-hydrostatic form). The numerical algorithm is robust, stable and 
computationally efficient. It also naturally incorporates wetting and drying of tidal 
flats.SELFE v3.1d available at CMOP [14] was used for all simulations in this study. 
Parallel computations were carried out in a cluster using standard Message Passing 
Interface (MPI).  
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4 Results and Discussion 

One of the operational products of the Virtual Columbia River are multi-year 
simulation databases of circulation. One specific such database (“DB29”) was used as 
reference in this study, and we focused specifically on its results for April-May 2012. 
We modified that simulation database in various ways, each leading to a separate 
simulation. First, the continental shelf domain was re-discretized for a base case 
(run02). Refinements of the based mesh were made, leading to two additional 
simulations (run04 and run05). A sample mesh grid of the continental for run04 is 
shown in Figure 2. This grid was generated using the Surface Water Modeling System 
(SMS) software [15]. Table 1 summarizes the size of the grid used for the base run 
(run02) and the other two runs (run04 & run05). For the baseline run run02, a total of 
37,146 triangles elements was used in the horizontal grid, with a higher resolution 
(<500 m) concentrated in the near-plume and shelf regions. The bathymetry of CR 
shelf was loaded onto the program.  

Figure 3 shows one sample plot of surface salinity for the CR shelf from SELFE 
for the baseline run (run02), and runs run04 and run05, where significant refinement 
of the grid was applied. Furthermore, Figure 4 shows close-up comparison of the 
surface salinity near the plume for runs 04 and run05. Evaluation of model skill is 
shown in Figure 5 as a comparison of salinity for all runs with observed salinity data 
from SATURN-02 station at depth of 1 m. Figure 6 depicts the model skills for the 
temperature profile for NH10 station at a depth of 2 m.    

Clearly, mesh refinement did not affect the simulation results drastically in terms 
of detailing plume dynamic features (upwelling, filaments, eddies, etc.). Furthermore, 
the SELFE model did not capture well the salinity data at the depth of 1 m and the 
simulation runs exhibited almost same deviation with a maximum error of -20 psu 
was observed. However, as the grid is more refined, it can be noticed that sharper 
salinity gradients become more apparent.Nevertheless, the model skills for 
temperature profile were more accurate as shown in Figure 6.  

Analysis of the above simulation results triggered the need to try different 
numerical scheme to explore the complex dynamics of the CR shelf system. Total 
Variation Diminishing (TVD) transport scheme was employed in run06 and the 
surface salinity at one instance is shown in Figure 7. The zoomed surface salinity is 
shown in Figure 8. Obviously, run06 with TVD provided sharper salinity gradients in 
the plume area, yet eddies were not detected with this numerical scheme. 

The experience acquired with this sensitivity study for the Columbia River has 
permitted the first author to become familiar with SELFE, and to begin exploring the 
application of SELFE to the Arabian Gulf. A Gulf grid was prepared as shown in 
Figure 9 on SMS. Then, the gulf grid along with bathymetry was used in SELFE 
simulations. Figure 10 shows the preliminary surface salinity of the Gulf simulated by 
SELFE. The early stages of development of the river plumes from Shatt-Al-Arab up 
north and other river plumes were captured as seen in Figure 10, whereas more work 
is still needed to include the observed discharge data and to spin-up the model for 
long enough time to obtain realistic initial conditions.         
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Fig. 2. SMS Grid for run04. Grids are hybrid and resolution is finest in the shelf. 

 
Table 1. Grid resolution and size for SELFE runs 

Run # of Elements Resolution (Max size) 
02 361938 500 m 
04 3179179 200 m 
05 3324056 100 m 
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inity for the three runs. (a) run02, (b) run04, (c) run05. 
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Fig. 3. (Continued) 
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Fig. 3. (Continued) 
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Zoomed surface salinity for run04 and run05 
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Fig. 7. Surface salinity for run06 
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Fig. 9. A mesh for the Arabian Gulf 

 

 

bian Gulf surface salinity as simulated by SELFE 
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5 Conclusion 

This paper emphasizes the vision and early steps of the cooperation between the 
Center for Coastal Margin Observation and Prediction (CMOP) in the United States 
and the emerging Gulf Ecosystems Research Center (GERC) at the American 
University of Sharjah, UAE.  

An early phase on the cooperation focuses on the development of a 3D numerical 
model for the circulation in the Arabian Gulf. A very preliminary forecasting system 
has been developed at CMOP, and its skill will be systematically assessed and 
improved by GERC and CMOP over the next several years, with the progressive 
deployment of a targeted observation network.  

Exploratory simulations with SELFE were made to assess the ability of simple grid 
refinement strategies and/or use of higher order numerical schemes in improving the 
representation of the complex dynamics of plumes, filaments (eddies) and upwelling 
in the continental shelf of the Eastern North Pacific, off the Columbia River estuary. 
Results suggested the need for automated grid optimization strategies, which are 
currently in progress.  
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leave and for use of CMOP computer facilities. 
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Abstract. This article mainly improved the Multi-surface function based on 
earth gravity field model EGM2008 by considering the shortcomings of Multi-
surface function in theory. Improved Multi-surface function optimized the core 
function and reduced the difficulty in actual use. Compared with traditional 
Multi-surface function, improved Multi-surface function improved the precision 
and reduced workload.The result shows that improved fitting function can 
significantly improve the fitting precision of height anomaly and it also has 
high practical value.  

Keywords: GPS leveling, fitting model, Multi-surface function, core function, 
earth gravity field model. 

1 Introduction 

GPS measurements can accurately determine the ground point geodetic height, and 
leveling can accurately obtain the normal hight he of the ground point accurately, 
comprehensive utilization of GPS and leveling can get accurate geoid. In the actual 
project, the way which use of GPS and leveling results by numerical fitting to 
determine the geoid is called GPS leveling. Therefore, the research of GPS leveling 
fitting model has important practical significance. By the accuracy and resolution of 
earth gravity field model improved and GPS technology improved the accuracy of 
coordinates in space. Using GPS measurement data and height anomaly data combine 
with leveling data can’t only improve the accuracy of GPS Leveling fitting model 
greatly[1] but also make up the low accuracy of single fitting model. This article will 
combine Multi-surface function and Earth gravity field model organically. The author 
improved the Multi-surface function by introducing of the Earth gravity field model. 
Improved Multi-surface function improved the accuracy of fitting model and more 
perfect in theory. 

2 Multi-surface Function Model 

Multi-surface function was proposed by Hardy(American) in 1971, then this function 
was applied to geodetic survey, gravity anomaly fitting, geoidal height fitting, etc in 
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1976 and crustal deformation fitting in 1987 in America. The basic idea of Multi-
surface function is any one of a continuous regular or irregular surface can be 
determined by approximation of a few simple surface(or Single mathematical 
surface). This means to build a surface on each data point, then the surface will be 
stack into a continuous whole surface at certain percentage in the direction and make 
sure the the whole surface through each data point strictly. [2, 3] 

Multi-surface function is an excellent interpolation which solved a mathematical 
surface adjustment problem by the data of points from the geometrical view. Suppose 
the height anomaly of a point can be expressed as 

),,,( jj

n

j
j YXYXQA=ξ  (1)

In formula, Aj is parameter to be determined, Q(X,Y,Xj,Yj)is core function, (Xj,Yj) is 
coordinate of center point, n is numbers of center point. There are many forms of core 
functions, such as 

(1) cone  
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(2) hyperboloid  

2
1

])()[(),,,( 222 δ+−+−= jjji YYXXYXYXQ  (3)

(3) reciprocal hyperboloid  
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In formula, δ is called smooth factor, usually a non-zero positive number, C is a 
constant, (X-Xj)

2+(Y-Yj)
2is square of horizontal distance which from the reference 

point to the interpolation point. 
if the number of known height anomaly is m ≥ n, n points may be chosen as the 

center points of core function, its coordinates can be expressed as (Xi, Yi), make 

),,,( jjiiij YXYXQQ =  (5)

each point of height anomaly should fit 
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Observation equation can be listed as 

ξ−= QAV  (7)
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Solving the normal equation 

ξTT QQQA 1)( −=  (8)

Then the height anomaly ξk (k > n) of any point Xk,Yk) can be expressed as 

ξξ TTT
KK QQQQ 1)( −=  (9)

In formula(9) 

T
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If take whole height anomaly points as the the center points of the core function  
(m = n), then 

ξ1−= QA  (12)

ξξ 1−= QQT
KK  

(13)

suppose 
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formula（13）can be expressed as  
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Combine formula (14) and formula (15) 
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In formula (16), Pi is the weight coefficient which can be obtained by solving 
equation (14). weights Pi determines the ξk, which is the average value of weights. 
The value of ξi is relate to the form of core function so the fitting accuracy of ξk has 
close relationship with core function. Optimizing the selection of core function can 
greatly improve the fitting accuracy.  

3 Improvement of Multi-surface Function Model 

3.1 Analysis of Multi-surface Function Model 

Multi-surface function model is an excellent interpolation, but it has many problems 
in practical applications. First, the smooth factor is difficult to determine, it needs 
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constant trial to fit. Mass of trial work increase the difficulty of function using; 
Secondly, the nature of the core function is the horizontal distance function which 
between two points on the plane. The value of weight coefficient for each data point 
is only determined by horizontal and distribution of center point and point of 
certainty, ignoring the different regions have different height anomaly variations, 
from the change in elevation between the two relevant characteristics and regional 
considerations, the core functions which formula (2), (3) and (4) were showed are 
flawed in theory. Therefore, improving Multi-surface function by introducing the 
changing characteristics of the height anomaly into core function can not only 
improve the fitting accuracy in theory but also reduce the use of the model difficult. 

3.2 Improve Core Function 

 

Fig. 1. Definition of new core function 

As showing in Figure 1, assuming line AA', BB', CC' perpendicular to the plane OXY, 
according to common core function, the horizontal distance between points A and 
point B is less than point A and point C, so the weight of PC is much smaller than the 
weights of PB, it’s clearly incompatible with the facts. In this paper, actual calculation 
found that in a small project area, the variety of height anomaly is a very tiny amount 
compare to variety of horizontal distance. Improved the core function by mass of 
calculation then introduced the character of height anomaly variety into core function 
in the form of implicit function, increased the height anomaly influence to the entire 
core function. improved core function expands horizontal distance of cone core 
function into the spatial distance. Improved core function as shown in equation17: 
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3.3 Earth's Gravity Field Model Introduced 

According to multi-surface function model improvement in§3.2, when resolve the 
fitting parameters from the public point of Ai (i = 1,2,3 ... n) and calculate the height 
anomaly of unknown point, you need to seek an initial height anomaly and calculated 
into the final height anomaly. In previous research of improving Multi-surface 
function, literature [4] calculates height anomaly ξ0 based on traditional Multi-surface 
function, and make ξ0 the initial iteration to calculates height anomaly of point of 
certainty. Although this method achieved a high fitting accuracy, however, that this 
method is more complex, and lack of reliable theoretical basis. This paper found in 
experiments, normal height which obtained by leveling and earth gravity field model 
are vary in a small range (Table 1), normal height which was calculated by using 
earth gravity field model has more representation in region varies. Therefore, using 
the normal height which was obtained by the earth gravity field model as an initial 
value fed into normal fitting model, and calculate height anomaly of unknown point, 
not only reduces the amount of calculation but also has more persuasiveness in 
theory. 

Table 1. Height anomaly comparison of leveling and EGM2008 

point 
height anomaly  
form leveling  

height anomaly  
formEGM2008 

MLD -42.423 -56.573 
GA1 -42.556 -56.743 
GA2 -41.834 -55.919 
P56 -43.500 -57.963 
P52 -42.680 -56.897 
P53 -43.229 -57.636 
P58 -43.780 -58.026 
P66 -43.849 -58.145 

There are many available gravity field model currently, such as higher-order 
gravity field model GM-10C in 1978 model (expanded to 180 bands, model resolution 
111km), OSU91A model in 1992 (expanded to 360 order model resolution 55km), 
EGM96 model in 1996 (expanded to 360 bands, model resolution 55km) [5] etc. 
These models lack of gravity data in china, so the accuracy of height anomaly is not 
high when using them. EGM2008 gravity field model is a high-precision gravity field 
model which was completed by NASA Gotha Flight Center (NASA / GSFC), the U.S. 
National Imagery and Mapping Agency (NMA), the U.S. Department of Defense 
(DOD) and the Ohio State University in 2008. EGM2008 gravity field model was 
built by ground gravity data (mainly gravity anomaly data), satellite tracking data and 
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satellite altimetry data, it’s order was expanded to 2159, resolution of model in spatial 
is about 9km. Therefore, EGM2008 gravity field model greatly improved in both 
precision and resolution [6-8]. Previous research show that the accuracy of height 
anomaly which obtained by EGM2008 gravity field model is more accurate than 
EGM96 gravity field model, so this paper take normal height which obtained by 
EGM2008 gravity field model as the initial value to calculate height anomaly of 
unknown point. 

4 Examples of Application  

 

Fig. 2. Distribution of GPS points 

Figure 2 shows the distribution of GPS points in a survey area ,the area is144km2 in 
the low mountains. Minimum elevation is 1750m, maximum elevation is 3360m, 
elevation is 1600m. In the survey area, WGLZK and MLD are two national control 
points, GA1, GA2, GA3, GA4 are D-level GPS control points and other 17 pass point. 
The points in the survey area have both WGS84 coordinates and 1954 Beijing 
coordinates, height system is Huanghai vertical datum 1956. 

we selected 15 points as the known point for fitting and the remaining 8 points for 
check. The improved Multi-surface function model fit and function with the use of 
inverted hyperbolic function method for Multi-faceted model fitting results. The 
comparison of calculation results which are used improved Multi-surface function and 
traditional Multi-surface function are shown in Table 1. 
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Fig. 3. Comparison of fitting precision between Multi-surface function and improved Multi-
surface function 

From fig 3 we can see that Fitting precision of improved Multi-surface function is 
better than traditional Multi-surface function model and the results are more closer to 
the true value. 

5 Result 

This paper improved multi-surface function model based on analysis of shortcomings 
in practical use, optimized form of the core function by introducing the Earth gravity 
field model.The improved multi-surface function overcomes the shortages that single 
fitting model is not reliable,and accuracy is not enough. the improved function not 
only simplifies the calculation process, bu also make the core function more perfect in 
theory, the final fitting precision has also been greatly improved. The fitting function 
can significantly improve the fitting precision of height anomaly and it also has high 
practical value. 
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Abstract. In view of the requirements for high reliability, high time accuracy 
and complicated time constraints in emergency response workflow systems, a 
time constraints modeling method is proposed to meet these requirements. The 
method decomposes the time constraints model into three views, namely the 
resource view, the control view and the time view. In the resource view, time 
constraints prediction of resources capability is introduced to improve the 
accuracy of time prediction. In the control view, the Equivalent Mechanism and 
Exception Handling Mechanism are introduced to resolve time constraint 
conflicts and improve the success rate of the process execution. Finally, in the 
time view, a time flow diagram is constructed from the source view and the 
control view according to the time flow graph inference rule. In the time flow 
diagram, the runtime collision detection and resolution are preceded for both 
definition-time phase and runtime phase. Through the relevant comparison and 
experiment evaluation, the model is proved to be able to support the automatic 
detection and resolution for runtime time constraints conflict and improve the 
time accuracy and success rate of the process execution. 

Keywords: emergency response workflow, view, time constraints, conflict 
detection, conflict resolution. 

1 Introduction 

With the rapid development of the Internet of Things (IOT), and the growing 
demands of data management, data mining, data analysis in the application layer of 
IOT, the business data in both intra-industry and inter-industry need to be integrated. 
The integration of databases in the various distributed and heterogeneous subsystems 
has become a hot research topic. As the technical basis of data integration in IOT, 
Data middleware is the key technique to the integration and management of the 
distributed and heterogeneous data. Therefore, the study on data middleware has 
important significance for data integration. 

In recent years, with the rapid development of Internet and information technology, 
more and more disaster emergency-response disposal system applied in the field of 
disaster warning and disposal. Emergency-response workflow model is the key 
technology of disaster emergency-response disposal system. Traditional disposal of 
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writing has the following deficiencies: existing text description is not clear, the 
responsibility divided not clear, fuzzy execution flow, etc. Workflow model has the 
advantages of systematization, visualization and responsibility trenchant. Time 
management is vital for emergency disposal of workflow model, it is the key to an 
effective modeling and validation, which is one of the most challenging research 
subject. For example, in international earthquake relief disposal system, when the 
earthquake happens, the process of fast automatic data collection, analysis, reporting 
and feedback will be carried out.  Emergency response workflow model helps to 
carry out rapid and accurate rescue plan for the system. 

The complexity of emergency response workflow modeling and instantiate makes 
general workflow modeling technology does not apply to emergency disposal process 
modeling. Compared with other workflow models, complexity of the time property in 
emergency response workflow model is manifests in following points: 1.Time 
constraints of the activities in emergency response workflow model include latency, 
duration, the earliest start time, latest end time, etc. How to achieve these time 
constraint modeling is an important issue in the study of emergency disposal of the 
workflow. 2.Emergency response disposal belong to time sensitive business, the time 
control of the process must be accurate. Meanwhile, the emergency response 
workflow requires for high reliability. Reasonable handling runtime conflicts of time 
constraints, to ensure the process will not die easily, improve the success rate of the 
process execution is an important issue in the study of emergency disposal of the 
workflow.. 

Current research on workflow with time restriction[1]-[5] has no clear description 
of resource capability and analysis of time constraints. By introducing resources 
capability time, emergency response workflows carries on reasonable time constraint 
conflict detection and process adjustment, so as to improve the time accuracy and 
success rate of the entire business process. In the mean time, current research on time 
constraint verification and conflict resolution[6]-[7] focused primarily on time 
constraint verification, activities schedulability and performance analysis. Reasonable 
automatic conflict resolution mechanism are not introduced to deal with runtime 
conflicts. Automatic conflict resolution mechanism will greatly improve the success 
rate of the workflow as well as the reliability of business processes in emergency 
response workflow management system.  

According to the above problem, this paper propose a time constraints modeling 
method to meet these requirements. The method decomposes the time constraints model 
into three views, namely the resource view, the control view and the time view. In the 
resource view, time constraints prediction of resources capability is introduced to 
improve the accuracy of time prediction. In the control view, the equivalent mechanism 
and exception handling mechanism are introduced to resolve time constraint conflicts 
and improve the success rate of the process execution. In the time view, the time 
constraint is divided into two kinds. One is the earliest finish time, limiting task cannot 
complete within a period of time when the target task is finished. The other one is the 
latest finish time, limiting task must be complete in a period of time after the target task 
is finished. By converting time constraints into unified time flow graph, to detect and 
handle time constraints conflict statically and dynamically.  
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The rest part of the paper is constructed as follows: Section 2 gives a detailed 
instruction of Emergency-Response Timing Constraint Workflow Net. Section 3 
construct time flow graph. Section 4 introduce the time constraint conflict detection 
algorithm. Section 5 introduce the time constraint conflict resolution mechanism. Section 
6 conducts experiments and evaluation of ETCWM. Section 7 concludes the paper. 

2 Emergency-Response Timing Constraint Workflow Model 

Definition 1. Emergency-Response Timing Constraint Workflow Net(ETCWN) 
ETCWM is defined as seven tuple (P, T, F, M, TC, TA, FC). It satisfies: 

1) (P,T,F) is a model inside based on Petri net work. P express library set, T 
express the change set, F express the arc with direction, F P T T P。 x P T is one element of WN，· x y| y P T y, x F  is a pre-set 
for x；x · y| y P T x, y F  is the rear set for x。 

A Petri net is a working inside when and only when meet the following two 
conditions：1. There are two special library I and o, library i is source library: · i ，

library o is Tam library：o · ；2.If a change t  is add to connect o and i, makes ·t o  and t · i  to get PN , then PN  is of strongly connected.  
2) M is a sequence of state:  M M M M … M , Mi is a m dimensional 

vector: M tp , tp , tp , … , tp , M is the number of elements in P,  tp  is the 
token in library p , M is the execution of a workflow instance, M  is execution state 
of a workflow instance. 

3) TC is a description of the explicit time constraints demand of emergency 
disposal, defined as a mapping from the changes to a time interval [ α, β ], TC: T , T α, β ,T T, T T T ,0 α β ∞，recorded as T T ，α is the earliest triggering time of T  when T is finished, β is the latest triggering 
time of T  when T is finished. If T T ,then α is the earliest triggering time of T  
when T  began, β is the latest triggering time of T  when T  began.  

4) TR is a description of explicit requirements of resource constraints in 
emergency disposal, a mapping from changes to a resource model. TA: T RS . RS 
is a resource model, including staff, supplies, etc. 

5) FC is a mapping from arc to transfer conditions Condition,  FC: FCondition；Condition is a Boolean expression, represent token transfer conditions of 
arc.  

6) Changes can not only be the process main body, but also be a subject in logic 
relationships, such as conditions determine and branch type judgment, etc. 

7) Change t can be activation , if and only if each library in its pre-set has at 
least a token and meet the token transfer conditions. when an activated t is triggered, 
it will take one token in very library in its pre-set and generate one token and pass to 
all library which meet the transfer conditions in its rear set. 

In the modeling process of an emergency disposal, we use change represent an 
operation, library represent the operation state after it is finished, the arc from change to 
library represent a task to complete into the corresponding processing, use the arc from 
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library to change represent engine in response to the current state and to do next operation, 
use the function on the arc to represent different branches of execution condition. 

Based on the emergency disposal time constraint workflow model, this paper 
proposed the concept of three views: control view, time view, resource view. Time 
View: workflow execution time information and time constraints, Namely the start 
and end time of each activity, time constraints between the various activities and the 
activities of the time limit to complete; Control View: the schedule and go to state of 
workflow instance, such as where is the execution, what is the next to perform. 
Resource View: resources assignment in workflow model. 

In the process of time constraint conflict detection, firstly set up rules by time 
constraint flow graph, construct time constraint flow diagram using the logical 
relationship and time constraint resource competence model in Resource View. Then 
to detect time constraint conflict by time constraint conflict detection algorithm. After 
found time constraint violation, Time View feedback the information of  violations  
to Control View, who let the process to carry on the back. After process of equivalent 
substitution and exception handling, to continue a new round of conflict detection 
time constraints. Through iterative adaptive adjustment to realize time constraint 
conflict resolution. As shown in Fig.1.  

 

Fig. 1. State diagram of time constraints conflict detection and exception handle 

3 Structure and Deduction of Time Flow Graph 

Time view represents time constraints information of all activities in workflow 
instance, including the relations between a sequence of activities, explicitly tasks 
earliest and latest finishing time, capability time. Time view calculation is done in the 
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Time Flow Graph. All kinds of time constraints information is organized in Time Flow 
Graph to detect time constraint conflict by time constraint conflict detection algorithm. 

Definition 2 Time Flow Graph. Time Flow Graph is constitute by a triple:ΣP, V, E , P is a node t  which is corresponding to the change. V is the directed edge v , t , t  between the changes. E is the time constraint e , t t  which 
changes activated. 

Definition 3. Time constraint consistency: If and only if any constraint e ,t t  who meet the requirement α   is in time constraints consistency, if not, it 
is time constraint conflict. 

The execution time of the work is the determinants of whether time constraints of 
preset process can be satisfied. Traditionally when a work is pushed to the execution of 
the work list, the workflow management system may have no idea how long it will 
take the work to finish. By introducing the concept of capability time, Time View can 
establish complete Time Flow Graph based on the resource time constraint to detect 
and deal with time constraint conflict, which improve the accuracy of the time 
constraints analysis. 

Definition 4. Capability Time1. In change t, according to the resource constraint, we 
forecast the shortest execution time recorded as TET(t) and the longest execution time 
recorded as TLT t , TET(t) and TLT t  are capability time of change t. Resources 
capability time meet the requirement of implicit time constraints in emergency disposal 
workflows. 

Rule 1. structure rule of time flow graph  
1) Dealing with changes: copy the collection of changes in ETCWN model and 

paste to Σ, as P T. Then add T  as a starting node to P, as P P+{T }. 
2) Dealing with explicit time constraints: To any changes t , t  in ETCWN model, 

if TC , t , α, β TC, build directed edge V t , t   between t  and t ,namely  V V V , Then add time constraint E t t  to E, namely E E E . 
3) Dealing with resource capability time: To any changes t , t , if there is library 

p,  p t · p · t ，  build directed edge V t , t   between t  and t ,namely V V V ; according to the resource capability time, we know that after t  
is finished, t  must be finished TET( t ) later but in TLT( t ), namely E t TETTLT t , add E  to E, namely E E E . 

Rule 2. Extended rule of time constraints derivation 

1) Serial structure: Two serial time constraints t t ，t t  , it can be 

derived as t t  

2) Parallel structure: Two parallel time constraints t t ，t t , if the 

relationship is "with", then t  , , t ; if the relationship is "or", then t  , , t . 

                                                           
1 Resources waiting time has been included in the task execution time. 
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4 Time Constraint Conflict Detection Algorithm 

Time view represents time constraints information of all activities in workflow 
instance, including the relations between a sequence of activities, explicitly tasks 
earliest and latest finishing time, capability time. Time view calculation is done in the 
Time Flow Graph. All kinds of time constraints information is organized in Time Flow 
Graph to detect time constraint conflict by time constraint conflict detection algorithm. 

In a workflow with the time constraint, explicit time constraints, process temporal 
logic and resource capability time may lead to conflict. For instance, a work will be 
finished in 10 minutes, however, we concluded by temporal logic and resource 
capability time that the work can be finished after 20 minutes, the earliest. In order to 
guarantee the consistency of all kinds of time constraints, in this section we provide 
time constraint conflict detection algorithm in both definition time and runtime to 
realize real time constraints conflict detection. 

Algorithm 1. Conflict detection algorithm in definition time. 
Input: ETCWN=(P,T,F, M,TC,TA,FC) 
Output: Boolean, whether the process meet the requirements of time constraints 

consistency or not 
1)Establish time flow graph in accordance with rule 1. 
2)Number the nodes in Σ and  initializes the queue Q. Put the starting node t in Q, 

number t as 1. Cycle out of the queue when Q is not empty, t =DEQ(Q), put 
subsequent of t  into the queue in turn , number++. When Q is empty, end the cycle. 

3)Check the consistency of time constraint. Mark the starting time of the T  as 0, 
check all the nodes t (i=2,…,{V}) in turn：to every precursor t · t  of t , calculate 

the cumulative time constraint e , t t  by parallel rule 2, calculate every time 

constraint e , t t  by serial rule 2.If α> β, there is conflict ,end the algorithm; 
if not, continue to calculate until all the nodes are checked. if there is no conflict, end 
the algorithm and the time constraint in ETCWN is consistent. 

Let use a detailed example to show the execution of algorithm 1, including 
construction, extension, and detection of time flow graph. As shown in Fig 2, t must 
be finished earliest 2 seconds after t is finished, and latest in 3seconds after t is 
finished, namely: t t ，t  must be finished in 5 minutes since the workflow 
begin. t  must be finished in 4 minutes since the workflow begin, namely: t t ，t t  

1
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5
t

2
t

3
t

 
Fig. 2. The flow chart 

Table 1 shows resource capability time of every work. 
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Table 1. Resource capability time constraint  

Change Time interval 

t1 [1,2]

t2 [1,3]

t3 [2,3]

t4 [3,4]

t5 [3,5]

According to rule 1(3), time constraint set is get: t t , t t , t t , t t , t t , t t , combined with initial constraints set { t t ，t t ，t t }, constitutes the final time constraints set of time flow graph. The 
time flow graph is shown in figure 3 
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Fig. 3. Time flow graph 

On the basis of the time flow graph in Fig.3, we do time constraint derivation 
following rule 2, do constraint conflict detection using algorithm 1. Derivation process 
is shown in table 2: 

Table 2. Font sizes of headings. Table captions should always be positioned above the tables.  

No constraint premise rules 

1  Time constraint definition rule1(2) 

2  Time constraint definition rule1(2) 

3  Time constraint definition rule1(2) 

4  Resource capability time rule1(3) 

5  Resource capability time rule1(3) 

6  Resource capability time rule1(3) 

7  Resource capability time rule1(3) 

8  Resource capability time rule1(3) 

9  Resource capability time rule1(3) 

10  conclusion 4、5 rule2 serial 

11  conclusion 5、6 rule2 serial 

12  conclusion 3、11 rule2 parallel with 

13  conclusion 4、12 rule2 serial 

14  conclusion 4、7 rule2 serial 

 



156 H. Liu, J. Chen, and S. Ma 

 

Table 2. (Continued) 
 

15  conclusion 1、14 rule2 parallel with 

16  conclusion 8、13 rule2 serial 

17  conclusion 9、15 rule2 serial 
18  conclusion 16、17、2 rule2 parallel with 

We can learn from the form 2 that conclusion 18 t t  is in violation of the 
time constraints. According to definition 3, this process does not meet the time 
constraints, feedback conflict information to control view to made adjustment to the 
workflow. 

Algorithm 2. Conflict detection algorithm in runtime. 
Input: time flow graph in algorithm1 and the triggering time of all the changes 

already triggered.  
Output: Boolean, whether the process meet the requirements of time constraints 

consistency or not 
1)Update the time constraints. If both the pre-set and rear set of changes of 

constraint are triggered, remove the constraint from the collection. If neither the pre-set 
nor rear set of changes of constraint are triggered, remain the constraint unchanged. If 

pre-set of changes are triggered and rear set of changes are not, to e , t t , 
calculate the time which the pre-set of changes take(current time minus pre-set changes 

trigger time),  e , t TT t . For the time constraints generated by rule1(3), 
recalculate the resource capability time and update. 
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Fig. 4. Dynamic update process in time flow graph 
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2) Same steps with algorithm 1. 
Assuming that in the instance in Fig.3, t  is triggered, t 's trigger time is 0, t 's 

trigger time is 2, current time is 2, then the original time constraints {t t ，t t ，t t }of workflow turn to new constraints {t t ，t t ，t t }, the update process of time flow graph are shown in Fig.4. 

5 Automatic Conflict Resolution Mechanism 

The setup of both the hardware and software environment for the test are listed as 
follows: 

To support time constraints automatic conflict resolution, this section propose a 
constraint violation handling mechanism based on equivalent replacement. The 
concept of equivalent structure and exception handling structure are introduced to 
realize automatic conflict resolution. equivalent activity can replace the original 
activity when the original activity failed to perform or conflict. Exception handling 
activities are based on the equivalent activity to record abnormal warning, if equivalent 
activity still failed to perform or conflict, then execute exception handling activities. 

In the workflow process, priority to perform normal activities, if normal activity 
conflict, go back from this node and perform the equivalent activity, if the equivalent 
activity still conflict, check exception handling activity, if exception handling activity 
conflict, continue to go back until cannot go back and alarm the error. 

We add equivalent activity and exception handling activity to the instance in  
section 3. The time flow graph is shown in Fig.5. Dotted line represent  the normal 
activities in work flow. 
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Fig. 5. The flow chart with equivalent structure and exception handle structure 

If it come across time constraint conflict at t , go back to t  and perform the 
equivalent activity, the process is shown in Fig.6. Dotted line represent the check and 
perform of the equivalent activity. 
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Fig. 6. The flow chart of go back and select the new path 

The path of performing equivalent activity meet the time constraint of the workflow, 
through automatic adjustment to avoid the abortion caused by failure of normal 
activities in the workflow. Equivalent activity and exception handling activity provides 
effective means for normal workflow execution, greatly improve the success rate of 
execution 

6 Time Constraint Conflict Detection and Resolution 
Experiment 

Firstly, we randomly selected workflow that have no conflict resolution, it meet the 
time constraints in define time but time constraint conflict could occur at run time. Run 
the workflow for 1000 times, record number of successful executed workflow as N. 
secondly, we add conflict resolution mechanism in section 4 and 5. Run the workflow 
for 1000 times again, record successful executed workflow number as M, the 
equivalent substitution routing number as M1, exception handling path selection 
number as M2. Finally, repeat the experiment for 100 times to get the average result. 
The result are shown as follows. 

Table 3. Confict resolution experiment results 

Experiment Scucess failure Sucess rate 

With conflict resolution 979 21 97.9% 
Without conflict resolution 863 137 86.3% 

 

In the workflow with conflict resolution mechanism, equivalent activities perform 
83 times while exception handling activities perform 33 times. It can be concluded 
from the experimental results that the equivalent replacement and the exception 
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handling mechanism, as a supplement for possible runtime time constraints, have 
significantly improved the success rate of workflow execution. 

The experimental results shows that ETCWM can dynamically evaluate the runtime 
time constraint conflict in workflow, provide automatic conflict resolution which 
greatly improve the success rate of emergency-response workflow. 

7 Conclusions 

This paper proposed a time constraints modeling method to meet the requirements for 
high reliability, high time accuracy and complicated time constraints in emergency 
response workflow systems. On the basis of this model, the time constraints flow 
diagram is built, conflict detection and resolution algorithm is derived. 

The method decomposes the time constraints model into three views, namely the 
resource view, the control view and the time view. In the resource view, time 
constraints prediction of resources capability is introduced to improve the accuracy of 
time prediction. In the control view, the Equivalent Mechanism and Exception 
Handling Mechanism are introduced to resolve time constraint conflicts and improve 
the success rate of the process execution. Finally, in the time view, a time flow 
diagram is constructed from the source view and the control view according to the time 
flow graph inference rule. In the time flow diagram, the runtime collision detection and 
resolution are preceded for both definition-time phase and runtime phase. Through the 
relevant comparison and experiment evaluation, the model is proved to be able to 
support the automatic detection and resolution for runtime time constraints conflict and 
improve the time accuracy and success rate of the process execution, which provides 
strong support for emergency disposal. 
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Abstract. Comprehensive risk assessment is very important work for effective 
prevention and control of chemical accidents in hazardous chemical procedure 
industries. This paper first proposes a perspective and workflow for 
comprehensive risk assessment of hazardous chemical plants. Several key 
components: case base, vulnerability analysis model, indicator system based 
risk assessment model are included in the workflow. As a kind of professional 
tool for geographical information manipulation, GIS can provide strong support 
for analysis of case data, especially some spatial location relevant data, which 
are in the majority among all case information. Next, GIS can provide support 
for implementation and run of vulnerability analysis models. Further, with 
strong spatial analysis capability of GIS, one can carry out Impact evaluation of 
a chemical accident. Thus, GIS can provide versatile support in comprehensive 
risk assessment of hazardous chemical plants. In this paper, we will affirm: 
Spatial analysis and visualization of GIS can facilitate the management of case 
base and provide fundamental support for vulnerability analysis and risk 
assessment models. 

Keywords: Comprehensive risk assessment, Hazardous chemical plant, GIS, 
Case base, Vulnerability analysis. 

1 Introduction 

In chemical procedure industries, comprehensive risk assessment is universally 
implemented program for prevention and control of potential accidents. There are at 
least two approaches to comprehensive risk assessment: a technological source-
oriented one and a receptor-oriented one [1]. In recent decades, many methodologies 
have been developed to undertake a risk analysis on an industrial plant. Tixer et al 
identified more than 60 risk analysis methodologies, which can include up to three 
phases (identification, evaluation and hierarchisation) [2]. According to their 
technological characteristics, These methods can be ranked in six classes [1], based 
on the combination of four usual criteria (qualitative, quantitative, deterministic and 
probabilistic). Though these methods have been widely used for risk analysis of 
industrial plants, there are some limitations and difficulties with these methods [3]. 
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In theory, comprehensive risk assessment aims at combining source and receptor. 
For technological risks, this includes both plant and external safety considerations; 
aspects of regulatory assessment, planning, training, and emergency management, but 
also risk communication and the integration of physical and chemical criteria with 
environmental, human health, and socioeconomic considerations. In addition, it 
specifically aims at integrating the power of dynamic simulations models as a major 
tool of risk assessment. 

Different from some engineering research, dangerous chemicals incidents occur at 
random and dynamically. It is also difficult and often impossible for us to make 
experiment of accidents. So collection of historical cases is almost the only way for 
data of chemical accidents. On the other hand, we also believe that objective laws of 
incidents are hidden under abundant cases. With increasingly developed methods and 
technologies, especially information technologies and data mining methods, the 
substantial principle dominating the accidents can be disclosed. Obviously the 
collection and analysis of cases need to be studied deeply. 

For cases, in addition that some general data need be obtained, some spatial and 
temporal data, and some environment-related data also should be collected for better 
analysis of them. In these additional data, most are geo-referenced which can be well 
handled with GIS (Geographical Information System). For example, the occurrence 
location of a case can be parsed from the natural language form of it with the 
geocoding function from GIS, some elements of a case can be represented with 
feature editing or symbol drawing functions of GIS, and GIS can also provide support 
for input data retrieval and evaluation model running and so on. 

The structure of this paper is organized as follows. Firstly, the core thoughts 
centered on case study of chemical accidents are explained and the analysis flow 
based on case study is illustrated. As a result, several essential components including 
case management system, hazardous chemical base and dynamic model are presented. 
Next, the necessity and possibility of the application of GIS in the integrated risk 
analysis process is explored. Lastly, the paper concludes with the promising 
application of GIS in construction of comprehensive risk assessment system of 
hazardous chemical plants and several aspects worth further improvement. 

2 Perspective and Workflow 

We think the comprehensive risk of a chemical plant depends on not only the internal 
status and characteristics but its ambient environments including natural and man-
made ones. Furthermore, management and response capabilities also affect the result 
of risk assessment. As risk is a combination of probability and consequence, the 
stronger the management capability is, the lower the occurrence probability of 
accidents caused by a chemical plant, and the more efficient and effective response to 
an accident is, the less serious the consequence caused by an accident is.  

There are two types of classic approaches to risk assessment: one is indicator 
system based method and the other is dynamic model method. As mentioned above, 
there are some factors which dominate the final risk. These factors can be organized 
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hierarchically into a tree structure. For example, in the first hierarchy, we can 
consider physical and chemical properties of a chemical plant, natural and man-made 
environments around the plants and the emergency management capability are three 
kinds of factors that affect the resultant risk. In the second hierarchy, the emergency 
management capability can consist of preparedness, mitigation, monitoring, response 
and recovery etc. sub-factors. On the other hand, risk can be analyzed through most 
likely accident identification and corresponding consequence calculation. Generally, 
the consequence can be calculated with specific dynamic model. 

It is natural to integrate the two approaches in comprehensive risk assessment. In 
scientific research, data can provide evidences while a mechanism model describes a 
dynamic process of a potential accident. Therefore, our perspective is that an 
integrated approach which can combine both of them will be a kind of more 
promising one. According to this thread, we propose a flowchart of comprehensive 
risk assessment of chemical plants as shown in Figure 1 [11]. 
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Fig. 1. The flowchart of comprehensive risk assessment system of chemical plants based on 
cases 

The main steps of the analysis are as follows. 
(1) Creation and maintenance of chemical incident cases 
In this operation, the system reshapes chemical incident cases obtained from all kinds 
of sources and stored them with structured form through interaction with human. The 
stored cases can be updated if necessary. Furthermore, the system can import cases in 
batch from external files. These files are created by manual processing or exported by 
other relevant systems. In case base, the case is stored with formal structure. In 
addition to exporting textual form of electronic document or paper, the case can be 
presented dynamically. Query, locating, etc. operations can also be executed on case 
base. 
(2) Management of chemicals 
This work maintains a list of chemicals. The information of a chemical includes 
physical and chemical properties of it, environment, health and treatment actions etc. 
(3) Vulnerability analysis 
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Vulnerability analysis will choose a simulation model to predict the effect of toxic, 
flammable or explosive chemicals on population health or environment. In this 
analysis, the population or environment data are required. 
(4) Construction of indicator system 
The construction of indicator system is a complex process. The core tasks in this 
process include indicator choice, weight calculation etc. some mathematical methods 
for indicator system analysis are needed such as grey correlation, fuzzy logic, 
artificial neural network etc. 
(5) Risk assessment 
This work is to implement some risk assessment models which are based on indicator 
system. In process 4), some alternative indicator systems are proposed. And in this 
process, the models will choose an indicator system and request user input or extract 
data from database to calculate risk of chemical places. Then, given a certain rating 
rule, the risk rate of chemical places will be identified. 

3 The Role Played by GIS 

Geographical information system is a comprehensive software package for 
manipulation of spatial location relevant information. Its core functions include 
spatial data retrieval, spatial data processing, spatial data storage, spatial analysis, 
spatial visualization etc. In process of comprehensive risk assessment of hazardous 
chemical plants, plenty of data, such as population distribution, environmental 
coverage, rescue station, emergency materials and health resource and so on are 
spatial location relevant. GIS provides a strong substantial tool for the manipulation 
of these data. The geo-database of GIS is an extended database management system 
which is built up based on a proprietary database management system such as 
Microsoft SQL Server and Oracle and can be used for storing and maintaining these 
data.  

Given the requirements of analysis activities in fig. 1 and the capability of GIS, the 
possibility of the application of GIS in comprehensive risk assessment of hazardous 
chemical plants are presented as follows. 

3.1 Retrieval of the Geographical Properties of a Case 

Originally, a case is presented with papery or electronic document where some geo-
referenced information is described in form of natural language. For example, the 
location of a case is expressed as some street, some road. This kind of expression of 
geographical features is difficult to be processed and analyzed with computer and 
graphically cognized by man. Some functions of GIS can be utilized in retrieval of the 
geographical properties of a case. 

First of all, geocoding function in GIS can be applied to interpret the natural 
language description of the occurrence location of a case. Geocoding is an essential 
function in GIS which works with spatial database and natural language interpretation 
techniques. It can retrieve accurate occurrence location of a case with latitude-
longitude form. Table 1 presents the general workflow of geocoding of the occurrence 
of a case with GIS. 
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Table 1. The general workflow of geocoding with GIS 

No. Step Description 
1 Original address is presented Geocoding starts with a specified address in a natural 

language form. 
2 Address with natural language 

form is parsed 
When an address locator parses an address, it dissects 
the address into its address elements based on the style 
of the address locator. 

3 Address locator searched Once the address locator has parsed the address and 
generated a list of values for each address component, it 
finds features in the locator that match the elements of 
the input address based on a set of search criteria. 

4 Score of each potential match 
established 

When the address locator has generated a set of 
potential location candidates, it scores each candidate to 
determine how closely each one matches the address. 

5 List of candidates filtered Once each candidate is scored, the address locator 
generates a set of candidates that are potential matches 
for the address based on the minimum candidate score 
set for the address locator. 

6 Best candidate matched The address locator ranks the candidates by score and 
an address is matched automatically to the candidate 
with the highest score. 

7 Matched feature indicated The feature that corresponds to the best candidate is 
used for generating the location for the matched 
address. 

 
Next, the spatial feature editing can be used to mark out the affected zone by a case 

and its evacuation zone, if any. The affected zone of a case is the domain of influence 
caused by an accident happening in a hazardous chemical plant while the evacuation 
zone is a temporal assembly area for protecting the affected people from harming and 
providing basic life support for them. Both of the affected zone and the evacuation 
zone can be bordered according to some textual description of the accident, which is 
easy given a detailed record of the case. There are several basic functions of spatial 
feature editing that can be used to draw the zones including draw circle, draw ellipse, 
draw rectangle, draw polygon. Illustrative symbol plotting is especially useful for 
representing situation, tendency, tactics etc. on a map. This tool derived from GIS can 
be used to render some essential elements of a case such as disaster scenario, 
evolvement and response and so on. Figure 2 illustrates an example of the 
representation of basic elements with some spatial feature editing tools and 
normalized symbols which are able to be plotted through tools integrated in a 
proprietary GIS software package or implemented through second development 
techniques provided by it. 

Furthermore, one can use spatial query function to retrieve important information 
around the location of the accident. The information includes risk sources, protection 
objects, population, economics etc. Fig. is an illustration of geo-referenced 
information retrieval of a case with GIS. The process is as follows. 

Step 1: a query feature is drawn manually or automatically; 
Step 2: In background, GIS fetches the objects meeting certain conditions 

according to the marked area and object types; 
Step 3: the fetched data is exchanged into input form for case information 

maintenance; 



 Study on the Application of GIS in Comprehensive Risk Assessment 165 

 

Step 4: If necessary, the user edits the fetched data; 
Step 5: the user confirms and submits the case information into case base. 
Through interaction between case information maintenance application and GIS, 

the geo-referenced information of a case can be retrieved and saved to case base 
finally. This process will largely increase the efficiency of case maintenance. 

 

 

Fig. 2. An illustration of case representation with feature editing and symbol drawing from GIS 

 

Fig. 3. A screenshot of case data retrieval function based on spatial query function of GIS 

Retrieved data with GIS 

Case management 

interface 

Buffer area 
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3.2 Support for Implementation and Run of Models 

As seen, vulnerability analysis models and indicator-centered risk assessment models 
are going to be required in the course of comprehensive risk assessment of hazardous 
chemical plants. Firstly, for vulnerability analysis, some models, no matter hazardous 
material leakage models or explosion effect analysis models, need geo-referenced 
parameters as input. Secondly, GIS can provide support for the run of the model, 
especially in case that the processing of the model involves some spatial analysis 
functions. Finally, the output of a model is more effective and vivid if they can be 
presented on map directly. Fig. illustrates the input interface and the analysis result of 
a leakage analysis model presented on a map. 

 

 

Fig. 4. Input interface and analysis result presentation of vulnerability analysis models with 
GIS 

3.3 Impact Evaluation of a Chemical Incident 

Following the prediction of the analysis models, the question what is the consequence 
of the incident is going to be asked. The answer can be provided easily leaning upon 
spatial analysis functions of GIS. With overlay analysis of GIS, one can create an 
integrated analysis by applying a common scale of values to diverse and dissimilar 
input. On one hand, analysis models obtain the impact range of the incident which is 
generally presented with polygon features. On the other hand, some demographic 
data, economic data and environmental data are collected and held by GIS in a geo-
database they often are presented in form of certain feature types (mostly point or 
polygon types). With overlaying demographic, economic or environmental data with 
the impact range of the incident, an overall risk can be quantified. 
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Fig. 5. Impact analysis of a chemical incident with GIS overlay analysis function 

3.4 Input Data Retrieval of Risk Assessment Model 

As mentioned above, there are two types of models which are necessary for the 
retrieval of risk assessment results: the dynamic ones and the hierarchy based ones. 
For the former, three most commonly used models include: fire spread model, 
explosion impact analysis model and hazardous chemical leakage analysis model. 
These models require some data as input before and during execution. And some 
procedural data may be produced and need be stored temporarily. The following table 
lists some key parameters whose data need be provided for execution of the models. 

Table 2. Three most commonly used dynamical models in risk assessment of hazardous 
chemical plants 

Model name Purpose Main parameters Purpose and parameter description 
Explosion 
impact analysis 

Analyze 
impact area for 
a specified 
explosion 

Input parameters The central location of the explosion, 
explosion type, explosion material type and 
explosion material mass, volume, pressure 
etc. 

Output results The spatial distribution of the hierarchical 
damage areas 

Hazardous 
chemical 
leakage analysis

Analyze and 
simulate the 
dynamic 
spread process 
of leakage 
materials 

Input parameters The leakage location, leakage mass, leakage 
velocity, leakage pattern, occurrence time, 
chemical type, wind conditions, cloud 
condition, weather etc. 

Output results Space-time distribution of chemical 
material coverage and thickness. 

Fire spread 
analysis 

Analyze and 
simulate the 
spread process 
for a specified 
fire event 

Input parameters DEM, fire location, wind conditions, fire 
load etc. 

Output results The dynamic of fire spread and space-time 
distribution of fire zone and strength. 

High: 10 

 

Low: 1 
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In order to carry out the analysis with the indicator based model, one must provide 
the input data corresponding to the hierarchical indicator system. The following figure 
shows a typical hierarchical structure of indicator system for the risk of a hazardous 
chemical plant. As seen, this indicator system is built in view of three phases of 
emergency management of chemical incidents: preparedness, mitigation and 
response. Thus, some key factors are filtered out naturally. 

 

 

Fig. 6. The AHP model for the risk assessment of chemical installation 

With some spatial analysis functions provided by GIS, the input data for many of 
these indicators can be retrieved from spatial database. The following table lists some 
indicators and the corresponding retrieval approaches with GIS. 

Table 3. The corresponding retrieval approaches of indicator data with GIS 

Factor Functions or Tools Raw data 
Poison index D1 Attribute analysis of hazardous 

chemical installations 
Attribute data of hazardous 
chemical installations 

Fire and explosion index 
D2 

Attribute analysis of hazardous 
chemical installations 

Attribute data of hazardous 

chemical installations 
Erosion index D3 Attribute analysis of hazardous 

chemical installations 
Attribute data of hazardous 

chemical installations 
Quantity of storage D4 Attribute analysis of hazardous 

chemical installations 
Attribute data of hazardous 

chemical installations 
Water pollution
D5 

overlapping analysis (polygon 
and polyline) 

Water bodies with polyline or 
polygon features 

Traffic interruption D6 overlapping analysis (polygon 
and polyline) 

Traffic roads with polyline 
features 

Economic situation D7 Zonal statistics Areal economic data 
Population density D8 Zonal statistics Areal population data 
Medical forces situation 
D9 

Buffer analysis (around 
hazardous chemical plants) 

Medical force distribution 
thematic data 

Fire forces situation D10 Buffer analysis (around 
hazardous chemical plants) 

Fire force distribution thematic 
data 
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4 Conclusions and Discussion 

Comprehensive risk assessment is very important work for effective prevention and 
control of chemical incidents. Chemical cases are the systematical archives of the 
historical chemical incidents and underlying law of incident evolvement is hidden 
under abundant case information. Cases are useful data source from where risk 
assessment can be implemented with some data-mining methods. As a necessary 
component of comprehensive risk assessment, vulnerability analysis need take 
physical, chemical characteristics of chemicals as input parameters. Therefore, a 
chemical base is needed when make vulnerability analysis of health or environment. 
Furthermore, as a kind of professional tool for geographical information 
manipulation, GIS can provide strong support for analysis of case data, especially 
some spatial location relevant data, which are in the majority among all case 
information. 

For some reasons, experiments for accidents are not available. Thus, historical 
accidents (cases) are the valuable experimental data for analysis of incident objective 
laws which are hidden under abundant cases. On the other hand, traditional cases have 
some inherent shortcomings when used for an comprehensive risk assessment of 
dangerous chemicals. From this paper, we conclude: Case study can provide useful 
service for risk assessment. Comprehensive and structured cases are good materials 
for data-mining; spatial analysis and visualization of GIS can facilitate the 
management of case base and provide fundamental support for vulnerability analysis 
and risk assessment models. 
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Abstract. In the real world, an incident is often followed by some secondary or 
derivative incidents which may further trigger some new incidents. The process 
goes so repeatedly. How to present this kind of chain relationship and formalize 
cascading effect of these incidents is very important for prevention and control 
of the complicated incident scenarios like this. This paper preliminarily ex-
plores incident chain modeling including the mechanism of incident chain and 
its construction and presentation. In mechanism, a term meta-force is coined for 
theoretical research of the incident chain modeling. A general theoretical 
framework including incident, meta-force and disaster receptor is proposed 
which can be used for incident chain research. Following the research on con-
struction and presentation of incident chain modeling, the paper further investi-
gates the analysis approach to incident chain based on Bayesian network. As a 
kind of natural presentation of incident chain, Bayesian network techniques 
have inherent advantages when used in inference and prediction of a compli-
cated disaster scenario. Concrete applications include risk analysis and decision 
optimization. The work can be consulted in case of prevention and control of 
complicated disaster circumstances. 

Keywords: incident chain, Bayesian network, GIS, chain breaking & disaster 
reduction. 

1 Introduction 

An incident is often followed by some secondary or derivative incidents. For instance, 
when an earthquake occurs, fire, landslide, hazardous material leakage may be trig-
gered. If not prevented or controlled effectively and efficiently, the consequence 
caused by these resultant incidents will probably leads to more serious loss than the 
earthquake itself does. This kind of cascading and interactive effect of incidents is 
called an incident chain. The incident chain makes the prevention and control of inci-
dents more complicated and difficult. Nevertheless, there exist internal principles that 
dominate the formation of incident chain. Incident chain expresses the causal relation-
ships between incidents and it depends on three elements, i.e. incidents, disaster  
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receptor and emergency management and is subject to exchanging process of sub-
stance, energy and information among the three elements [1]. In existing researches, 
the research on the incident chains caused by earthquake, typhoon etc. natural disas-
ters have drawn much interest [2-5]. Some typical examples include the disaster anal-
ysis that an earthquake causes hazardous chemical leakage and fire, and the analysis 
that an explosion breaks a container and then causes hazardous chemical leakage. [6-
9]. There is also some disaster network related research work. Literature [10] defines 
the conception of disaster network, semi-quantitatively analyzes the occurrence prob-
ability of the network nodes, and gets response tactics in view of the whole minimum 
loss of the disaster network. Based on the vulnerability of disaster-causing factor, 
disaster receptor itself and the space-time environmental characteristics around the 
disaster receptor, exploring the triggering and transforming law of incidents is the 
basis and core of incident chain analysis [11]. In order to get insight into the law of 
incident chain, it is necessary to build up decision rule database of interchanging 
process between incidents through coupling the mechanism research and plenty of 
incident case data and construct the responding reasoning mechanism. With existing 
science knowledge and experience, preliminary incident model can be made, which 
we call prior information while abundant incident cases can be looked on as fact in-
formation or experiment data. Both can be integrated and augmented into new recog-
nition of incident chains. Bayesian network is a kind of causal reasoning technique 
that utilizes the classical Bayesian theorem. It is widely applied to natural language 
understanding, pattern recognition, artificial intelligence etc. fields. It is a kind of 
DAG (Directed Acyclic Graph) where the events are nodes and the causal relationship 
between events are directional edge [12]. It is imaginable that the incident chain can 
be formed when defining the incident as node and the link strength between edges as 
triggering probability of an incident (starting) to another incident (end). Thus, we can 
use Bayesian network analysis to carry out analysis of incident chain. 

The paper firstly proposes an approach to incident chain modeling and then, a kind 
of incident chain analysis technique based on Bayesian network. With simulated ex-
ample, the calculation process is explained. The work can be consulted in case of 
prevention and control of complicated disaster circumstances. 

2 Incident Chain Model 

2.1 Overview of Incident Chain Technology 

The occurrence of incidents is not isolated. They are related to each another and have 
some causal relationship between them. When a certain type of incident occurs, it is 
likely to induce another kind of incident due to the appearance of disaster-causing fac-
tors produced by the release and transfer of energy, substance and information etc. Un-

exceptionally the induced incident may further cause another incident, and further
 …

. 
Investigation on plenty of cases of incidents has shown that there exist underlying laws 
that govern the occurrence and evolvement of these incidents. There are complicated 
connections between different types of incidents. Incident chain is a kind of innovative 
research approach of complicated disaster-causing phenomena where a disaster will lead 
to secondary ones iteratively. It presents a chain-like graph which describes potential 
correlation between the resultant disasters and their causal disasters [13-14].  
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In order to explain the incident chain technology, we first put forward two basic 
concepts: incident chain class and incident chain instance. The incident chain class is 
the abstract description of the relationship among potential disasters while the inci-
dent chain instance depicts the concrete presentation of a complicated disaster scene. 
The incident chain instance is a specific instantiation of the incident chain class. The 
incident chain class expresses the underlying principle of complicated disaster phe-
nomena from the cognitive aspect. It is the concentrated reflection of commonsense, 
expertise, physical law etc. the incident chain instance depicts the real scene of a past 
occurrence or a predicted one of a probable occurrence. 

Figure 1 illustrates an incident chain class of typhoon. As seen, typhoon incident 
may induce rainstorm and gale. Rainstorm will further cause torrent and inundation. 
Gale will cause storm surge and billow. Torrent will cause mud-rock slide and 
landslide. Incident chain of a certain type of incident is not invariant. We can look on 
incident chain as an express of a priori knowledge which reflects the logic of relation-
ship between different types of incidents. This kind of knowledge is not same for 
different degree of cognition and different space-time environments. For example, in 
incident chain of typhoon in coastal area, billow, storm surge are noticed more, while 
gale and rainstorm are paid more attention in land area. Even, for the same area, the 
same type of incident has different incident chains in different years, different seasons 
of each year. In details, the structure of chain-like graphs and the probability of transi-
tion between two incidents in the graph are different. The probability of transfer be-
tween two incidents can be gained from plenty of historical cases through data min-
ing, case reasoning etc. techniques and can also be studied based on physical laws 
(e.g. logical causal relationship). Furthermore, rule, model based reasoning techniques 
are also supposed to enhance the accuracy of the probability. It has been shown that 
considering space-time factors are quite necessary and essential in the research on 
pattern and application of incident chain. 
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Fig. 1. An example of incident chain class of typhoon 
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2.2 Formation of Cascading Effect of Incident Chain 

According to some academicians’ research, an original incident triggers secondary 
incident through three types of factors inclusively: material, energy and information. 
More specifically, these three types of factors can be divided into some general im-
pact forms which are called meta-force. Pressure, impulsive force, erosion etc. are 
some examples of meta-force. 

There are relatively intrinsic mapping between meta-force and disaster receptor 
(including human, thing and social system). Thus, if we can find out two classifica-
tion system and their mapping, an incident chain expression model can be con-
structed. Figure 2 illustrates the forming process of incident chain due to cascading 
effect from one incident to another incident. Obviously, the construction of meta-
force set and disaster receptor set, further their mapping relationship is a substantial 
work. The mapping between incident and meta-force, and meta-force and disaster 
receptor are many-to-many. 

 

 

Fig. 2. Illustration of incident, meta-force and disaster receptor 

From Figure 2, we can easily understand the possibility of transfer between inci-
dents is dependent on certain exterior conditions. The relevant targets (disaster recep-
tor) are one of the most conditions. For instance, when typhoon occurs, the landslide 
and debris flow may be induced. However, how much the possibility is depends on 
whether some relevant risk targets exist within the affected area by the original inci-
dent, such as landslide risk regions, flood risk regions etc. If only some incident is 
configured in the incident chain and the relevant targets exist within the affected area, 
the relevant secondary and derivative incidents should be concerned. Incident chain 
can be stored and expressed with the data structure of adjacent table in computer [11]. 
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3 The Analysis of Incident Chain with Bayesian Network 

3.1 Introduction to Bayesian Network 

Conditional probability is an important concept. While the sum and product rules of 
probability theory can cope with this factor of conditionality, in many cases such 
calculations are NP-hard. For example, the prospect of managing a scenario with less 
than 10 discrete random variables might be tractable. However, an emergency deci-
sion support system for inferring likely consequences caused by an incident with 32 
random variables resulting in a joint distribution of over 232 parameters would get 
intractable. 

Bayesian network is a simple, graphical notation for conditional independence as-
sertions and hence for compact specification of full joint distributions [15]. It consists 
of a set of nodes, one per variable. The links between nodes denotes the causal rela-
tion of variable pairs, i.e. if one variable is influenced directly by another variable, 
there is a link between two variables. The influence variable is called parent variable, 
and the influenced variable is called child variable. All nodes and links between them 
constitute a directed, acyclic graph. 

Consider a domain U of n variables, x1, x2, …, xn, Each variable may be discrete 
having a finite or countable number of states, or continuous. The joint probability of 
all these n variables can be calculated with the following formula according to chain 
rules of probability theory,  
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For every variable xi, if there is some subset 1 2 1{ , , , }i ix x x −Π ⊆  , which makes xi 

be independent of 1 2 1{ , , , }\i ix x x − Π , then 
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(2)
 

Put x1, x2, …, xi in a certain order, determine a set of variables meeting eq. (2). Then 

take iΠ  as parent nodes of xi. and add a direct link between every variable in iΠ  

and xi. Thus, a directed, acyclic graph representing causal relations among variables is 
generated. Namely, the structure of Bayesian network is determined. Following  
the construction of Bayesian network, a network learning algorithm will be imple-
mented according to sample data. The goal of network learning is to quantify the 
probability distribution of the network according to observations and update the prior 
distribution. 

Assume the joint distribution of variable set x={x1, x2, …, xn} can be encoded into 
the network structure [16]: 
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Where θi is the vector of parameters of the distribution p(xi|Πi, θi, s
h), θs is the vector 

of parameter group (θ1, θ2, …, θn), and sh denotes the assumption that physical joint 
distribution can be decomposed according to S. 

Following network learning from sample data, a verification step is required to 
take to test if the resultant network is significant and applicable. 

3.2 Incident Chain Diagnosis and Prediction with Bayesian Network 

In the simplest case, conditional distribution is represented as a conditional probabili-
ty table (CPT) giving the distribution over xi for each combination of parent values. 

Let incidents be the nodes of Bayesian network and variable set {x1, x2, …, xn} are 
used to represent the random binary variables and 0 is nonoccurrence and 1 is occur-
rence. Construct the Bayesian network following the steps below. 

(1) Choose an ordering of variables x1, … , xn 
(2) For i = 1 to n 
  add xi to the network 
  select parents from x1, … ,xi-1 such that 
    P(xi|Parents(xi)) = P(xi|x1, ..., xi-1) 

With Bayesian network, we can do two types of things. One is diagnosis, which is a 
bottom-up process. This term is from disease treatment where a doctor will look for 
causes according to the patients’ symptom. The other is prediction which is a top-
down process. Prediction will look for the possibility of potential effects. For incident 
chain analysis, the former will be able to find out the most possible factors for current 
consequence or infer the key nodes for existing incident risk, and the latter will help 
us predict the possible consequence given a specified incident scenario. 

4 The Application of Incident Chain in Emergency Prevention 
and Response 

4.1 Construction of Bayesian Network of Incident Chain 

Suppose an incident chain class in figure 1. In order to implement area specific analy-
sis, one need to instantiate the incident chain class in terms of space-time information 
such as spatial objects and seasonal factors. This process can be done under the sup-
port of GIS [11]. First of all, according to the condition factors configured in the data 
structure of incident chain, GIS can filter out potential (worth concerning) secondary 
incidents by use of spatial query functions. The analysis steps are listed as follows: 

Step 1: The path and range of the presumptive original incident (typhoon) is identi-
fied. This result may come from professional prediction of meteorological bureau. 
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Step 2: potential secondary incidents are filtered out. For every incident in the confi-
guration of secondary incidents in the incident chain class, GIS searches for asso-
ciated targets (condition factors). If the associated condition factors are present, then  
a node of the secondary incident is added into the corresponding incident chain  
instance. 
Step 3: The influence areas for every identified secondary incident is calculated ac-
cording to proper influence analysis models. These kinds of models are generally 
from some professional departments such as environment, hydrology and geology and 
so on. 
Step 4: Repeat Step 2 – Step 3, until the whole study area is covered or the expected 
level of secondary incidents. 
According the above analysis, the incident chain structure (or the structure of Baye-
sian network) is determined. Then the probability distribution (In particular, the in-
ducing probability of incident pairs in the chain graph) of the network needs to be 
calculated. In literature [17], a calculation framework is proposed through which in-
ducing probabilities for incident pairs in the chain graph are able to be calculated. 

Figure 3 is an area specific incident chain for some area located within a coastal city 
of China, where typhoon strikes it in routine every year. After going through some cal-
culations mentioned above, the following incident chain instance is identified. 
 

 

Fig. 3. Incident chain instance derived from some incident chain class 

4.2 Risk Analysis 

In essence, Risk analysis for incident chain is an inference procedure based on Baye-
sian network. From the incident chain instance of figure 2, According to probability 
chain rule and conditional independence, the joint probability of variables of incident 
chain can be written as follows: 
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Thus, one can calculate the occurrence probability of storm surge triggered by the 
original typhoon incident: 
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In this means, the occurrence probabilities for all potential secondary incidents can be 
calculated according to the joint probability of all incidents. 

Then, given the consequence or loss of every potential incident, the risk can be cal-
culated. For example, if the loss for each node is: 

 B C D E FC {c ,c ,c ,c ,c }=
 (8) 

Then the expected risk caused by the original incident is: 

 total B C D E Fc = (B|T)c (C|T)c (D|T)c (E|T)c (F|T)cP P P P P+ + + +  (9) 

4.3 Decision Optimization 

Based on Bayesian network of the incident chain, several approaches to decision op-
timization can be made. Firstly, suppose some chain(s) are broken in an incident 
chain, the resulting average risk can be recalculated according to Equation (9). Thus, 
through comparing the resulting risk values, one can easily determine which tactics is 
the best one and then should be employed to implement in emergency response. Se-
condly, on condition that there are limited resources which can be used in emergency 
response activity, how to allocate these resources optimally is a key issue to promote 
efficiency and effectiveness of emergency response. 

Suppose the expected risk of an incident chain is R0. Now there are n tactics t1,  
t2, …, tn which can be employed to break chain. The cost for the ith tactics is qi and the 
resulting average risk is Ri then the unit cost can be calculated according to the fol-
lowing equation: 
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After simple ordering of the resultant unit cost, the best tactics with minimum unit 
cost can be chosen as the final solution to emergency response. With limited emer-
gency resources, more allocation will be made for the prevention and control of the 
crucial node. 

5 Conclusions and Prospects 

Complicated prediction is very important to achieve pre-warning and timely treatment 
of incidents especially in situation where an original incident will trigger secondary  
or derivative incidents. The principle of incident chain is one of the most fruits in 
public safety science. It originates from disaster chain. The study of the underlying 
mechanism and evolvement rule is extremely helpful for prediction and control  
of incidents.  

This paper preliminarily explores incident chain model including mechanism of in-
cident chain and its construction and presentation. In mechanism, we illustrate the 
Formation of cascading effect of incident chain. We think both of meta-force and 
receptor attribute are generalized factors in generation of incident chain. This pro-
vides a general theoretical framework for incident chain research. Following the re-
search on construction and presentation of incident chain modeling, the paper further 
investigates analysis approach to incident chain based on Bayesian network. As a kind 
of natural presentation of incident chain, Bayesian network techniques have inherent 
advantages when used in inference and prediction of complicated disaster scenario. 
Concrete applications include risk analysis and decision optimization. 

Currently, the application of incident chain in public safety is at its initiative phase. 
In order to meet the construction of emergency platform, it is urgent that some rele-
vant theories and techniques need to be studied more deeply. The breakthrough and 
solution of these problems such as risk analysis incorporating incident chain, the ap-
plication of advanced spatial analysis of GIS, the study on patterns of chain-break and 
disaster reduction, incident chain based intelligent decision etc. are quite meaningful 
for prevention and control of incidents. 
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Abstract. Forest fire risk and danger mapping is about forest fire potential 
estimating. Spatial differentiation of forest fire risk and danger is obvious in the 
Northeastern China Forest Zone, and it is of crucial importance in setting up 
management objectives in this region. Based on RS and GIS technology and 
spatial logistic regression analysis, the relations between the burn scar and its 
influencing factors were evaluated using Wald step forward logistic regression. 
Using logistic regression model, forest fire risk probability of each pixel was 
calculated and five-class forest fire risk and danger zones were identified. The 
result shows that spatial differentiation of forest fire risk and danger is obvious 
in the region. Different forest fire management can be applied in different fire 
risk zone. To eradicate forest fire from the beginning, budgets, personnel, 
technology, equipment, early warning and monitoring systems need to be 
adjusted in fire management systems. 

Keywords: forest fire, northeastern China, spatial logistic regression model, 
MODIS. 

1 Introduction 

Forest fires are a recurrent environmental and economic emergency worldwide. Since 
1980s, forest fires caused by global warming appeared to be on the rise. The 
protection of life property and forest resources requires increasingly more effective 
forest fire management, and it is possible to map forest fire risk and danger zones and 
thereby minimize the frequency of fire, avert damage, etc. 

Fire risk and danger refers to the probability of ignition, as determined by the 
presence and activity of causative agents (i.e., man, lightning, etc.) [1]. The term 
“danger” refers to sum of constant and variable factors affecting the ignition, spread, 
and resistance to control, and subsequent fire damage. Forest fire risk and danger 
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zones are locations where a fire is likely to start, and from where it can easily spread 
to other areas. 

A precise evaluation of forest fire problems and decisions on solution methods can 
only be satisfactorily made when a fire risk zone map is available. Statistical methods 
such as linear regression, classification regression trees, logistic regression analysis, 
neural networks or Bayesian probability have been used in fire risk mapping to 
generate local risk models[2], [3], 4], [5], [6], [7], [8], [9]. A geographic information 
system (GIS) can be used effectively to combine different forest-fire-causing factors 
for demarcating the forest fire risk zone map. Remote Sensing (RS) data plays a vital 
role in identifying and mapping forest fires and in recording the frequency at which 
different zones are affected. Based on GIS and RS, a spatial logistic regression model 
is developed in this study to predict the forest fire risk and danger probability. 
Northeast China Forest Zone is selected for this study, because it continually faces a 
forest fire problem, and the large range, low population density, limited traffic 
infrastructures and weak fire suppression capabilities, combined with the continental, 
dry character of the climate, created the conditions for large conflagrations. 

2 Methods 

2.1 Study Area 

Northeast China includes Heilongjiang Province, Jilin Province, Liaoning Province 
and Inner Mongolia autonomous region. The Northeastern China Forest Zone is 
stretching over ten degrees latitude from South to North (41°30′-53°30′ N) and nearly 
five degrees longitude from East to West (115°30′-135°20′ E), including territories of 
Liaoning, Jilin, Heilongjiang and the eastern part of the Inner Mongolia Autonomous 
Region. The Northeastern China Forest Zone locates in the Greater and Lesser 
Hinggan Mountains and the Changbai Mountains, and it is the largest natural forest 
area in China. The main forests in the region are cold-temperate conifer mixed forests, 
temperate conifer and broadleaf mixed forests, warm-temperate deciduous broadleaf 
mixed forests, and the chief tree species include larch and Korean pine. The region is 
an important forestry of China. In the region Greater Hinggan Mountains forest 
district, Lesser Hinggan Mountains forest district, Changbai Mountains forest district, 
the main timber bases are located, with its forest coverage and timber reserves 
accounting for over one third of the national totals, and the area turns out half of the 
national total timber output. 

The climate in the extreme northeastern region of China is continental cold-
temperate, with long, cold, dry winters and short, warm, humid summers. The 
infrequency of winter storm passages produces relatively little precipitation. As spring 
approaches the storm frequency increases, temperature rapidly increases and humidity 
remains low, the combination of conditions leads to the drying of forest fuels, creating 
a prime situation for fire development. In the summer, the frequency of storm 
passages decreases, but the storm intensity increases, so the greater amount of 
precipitation associated with the stronger storms reduces the fire hazard. With the 
cooling of autumn the behavior of the spring storms is repeated, but the storms lack 
the intensity and strong winds common in spring, and smaller fires occasionally 
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occur. By November the dry period begins again. During this annual climatic cycle, 
forest fires are most frequent and severe in the spring. There are few fires during the 
summer, and small fire development is common during the autumn. 

Due to the high fire hazard and risk in the grass and forest cover, these districts 
were also the first forest districts, where forest fire prevention was launched. In the 
past, the large range, low population density, limited traffic infrastructures and weak 
fire suppression capabilities always lead to large forest fires in the region. Since 1987, 
the prevention, fighting, and management of forest fires have been strongly 
enhancing, forest fires still occurred frequently. 

2.2 Materials 

The main characteristic of the forest fires emergency is its extreme dimension in 
terms of affected area and number of events. The only technology capable of 
responding to the requirements of cost effective monitoring and impact estimation is 
remote sensing. Many different satellite sensors, with complementary capabilities, 
have been employed for forest fire studies. The Moderate Resolution Imaging 
Spectroradiometer (MODIS) possesses the most useful channels for forest fire 
monitoring and mapping [10], [11],[12]. Nowadays, MODIS has more than 10 year’s 
history and has sufficient temporal sampling, which is enough to exploit the long 
historical archive at a spatial resolution suitable for regional-scale studies. We process 
2000-2010 MCD45A1, MOD/MYD14A1, MOD13Q1 and the ground-based fire 
reports to extract and validate burned area, and mapping the history forest fire 
distribution map in the Northeastern China Forest Zone. Average temperature 
distribution map, average precipitation distribution map, vegetation regions, 
landforms data, topographic data, settlement and road distribution map are also 
employed for the study to develop the fire risk and danger driving factor maps. All the 
fire risk and danger driving variables (maps) and the history forest fire distribution 
map are then integrated through spatial logistic analysis using a sample size of 34233 
pixels. The forest fire risk and danger probability density distribution map is 
generated using the logistic regress model. By rating the probability density map, the 
forest fire risk and danger rating map of Northeastern China Forest Zone is integrated. 

2.3 Dependent Variable: Burn Scar Distribution Map 

The dependent variable of the fire risk and danger logistic regress model is generated 
using MCD45A1 (a monthly Level-3 gridded 500-meter fire burned area product). 
Nowadays, the fire potential burned pixels apply daily imagery acquired by MODIS 
sensors, on board of the TERRA and AQUA satellites from NASA (National 
Aeronautics and Space Administration). MCD45A1 was processed to develop the 
potential burned area distribution map. The data contains approximate Julian day of 
burning from eight days before the beginning of the month to eight days after the end 
of the month, or a code indicating unburned areas (0), approximate Julian day of 
burning (1-366), snow or high aerosol (900), internal water bodies (9998), seas and 
oceans water bodies (9999), or lack of data (10000). 
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MOD/MYD14A1, MOD13Q1 and the ground-based fire reports were used as 
validation data of burned area in the study. The MOD14 thermal anomaly algorithm 
uses a series of thresholds and contextual tests to assess whether a pixel contains a fire 
[13], [14]. The MOD/MYD14A1 daily Level 3 fire product is tile based; it contains 
eight successive daily fire masks for a specific MODIS tile. Each of these daily masks 
is a maximum value composite of ten classes for those swaths, with a value of 7 for a 
low confidence detection, a middle value of 8, and a value of 9 for a high confidence 
detection. MOD13Q1 is a 16-day Level 3 250-meter vegetation indices product, 
including a Normalized Difference Vegetation Index (NDVI) and an Enhanced 
Vegetation Index (EVI). 

The validation algorithm takes advantage of the MOD/MYD14A1 hotspot 
detection, the changes in MOD13Q1 NDVI before and after burning, and the history 
in-situ fire records. First, the detected MOD/MYD14A1 hotspots are confirmed as 
real fires if there are significant decreases in MOD13Q1NDVI in the next month. 
Second, the confirmed hotspots are connected to MCD45A1 burned scar patches. Any 
burned patches that contain less than 5% of confirmed hotspot pixels are removed. 
Finally, the modified burned patches are connected to the history in-situ fire spot 
records, and the detection results agree well with the ground-based fire reports. There 
is a reasonable agreement with the correlation coefficient equal to 0.85. In this way, 
11 years burn scar distribution map from 2000 to 2010 is created, shown as Fig.1. 

 

 

Fig. 1. Burn scar distribution map 2000-2010 

2.4 Explanatory Variables: Forest Fire Risk and Danger Influencing Factors 

Anticipation of factors such as climate, vegetation condition, topography and human 
activities are influencing the occurrence of a forest fire and understanding the 
dynamic behavior of a forest fire. These factors and forest fires are interrelated so that 
a change in any of the variables can affect the others. 
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Climate change directly and indirectly influences the wildfire regime through 
various mechanisms. Climate changemay alter the structure and composition of plant 
communities and thus affect the physical and chemical properties of fuels[15]. 

Vegetation type and condition is the most important elements in the evaluation of 
the forest fire risk and danger, since it characterizes the forest fuel[16]. Relative 
species composition is an indicator of site conditions and directly affects flammability 
of the fuel complexes[17]. Deciduous forest stands are considered to represent low fire 
danger areas, whereas coniferous stands are generally associated with high fire danger. 
Shrubs and grass are also known to have high fire danger potential due to the high 
flammability of the fuels and fast spread of fires in these vegetation types. Vegetation 
coverage is the percentage that a horizontal projective area of vegetation, including 
leaves, stems and branches, accounting for the total area of a study area. Vegetation 
coverage provides an indicator of the ease with which fire can spread. The higher the 
vegetation coverage is, the more intense the fires burns are. 

Topography may influence fire occurrence and spread on landscape to regional 
scales. Particularly, elevation affects the temperature and water availability. In 
mountainous areas, elevation also influences the potential for ignition of fires by 
lightning. Terrain aspect directly affects fuel moisture status by altering the solar 
insolation, while the slope angle affects fire spread by increasing the efficiency of 
radiant energy transfer from flaming fronts to upslope fuels. A fire spreading up a steep 
slope resembles a fire spreading under the influence of a strong wind. 

Fire risk was associated with ignition, and ignition in the Northeastern China 
Forest Zone was mostly triggered by human activities. Human-caused fires dominated 
there, and human fire causes were summed up as forestry operations, agricultural 
fires, smoking, and the use of fire in field etc. 

2.5 Data Processing and Formats 

The data of the forest fire risk and danger factors originate fromremote sensing (e.g., 
vegetation coverage), maps (e.g.,temperature, precipitation, vegetation, soil, landform), 
derived data (e.g.,slope and aspectderive from the digital elevation model (DEM), 
distance to river, settlements, and roadsderive from their distribution map), andother 
sources. To allow a straightforward analysis, Geographical Information Systems (GIS) 
are used to process all the spatial data. The data are converted into a grid based system 
with aresolution of 572×572m, same as MCD45A1 burned area data, and the data are 
projected into the same geo-referenceAlbers Conical Equal Area/Krasovsky. 

Climate data is converted from vector to raster. The average temperature 
distribution map is divided into six classesfor forest fire risk and danger analysis: -6- -
4℃, -4- -2℃, -2- 0℃,0-2℃,2-4℃,4-6℃, and the average precipitation map is divided 
intofour classes for fire risk and danger analysis: 300-400mm,400-500mm, 500-
600mm,600-700mm. 

Institute of Geography, Chinese Academy of Science produced a soil map of the 
People's Republic of China.The study area soil mapcontains ten soil types: Dark-brown 
earths, Dark meadow soils, Chernozems, Brown earths, Castanozems, Aeolian soils, 
Black soils, Brown earths, Bog soils, and others. 
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Institute of Botany, Chinese Academy of Science produced a vegetation map of the 
People's Republic of China; the study area vegetation map contains ten vegetation 
regions: coniferous forest, coniferous and broad-leaved mixed forest, broad-leaved 
forest, shrub, grassland, grass meadow, marsh vegetation, and alpine vegetation, 
without vegetation. Vegetation coverage is calculated according to the 
followingformula: 

( ) ( )/f NDVI NDVI NDVI NDVIv min max min= − −            (1) 

The Normalized Difference Vegetation Index (NDVI) was got from MOD13A3 
images. Vegetation coverage wasdivided into five levels for forest fire risk and danger 
analysis:<0.2, 0.2-0.4, 0.4-0.6, 0.6-0.8, >0.8. 

Topographic data was extracted from the Digital Elevation Model (90mDEM), 
which provided three different base maps: slope, elevation and aspect.Elevation was 
divided into five zones for forest fire risk and danger analysis: elevation ≤200 m, 201–
500 m, 501–800 m, 801–1200mand >1200 m.Slope was classified into five classes for 
a similar gross pattern analysis: ≤5°, 5°-10°, 10°-15°, 15°-25°, and >25°.The terrain 
aspect was classified into nine classes: N (north), NE (northeast), E (east), SE 
(southeast), S(south), SW (southwest), W (west), NW (northwest) and flat, based on a 
general aspect classification method. Distance to rivers was divided into seven 
classesfor forest fire risk and danger analysis:<0.5km, 0.5-1km,1- 2km, 2-3 km, 3-
4km, 4-5km, >5km. 

Distance to settlements and distance to roads were considered to be theforest fire 
risk and danger factors to represent the influence of human activities. The distance 
was also divided into seven classesfor forest fire risk and danger analysis:<0.5km, 
0.5-1km,1- 2km, 2-3 km, 3-4km, 4-5km, >5km. 

2.6 Statistical Model 

Logistic regression analysis is one of the most popular mathematical modeling 
approaches that can be used to describe the relationship of several variables to a 
binary dependent variable[18]. In logisticmodel, the dependent variable is a 
dichotomous dummy variable - the variable can take only two values, 1 and 0.These 
models are typically used to predict whether or not some event will occur. In this 
study, the forest fire occurrence or no occurrenceis evaluated using Wald step forward 
methodstepwise logistic regression model following: 

ln β β β β
0 1 1 2 2 n

P
x x x

n1- P

  = + + + + 


                    (2) 

Where P is the probability of a grid cell for the occurrence of a forest fire, 

1 2x x xn ，  ， ，  are the influence factors, β  β  β0 1 n， ， ,  are the coefficient of 

explanatory variables of logistic equation. The stepwise procedure is used to help us 
select the relevant driving factors from a set of factors that is assumed to influence the 
forest fire risk and danger. Variables that have no significant contribution to the 
explanation of the forest fire risk and danger are excluded from the final regression 
equation. Forward entry adds factors to the model until no omitted variable would 
contribute significantlyto the model. This is the usual option, starting withthe 
constant-only model and adding variables one at a timein the order they are best by 
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some criterion until some cutofflevel is reached (i.e. until the step at which all 
variablesnot in the model have a significance higher than 0.05). The influence of the 
explanatory variables on the dependent variable can be measured by Exp( β ). Exp( β
) indicates the frequency ratio of the event occurrence or no occurrence, and indicates 
the dependent variable change while the explanatory variable adds each unit. 

2.7 Validation 

The goodness of the logistic regressionmodelfit can be evaluated with the receiver-
operating characteristic (ROC) method[19]. ROC analysis is an ideal technique to 
quantify the tradeoffs of test sensitivity and specificity. In ROC analysis, the area 
under the ROC curve (AUC) is a common metric that can be used to compare different 
tests (indicator variables). The AUC is a measure of test accuracy. AUCis the portion 
of the area of the unit square, andits value will always be between 0 and 1.0. 
However,because random guessing produces a diagonal line between(0.0) and (1.0), 
which has an area of 0.5, no realisticclassifier should have an AUC less than 0.5.The 
larger the AUC is, the more accurate the test is. An AUC 0.5-0.69 corresponds to a 
poor diagnostic test, 0.7-0.79 corresponds to a reasonable diagnostic test, and 0.8-0.89 
corresponds to an excellent diagnostic test, 0.9 or higher corresponds to an exceptional 
diagnostic test. 

3 Results 

The influence of spatial autocorrelation on the regression results can be minimized by 
only performing theregression on a sample of pixels that are selected at more or less 
equidistant from one another. Such aselection method is adopted in order to maximize 
the distance between the selected pixels to attenuate theproblem associated with 
spatial autocorrelation. By using the selection method, a sample size of 34233 pixels 
was extracted to develop a logistic regression model. 70%of the selected pixelswere 
used to generate themodel and the remaining 30% of the cells are used forvalidation. 
Predictions are finally obtained for 100% ofthe data, then the probabilities of fire 
occurrencefor each pixel are obtained and five-class forest fire risk and danger zones 
are identified. 

3.1 Model Development 

The statistical package SPSS v.18 is used to reveal and quantify the relations between 
the location of forest fire risk and the set of explanatory factors. The Wald step 
forward technique is applied, and ten candidate models are obtained. The following 
table1 shows the logistic regression results for the model built with the calibration 
sample. The vegetation coverage have an frequency ratio larger than 1, meaning that 
there was an increase in the frequency, i.e. when vegetation coverage increases a unit 
keeping the probability of fire increases by 14.4%. The “Sig.” values in table1 are all 
less than 0.05, then the variables are significant >95% level, and parameter estimation 
of the model successfully passed the Wald inspection. 
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Table 1. Logistic regression resultsfor the forest fire risk and danger model 

Variables B S.E Sig. 
Average temperature X1 -0.387 0.029 .000 
Average precipitation X2 -0.116 0.027 .000 
Soil type X3 -0.040 0.008 .000 
Vegetation type X4 -0.025 0.012 .044 
Vegetation coverage X5 0.135 0.018 .000 
Landform X6 -0.021 0.009 .026 
Elevation X7 -0.282 0.026 .000 
Slope X8 -0.135 0.053 .011 
Distance to rivers X9 -0.065 0.016 .000 
Distance to settlements X10 0.032 0.013 .016 
Constant -0.868 0.245 .000 

3.2 Omnibus Tests of Model Coefficients and ROC Analysis 

Omnibus tests are a kind of statistical test. They test whether the explained variance in 
a set of data is significantly greater than the unexplained variance. In the study, at a 
given significance levelα=0.05, degree of freedomdf=10, Chi-square critical value

, the model Chi-square is 884.597 (Table 2),  greater than Chi-square 

critical value, and the “Sig.” values are all ≤0.05. The results show that at the given 
significance level, model coefficients pass the test. 

Table 2. Omnibus tests of model coefficients 

 Chi-square df Sig. 

Step10 
Step 4.045 1 .044 

Block 884.597 10 .000 
Model 884.597 10 .000 

 

 

Fig. 2. ROC Curve analysis 

2 =18.307χ
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According the ROC analysis of the study, the areaunder the curve (AUC) is0.809 
(Fig.2). That is to say the regression equation of dependent variable has 
anexceptionalexplanatory capacity. 

3.3 Forest Fire Risk and Danger Mapping 

According to table1, the logistic regression model can be expressed as following: 

0.868 -0.387 0.116 -0.040 -0.025 0.1351 2 3 4 51

0.021 0.281 0.135 0.065 +0.0326 7 8 9 10

p
Ln x x x x x

p

x x x x x

 
=− − + − 

− − − −

      (3) 

Let  
Z=-0.868-0.387 0.116 -0.040 -0.025 0.1351 2 3 4 5

0.021 0.281 0.135 0.065 +0.0326 7 8 9 10

x x x x x

x x x x x

− +

− − − −
               (4) 

Then  
ze
z1 e

P=
+

                                     (5) 

According to equation (5), the forest fire risk probability of each pixel can be 
calculated. The probability values and their spatial distribution inthe region is a 
predictor of forest fire risk and danger. Based on theforest fire risk and danger 
probability density distribution, five-class (no or very low, low, moderate, high, 
extreme) forest fire risk and danger zones are identified in the Northeast China Forest 
Zone(Fig.3). The classes are based on natural groupings inherent in the data. ARCGIS 
identifies break points by picking the class breaks that best group similar values and 
maximize the differences between classes. The features are divided into classes whose 
boundaries are set where there are relatively big jumps in the data values. 

 

 

Fig. 3. Forest fire risk and danger zones distribution map 
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3.4 Spatial Differentiation Analysis 

Spatial differentiation of forest fire risk and danger was obvious in the Northeast China 
Forest Zone: The Greater Hinggan Mountains cold temperate coniferous forest area 
was centralized high fire risk and danger zone and extreme fire risk and danger zone. 
The Lesser Hinggan Mountains temperate coniferous and broad-leaved mixed forest 
area basically belonged to high fire risk and danger zone and moderate fire risk and 
danger zone. The Changbai Mountains warm-temperate deciduous broadleaf mixed 
forests small area belonged to moderate fire risk and danger zone, and most areas 
belonged to low or no fire danger zone. 

Burn scar distribution map (Fig.1) and forest fire risk and danger zones distribution 
map (Fig.3) overlay analysis showed that the burnt ratio in the five-class forest fire risk 
and danger zones is 0.58%, 5.18%, 7.74%, 12.60%, and 14.21% in turn (Table 3). 

Table 3. Burnt ratio ofthe forest fire risk and danger zones 

Fire risk and danger zones Burnt ratio (%) 

no or very low 0.58 

low 5.18 

moderate 7.74 

high 12.60 

extreme 14.21 

4 Conclusion and Discussion 

The forest fire risk and danger measure is an important part of forest fires management 
and a very powerful tool for supporting the prevention and combat activities. RS and 
GIS technology can be used for forest fire risk analysis and forest fire danger division 
to provide detailed, fast, high reliability, and direct information. Remote Sensing data 
plays a vital role in identifying and mapping forest fires and in recording the frequency 
at which different zones are affected. MODIS active fire products provide a resourceful 
data to develop the potential burned area distribution map and have sufficient temporal 
sampling, which are enough to exploit the long historical archive at a spatial resolution 
suitable for regional-scale studies. Geographic Information System can be effectively 
to combine different forest-fire-causing factors for demarcating the forest fire risk zone 
map. Spatial logistic regression analysis is an effective method to calculate the forest 
fire risk and danger probability, and the computational method gives a relevant support 
to the decision maker for solving the specific requirements related to forest fires 
management. In the study, based on RS and GIS technology, a large volume of data of 
2000-2010 MCD45A1, MOD/MYD14A1, MOD13Q1and the ground-based fire 
reports to extract and validate burnt area were processed, and the forest fire influence 
factors data originate from remote sensing, maps, and other sources were analyzed. 
The relations between the burn scar and its influencing factors were evaluated using 
Wald step forward logistic regression. 

The result shows that the regression equation of dependent variable has an 
exceptional explanatory capacity. Based on the logistic regression model, the forest fire 
risk probability of each pixel was calculated and five-class forest fire risk and danger 
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zones were identified. The Greater Hinggan Mountains cold temperate coniferous 
forest area is centralized high and extreme fire risk zone. The Lesser Hinggan 
Mountains temperate coniferous and broad-leaved mixed forest area basically belongs 
to moderate fire risk zone. The Changbai Mountains warm-temperate deciduous 
broadleaf mixed forests most areas belongs to low fire danger belongs to low fire 
danger and no fire zone. The higher the forest fire risk and danger rating are, the higher 
the burnt ratio in the study region is. 

Forest fire risk and danger mapping is about forest fire potential estimating, but forest 
fire occurrence and spread has its randomness and uncertainty. Fire prevention should 
stand to the guideline of “take prevention first and extinguish actively". Spatial 
differentiation of forest fire risk and danger is obvious in the Northeast China Forest 
Zone, and it is of crucial importance in setting up management objectives in this region. 
Different forest fire management should apply in different fire risk zone. Fire 
management systems need to make adjustments in budgets, personnel, technology, 
equipment, early warning and monitoring systems. Strengthen publicity and education in 
order to improve the fire safety awareness, and eradicate forest fire from the beginning. 
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Abstract. Eco-environment change, as one of the key impacts of the urbanization 
and economy development, has taking place at an unprecedented rate around China 
in the past few decades. This paper explores the method of comprehensive 
assessment of extracted eco-environmental factors and sets up an assessment 
model applying the eco-environment assessment method. Understanding the 
change of eco-environment on county level city is crucial for improving the 
ecology and sustainability for Jiangxi province, in the undeveloped areas in central 
China. With the aid of an integrated GIS/RS-based approach, this study 
investigated how many ecological factors would affect eco-environmental change 
in the Ruijin, a county level city in the region of Jiangxi province, based on the 
analysis of land surface temperature (LST), normalized difference vegetation index 
(NDVI), vegetation fraction (Fv), tasseled cap brightness (TCB) considered as soil 
brightness, tasseled cap wetness (TCW) considered as soil wetness, DEM and 
Slope. Three Landsat TM images acquired on November 2, 2000, November 3, 
2006 and January 14, 2010 were used to estimate LST, NDVI, Fv, TCB and TCW. 
These data in the new form were then combined with the extracted 
eco-environment key factors by way of re-projection to form comprehensive image
．Our results have showed that, although there are significant variations in LST at 
a given fraction of vegetation on a per-pixel basis, NDVI, Fv, TCB and TCW are 
all good predictors of eco-environment on the regional scale. In north, southeast of 
the study area, the quality of eco-environment assessment is generally better than 
the other region, such as central and west directions. Meanwhile the place out of the 
central urban area, special in the northwest, due to the high altitude, less human 
intervention, eco-environment in most of these regions is good. Thus, it shows that 
quality of the eco-environment assessment in Ruijin city is conformable with the 
actual situation and feasible. Finally, the quality of eco-environment assessment in 
Ruijin city was extracted through an RS-based model in the terms of maps and 
tables. 

Keywords: Eco-Environment Assessment, Ruijin city, Assessment factors, RS, 
GIS. 

1 Introduction 

Regional eco-environment dynamic monitoring and trend forecasting is an important 
studies in eco-environmental directions. According to this method, continuous 
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compilation map of different periods of eco-environment assessment, will get information 
on dynamics eco-environment monitoring, which might be predicted trends in 
eco-environment system. In recent years, Remote Sensing and GIS have been commonly 
used to identify, characterize and measure eco-environmental factors, for example, soil, 
geology, water, vegetation, transportation, and infrastructures. Eco-environment research 
has been conducted in many countries such as the United States, Canada, Australia and 
Russia since the 1980s, and China started to catch up in recent years. Scholars have 
advocated establishing a national resources environment database.  

Ruijin city, as the central part of the Former Central Soviet Area, has not been 
researched yet. Furthermore, this year is the occasion of the first anniversary of 
introduction of Several Opinions of the State Council on Supporting Gannan and Some 
Other Former Central Soviet Areas' Revitalization and Development. Ruijin city, also 
famous by the “river sources” and the “ecology sources” of Ganjiang river during the 
development of the eco-system, has a very special ecological status, functions and 
effects, which has significance for the Poyang Lake Ecological Economic Zone and 
Jiangxi survival and development. The ecological benefits from the protection of the 
eco-system in Ruijin can influence the sustainable development of midstream and 
downstream areas of the Ganjiang River, even the Poyang Lake directly as well as the 
local economic and social development. So far, what’s the status of eco-environment in 
the Ruijin city, how to protect it? These become questions for realistic significance by 
improving the sustainable development in Jiangxi province. 

2 Study Area and Data 

2.1 Study Area 

The study area (115°42′ E-116°22′ E , 25°30' N-26°20′ N) is Ruijin city, which is the 
capital of Former Central Soviet Area. Ruijin is a county-level city of Ganzhou in 
Jiangxi Province, southeast of China, which bordering Fujian Province and 
south-eastern Jiangxi. With a surface of approximately 2448 km2 ( Fig.1 ).  It is most 
famous as one of the earliest centers of Gannan Former Central Soviet . In 1931, 
under Mao Zedong's leadership, the Chinese Soviet Republic was established here. It is 
from here that the famed "Long March" began in 1934.  Ruijin city is in the transition 
zone of Central China climate zone and South China climate zone, it located in the 
subtropical monsoon humid climate with a mean annual temperature of 18.9 °C (from 
minimum 7.6 °C to maximum 28.5 °C), and a mean annual precipitation of 1710 
mm(data calculated from the observation of 1951 to 2008) [1].In this area, Soils are 
predominantly red soil, yellow soil and paddy soil with native vegetation is 
characterized by the subtropical evergreen broadleaved forest and the evergreen 
broadleaved-deciduous broadleaved mixed forest. There has abundant rainfall , 
adequate light , four distinct seasons with the mean frost-free period of 286 days and 
mean annual number of 163.7 rainy days .  
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Fig. 1. Location map of Ruijin city  

2.2 Data 

The Thematic Mapper (TM) is an advanced, multispectral scanning, Earth resources 
sensor designed to achieve higher image resolution, sharper spectral separation, 
improved geometric fidelity and greater radiometric accuracy and resolution than the 
MSS sensor. TM data are sensed in seven spectral bands simultaneously. Band 6 senses 
Thermal (heat) Infrared Radiation(TIR). A TM scene has an Instantaneous Field Of 
View (IFOV) of 30m x 30m in bands 1-5 and 7 while band 6 has an IFOV of 120m x 
120m on the ground [2]. This data was used as supporting land cover information, 
evaluate the forest cover rate and extracting other eco-environment factors at higher 
resolution for the automated classification.   

In this research, three Landsat-5 Thematic Mapper (TM) imageries (Row/Path: 
042/121), which were collected on November-02-2000, November-03-2006 and 
January-14-2010, respectively, were acquired through U.S. Geological Survey’s 
Global Visualization Viewer (http://glovis.usgs.gov/) with very low cloud/haze cover 
(less than 10%) , the imagery’s details can be seen in Table 1.  
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Table 1. Landsat TM imagery used in this study 

Path/row Acquisition date 
(MM/DD/ YY) 

Spectral bands Spatial resolution of the bands  
(m) 

12142 11022000 VNIR-SWIR-TIR 30m,30m,120m separately 
12142 11032006 VNIR-SWIR-TIR 30m,30m,120m separately 
12142 01142010 VNIR-SWIR-TIR 30m,30m,120m separately 

 
These images were further rectified to the Universal Transverse Mercator project 

system (UTM Zone, N50, WGS84), and resampled using the cubic convolution 
algorithm with a pixel size of 30 by 30 m for all bands. The root mean squared errors 
were smaller than 0.5 pixel (7.5 m) for each of the two images. 

3 Methods  

3.1 Radiometric Calibration 

Usually, radiometric calibration and atmospheric correction are the most important 
steps in image preprocessing before extracting vegetation fraction and estimating land 
surface temperature. In this study, radiometric calibration and atmospheric correction 
was conducted with the image-based dark-object subtraction method due to its 
simplicity [3].  

Radiometric calibration is the processing of converting Digital Number (DN) value 
of the image to the apparent reflectance. In order to doing it, it should be followed three 
steps: 

First, converted the DN values of the image into the radiance values. Second, 
converted the radiance values into apparent reflection. Therefore, Apparent reflection 
for Landsat TM imagery was calculated as: 

ρ = π * (gain * DN + offset) * d2 / (ESUN * cos(θ)) (1) 

Where ρ is the planetary TOA re reflectance, d is the earth–sun distance, ESUN is 
the mean exo-atmospheric solar irradiance in W /( m2

﹒µm), and θ is the solar zenith 
angle. Offset is the slope of  the radiance/DN conversion. 

After the implementation of radiometric calibration, all the images were rectified 
and geo-referenced to the UTM map projection(North 50 Zone) prior to interpretation. 
Subsequently, the images were resampled to 30 m using the nearest Neighbor 
algorithm to keep the unchanged original brightness values of pixels, and the RMSE 
were both found within 1 pixel. The image processing and data manipulation were 
conducted using algorithms supplied with the ENVI 5.0 image processing software. 
Furthermore, ARCGIS 10.1 was used for spatial analysis. 

3.2 Retrieval of Land Surface Temperature 

So far there have been several well developed algorithms for retrieval of LST from 
Landsat TM/ETM+ data, including mono-window algorithm [4], single-channel 
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algorithm [5]. However, there are some difficulties constraining their application. For 
instance, it is difficult to acquire near real time atmospheric profile data when the 
satellites pass over the study area. Alternatively, in this study the image-based method, 
which were successfully used in some typical case studies, is adopted to retrieve LST 
due to its simplicity and validity. Prior to retrieval of LST, a quadratic model was used 
to convert the digital number (DN) of Landsat TM thermal TIR band into radiant 
temperatures [6]: 

TB = 209.831 + 0.834DN − 0.00133DN2 (2) 

For Landsat TM TIR band, another model was used as follows: 

Lλ = gain × DN+ offset (3) 

Where Lλ is the radiance  of thermal band pixels in W/(m2
﹒sr﹒µm), gain   is   the   

slope of   the radiance/DN  conversion function,  and offset is the slope of the radiance/DN 
conversion.  

Adopting  the conversion formula, the spectral radiance was then converted to   
at-satellite brightness temperature under the assumption of uniform emissivity [7]. 

TB  = K2  / ln(1 + (K1 / Lλ)) (4) 

Where TB is the effective at-satellite temperature  in K, both K1 and K2 are pre-launch  
calibration  constants (As TM: K1= 607.76 W/(m2

﹒sr﹒µm), K2=1260.56 K; As ETM+: K1= 

666.09 W/(m2
﹒sr﹒µm),  K2=1282.71 K), Lλis the spectral radiance at the sensor's aperture in 

W/(m2﹒sr﹒µm) 

According to Eq.(4),  the temperature values  obtained  above were referenced to 
a  black body, which is quite different from the properties of real objects. Therefore, 
correction of spectral emissivity (e) is a must. Furthermore, the emissivity corrected 
land surface temperature was computed as follows: 

Ts = TB / (1 + (λ × TB / α) lnε) (5) 

Where  Ts is the surface radiant temperature in  Kelvin (K),  TB is the black  body  
temperature  in   Kelvin(K),   the wavelength of emitted radiance, herein, λ= 11.5µm 

(Markham and Barker,  1985),  α= hc/K (1.438×10−2mK),  h = Planck 

constant(6.626×10−34Js−1),   and c = velocity of   light  (2.998 × 108 ms−1),   K = Boltzman 
constant (1.38 × 10−23 JK−1),  ε = surface emissivity. 

3.3 NDVI, Impervious Surface Fraction and Vegetation Fraction Calculation 

In this study, based on the Normalized Difference Vegetation Index (NDVI), 
fractional vegetation cove was used as the key indicator describing intensity of human 
activities and land surface properties of the study area [8]. 

NDVI for Landsat TM imagery was calculated as follows: 

NDVI = (ρNIR - ρRED ) / (ρNIR + ρRED) (6) 
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Where ρNIR and ρRED are the reflectance values in the near-infrared and red bands of Landsat 
TM   imagery. 

The scaled value (N*) was computed as follows: 

N *= (NDVI − NDVI0)/(NDVIS − NDVI0) (7) 

Where NDVIs and NDVI0 are the NDVIs in complete vegetation cover region and no 
vegetation cover region respectively.  

Further, fractional vegetation cover (Fr) was computed as follows: 

Fr = fN* × N* (8) 

Where  fN* refers to a  polynomial  fit  for Fr as a function  of N*,   and based   on  a  
consistent   relationship   between  Fr and N*,   Fr is computed as the square of  N* [9]. 

3.4 TCB (Tasseled Cap Brightness) and TCW(Tasseled Cap Wetness) 

The Tasseled Cap Transformation in remote sensing is the conversion of the readings in 
a set of channels into composite values; i.e., the weighted sums of separate channel 
readings. One of these weighted sums measures roughly the brightness of each pixel in 
the scene, and another of these composite values might represent the degree of the 
wetness of the soil [10]. 

The Brightness and Wetness weights for the Thematic Mapper(TM) bands were 
calculated as follows [11]: 

Brightness = 0.3037 * (TM1) + 0.2739 * (TM2) + 0.4743 * (TM3) + 0.5585 * 
(TM4) + 0.5082 * (TM5) + 0.1863 * (TM7) . 

 

(9) 

 

Wetness = 0.1509 * (TM1) + 0.1973 * (TM2) + 0.3279 * (TM3) + 0.3406 * 
(TM4) - 0.7112 * (TM5) - 0.4572 * (TM7) . 

 

(10) 

3.5 Model of the Eco-environment Assessment 

The model and index system is the key to the eco-environment assessment. Because of 
the important of the eco-environment factors and its architecture, it needs a deeply 
understanding and necessary research for the area. As well as its complexity and 
uncertainty, combined with the actual situation of the study area and the existing data, 
we choose the six factors: land surface temperature (LST), vegetation fraction (Fv), 
tasseled cap brightness (TCB) considered as soil brightness, tasseled cap wetness 
(TCW) considered as soil wetness, DEM and Slope as the key factors of the 
eco-environment assessment.  
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The Comprehensive Assessment Model of Ecological-environment assessment for 
Ruijin city was calculated as follows: 

n
E P Ai i

i 1
= ·

=
å (11) 

Where: E is Comprehensive Assessment Index of the ecological-environment 
Pi is value of the i-th principal component. 
Ai is weight value (contribution rate) of the i-th main component. 

 
We classified the result of eco-environment into 5 classes: Unacceptable, 

Acceptable, Satisfied, Good, Excellent, it depended on the quality value we got 
combined with the results of field survey. Tab. 2 shows the detail of quality 
classification. 

Table 2. Index types classified of Eco-environment assessment in Ruijin city 

Classification Comprehensive 
Evaluation 

Index 
Characteristic or description? 

Excellent ≥60 
Undisturbed , ecosystem structure and function is 

excellent  

Good 45～60 
Almost undisturbed , ecosystem structure and 

function is good 

Satisfied 35～45 
Little bit disturbed , ecosystem structure and function 

is satisfied 

Acceptable 25～35 
Little bit disturbed , ecosystem structure and function 

is acceptable 

Unacceptable ≤25 
Disturbed , ecosystem structure and function is 

unacceptable 

4 Results and Discussion 

Table 3&4 shows the quality of Eco-environment assessment of Ruijin city in 2000, 
2006, 2010. From Figs. 2, Table 3&4, it shows quite different patterns of 
Eco-environment assessment over the study period. In Table 3 and Figure 3, it can be 
clear seen the results of Eco-environment assessment in Ruijin city and its changes 
from 2000 to 2010. 

From the temporal view, in 2010 eco-environment in Ruijin city is good type, this 
can be seen from ratio more than 50% of Excellent plus Good type. But it also shows 
some signs of deterioration : Excellent, Good, Satisfied, acceptable, Unacceptable 5 
types of evaluation performance in 2000 accounted of the entire Ruijin city area, 
33.35%, 45.91%, 15.86%, 3.55%, 1.18% respectively; In 2006, the Excellent and  
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Table 3. Area and percentage for Eco-environment assessment in Ruijin city 2000～2010 

Quality 

type 

2000 2006 2010 

Area 
(㎞²) 

Percent Area 
(㎞²) 

Percent Area 
(㎞²) 

Percent 

Excellent 810.75 33.35 677.84 27.88 488.71 20.10 

Good 1116.08 45.91 985.77 40.55 789.09 32.46 

Satisfied 385.65 15.86 470.85 19.37 638.93 26.28 

Acceptable 86.23 3.55 226.87 9.33 391.99 16.13 

Unacceptable 28.59 1.18 65.57 2.70 118.58 4.88 

 

 
Good proportion dropped to 27.88%, 40.55% but the Satisfied acceptable 
Unacceptable proportion rose to 19.37%, 9.33%, 2.70% ; In 2010 Excellent Good 
continue to decline to 20.10%, 32.46%, Satisfied, acceptable, Unacceptable 
proportion continues to rise to 26.28% , 16.13% and 4.88%. 

Table 4. Change rate for Eco-environment assessment in Ruijin city 2000～2010 

Quality 

type 

2000-2006 2006-20010 2000-2010 
Change 

rate 

Annual 

rate 

Change 

rate 

Annual 

rate 

Change 

rate 

Annual 

rate 

Excellent -16.37 -2.73 -27.93 -6.98 -39.72 -3.97 

Good -11.66 -1.94 -19.96 -4.99 -29.30 -2.93 

Satisfied 22.10 3.68 35.69 8.92 65.68 6.57 

Acceptable 163.09 27.18 72.78 18.19 354.57 35.46 

Unacceptable 129.35 21.56 80.86 20.21 314.79 31.48 

 
Fig.4 and Tab.4 show the changeable data for the Eco-environment assessment 

result from 2000-2006 and 2006-2010. From 2000-2006, it shows that the acceptable 
type is the maximum changeable types, the average annual change rate increased 10.47
％, and the unacceptable type is the second maximum changeable types, the average 
annual change rate increased 10.47％. Nevertheless, it changed from 2006-2010. the 
unacceptable type became the maximum changeable types since the average annual 
change rate increased 20.21％, and the acceptable type was the second maximum 
changeable type, the average annual change rate increased 18.19％. 
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Fig. 2. Change Map of Eco-environment assessment in Ruijin city, 2000-2010 

 

Fig. 3. Map of the area and percentage for Eco-environment assessment in Ruijin city 
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Fig. 4. Map of the change rate for Eco-environment assessment in Ruijin city 

The good type was the minimum changeable types, the average annual change rate 
decreased 1.94％ from 2000-2006, and 4.99％ from 2006-2010. The same as good 
type, excellent type was the second minimum changeable type, since the average 
annual change rate decreased 2.73％ from 2000-2006, and 6.98％ from 2006-2010. 
For the midst was the Satisfied type, the average annual change rate increased 3.68％ 
from 2000-2006, and 8.92％ from 2006-2010. 

From the spatial view, Fig.2, Tab. 3&4 show that the unacceptable and acceptable 
types are most in urban area of source area of Ruijin city from 2000-2010. With the 
development of urbanization in the past decade, the unacceptable and acceptable 
type’s total area is increasing very fast in Ruijin central urban area, special from 
2006-2010. The Excellent and Good types are mainly distributed in the mountainous 
region, such as east, northeast and southeast of Ruijin city area. The satisfied type 
mostly distributed in the border area of urban and rural places. 

5 Conclusion 

Evaluation results from the above data can know, quality of eco-environment 
assessment in Ruijin city from 2000-2010 basic distribution trend is: In north, southeast 
of the study area, the quality of eco-environment assessment is generally better than the 
other region, such as central and west directions. The unacceptable and acceptable 
types of the quality result mainly in residential areas, along the rivers, construction 
land, railway, highway, poor natural conditions and other human activities,. This is 
mainly due to the central and west of Ruijin city, Xianghu town, Yeping xiang and 
Yunshishan xiang, are under the pressure of population and economic development, 
such as urban development and cultivated land, garden land, forest land, meadow, 
deforestation and excessive exploitation as well as the natural fire, caused serious 
eco-environment destruction. Meanwhile Ridong xiang, Ruilin xiang and other places 
out of central urban area, due to the high altitude, less human intervention, 
eco-environment in most of these regions is good. Therefore, it shows that quality of 
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the eco-environment assessment in Ruijin city is conformable with the actual situation 
and feasible.  
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Abstract. The correct connection of the topological relationships between 
critical points (or lines) is the basis of the earth’s surface description, terrain 
topological simplification, or geomorphic generalization of relief. However, the 
intersection of valley and ridge line at regular points often occurs in the existing 
algorithms of constructing terrain Morse complexes. In this paper, a novel 
universal algorithm of the constrained construction for terrain Morse complexes 
is presented. In our approach, the separatrix of descending (or ascending) Morse 
complex is regarded as the constrained boundary of extracting the separatrix of 
the dual Morse complex, and the terrain feature line starting from end (or start) 
saddle coincides exactly with the “macro-saddle line”. As a result, the 
intersections are prevented absolutely and the macro-saddles can be identified 
to achieve complete decomposition of the whole terrain surface. In the end, an 
experiment is done to validate the correctness and feasibility of this algorithm. 

Keywords: intersection, macro-saddle, terrain morphology, Morse complex. 

1 Introduction 

Terrain morphological information consists of feature points (pits, peaks and passes), 
feature lines (such as ridges and ravines), or segmentation of the terrain in regions of 
influence of pit and peak or in regions of uniform gradient field [8]. Extracting and 
representing the terrain morphology is widely applied in several contexts including 
terrain analysis and understanding, knowledge-based reasoning and hydrological 
simulation, to gain and maintain the knowledge about terrain surface. 

Over the years, based on Morse (or Morse-Smale) complex, there has been a lot of 
research focusing on the representation of the terrain morphology and many 
algorithms have been proposed. Generally speaking, these algorithms can be 
classified into boundary-based or region-based techniques [5]. The former [8, 12, 2, 
9, 1, 18] extracts the feature lines before the construction of the complex, while the 
latter [10, 6, 14, 3] constructs the complex by region growing without the extraction 
of feature lines. In fact, these techniques are rooted in Morse theory and try to 
simulate the decomposition of a terrain induced by C2 Morse functions in the discrete 
grid, often known as Regular Square Grid (RSG) or Triangulated Irregular Network 
(TIN).  
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However, some issues will occur in the actual implementation. First of all, valley 
and ridge often intersects at regular points, which is inconsistent with Morse theory 
and induces the error of acquiring the main terrain features in the applications such as 
topological simplification, since it distorts the correct connection of the topological 
relationships between critical points. Some of those algorithms, like [10] ignore this 
issue, while the others, such as [15, 12, 2], either provide a relatively simple but not 
comprehensive discussion or increase the computing cost, or the scope is limited, 
although have considered to prevent it. Secondly, the macro-saddle cannot be 
extracted and identified effectively, though the concept has been proposed in some 
literatures (e.g. [8]). It is just the macro-saddle that extends the basic operators for 
topological simplification [7, 8], and complicates the multi-resolution construction for 
the real terrain morphology. In this paper, a novel universal algorithm for terrain 
morphology is proposed in order to overcome the above shortcomings of the existing 
techniques. 

The remainder of this paper is organized as follows. In Section 2, we introduce 
some basic notions on Morse Theory. In Section 3, we review the related works on 
preventing the intersections after addressing the reasons and types of which appears in 
the real terrain. In Section 4, we present our algorithm in details. In Section 5, we 
show some experimental comparisons about the terrain morphology, In Section 6, we 
draw some concluding remarks. 

2 Morse Theory 

Morse theory [11, 17] is a powerful tool to capture the morphology of manifold on 
which a scalar function f is defined. It decomposes the shape into cells in which the 
gradient flow is uniform, and encodes the adjacencies of these cells in a complex 
which represents the topology as well as the geometric properties of the gradient of f. 

Let f be a C2-differentiable real-valued function defined over a domain D in the 2D 
space. A point p of D is a critical point of f if and only if the gradient of f vanishes on 
p. Function f is said to be a Morse function when all its critical points are non-
degenerate. This implies that the critical points of f are isolated. The number of 
negative eigenvalues of Hesspf is called the index of a critical point p. There are three 
types of non-degenerate critical point p: a minimum (pit), a saddle (pass), or a 
maximum (peak) if and only if p has index 0, 1 or 2, respectively. Points which are 
not critical are said to be regular. 

An integral line of f, going through a point p, is a maximal path which is 
everywhere tangent to the gradient of f. Integral lines that converge to (originate 
from) a critical point p of index i form an i-cell ((2-i)-cell) called the descending 
(ascending) cell of p. The collection of all descending cells form a Euclidean cell 
complex, called the descending Morse complex (Figure 1a), and the collection of all 
ascending cells form also a Euclidean cell complex, called the ascending Morse 
complex (Figure 1b), which is dual with respect to the descending Morse one. A 
Morse function f, whose descending and ascending Morse complexes intersect only 
transversally, is called a Morse-Smale function. This means that the intersection of the 
edges of the descending and ascending cells is a saddle point. In this case, we can 
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define a complex, called the Morse-Smale complex, whose cells are the connected 
components of the intersections of the descending and ascending cells (Figure 1c). 
Integral lines connecting saddle points to other critical points are called separatrices. 
All separatrices forms a network, called the critical net. It is the 1-skeleton of the 
Morse-Smale complex. 

In terrain analysis, the separatrix starting from saddle to peak is called a radge line, 
while the one starting from saddle to pit is called a ravine line. Essentially, the surface 
network [13, 16] consisted of ridges and ravines is the critical net. According to 
Morse theory, the case that valley and ridge line intersect at regular points is 
impossible. In this paper, both Morse (or Morse-Smale) complex and critical net (or 
surface network) for representing the terrain morphology are called the terrain 
morphological model. 
 

    
(a)                              (b)                       (c) 

Fig. 1. Morse and Morse-Smale complex: (a) Descending Morse complex, (b) Ascending 
Morse complex, (c) Morse-Smale complex 

3 Related Work 

For the convenient and clear discussion, we reclassify those algorithms mentioned 
above for terrain morphology into the ones based on the original grid vertex [9, 1, 18, 
10] and others based on the actual gradient of terrain surface [12, 2], according to the 
routing location of the separatrix in the construction of terrain morphological model. 

The routing path of the separatrix extracted by the first group algorithms is strictly 
located on the original terrain gird vertexes, which grows the complex cell directly by 
including original triangles in a fast computation speed. However, just because of this 
routing method, the extracted ridge and ravine are only the approximate but not really 
tangent to the actual gradient vector field and often intersect at the regular points. 
Probably, there are four types of intersections between a ravine and ridges in the real 
terrain morphological model constructed by this approach, as shown in Figure 2. 
Here, the red line represents the ridge while the blue one the ravine. 

To prevent the intersection, Schneider [15] proposed a strategy that if it occurs, the 
routing path of one of the two feature lines can be alternated into another. 
Nevertheless, there are some shortcomings in this technique. Firstly, intersection must 
be identified in advance through the comparison between all the ravines and ridges in 
the critical net, and it will increase the calculation cost when there are plenty of 
feature lines. Moreover, it is only the discussion about the intersection at a single 
regular point, without considering the complexity and variety of the real terrain 
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morphology (as shown in Figure 2). Furthermore, it will increase a lot of redundant 
computation and reduce the calculation efficiency if using this method to rectify the 
intersections caused by those region-based algorithms, because the separatrix requires 
to be extracted to identify the intersections after both descending and ascending 
Morse complex are constructed, and one Morse complex need to be reconstructed 
again using the rectified feature lines. 
 

     
(a)                                    (b)  

     
                         (c)                                        (d)  

Fig. 2. Four types of intersections caused by traditional algorithms: (a) Intersection at a single 
point, (b) Intersections forming a line, (c) Multiple intersections, (d) Multi-intersections 
between a ravine and some ridges  

By the second group algorithms, the actual gradient of terrain is calculated and the 
feature lines are extracted according to the gradient vector, simulating the smooth 
case as accurately as possible. As a result, intersections might be prevented to some 
extent, but there still remain some problems. First of all, the computation of the real 
gradient vector of every triangle is more complex and costly than that of the 
approximate one along the original terrain gird vertex. In addition, since some 
triangles are spitted and terrain grid is destroyed, in order to guarantee the topological 
consistency, both the original vertexes and new path points need to be retriangulated, 
regarding the extracted feature lines as the triangulation constraint. Consequently, it 
also affects the construction efficiency. And even more important, the actual gradient 
calculation can not be done when encountering the horizontal areas that often appear 
in terrain. 

4 An Algorithm for Constrained Construction 

In this section, an algorithm for the constrained construction of terrain Morse 
complexes is addressed in detail to construct the correct connection of the topological 
relationships between critical points and to achieve a complete decomposition of the 
whole terrain surface. 
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4.1 The Main Principle and Steps 

The principle of our algorithm is as follows: from the dual structure of the ascending 
and descending Morse complex (as shown in Figure 1), it can be observed that the 
separatrix of an ascending cell is consisted of ravines and saddles, and that the ridges 
starting from the boundary saddles to the central peak are routing within the cell. 
Similarly, the separatrix of a descending cell is consisted of ridges and saddles, the 
ravines starting from the boundary saddles to the central pit are routing within the 
cell. 

Our algorithm mainly consists of there steps. Firstly, ascending (descending) 
Morse complex is constructed by the existing algorithm which can be either the 
region-based technique or the boundary-based one. Therefore, our algorithm is 
universal for the prevention of the intersections at regular points. Moreover, our 
approach is flexible for either the descending Morse complex or the ascending one 
can be built in the first place. Secondly, ridges (ravines), that is, the boundary of 
descending (ascending) Morse complex is extracted within every constructed 
ascending (descending) cell to prevent the intersection. That is to say, the separatrix 
of descending (or ascending) Morse complex is regarded as the constrained boundary 
of extracting the separatrix of the dual Morse complex. Here, we call this condition 
the global constraint of this algorithm for it is applied to the whole terrain surface. 
Finally, descending (ascending) Morse complex is constructed by taking advantage of 
the extracted feature lines and the terrain morphology is represented without 
intersections. 

For the horizontal area in terrain, there is not yet a better method to deal with all 
the cases [19]. In our algorithm, lexicographic ordering [18] is adopted for its 
simplicity and high efficiency as well as the university. 

4.2 Identifying the Macro-saddles 

In the real terrain surface, there may be some macro-saddles, that is, one feature line 
has two saddles. By this algorithm, complete decomposition of the whole terrain 
surface can not be achieved without the consideration of the macro-saddle. So, all the 
macro-saddles are identified when extracting the feature lines in the second stage of 
our approach. For brevity, we firstly introduce two definitions. 

Definition 1. Let point p be a vertex of the terrain grid, the adjacent points with p 
which are adjacent each other is called a higher neighbor set of p if there are higher 
than p, otherwise, called a lower neighbor set of p if they are lower than p. 

The number of higher and lower neighbor set of a point on terrain surface is as 
different as the type of the point varies. For example, as shown in Figure 3, a saddle S 
has two higher and lower neighbor sets at least, respectively. Moreover, if the feature 
line routs on some vertex of the original terrain grid, ridge will pass through a vertex 
of the higher neighbor set while ravine through a vertex of the higher neighbor set. 

Definition 2. If a feature line passes through a macro-saddle, the path between two 
saddles is called the macro-saddle line. The lower saddle is called the start saddle 
while the higher the end saddle. As a part path, a macro-saddle line plays the dual role 
of both ravine line and ridge line. 
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Fig. 3. The higher and lower neighbor sets of the saddle S 

Here, the implementation of identifying the macro-saddle and extracting a ravine is 
detailed after the descending Morse complex is constructed before the ascending one 
(the case is similar that the ascending Morse complex is constructed before the 
descending one). 

First of all, assign a macro-saddle-line flag with the value FALSE to every vertex. 
After the descending Morse complex is constructed, the cell saddles are extracted and 
this flag becomes TRUE for the boundary vertex of each descending cell. 

Because of the strangulation [4], the saddles belongs to a cell are grouped into the 
boundary and the internal. Therefore, a cell saddle whether located on the boundary or 
not need be determined. If it is internal, select the lowest vertex of one lower neighbor 
sets of this saddle as the second point of the corresponding ravine path, then route like 
this in turn until reaching at a pit. In this way, a complete ravine is extracted. On the 
other side, if the cell saddle is a boundary saddle, all the vertexes of every lower 
neighbor sets of this saddle are checked according to the macro-saddle-line flag. If 
there is any vertex with the flag TRUE, it indicates that a macro-saddle is located on 
the boundary of the cell and this saddle is the end saddle. Here, starting from this 
saddle, extract the macro-saddle line, that is, select the vertexes with the TRUE flag 
as the path points until to the start saddle, and then store this macro-saddle line as a 
ravine if it had not been extracted. In this way, the ravine starting from end saddle 
coincides exactly with the macro-saddle line. So, we call this case the local constraint 
of our algorithm for the macro-saddle is only located in some region of the terrain 
surface. In the lower neighbor sets, if there is no vertex with the TRUE flag and all 
the vertexes belong to this cell, recursively select the lowest vertex as the path point 
of the ravine until reaching at a pit.  

If all the ravines and macro-saddle lines of each cell have been extracted, the 
ascending Morse complex can be constructed with these feature lines as its separatrix. 
The flow chart of the above procedure is shown in Figure 4. 

To satisfy the definition of the feature line, any of the macro-saddle lines still can 
be complemented for the endpoint is an extreme point. Here, we provide a method 
from the view of topological simplification. Specifically, for a macro-saddle line, if it 
to be a ridge, find out the two ridges starting from the end saddle and select the one 
with higher peak as the remaining path. Similarly, if it to be a ravine, find out the tow 
ravines starting from the start saddle and select the one with lower pit as the 
remaining path. In this way, the complete feature line is given a larger persistence [9] 
and can not be deleted easily in the multi-scale representation of terrain morphology. 
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Fig. 4. The flow chart of the constrained construction for terrain Morse complexes 

This algorithm is still high-efficiency, because the path points of the feature lines 
are located on the original vertex of the terrain grid and neither any Morse complex 
nor constrained Delaunay triangulation is reconstructed in the implementation. 

5 Experiments and Analasis 

To validate our algorithm, an experiment system is developed by using C++ and OSG 
(Open Source Graph), selecting Qinghai-Tibet Plateau of China as the experimental 
region, with the 90m-resolution DEM data from CGIAR-CSI GeoPortal 
(http://strm.csi.cgiar.org). 

The critical net constructed by traditional algorithm [10] and our method are shown 
in Figure 5(a) and 6(a), of which the enlarged result of the local selected region by 
square frame are shown in Figure 5(b) and 6(b), respectively. Intersections appear in 
Figure 5(b) as marked by thick lines but not in Figure 6(b), so it indicates that 
intersection of ravine and ridge is prevented absolutely by our algorithm. 
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(a) 

      
(b) 

Fig. 5. Experimental region and intersections caused by traditional algorithm: (a) The terrain 
morphology by the STD algorithm, (b) The enlarged chart of local intersections 

   
(a)                                              (b)  

Fig. 6. Results of our algorithm: (a) The terrain morphology by our method, (b) The prevention 
of intersection 

The ascending Morse complex constructed by the extracted ravines is shown in 
Figure 7. In Figure 7(a), without identifying the macro-saddles, there is no peak in 
each region with the thick blue boundary, where triangles do not belong to any 
ascending Morse cell and the decomposition of the whole terrain surface is not 
complete. On the contrary, as shown in Figure 7(b), after identifying the macro-
saddles in our approach, not only every cell does not overlap each other, but also there 
is only one peak in each cell. Therefore, it reveals that the complete decomposition of 
the whole terrain surface is achieved by our algorithm. 
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                       (a)                                           (b)  

Fig. 7. Identifying the macro-saddles in the ascending Morse complex: (a) Before 
identification, (b) After identification 

6 Concluding Remarks 

Intersection at regular points between ravine and ridge is not only inconsistent with 
Morse theory, but also induce the error of acquiring the main terrain features in those 
applications such as the topological simplification or the geomorphic generalization 
of relief. In this paper, a novel universal algorithm of the constrained construction for 
terrain Morse complexes is proposed to construct the correct connection of the 
topological relationships between critical points and an experiment is designed to 
validate the correctness and feasibility of this algorithm, the main contributions of this 
paper are as followings: 

1) This algorithm prevents the intersections absolutely by regarding the separatrix 
of descending (or ascending) Morse complex as the constrained boundary of 
extracting the separatrix of the dual Morse complex. 

2) The macro-saddles can be identified to achieve complete decomposition of the 
whole terrain surface. 

3) In our approach, neither any Morse complex nor constrained Delaunay 
triangulation is reconstructed, which optimizes the calculation steps in a higher 
efficiency and guarantees the consistency and integrity of the multi-resolution 
construction of the terrain morphology or the DEMs.  
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Abstract. In this study, the regionalestimation ofmaize yield was reported with 
integrating a process-based mechanism model and MODIS remote sensing data. 
AC4 plant photosynthetic pathway mode was developed and to substitute for the 
C3 plant photosynthetic pathway in the remote-sensing–photosynthesis 
–yield estimation for crops (RS-P-YEC) model, and the Harvest Index (HI) 
derived from the ratio of grain to stalk yield was adopted in the developed model. 
We performed maize yield simulation by using the developed model in the 
Northeast China (NEC) region from 2007-2009. The selected county- 
leveldata at from the NEC region was validatedwith the MODIS-simulated 
results. We found that that the correlation coefficientbetween the simulated yield 
and the statistics yield is high (R2=0.637, n=69),and the spatial pattern of 
MODIS-simulated yield was agree with the statisticaldistribution in the NEC. It 
indicatedthe improved model has ability to estimateC4 crops in large area. 

Keywords: BEPS model, Maize, C4 crop yield, MODIS data. 

1 Introduction 

Accurate estimation of the crop yield is of great importance for food production, grain 
policy making, andfood security warning [1,2]. The statistical models, light use 
efficiency models, and processed-based models have been used to predict crop yield in 
recent years [3-5].One kind of statistical models was established based on field 
experiments, which are time-consuming, expensive, and prone to large errors in 
estimating at the regional scale[6]. Others statistics models are established based on 
remote sensing technology to regionally predictcrop yield. The inverse information 
derived from remote sensing, for example, normalized difference vegetation index 
(NDVI) and LAIare key parameters of crop photosynthesis product accumulation, 
which areof importance for crop yield to a certain extent [7-9].The light use efficiency 
modelsuse the proportional relation between net primary productivity derived from 
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light energy utilization ε and crop biomass or yield to spatially estimate crop 
yield[5,10], and the proportional relation could be built in different stages[11]. 
However, it keeps a problem that the specific ε does not distinguish the crop typesin the 
same region and change with the crop growth stages [12]. The proportional relation 
changes with regions and are vulnerable to the impact of other environment 
factors[13]and lack of mechanistic explanation to the crop ecological andphysiological 
changes. 

Over the last decades, the process-based models have been developing to estimate 
crop yield. Especially, with development of the remote sensingtechnology, the regional 
estimation of crop yieldintegratedsatelliteinformation and process-based crop models 
has been performed [3,14,15]. The simplest is to use the remote sensing data, such as 
LAI and land cover, using as classification of crops to form a GIS database,as input 
variables to drive the model is namely the driving method. To improve simulation 
precision, more complex assimilation method coupling remote sensing data and crop 
modelsis used to estimate theregional yield. With the ensuring of the special and 
temporal resolution, and explanation of crop growth mechanism, the later method is 
more and more widely used. 

In this study, the process-basedremote sensing BEPS model is initially used to 
simulate the net primary productivity of boreal forest ecosystem in Canada [3, 14].It 
has been used to estimate the NPP of vegetation, and is suitable for applying in 
China.Wang et al. (2009, 2011) developed a RS-P-YEC model based on the BEPS 
model, and to simulate the white wheat yield (C3 crop) [16,17].It is generally accepted 
that the carbon isotopic composition of plant material is correlated with C3 and C4 
pathways of carbon fixation in photosynthesis, the maize is C4 crop according to its 
photosynthetic pathway. However, in recent year, there was seldom study focusing on 
C4 crop yield regional simulationintegratingsatellite information and crop models. In 
this paper, based on the remote-sensing-photosynthesis-yield estimation for crops 
(RS-P-YEC) and the Boreal Ecosystem Productivity Simulator BEPS), we develop a 
process model for yield estimation for C4 crops, and the developed model was used to 
estimate maize yield in the Northeast China. 

2 Study Area and Method 

The Northeast China (NEC) (118.83°~135.09°E, 38.72°~54.56°N) covers 
Heilongjiang, Jilin and Liaoning Provinces. The total arable land of 21,526,200 
hectares, accounts for 16.6% of the nation. With continental monsoon climate,the 
annual rainfall in the NEC is 400~800mm, which is mainly concentrated in July to 
September. The annual average temperature is -3~11ºC, the accumulated temperature 
of ≥10ºC is 1600~3600ºC and the frost-free period is 155~257 days.The rainfall and the 
heat are in the same period, which is suitable for maize growth. The soil is mainly black 
and chernozem, which is fertile and has a strong ability of water-holding. 
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2.1 Method  

In this study, the BEPS model wasmodified suit for C4 crop yieldestimation;and a 
hypothesiswith horizontally homogeneous and vertically laminar structure was made, 
and the structure of two-big-leaf model was still retained, based on the BEPS model. 
Integrating the photosynthesis of each leaf layer to get the canopy photosynthesis and 
subtracting the autotrophic respiration to get the NPP of C3crop, the crop yield was 
estimated according the ratio of NPP and the yield with the correlation coefficient up to 
0.9[16,17].In this study, the developed model calculated the photosynthesis of C4 crop, 
based on the RS-P-YEC model, and introduced the harvest index derived from the ratio 
of the grain yield to the stalk yield for maize. 

2.1.1  Photosyntheticrate of Leaf-Level 
1) Instantaneous photosyntheticrate (A,µmolC ) 

The model accumulates the assimilation rateof C3 plants using the Farquhar 
model[18]. It could describe the photosynthetic pathway of C4 plants after modifying 
[19]. min ,                                (1) 0.015                                  (2) 

                                   (3a) w J                                       (3b) 

Where,A is the net CO2 assimilation rate,  is the rate limited by Rubisco,  is 
the rate limited by photoelectron transfer rate,  is dark 
respiration,µmolC ;  is the maximum rate of carboxylation, and J is  the 
electron transfer rate.The calculation of  and Jcan be found in Chen et al. (1999) 
[14]. 
2) Daily integration of photosynthetic rate 

Because C4 photosynthesis is nearly saturated at current CO2 concentration, the 
photosynthetic rate is almost free from theinfluence of CO2concentration [20], and the 
daily total photosynthesis can be made with respect to time. 

                           (4a) J                               (4b) 

Where, and  correspond toand  and w , respectively, after a small 
reduction for dark respiration. The parameter can be multiplied to the integral and the 
calculation can be expressed as [14]: 

. ⁄ ⁄ dθ 1.27              (5) 

Where,  is the solar zenith angle. 
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2.1.2  Solar Radiation 
The solar radiation received by leaves is a key factor to determine their photosynthetic 
rate. Calculate the radiation by making leaves divided into N layers. The top of the 
canopy is the sunlit layer. The solar radiation received by the top sunlit leaves of the 
canopy includes the direct and scattered radiation from the sky.The radiation received 
by the lower layers is the sum of multi-scatted and reflect solar radiation from the 
canopy and soil surface, and the scattered radiation meet the radiation transfer equation 
[21]. S 0 0                           (6) µ exp                 (7) 

Where, S 0 is the photosynthesis available radiation received by the top leaves 
of the top of the canopy, 0 is the scatted radiation, is the direct radiation on 
theunderlying surface and is the cosine of the zenithangle. is the scattered 
radiation received by the internal of the canopy, is the distance between internal 
leaves and the top of the canopy, µis the cosine of the zenith in scatter direction, is 
the single scatteralbedo of leaves and is the projection on the direction of the reflect 
radiation. 

The scattered radiation in the horizontal ofL could be expressed as, 2 ,                           (8) 

Where,  is the scattered radiation received by the shade leaves in L. 

2.1.3  Photosynthetic Rate of the Canopy 
The photosynthetic rate of the sunlit and shaded leaf, and the maizecanopyis divided 
into N (N>1) layers to make spatial scale expansion. Photosynthetic rate of the canopy 
is expressed below[22], 

                (9) 

Where, the subscripts ‘sun’ and ‘shade’ denote the sunlit and shaded components of 
photosynthesis and LAI. 2 1 exp 0.5Ω /                   (10a) 

                          (10b) 

Where, Ω is foliage clumping index, and Ω for crop is 0.9[3]. 

2.1.4  Conversion of NPP to Crop Yields 
Gross primary productivity (GPP) could be calculated from photosynthetic rate A, and 
net primary productivity is equal to GPP minus autotrophic respiration. NPP GPP                      (11) GPP                   (12) 
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Where, is the length of day, is a conversion factor of photosynthesis to 
GPP; is the autotrophic respiration, including maintenance respiration and growth 
respiration. 

There is a great relationship between NPP and aboveground biomass, so the crop 
yield could be obtained by the NPP and harvest index(HI). Yield NPP α HI                            (13) 

Where α  is the conversion ratio between carbon content and dry matter 
(~45%)[23]. 

2.1.5  Key Parameters 
, the maximum rate of carboxylation, is one of key parameters in the model, 

representing the leaf of maize maximum photosynthesis capacity.The value of  
is mainly affected by the environmental factors such as temperature and fertilizer. J,the 
electron transfer rate, has a strong correlation with the . 

2.1.6  Model Running 
Due to the difference of geographical latitudes, the sowing dates of maize in the three 
administrative are April 25th, May 1th and May 7th, respectively. The latest harvest 
date in Heilongjiang Province is October 8th. In order to make more use of remote 
sensing data and simplify the simulation process, April 23th (22th in the leap year) was 
uniformly set as the sowing date, and October 8th (7th in the leap year) was set as the 
mature date, with the reason that the farmland is almost bare soil before sowing and 
after harvesting and the NPP can be ignored. 

2.2 Data  

Running model, the meteorological data, remote sensing data, land use and soil data 
were used.Daily meteorological data were collected at 72 meteorological stations in 
Northeast China [24], including maximum, minimum, relative humidity and rainfall 
which were fromtheNational Meteorological Information Center in China. The MODIS 
(Moderate-resolution Imaging Spectroradiometer)derivedLAI data was MOD15A2 
product, with the temporal resolution of 8-day and the spatial resolution of 1km [25]. 
The land use data used in this study isthe IGBP global land cover classification data 
produced by the United StatesGeological Survey, with a temporal resolution of 1-year 
and the spatial resolution of 500m. It was resampled to the spatial resolution of 1km 
using the method of nearest neighbor method (see Figure 1).  

The ratio of grain to stalk yield and harvest index(HI) is defined as the ratio of crop 
grain yield to aboveground biomass. The HI is also one of important variables, which 
affect the crop yield.The data was derived from the ratio of grain to 
stalkyield[26],which was derived from the National Meteorological Information Center 
in China. The HI at stations was obtained and then interpolated to the space with the 
method of IDW, resampled to 1km. 
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Fig. 1. Classification of land cover in Northeast China 

)1/( += yyHI                                  (14) 

Where, y is the ratio of grain to stalk yield. 
Soil available water capacity (AWC) varies with soil texture. The soil texture of the 

main growing areas of maizein Northeast China is of little difference and the AWC data 
is difficult to obtain, so it could be made a constant 0.17[27]. 

3 Result and Discussion 

3.1 Validation of Simulated Maize Yield  

We validated the simulated maize yieldat a county-level, thestatisticalmaize yield data 
arecollected in the provincialStatistical Yearbook.The regression analysis between 
simulated yield and statistics yield in county-level was performed, and the Pearson 
correlation coefficient R2 is equal to 0.637(Figure 2) (p<0.01). The statistics yield of 69 
counties/cities were used to calculate the Absolute deviation(ABS), root mean square 
error(RMSE) and relative error(RE) .The results showed that, ABS is 829 kgha-1, 
RMSE is 1060 kgha-1, and RE is 11.9%. Figure 2 shows that most of the data fell in the 
confidence range of 75%.The statistics yield of Shangzhi in 2007 is an unusually high 
value and maybe is a bias from the statistical method. 
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3.2 The Spatial Distribution Pattern of Maize Yield in the NEC 

The yield of maize in the Northeast China Plain in 2008was estimated using the 
developed process-based model (Figure 2). The simulated results showed that maize 
yield was high in north and low in west parts.Sanjiang plain in Heilongjiang province, 
Songnen plain, the middle of Jilin province and the central plain of Liaoning province 
are the main producing area of maize with fertilesoil, and the maizeyields were 
relativelyhigher with values between7000-9000 kgha-1,some of the areas were even up 
to 10000 kgha-1.The southeast of Heilongjiang province, the east of Jilin province and 
the southeast of Liaoning province aremountainous areas withless cultivated area, and 
maizeyields varied between 5000-6000 kgha-1. Because of less rainfall, the yield of 
west of Jilin province and northwest of Liaoning Province was the lowest and less than 
3000kgha-1.On the whole, the maizeyields in the Northeast China Plain mainly ranged 
in 5000-9000kgha-1 according to the results. 

3.3 Discussion 

A key parameter of model, LAI, could well reflect the crop growth status. The precision 
of the model depends heavily on the accuracy of LAI. LAI used to drive the model was 
derived from MODIS products. The resolution of 1 km might affect the accuracy of the 
prediction of the NPP and the yield. Some studies have suggested that MODIS LAI is 
lower than measured values, and this could lead to low simulated value.These errors 
may be decreased through using higher precision LAI. 

 

  
 

Fig. 2. The simulation results spatial distribution of maize yield in 2008in Northeast China 
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The HI was critical for accurate prediction of crop yield by the model. Taking into 
account the small change between years, The HI was derived from the ratio of grain to 
stalk yield, assuming that changes from crop varieties and cultivars did not occur. In 
addition, the influence of environmental condition and field management did not take 
into consideration. The rough assumption must affect the accuracy of prediction of the 
crop yield. The accurate estimation of The HI is an effective way of improving the 
prediction of yield. There is a certain uncertainty in statistics yield. A more accurate 
yield data to the validation of results can also reduce the error. 

4 Conclusion  

We developed the process-based model for estimating the C4 crop yield based on the 
RS-P-YEC model in this paper, and the translation of NPP was realized to yield using 
the relationship of NPP to biomass by introducing the harvest index. The results 
indicated that there was a good relationship between yield model-simulated and 
statistical yield at the county level(R2=0.637, n=69), and the developed process-based 
model was suitable for the maize yield estimation in a large scale. 
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Abstract. Predicting runoff response to climate change is useful in making the 
decision of water resources management in arid region. This study investigated 
the impact of climate change on the runoff of Zamu River, one of the inland 
rivers in the arid region of northwest China using Soil and Water Assessment 
Tool (SWAT) model. Climate-change was predicted by the UK Hadley Centre’s 
Climate Model (HadCM3) under IPCC A2 and B2 scenarios, and downscaled by 
statistical downscaling model (SDSM) for two periods: 1961–1990 (control) and 
2010–2099 (scenario) to drive the SWAT model. SDSM predicted an increase 
trend of maximum and minimum temperature and precipitation in the study area 
during the period of 2010–2099. Simulated runoff under IPCC SRES A2 and B2 
scenarios changed by -10.6% - +1.17% and - 4% - +13%, respectively. The 
runoff tended to decline more significantly under SRES A2 (high GGa 
emissions) than under SRES B2 (low GGa emissions) in the future. The linear 
trend values were -0.048 and -0.018, respectively.  

Keywords: Climate change; Runoff; Downscaling; SWAT; SDSM. 

1 Introduction 

There are scientific evidences about hydrologic system affected by the global climate 
change. The global temperature is increasing and the 100-year trend (1906-2005) of 
0.74 [0.56 to 0.92] °C is larger than the corresponding trend of 0.6 [0.4 to 0.8] °C 
(1901-2000) given in the TAR (IPCC, 2007) [1]. The global climate change has 
impacts on regional precipitation, precipitation distribution and runoff 
[2],[3],[4],[5],[6]. Global warming results in evaporation increase. Many studies have 
proved that runoff is very sensitive to climate change [7],[8],[9],[10]. Runoff 
conditions are strongly controlled by climate [11]. Climate change could therefore have 
positive or negative impacts on runoff [12].Hydrological model sensitivity to climate 
change can be defined as the response of a particular hydrological model to a known 
quantum of climate change [13],[23],[24],[25]. 

One way to assess possible impact of climate change on hydrological cycle is to 
apply different climate change scenarios to hydrological models to estimate hydrologic 
cycle factors [14],[15]. General climate models (GCMs) and regional climate models 
(RCMs) are frequently used to model future climate scenarios. The building of 
hydrological model and the generation of future climate change scenarios are essential 



224 S. Wang and X. Liu 

 

to water cycle assessment. The output of climatic factors by GCMs was used to drive 
hydrological models to study hydrological response to global climate change [16], 
[17],[18]. Many studies have investigated the impact of climate change on annual mean 
water flow under IPCC A2 and B2 GHG scenarios [19],[22]. The simulating scale of 
climate models has great difference to that of hydrological models. However, the 
general circulation models and regional climate models are among the most advanced 
tools in estimating future climate change scenarios. Therefore the output from GCMs 
and RCMs has to be downscaled to obtain the information relevant to hydrologic 
studies. Downscaling approach was widely used for constructing climate scenarios to 
drive the hydrologic models. The approaches to downscale the outputs of GCMs are as 
the follows: Dynamic downscaling method, statistical downscaling method and 
interpolation method. Dynamic downscaling method, as a Regional Climate Model, is 
embedded into GCM, but the method had complicated design and application 
condition, so it is not widely selected for downscaling. Compared to the dynamic 
downscaling method, the statistical downscaling method is most widely used to 
downscale the climate scenarios because of less demanding application condition. 
Statistical downscaling method is to derive empirical relationships that transform large 
scale features of the GCM (Predictors) to small scale variables (Predictants) based on 
the basic data. Precipitation and temperature can be predicted. There are three implicit 
assumptions involved in statistical downscaling method [21]. Interpolation methods 
include bilinear interpolation and non-equidistant Lagrange three-point interpolation 
method, through which the output of GCMs can be interpolated to appropriate site.  

Arid regions frequently suffer from years of acute shortages of water resources. 
Climate is a key factor affecting the runoff formation of inland river basin of the arid 
area in the northwest China. The objective of this study was to evaluate the runoff 
changes under different climate change scenarios in the Zamu river basin of northwest 
China. The Statistical downscaling approach (Wilby et al., 2001)[21] and Soil and 
Water Assessment Tool (SWAT) (Arnold et al., 1998)[20] distributed hydrological 
model were chosen for this study.  

2 Materials and Methods 

2.1 Study Watershed 

The Zamu River originates in the Qilian Mountains and has a catchment area of 851 
km2. It is the only unregulated river in the Shiyang river basin in the arid region of 
northwest China and has a glacier area of 3.74 km2 in the mountain area in the upper 
reach. The location of the study area was shown in Fig. 1. The only gauging station in 
the catchment is Zamusi hydrologic station. The elevation of the catchment varies from 
2000 m to 4802 m above sea level and its catchment shape is plumose. Mean flow of 
the river (1955-2005) measured by the Zamusi hydrologic station is 7.75 m3/s. The 
upper Zamu river catchment has good vegetation cover, with alp meadow, alp 
grassland, shrub and arbor. Forestland is patchy, with mixed distribution of grassland 
and forestland. Major land use type can be divided into grassland, forestland, farmland, 
rural resident land and uncultivated land [26]. 
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Fig. 1. The map of location o f the study area 

2.2 SWAT Hydrological Model  

SWAT (Soil and Water Assessment Tool) (Arnold et al., 1998)[20] is physically based 
hydrological model. Hydrologic Response Units (HRUs) is the basic calculating units, 
which is consisting of unique combinations of land cover and soils in each sub-basin. 
SWAT allows a number of different physical processes to be simulated in a basin. It can 
be used to simulate the hydrological response to changed environment in different time 
steps (http://www.brc.tamus.edu/swat/swatmanual, swat2000theory). The hydrologic 
cycle as simulated by SWAT is based on the water balance equation: 
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where SWt is the final soil water content (mm H2O), SW0 is the initial soil water 
content on day i (mm H2O), t is the time (days), Rday is the amount of precipitation on 
day i (mm H2O), Qsurf is the amount of surface runoff on day i (mm H2O), Ea is the 
amount of evapotranspiration on day i (mm H2O), wseep is the amount of water entering 
the vadose zone from the soil profile on day i (mm H2O), and Qgw is the amount of 
return flow on day i (mm H2O). 

2.3 Statistical Downscaling Model  

Statistical downscaling model (SDSM) was used to calculate statistical relationships 
between large-scale (the predictors) and local climate variables (Predictants) based on 
multiple linear regression technique. These relationships are developed using the 
observed weather data, assuming that these relationships remain valid in the future. 
They can be used to obtain downscaled local information for some future time period 
by driving the relationships with predictors simulated by GCMs [21]. There are 
following key steps: 1) verifying of observing materials; 2confirming predictors; 3) 
model calibration and verification and 4) driving future climate change scenarios. The 
established model for predicting daily maximum and minimum temperatures is an 
unconditional model, but the model for predicting precipitation is a conditional model. 

Zamu si
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2.4 Climate Change Scenario  

Scenarios of climate change used in this study were IPCC SRES A2 and B2, which 
were projected by the UK Hadley Centre's HadCM3 model under corresponding 
emissions scenarios. The predictor variables can be obtained online 
(http://www.grida.no/climate/ipcc/emission). A2 describes a very heterogeneous world 
with high population growth, slow economic development and technological change. 
B2 describes a world with intermediate population and economic growth, emphasizing 
local solutions to economic, social, and environmental sustainability (IPCC, 2007). 
Climate scenarios A2 and B2 are close to the development of study area. The output of 
HadCM3 was downscaled to the daily series data of corresponding weather station.  

2.5 SDSM Calibration and Validation  

Weather factors under different emission scenarios will be obtained based on the NCEP 
(National Centre for Environmental Prediction) data from 1961 to 1990. Daily rainfall 
and maximum and minimum temperatures were analyzed in this study.  

Correlation coefficient (R), relative error (RE), Nash–Sutcliffe efficiency (NSE) are 
the criterion to evaluate the model performance . The Nash–Sutcliffe efficiency was 
calculated as follows: 
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where Vobsm is observed value, Vdowm is downscaled value, obsV  is mean observed 
value, and n is the number of measurement. NSE value can range from -∞ to 1. 1 
corresponds to perfect match of downscaled value to the observed data. 

The representation meteorological stations selected are Tianzhu and Wuwei in Zamu 
river basin. The positions and averages of the temperature and precipitation were 
shown in Table 1. Tianzhu is the mountain observing station whereas Wuwei station is 
the plain observing station. Selected predictors for established downscaling model are 
shown in Table 2. The positive correlation coefficients of the variables are the selected 
predictors for establishing the downscaling model. Data from 1961-1975 was used for 
calibration and data from 1976-1990 was used for validation. Table 2 shows that 
predictor variables of P500 (500 hPa geopotential height) and tem (the average 
temperature of the ground 2 meters) are important in predicting the climate variables.  

 

Table 1. Statistics of two representative meteorological stations 

Station 
Longitude

(°N)
Latitude

(°E)
Elevation

(m)

Mean 
precipitation

(mm)

Mean 
temperature 

(°C)
data

Tianzhu 102°52′ 37°12′ 3045 411.1 0.05 1951-2005

Wuwei 102°40′ 37°55′ 1531 167.2 8 1951-2005
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Table 2. Predictor variables selected for downscaling 

Predictor

Predictant

Tmax(ºC) Tmin(ºC) Prec(mm)

Tianzhu Wuwei Tianzhu Wuwei Tianzhu Wuwei

p-u( Surface zonal velocity) 0.13 0.26 0.09 0.02 -0.01 -0.06

p-v(Surface meridional velocity) -0.18 -0.18 -0.26 -0.18 -0.09 -0.13

p-z (Surface vorticity) 0.18 -0.28 -0.07 -0.26 -0.12 -0.03

p500(500 hPa geopotential height) 0.27 0.20 0.43 0.23 0.03 0.05

r500( Relative humidity at 500 hPa) -0.30 -0.19 -0.07 -0.01 0.08 0.07

Shum( Surface specific humidity) -0.08 -0.03 -0.07 -0.01 0.06 0.11

tem (Mean temperature at 2m) 0.59 0.69 0.56 0.53 0.04 0.03

rhum (Near surface relative 

humidity)
0.01 0.02 0.06 0.07 0.03 0.13

 

Table 3. Statistics of SDSM validation (1976-1990)  

Item 
Tmax(ºC) Tmin(ºC)

maximum wet-spell 
length(days)

Mean wet-day 
precipitaion(mm)

Tianzhu Wuwei Tianzhu Wuwei Tianzhu Wuwei Tianzhu Wuwei

Observed
5.59 15.17 -4.72 1.28 15.40 8.00 3.21 2.65

Downscaled
5.40 14.69 -4.70 1.31 15.20 7.65 2.89 3.38

R2 0.98 0.99 0.99 0.99 0.96 0.76 0.96 0.96

RE(%) -3.40 -3.16 -0.42 2.34 -1.30 -4.38 -9.97 27.55

NSE 0.99 0.997 0.99 0.996 0.96 0.965 0.99 0.837

 

 

Table 3 shows the results of observed and downscaled daily maximum temperature, 
minimum temperature and precipitation for the validation period in Tianzhu station and 
Wuwei station. Both correlation coefficient and Nash-Suttclife efficiency coefficient 
(NSE) are more than 0.75, especially the result of downscaled temperature was better 
than that of daily precipitation. So daily maximum and minimum temperatures under 
climate change scenarios A2 and B2 from 2010 to 2099 were generated by SDSM 
based on the data from 1961 to 1990. The results show that maximum temperature 
(Tmax) and minimum temperature (Tmin) have an increasing tendency in the future under 
different IPCC scenarios in the Zamu river basin (Fig.2). The precipitation have an 
increasing tendency begin 2010s under SRESA2 and SRESB2 (Fig.3).  
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Fig. 2. Average Tmin (a),Tmax (b),under SRES A2 and B2 
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(b) (a) 

 

Fig. 3. Precipitation under SRES A2(a) and B2(b) relative 1980s  

2.6 SWAT Model Validation 

SWAT model can be used to simulate the runoff under the observed climate data in 
Zamu river basin [26] .Downscaled climate data based the NCEP from 1985 to 1990 
was used to driven the SWAT hydrological model for validation in this study. Fig. 4 
shows monthly simulated runoff with downscaled climate data well matched the 
observed value. Correlation coefficient (R) of validation of SWAT model with 
downscaled climate data is 0.79. SWAT model can be used to simulate runoff driven by 
downscaled data. Peak observed and simulated runoff under downscaled climate data is 
greater than those under observed weather data (Fig.4). The difference is caused by 
different spatial scale between observed data and downscaled data.  
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Fig. 4. Validation of SWAT model using downscaled data (1985-1990) 

3 Results and Discussion 

Tables 4 and 5 show the comparison of the baseline runoff and projected values for 
different scenarios corresponding to the downscaled precipitation and temperature 
under SERS A2 and B2, respectively. The projected runoff shows the decreasing 
tendency under SERS A2 climate scenario in future except that in the early 21st 
century. The runoff decreased with the increasing of precipitation in 2070s, 2080s and 
2090s. Runoff was influenced by precipitation and temperature. The temperature has 
negative effects on runoff. The runoff was reduced by less than 10% in 2080s, 5% in 
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2050s and 10.6% in 2060s under SRES A2 respectively. From Table 5, the runoff was 
reduced by less than 5% in 2020s, 2040s and 2080s under SERS B2 scenario. The 
runoff generally was changed by less than 10% in the future decades along with the 
change of temperature and precipitation in Heihe river basin [22], which is similar to 
the results of this study. 

Table 4. Change of Simulated Runoff, Precipitation, Tmax and Tmin under SRES A2 relative to 
baseline(1980~1989) 

Years 2010s 2020s 2030s 2040s 2050s 2060s 2070s 2080s2090s
Runoff 
change(%) 1.2 0.8 -5.4 -8.9 -2.2 -10.6 -2.4 -8.9 -3.4

Precipitation 
Change(%)

Tianzhu 0.2 4.3 3.5 10.4 12.9 11.6 19.8 21.6 29.1

Wuwei 3.3 4.1 6.1 16.5 21.8 22.5 23.2 25.6 27.8

Tmax Change(℃)
Tianzhu 1.2 2.2 1.9 2.6 3.4 5 5.3 6.2 7.1

Wuwei 1.1 2.1 1.7 2.4 2.9 4.3 4.6 5.3 6.1

Tmin Change(℃)
Tianzhu 0.9 1.7 1.5 2.1 2.7 4 4.3 5 5.8

Wuwei 0.6 1.2 1 1.5 1.8 2.7 2.9 3.5 3.9  

Table 5. Change of Simulated Runoff, Precipitation, Tmax and Tmin under SRES B2 relative to 
baseline(1980~1989) 

Years 2010s 2020s 2030s 2040s 2050s 2060s 2070s 2080s2090s
Runoff 
change(%) 12.9 -1.8 1.2 -3.9 8.3 1.3 2.4 -2 6.8

Precipitation 
Change(%)

Tianzhu 7.7 6.1 7.8 8.8 11.2 11.8 14.8 16.4 20.7

Wuwei 0.1 6.5 7.6 18.8 20.1 17 15.9 17.8 21.2

Tmax Change(℃)
Tianzhu 1.4 1.7 2.5 3 3.4 3.7 4.1 4.6 4.7

Wuwei 1.4 1.6 2.3 2.9 3 3.2 3.6 4 4.1

Tmin Change(℃)
Tianzhu 1.1 1.3 2 2.5 2.8 3 3.3 3.7 3.8

Wuwei 0.8 0.9 1.4 1.7 1.9 2 2.2 2.5 2.5
 

The runoff in the mountain reaches varied from -10.6% to +1.17% under SRES A2 
and -4% to +13% under SRES B2 in the future. The runoff had a decline tendency in 
the future (Fig. 5), The linear trend values under SRES A2 and B2 are -0.048 and -0.018 
separately.The runoff declined more obviously under SRES A2 than under SRES B2. 
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Fig. 5. Simulated runoff under SRES A2 and B2 in future 
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4 Conclusions  

The response of the runoff in the mountain reaches to the climate change under IPCC 
SRES were simulated by combining the climate model and distributed hydrological 
model. According to the predictions made by the HADCM3 model, which is 
downscaled by SDSM, future climates predict increased warming under two different 
climate change scenarios. 

With climate change, runoff change in Zamu river basin appeared. The simulated 
runoff of the mountain reaches under different climate change scenarios shows that 
runoff under high GGa emissions has a more obvious decline tendency than that under 
low GGa emissions in the future. Predictions regarding runoff response to climate 
change in this paper can give some advices for water resources management and 
ecological environment decisions in arid regions. 
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Abstract. Among the various natural hazards, landslides are among the most 
widespread and damaging one. It can be triggered by various external stimuli 
and pose significant threat to human safety and natural environment. Geospatial 
computingis currentlyfacing a daunting challenge in data management and 
processing with ever-increasing complexity and heterogeneity .Different 
approaches have been developed to produce landslide susceptibility maps. This 
paper reports a pilot study of analyzing the causative factors of landslide and 
proposes to utilize the geospatial cloud-computing method in mapping the 
rainfall-induced landslide susceptibility. A series of geospatial data of 
triggering stimulus are acquired. The cloud computation platform is utilized to 
analyze some selected environmental parameters in Lantau Island, Hong Kong. 
The emergence of cloud computing brings potential solutions to solve the 
geospatial intensity problems and will enable the public to better prepare for 
such deadly events and to help mitigate any potential damages. 

Keywords: cloud-computation, landslide, Hong Kong. 

1 Introduction 

1.1 Landslide Susceptibility Mapping 

Landslide, defined as the mass movement of rock, debris or earth down a slope results 
in a geomorphic makeover of the Earth’s surface [1], can be triggered by various 
external stimuli. In recent years, landslide hazard assessment has played an important 
role in developing land utilization regulations aimed at minimizing the loss of lives 
and damage to property [2]. In spite of some of the highest urban population densities 
in the world, 40% of the land area of the Hong Kong Special Administrative Region 
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(HKSAR) is designated as country parks. Natural terrain covers about 60% of the 
total land area of Hong Kong.The seeming incongruity is explained by the fact that 
the mountainous terrain is subject to landslide hazard, with urban development 
confined to 10% of the land area: a narrow coastal strip backed by steep convex 
slopes [3].  

Landslide susceptibility: A quantitative or qualitative assessment of the 
classification, volume (or area), and spatial distribution of landslides which exist or 
potentially may occur in an area [4]. To obtain the most reasonable interpretations, it 
is therefore important to establish a systematic usage of spatial data and 
methodologies that quantify and efficiently integrate the spatial relationships. The use 
of remote sensing data (satellite and air-borne imagery) is well suited to landslide-
related studies such as detection, identification and monitoring [5]. Remote-sensing 
and spatial analysis tools are widely used in landslide studies including landslide 
detection, landslide assessment, natural hazard, landslide mapping, and landslide 
inventories (e.g., [6], [7], [8]). Through statistically based prediction models, future 
landslide-prone areas could be identified through susceptibility and hazard mapping 
and therefore proper planning for the landscape could be designed by using those 
maps [9], and thus reduce landslide damages through proper preparation and/or 
mitigation. The quantitative methodologies are relatively objectives and can be 
grouped into three categories: statistical analysis, geotechnical engineering 
approaches and artificial intelligence methods [10]. 

1.2 Geospatial Cloud-Computation 

Geospatial computing, like many other disciplines of science and engineering, is 
currently facing a daunting challenge in data management that compels researchers 
and engineers to address the need for handling voluminous geospatial data with ever-
increasing complexity and heterogeneity [11]. Toward the resolution of these 
problems, data-intensive computing has focused on the development of scalable 
software and hardware solutions for the effective and efficient storage, manipulation, 
analysis, and distribution of massive amounts of complex data [12].The technology of 
cloud computing is ushering great change and the potential in the world of 
Geographic Information System (GIS).  

As the geospatial sciences face grand information technology (IT) challenges in the 
twenty-first century: data intensity, computing intensity, concurrent access intensity 
and spatiotemporal intensity [13], when comparing Cloud GIS applications to the 
traditional desktop environments, it becomes quite apparently how useful it could be. 
Over a few decades efforts are being made to upgrade the conventional GIS 
applications in order to provide broad spectrum services to the users across the globe. 
‘Cloud computing’, a term which has become popular in recent years, has been 
described as “the next natural step in the evolution of on-demand information 
technology services and products” [14]. Cloud Computing can be applied to solve and 
overcome the challenges in GIS applications [15]. It enables people to run modeling 
applications on a virtual server or thousands of servers. With the development of 
cloud computing technology, the public can use computing power just like the way 
they use water, electricity, gas and telephone [16]. 
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1.3 Research Objectives 

The high-performance benefits of cloud computing must be discussed on a case-by-
case basis and computational performance depends on the design and implementation 
of individual geospatial applications in specific cloud environments. Therefore, it’s 
imperative to conduct real-world data-intensive geospatial computing studies using 
cloud computing to determine whether these technologies are viable solutions for 
data-intensive geospatial computing. The purpose of this research is to investigate and 
evaluate the feasibility and advantages/disadvantages of adopting cloud-computation 
technology in solve real-world geographical problem.  

1.4 Study Area 

Lantau Island is situated in the southwest of Hong Kong, China. In spite of some of 
the highest urban population densities in the world, 40% of the land area of the Hong 
Kong Special Administrative Region (HKSAR) is designated as country parks. The 
seeming incongruity is explained by the fact that the mountainous terrain is subject to 
landslide hazard, with urban development confined to 10% of the land area: a narrow 
coastal strip backed by steep convex slopes. Lantau Island is just characterized by its 
high occurrence of landslide induce by monsoon rainfall. 

2 Methodology 

2.1 Data and Analysis 

2.1.1 Elevation 
Elevation, from which the slope and aspect can be retrieved, essentially reflects the 
topography. The Digital Elevation Model (DEM) represents spatial variation in 
altitude. The slope and aspect data are derived from SRTM DEM with 90m resolution. 
Elevation values in the data of study area ranged from -15m to 888m (Fig 1).  
 

 

Fig. 1. Digital Elevation Model (DEM) 
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2.1.2 Aspect and Slope 
Aspect is also an important factor in studying and producing land-slide susceptibility 
maps, since it will affect rainfall and exposure to sunlight [17]. In the geochaining 
platform, the topography aspect in Lan Tau island can be classified into nice 
categories: flat (−1°),north (0°–22.5°, 337.5°–360°), northeast (22.5°–67.5°), east 
(67.5°–112.5°), southeast (112.5°–157.5°), south (157.5°–202.5°), southwest(202.5°–
247.5°), west (247.5°–292.5°) and northwest (292.5°–337.5°) (Fig 2). 

The slope is an important parameter for stability consideration. The frequency of 
landslide is likely to be the highest on moderate steep terrain. 

 
Fig. 2. Topography aspect of the study area 

2.1.3 NDVI 
Land cover extensively changes soil hydrology by raising rainfall interception, 
infiltration and evapo-transpiration [10]. In our study, a single data of Landsat TM 
image in 2007 with 30m resolution is acquired to calculate NVDI. The higher the 
NDVI is, the larger the area covered by vegetation. The experiment result indicates 
that area with low vegetation coverage is prone to landslide occurrence. 

2.1.4 Landslide Inventory 

 

Fig. 3. Enhanced Natural Terrain Landslide Inventory for Lantau Island (1924-2009) 
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Most land resources of the Hong Kong Special Administrative Region (HKSAR) can 
never be utilized because of landslide hazard. The Hong Kong government has 
established the Geotechnical Engineering Office (GEO), which has created the 
Natural Terrain Landslide Inventory (NTLI). With such high quality data available, 
there is little need for other more, or equally efficient methods for landslide 
monitoring in Hong Kong [3] (Fig 3). 

2.2 Cloud-Computation Platform 

 

Fig. 4. Cloud-enabled system establishment 

In order to reduce the difficulty of constructing Geospatial Web Service Chain 
(GWSC), so users without workflow and web services related knowledge can also 
easily create models, GeoChaining adopts a simple data-flow based GWSC meta-
modelas model language. Users can perform model design only using several simple  
“drag-and-drop” operations. These operations include model and model element 
creation,properties editing, validation, model diagram enhancement. This platform 
isdeveloped by State Key Laboratory for Information Engineering in Surveying, 
Mappingand Remote Sensing, Wuhan University (Fig 4). 

2.3 Landslide Susceptibility Model 

Landslide susceptibility: A quantitative or qualitative assessment of the classification, 
volume (or area), and spatial distribution of landslides which exist or potentially may 
occur in an area (Fig 5). 
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how geoscience can leverage cloud computing to improve the performance to further 
improve the compatibility of scientific problems, and hide the complexity of 
computing infrastructure so that scientists can focus on geospatial problems solving 
[20]. 

This research is expected to provide a thorough evaluation of adopting the cloud-
computing technology in solving big data geospatial computation problem. The final 
product will primarily be a geo-spatial hazard and risk information system, 
comprising graphic and numeric geo-spatial data, aerial and satellite images and 
ground thematic data, as an effort to evaluate the feasibility and advantage of cloud-
computing method.  

By solving a real-world problem, we will compare the cloud-computing method 
and traditional mapping method in a variety of aspects: scalability, computation 
efficiency, expressiveness and flexibility of cloud-enabled solutions. 

5 Conclusion 

This paper reports our preliminary analyses of the relationship among landslide and 
some environmental parameters on cloud-computation platform and traditional 
desktop platform (i.e. ArcGIS). The evaluation of landslide hazard is a complex task 
as the occurrence of landslide is dependent on many factors, in which large volume of 
spatial data processing and rapid computation process involved. It has been 
recognized that the emergence of cloud computing brings potential solutions to solve 
the geospatial intensity problems with elastic and on-demand access to massively 
pooled, instantiable and affordable computing resources [13]. On the other hand, a 
cloud-enabled landslide susceptibility warning mechanism would be even more 
helpful to enable the public to better prepare for such deadly events and to help 
mitigate any potential damages. 
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Abstract. Using geodatabase spatial data model, combined with the actual 
situation of the detention basin of the Huaihe River Basin in Henan Province, 
through the steps of detention basin multi-source data preprocessing, spatial 
database designation, attribute database designation, etc., a detention basin 
spatial database of the Huaihe River Basin were established in Henan Province. 
The detention basin information management system of the Huaihe River Basin 
has been developed in Henan Province using C # language and ArcEngine 
component library. This system can realize the query, search and the statistics of 
detention basin, data input and output, and spatial data visualization, providing 
support for the scientific use of detention basin. 

Keywords: Geodatabase, Spatial Data, Attribute Data, Detention basin. 

1 Introduction 

Flood storage and detention area is an important part of river basin's flood control 
engineering system. Due to the fact that our nation has a large population with 
relatively little land, flood storage and detention areas shall, in a long term, serve two 
functions: flood control and social economic development [1]. Huaihe River Basin has 
five flood storage and detention areas, which have been applied frequently, for 
example, Nihewa flood storage and detention area had diverted flood for 8 times in 
1957, with a flood storage and detention duration of 22 days. During the flood seasons 
in 2007, Huaihe River basin had suffered the second biggest river-basin flood ever seen 
since 1954. In order to ensure the flood-control safety of important embankments and 
major places, multiple flood storage and detention areas had been applied in Henan and 
Anhui. With the rapid development of information technology, the traditional 
management way of flood storage and detention areas is no longer adapted to the 
demand of scientific management and application, requiring a more reasonable and 
advanced method to manage flood storage and detention areas. Geodatabase is a 
new-generation spatial data model introduced by ArcGIS, and is an uniform, smart 
spatial database built on DBMS. Managing spatial data with Geodatabase model can 
effectively enhance the management efficiency, and convenient geo-information 
combination and the integration of GIS [2]. Construction of the spatial database of flood 
storage and detention areas is of great significance to improving the scientific 
management level in flood storage and detention areas. 
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2 Design of the Spatial Database of the Flood Storage and 
Detention Areas in Huaihe River Basin in Henan Province 

Main data used in the research: flood control chart of Huaihe River basin, thematic map 
data, digital orthophoto map data, remote sensing data of flood storage and detention 
areas. Several datasets have been built, based on data type, in the ArcCatalog of 
ARCGIS, with each containing the relevant feature class of certain data type, 
constituting the structure of the spatial database [3]. 

2.1 Design of the Spatial Database of the Flood Storage and Detention Areas 

Design of the spatial database of the flood storage and detention areas is divided into 
two parts, which are graphic database and attribute database. The graphic database is 
mainly used to save the flood storage and detention areas' geo-data,  thematic map 
data, digital orthophoto map data and DEM. The attribute database is mainly used to 
save the flood storage and detention areas' basic information, application data, user data 
and access data etc.  As shown in Figure 1. 
 

 

Fig. 1. Overall design of the Spatial Database 

2.2 Design of the Graphic Database 

Graphic entity data are abstracted as point, line and polygon, and organized by the data 
structures of network, path, area, raster, surface and so on, with different types of data 
expressed as different spatial data structures. Main considerations in designing the 
database are: which kind of layer information is needed, which kind of graphic data is 
fit to express the layer information, how to organize the layers as well as spatial scale 
and precision control. Graphic layer is a basic factor of spatial data organization, and 
the design and organization of graphic database apply the principle of layer. Graphic 
database of the flood storage and detention areas is made up of certain number of layer 
data, and the layers are saved in the form of Shapefile data in the system. 
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Table 1. Design of the graphic database 

LAYER TYPE DESCRIPTION 

the county administrative 
center Point 

Describe a flood storage and 
detention area in the county 
administrative center

towns Point Describe a flood storage and 
detention area of the township location 

villages Point Describe a flood storage and 
detention area in each village 

rivers Line Describe the shape of the river 

a flood storage and 
detention area boundary Line Describe a flood storage and 

detention area boundary 

the county boundary Line 
Describe a flood storage and 

detention area within the county 
boundary information 

boundary of  
Henan Province Line Description of Henan province 

boundary information 
a flood storage and detention 

area range Polygon Describe a flood storage and 
detention area range information 

basin perimeter Polygon Information describing the flood 
storage and detention area in the basin 

the scope of villages Polygon 
Describe a flood storage and 

detention area villages and towns range 
information 

The Geodatabase model is described as follows: 

Huaihe River Basin geo-data                         ……FeatureDataset 

Layer feature factors                                 ……FeatureClass 

① River factors                               ……FeatureClass 

② Flood storage and detention area factor             ……FeatureClass 

③ Iver basin factors                                   ……FeatureClass 

Map datum 

Control data                                        ……FeatureDataset 

Control                                             ……FeatureClass 

Administrative data in Henan Province               ……FeatureDataset 

① Regional map of Henan province               ……FeatureClass 

② Boundary map of the county                    ……FeatureClass 
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The image database 

① Imag data index charts                               ……FeatureClass                                

② A flood storage and detention area map              ……RasterDataset 

③ Flood storage and detention areas and remote sensing ……RasterDataset 

DEM data 

The flood storage and detention areas DEM             ……Terrain 

Map data index 

① Administrative division index                        ……FeatureClass 

② The important rivers index                           ……FeatureClass 

③ Important gazetteer                                  ……FeatureClass 

④ The flood storage and detention areas index          ……FeatureClass 

2.3 Design of the Attribute Database 

Based on the conditions of the flood storage and detention areas in Huaihe River basin 
in Henan province, design of the attribute database divides the data of the database into 
following categories:Basic information of the flood storage and detention areas: 
construction time, local river, local cities and towns, design water level for flood 
storage and detention, design volume of flood storage and detention, flooded area, 
chance of application, communication equipments and so on.Application information 
of the flood storage and detention areas: total times of flood storage and detention, 
flood storage and detention volume, flooded arable land, property loss etc.Villages and 
towns in the flood storage and detention areas: villages and towns, population, 
protected population, unprotected population, average elevation, statistic data 
etc.Infrastructure of the flood storage and detention areas: valve type, valve quantity, 
water level for flood diversion, opening and closing method.Table 2 shows the Flood 
Storage and Detention Areas attribute 

Table 2.The Attribute Database 

The serial number Englishname Function  
1 BaseInform Describe a flood storage and detention area 

2 DetailHty 
Use information describing a flood storage 
and detention area 

3 Villages 
Village information of flood storage and 
detention area 

4 Gate 
Describe a flood storage and detention area 
information infrastructure 

5 Towns 
Describe town information of flood storage 
and detention area 
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Fig. 2. Design of Attribute Database  

3 General Design of the Information Management System of the 
Flood Storage and Detention Areas in Huaihe River Basin  

3.1 Development Environment of the System 

The system is developed by Client–server model, and the configuration of the system's 
development environment include the development environment of server end and 
client end. 

3.1.1 Environment of Server End 
Server end mainly realizes the maintenance and management of spatial graphic data 
and attribute database, and provides necessary spatial data support for the system. 
Environment of server end: Windows 2000 Advance Server is employed as the server's 
operation system. Database system: the Geodatabase of ESRI is applied as the system's 
database. Spatial data's engine: the ArcSDE developed by ESRI is applied as the 
system's spatial data management layer. 

3.1.2   Environment of User End 
The operation system of the user end of the system in this paper supports windows 2000 
Professional, Windows2000 Server and Windows XP. 
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3.1.3   Environment of Development Platform 
The system has applied C# and component library ArcEngine for system development, 
with the development platform Visual Studio 2008. ArcGIS Engine is a complete class 
library used by developers to build the component GIS for user defined applications, 
and its functions include five aspects: First, basic services provided by the GIS core: 
ArcObjects; Second, perform data access according to raster and vector's form, with a 
geo-database of abundant data; Third, it is used to create and display maps with marks 
and marking function, as well as create the map display functions such as thematic map 
and so on; Fourth, interface controls and comprehensive management system that can 
be applied rapidly for program development; Fifth, it can be arranged with the standard 
functions and other functions during operation. 

3.2 General Structure of the System 

The system consists four main function blocks: basic data operation block, data search 
block, data statistics block, system management block. As shown in Figure 3 
 

 

Fig. 3. System Function Module 

4 Design of the System's Functions 

4.1 Basic Operation Block 

Basic operation block mainly includes the functions of zoom in, zoom out, roam, reset, 
front/back view, navigation and so on. There are three ways to zoom in: click-map 
zoom in, pull-box zoom in and wheel-roll zoom in; There are three ways to zoom out: 
click-map zoom out, pull-box zoom out and wheel-roll zoom out; The main way of 
roaming is: LB-click-map roam. Navigation is mainly used to fix the current main 
window's position in the whole map. 
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4.2 Data Search Block 

The main functions of the data search block include: flood storage and detention areas' 
basic information search, application search, graphic search, attribute search etc. Flood 
storage and detention areas' basic information search refers to choosing flood storage 
and detention area and search the area's construction time, local rivers, local cities and 
towns, design water level for flood storage and detention, design volume of flood 
storage and detention, flooded area, chance of application, communication equipments 
and so on. Application search refers to choosing flood storage and detention area and 
search the area's total times of flood storage and detention, flood storage and detention 
volume, flooded arable land, property loss etc. Flood storage and detention areas' 
graphic search refers to choosing graphic layer through dialog box, and then use mouse 
to select the corresponding factors in the map, and view the selected factor's 
information, such as name, length and area etc., in the dialog box. Attribute search 
refers to choosing flood storage and detention area and the required information 
through dialog box, to acquire the application information of the corresponding flood 
storage and detention area, including local villages, valve type and so on. Figure 4 is 
Interface of Attribute Query in Lao Wangpo 

 

 

Fig. 4. Interface of Attribute Query  
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4.3 Data Statistics Block 

Data statistics block mainly collects the statistical data on the basic information and 
application information of the flood storage and detention areas, and then display the 
results in the form of statistical charts. Statistics of the basic information of the 
detention areas is mainly about certain flood storage and detention area's total times of 
flood storage and detention in history, flood storage and detention volume, flooded area 
of arable land and property loss, and display the results in the form of 
three-dimensional bar graphs. Statistics of the application information of the flood 
storage and detention areas is mainly about historical highest volume of flood storage 
and detention, the top water level for flood storage and detention, corresponding 
volume of flood storage and detention, duration of flood storage and detention, flooded 
area of arable land, flooded population, property loss etc, and display the results in the 
form of line graphs. Fig.5 is Histogram of flood detention's lasting time in Lao Wangpo 
Detention Basin 

 

 

Fig. 5. Histogram of flood detention's lasting time in Lao Wangpo Detention Basin 

4.4 System Management Block 

Main functions of system management block: database backup, database recovery and 
user management. Database backup refers to making a backup of the data of the 
existing database in a magnetic disc, so as to prevent data loss in case of accidental 
database damage. Database recovery function can recover the data when the database 
has been damaged or lost. User management is mainly about user' setting and the right 
of access. 
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5 Conclusions 

The spatial database model GeoDatabase has realized a seamless integration of spatial 
data and non-spatial data, and is able to make a full use of the functions of database 
management system (DBMS). This paper, by applying GeoDatabase model, has 
established the spatial database of the flood storage and detention areas in Huaihe River 
basin, and, by employing Structured Query Language(SQL), realized rapid two-way 
query between spatial data and non-spatial data. 

The organization and management of the massive data are the difficult points and 
key points during system development. Spatial data's dynamic search has been realized 
by applying object-oriented technology, thus an information system has been built truly 
on client–server model, which, on the one hand, has resolved the management 
problems of massive data, and, on the other hand, fixed spatial data's problems like 
multi-user editing, data completeness, concurrency control and sate recovery etc. The 
information management system of has realized data functions like input, saving, 
maintenance, searching, analysis, output and so on for multiple kinds of data, such as 
geo-data, thematic map data, attribute data, digital orthophoto map data etc. The 
establishment of the system can effectively enhance the management level in the flood 
storage and detention areas in Huaihe River basin, and provide the basis for flood 
storage and detention areas' scientific, reasonable application and compensation. 
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Abstract. Context-awareness has emerged as an important principle in the de-
sign of flexible business processes. One important yet under-researched context 
variable is location; which we expect to have significant potential in making 
business processes truly agile. This paper proposes to extend context-aware 
Business Process Management (BPM) towards location-awareness in the man-
agement of business processes. We propose a model that explains where and 
how location variables matter to a business process. We presents a set of evalu-
ation criteria to determine whether the business process location-aware or not. 
We expect our research-in-progress, together with further research, to bring an 
improvement of BPM development in theory and in practice. 

Keywords: location-awareness, location-aware BPM, location-dependent con-
trol-flow patterns. 

1 Introduction 

Over the past years, Business Process Management (BPM) has become one of the 
abiding approaches to manage enterprises or organizations. In practice, BPM has led 
to significant improvements in business processes in terms of performance, operating 
cost, and compliance [1]. Organisations have committed large investments to identify, 
standardise, and document business processes with the intention to improve business 
performance or to enable subsequent automation through process-aware IS [2] and 
workflow management systems [3]. Yet, most of organizations continue to invest in 
the standardization and automation of core processes [4] leaving their enterprise sys-
tems insensitive to external process variables[5].  

Context-awareness as a new paradigm of BPM deals with those dynamic business 
process environments, where processes can be rapidly changed and adapted to a new 
external context (such as weather, regulatory changes or location dependency). Con-
textualizing processes builds upon a more explicit consideration of the environmental 
setting of a process [4]. Location plays an irreplaceable role in better understanding of 
the context. The term of locality becomes a demonstrative pronoun to the context (e.g. 
what types of tools or equipment for emergency management staffs need to be pre-
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pared to rescue any victims in a specific location? How do I choose an un-ruined road 
to get to a safe place when I am driving a car?). 

We suggest location-aware BPM as a research branch complementary to, and ex-
tending, context-aware BPM. In this paper, we attempt to distil and specify specific 
patterns in location-aware business process modelling as the first step of this research. 
The knowledge from complexity theory, dynamic theory, organizational theory, man-
agement science, information technology, especially existed research achievement 
from context-aware BPM and Business Process Modelling give a big confidence to 
the research of location-aware BPM [6].  

The rest of this paper is structured as follows. Section 2 introduces the research 
background of context-aware BPM and existed research of location awareness. Sec-
tion 3 builds a concept framework of location-aware BPM.. Section 4 provides evalu-
ation criteria and an illustrative example for location awareness in business processes. 
Section 5 summarizes the contribution of the paper and discusses these research re-
sults and future work directions. 

2 Research Background 

2.1 Context-Aware Business Process Management 

The business process management follows a lifecycle of design phase, implementa-
tion phase, enactment phase and diagnosis phase in support of operational business 
processes[7, 8]. Context-aware BPM complies with the lifecycle focusing on the ex-
trinsic capabilities to assist the operation of the processes (e.g. decision-making). The 
foundations for the operationalization of this process-oriented approaches are business 
models[9]. They typically includes graphical depictions of at least the activities, 
events/states, and control flow logic that constitute a business process [10].There has 
been an increased recognition in process modelling to capture process-relevant infor-
mation beyond the pure control flow and intend to model of the dynamic behaviour of 
organizations[9, 11].  

Process modeling is a widely used approach for describing how businesses 
conduct their operations, as part of an effort to understand or analyze current opera-
tions (‘as is’ modeling), or as part of an effort to design improved blueprints for future 
operations (‘to be’ modeling). In either case, process models are specified using 
process modeling grammars [10]. These grammars provide sets of graphical con-
structs, together with rules for how to combine these constructs, to express graphical-
ly relevant aspects of business processes, such as the tasks that have to be performed, 
the actors that are involved in the execution of these tasks, relevant data, and, notably, 
the control flow logic that describes the logical and temporal order in which tasks are 
to be performed [12]. 

Looking at how these traditional models of business workflows can be extended to 
provide more contextual information for specialized decision-making. Two fields can 
be identified: One is concerned of the financial dimension (e.g. cost[13], risk[14], 
value[11]), an internal context perspective. [11]puts emphasis on the original extreme 
purpose of business activities–gaining economy value at maximum. [14]represents 
current research of managing risk in immediate context[4] aiming to improve the 
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ability to minimize risks at a design-time and to mitigate risks at a run-time. The other 
field of research prefers to study from the aspect of the context (e.g. context[5], green 
environment[15, 16], location), an environmental context perspective. [15, 16] at-
tempt to optimize business process operations in a single process level from the envi-
ronmental aspect aiming at Green-aware BPM or sustainability-aware BPM.  

2.2 Location-Awareness 

Location is a vital component in the environment context layer in the onion model for 
context awareness[4]. Different from some components (e.g. social-cultural system, 
political-legal system), which have a long life span, in this layer, location contextual 
variable can help process respond quickly and flexibly. We define a location as a 
geographical place or its topographical information (e.g. earth’s surface features, ve-
getation, human-made structures, history, culture etc.). The location we mentioned in 
this paper refers to the geographical place (geo-location). The notion of location-
awareness puts forwards the idea that location and location-based services can be 
sensed, aware and adapted in the processes. 

Location-aware business process management defines a methodology to use loca-
tion awareness in the management of business processes. It derives ability for a busi-
ness process to sense the current process status in a specific location and to be aware 
of the whole process situation. Based on which, the resource (e.g. people) can react or 
dynamically change the process execution to adapt the goal of the process. Under the 
notion of location-aware BPM, we suggest location as an attribute in each business 
process that can be tracked anytime and anywhere, elevating sensitivity to any beha-
viour in process. As a trigger in process, it defines an ability to react the information 
intelligently, which makes an important decision for the resources. It makes process 
change, process redesign or process improvement automatic or semi-automatic  
possible.  

Recent location-aware services and applications are used in the fields such as Navi-
gation and Travel (e.g. WHERE, Yelp, Zagat, Google Places etc.), Tracking and Geoso-
cial Networking (Foursquare, Facebook Places, Twitter, Glympse, TomTom Buddies, 
Google Latitude, Centrl, Google Latitude, Pocket Life and Porket Life Lite[17]etc.), 
Gaming and Entertainment (Flickr, iPhone Camera, scrabble etc.), Retail and Real Es-
tate (Google Shopper, Hungry Jack, Woolworths, Commonwealths Bank etc.), Adver-
tising (go2 Media, skyhook etc.), News and weather (ABC News, Scanner911), Device 
Management (Find My iPhone, Lookout etc.) and Public Safety (Amber Alert etc.)[18]. 
These and other technology-enabled services can be categorized as location-based ser-
vices, location-assisted network optimization, location-assisted transceiver optimization 
and location-assisted environment identification [19-21]. 

The connection of location services to principles of business process management, 
however, is scarce in the literature. Many researchers focus on spatial-favoured opti-
mization connecting location such similar resources (georeferenced data, geographical 
information, localization, positioning etc.) with scientific workflows, but not business 
workflow. For example, they utilize scientific workflow knowledge to optimize spa-
tial decision-supporting system[22] such as GEO-WASA [23], Geo-Opera [24],  
Environmental management Information system (EMIS)[25], Workflow-based spatial 
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Decision Support System (WOODSS) [26], Kepler scientific workflow system [27-
29] and so forth. However, different from the research we propose, those studies 
probe to use workflow knowledge but not optimize them. The existed research focus-
ing on business workflow with location services is very limited. Until now, [30] being 
a notable exception uses Map metaphor to visualize work items and resources in 
process-aware information systems (e.g. YAWL). 

3 A Conceptual Framework for Location-Aware BPM 

In order to better understand the question how the idea of location awareness to con-
nect to the lifecycle of business process management, a conceptual framework is pro-
posed. It contributes to introduce a meta-location-aware process model into the tradi-
tional BPM lifecycle (see Fig.1.). A meta-process defines the objects (e.g. recourse, 
activity, data, application etc.), their relationship and attributes within a process defi-
nition[31]. The notion of location-aware mechanism embedded inside, which consists 
of location sensing, location awareness and location adaptation. This mechanism de-
scribes the common, generic features of a meta-location-aware process model allow-
ing new rules of reconfiguring a meta-process in a more dynamic and automatic way.  

A meta  
process

Location-aware mechanism

Location 
sensing

Location 
awareness

Location 
adaptation

Enviroment

A meta-location-aware process model

Process Design

Process Diagnosis Process 
Implementation
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W
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E

W

N
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E

W
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Fig. 1. Conceptual framework of location-aware BPM lifecycle 

In process design phase, embedding the idea of meta-location-aware process model 
improves ‘to be’ processes location-focus ensuring a more accurate theoretical design. 
In the process implementation phase and process enactment phase, this helps to auto-
mate processes with location services in the form of application. In the forth phase, 
process diagnosis, identifies the potential actual bottleneck caused by location-related 
issue or potential opportunities for location-based improvement. In conclusion, it not 
only derives a location-aware process model, but also forms a basis for a flexible 
case-specific workflow instantiation. 
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4 Evaluating Location-Awareness in Business Processes 

We suggest four main categories of evaluation criteria, these being reliability, adapta-
bility, flexibility and efficiency explained below. And each category is further classi-
fied into several factors (see Table 1).  

• Reliability measures the degree of location dependency in each process at any situ-
ation. It’s a necessary condition of location-aware processes for making valid infe-
rences, which impacts the quality of the processes. 

• Adaptability measures capabilities to enable modifications in a location-aware 
workflow system on conditions that internal context changes in the processes. 

• Flexibility measures location capability for accurately, rapidly reconfiguring tasks 
on conditions that external context changes in the processes. It’s explored as an 
identifier of bottle necks and as a trigger for change actions[32]. 

• Efficiency: measures business value of processes under the idea of location-
awareness. 

The first three categories, reliability, adaptability, flexibility, are main means to 
measure its functionality. Theses criteria factors consider influence and scalability of 
location variables in processes. A good qualification of location services should ena-
ble processes to become more adaptable and flexible in light of location changes. The 
final category, efficiency, can be used to evaluate a location-aware process from the 
perspective of business value[11]. It’s conducted to serve as the primary guideline to 
assess the financial value emanating from location-awareness.  

Table 1. The hierarchical framework of location-aware business process evaluation model  

Category  Factors Description 
Reliability[33] Location acquisition Evaluate ability to enable location ser-

vice for acquiring location information 
Location accuracy Evaluate the range of the accuracy of 

location information in a stable and 
changing environmental condition 

Location coverage Evaluate the range of tasks related to a 
sound location 

Correlation to loca-
tions 

Evaluate correlation between workflow 
and locations 

Adaptability[34] Modifiable Evaluate ability of location-based scal-
ability, location-based response accu-
racy, response time, exceptional han-
dling 

Location sensibility 
to associated envi-
ronment 

Evaluate ability to identify location-
based environment 
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Table 1. (Continued) 

 Security Evaluate security level of location-
aware service 

Flexibility[11, 
32, 35] 

Location-based 
predicate 

Evaluate a series of predicating parame-
ters related to the location area such as 
in or out location area, distance, veloc-
ity, density etc. 

Assisted decision-
making ability 

Evaluate ability of spatial decision sup-
port to related recourses’ during the 
performance of tasks and its accuracy 

Dynamic Tracking 
ability 

Evaluate ability of tracking a location-
based task 

Efficiency[11] Satisfaction Evaluate participants’ satisfaction to the 
location-aware workflow 

Process cost Evaluate location-aware process direct 
and indirect cost comparing with normal 
process 

Workflow lost  Evaluate location-aware process direct 
and indirect lost comparing with normal 
process 

Time cost Evaluate location-aware process running 
time comparing with normal process 

Workflow quality Evaluate quality of location-based task 
and workflow 

 
The framework of location-aware business process evaluation model provides a 

means of addressing various location capabilities in processes. Basically, it’s an effec-
tive way to evaluate location-dependent control-flow patterns. A set of theories (e.g. 
fuzzy theory) can be used in the evaluation, one of which suitable depending an eval-
uation objective. 

5 Conclusions and Outlook 

In this paper, we introduced the notion of location-aware BPM as a new perspective 
to extend context-awareness in BPM research. As a first step in this area, we sought to 
discuss how location to influence in a business process. The results of our initial ex-
ploration yielded an optimized conceptual framework of location-aware BPM life-
cycle and illustrative evaluation criteria.  

4 perspective and 14 factors are presented as a starting point for evaluating  
location-aware business processes. Each factor includes several criteria as suggested 
dependent measures. Some of parameters can be directly derived from the location-
aware business process cases.  Some can be acquired from a questionnaire survey. 
One basic benefit of the evaluation is the determination of a location-aware business 
process or not. Another important purpose is to test whether a location-dependent 
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workflow pattern to be a typical and common characteristic of a location-aware 
process.  

One issue concerns the experiment to realize the idea of location-aware business 
process. Such trials (experiment identification) would provide evidence supporting 
the acceptance of location-aware business process patterns. In the future experiment, 
efficiency under the idea of location-aware business process modelling and normal 
business process modelling will be tested and compared. To achieve this, quantitative 
and qualitative evaluation methods both required. However, a much more extensive 
and longer lasting study would be needed to provide real assessment of the acceptance 
of location-aware BPM.  
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Abstract. With the latitude and longitude coordinates and same place, 26 field 
monitoring data of Dahuofang was associated with HJ-1 satellite multispectral 
CCD data. This paper analyses the correlation between chlorophyll-a 
concentration and four bands, band combination of multispectral data. The 
Pearson’s correlation coefficient was calculated by MATLAB software to find 
band combination T1, T27, T32 which have higher Pearson coefficient and then 
establish the linear model with these independent variables. Due to the complex 
optical characteristics of the water body, the relationship between chlorophyll-a 
concentration and the spectrum can’t simply be described with a linear model. 
So in the paper we use BP neural network for modeling and prediction. The 
results show that BP neural network is better than the linear model and it can be 
used for the prediction of chlorophyll-a concentration. 

Keywords: HJ-1, Dahuofang reservoir, chlorophyll-a, establishment of model, 
BP neural network. 

1 Introduction 

Earth's water resources are very rich, but 98% is salt water. Freshwater resources for 
human production and living are extremely valuable. As the population growth and 
the acceleration of urbanization our country's lakes and rivers are polluted to varying 
degrees, which aggravated water crisis [1,2], Dahuofang Reservoir is a large-scale 
water conservancy projects for utilization and the reservoir water quality is directly 
related to drinking water safety of residents in Fushun and Shenyang. Eutrophication 
of water body is an important measure of water quality parameters. When plank tonic 
algae plants are more and widely distributed, chlorophyll-a is an indicator to monitor 
the degree of eutrophication of water bodies. Detecting chlorophyll-a concentration 
needs sampling, filtering, and extraction process and instrument analysis [3,4], with 
large human and financial cost, low efficiency, and limited monitoring scope. Remote 
sensing monitoring becomes an important way of water quality monitoring due to 
short cycle and wide range of advantages. HJ-1 satellite by independent research and 
development in our country can achieve a wide range, all-weather, all-day dynamic 
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monitoring. This paper use HJ-1 satellite data to build models to predict the 
chlorophyll-a concentration in water, in order to monitoring the water quality of 
Dahuofang reservoir eutrophication.  

HJ-1 satellite launched on September 6, 2008, with a CCD camera single view data 
coverage of 185×185km , the spatial resolution of 30 m, including blue wave, green, 
red and near infrared wave four band [3,4], CCD image spectrum information for 
quantitative values of radiation uses MATLAB to read the CCD data and the data 
structure is m×n×4 three dimensional array, which m is the matrix rows, n is the 
number of columns of the matrix and number 4 represents the band. Assumes that the 
array is W, the data structure of four bands is as follows: 
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2 The Inversion Regional Overview 

Dahuofang reservoir is in North east of Liaoning province, Hun River, upstream of 
Fushun city, which is 18 km away from the center of Fushun, 68 kilometers from 
Shenyang and the geographical coordinates is 123゜39′42″ ~ 125゜28′58″ 

east longitude, 41゜41′10″~ 42゜38′32″ north latitude. Reservoir is about 35 
kilometers long, and the water at its widest point is up to 4 km, the narrowest place of 
ribbon valley is 0.3 km, with a area of 5420.2 square kilometers and a maximum 
depth of 37 m. During 1990 ~ 2011, the water quality of Dahuofang reservoir is 
generally good, in addition to the total nitrogen and total phosphorus, and the rest of 
the water quality indicators of water quality monitoring project are accord with 
national II water quality standards [5]. 

3 The Collection and Processing of Data 

3.1 The Measured Data 

According to the time and space distribution of Dahuofang reservoir water quality 
monitoring for many years，increasing sampling points to 26 on the basis of the 
existing 6 station. Water samples were analyzed and tested by Fushun Dahuofang 
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reservoir monitoring station, sampling time: September 6, 2012 and the weather was 
well. The distribution of sampling points is shown in figure 1, the sampling points of 
the chlorophyll-a density is shown in figure 2. 

 

Fig. 1. Distribution of sampling point 

 

Fig. 2. Chlorophyll-a concentration of sampling point 

3.2 CCD Data 

Select the CCD secondary data which is after the radiation correction and geometric 
correction. The work was completed by the satellite environment Center, ministry of 
environmental protection. What we need to do is geometric precision correction, 
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atmospheric correction and the inversion of the chlorophyll-a concentration. The 
transit time of satellite is September 6, 2012. 

3.2.1   The Geometric Precision Correction of CCD Data 

With the help of ENVI 4.8 software, having geometric precision correction for the 
ground control points of HJ-1 satellite CCD image, which takes mathematical 
simulation for the process of geometric distortion of the original graphics via GCP 
data, establishes the corresponding relationships between original distortion image 
space and geographical standard image space and transforms the elements of image 
space into calibration graph space [3]. 

Correction method is: Image to Image. Base image is Landsat TM image whose 
geometric precision correction have been made. With the support of ENVI 4.8 
software, having geometric correction for the remote sensing image, looking for the 
same point between HJ - 1 satellite Image and TM Image, controlling the total error 
within 0.5 pixel, adopting quadratic polynomial correction method and resampling 
with double linear differential method [6]. 

3.2.2   The Atmospheric Correction of CCD Data 

Atmospheric correction is divided into absolute calibration and relative correction. 
The absolute calibration is what uses atmospheric radiation transmission theory model 
and transforms the DN value of remote sensing images into the surface reflectivity, 
surface emissivity, and surface temperature parameters and so on. This paper adopts 
the 6s (second simulation of the satellite signal in the solar spectrum) model for 
absolute atmospheric correction [3,7]. Assume that the target object whose reflectance 
is uniform lambert surface, then the 6S radiation transfer model is as follows:   
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),,( φθθρ VStoa :Reflectance which was observed at the top of atmosphere by 

sensors; ),,( φθθρ VSa :Reflectance of the atmosphere radiation; ),,( φθθρ VSS : 

Reflectance of the real surface; S: Hemisphere reflectivity which is down at the 

bottom of atmosphere; Sθ : The solar zenith angle, Vθ : The satellite zenith angle, 

φ :The relative azimuth angle between the sun and moon; )( ST θ : The total 

atmosphere transmittance of incoming light from top level to the surface; 

)( VT θ :The total transmittance which goes upward into the direction of the satellite 

sensor; The main input parameters for atmospheric correction by using the ENVI 
software are shown in table 1. 
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Table 1. Parameters of atmospheric correction 

Input parameter Parameter value Input parameter Parameter value 
Latitude 41, 53, 1.03 Flight Date Sep, 6, 2012 
Longitude 124, 13, 19.76 Flight Time GMT 02, 08, 19.94 
Aerosol Retrieval None Atmospheric Model Mid-Lat Summer 
Title size(Mb) 100 Initial Visibility(km) 40 
Water Retrieval No Ground Elevation(km) 0.175 
Pixel Size(m) 30 Sensor Altitude(km) 650 
Aerosol Model Rural Sensor type UNKNOWN—MSI 

3.3 Pearson Correlation Coefficient Method 

Pearson correlation coefficient is used to describe linear correlation degree between 
two interval variable, usually expressed in r, the value of r is in [-1, +1]. If r>0, 
suggested that the two variables are linear positive association. If r<0, suggested that 
the two variables are linear negative association. If r=0, suggested that the two 
variables are linear independence. The calculation formulas: 
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N: Number of samples, X : Mean value of X, Y  : Mean value of Y. 
After atmospheric correction, the spectral matrix W is turned into Q, let  

A= Q(m,n,1) , B= Q(m,n,2) , C= Q(m,n,3) , D= Q(m,n,4). Band combination 
T1=D/C, that is to say T1*C=D, T1 is a matrix of m×m dimension. Select 17 sample 
values of X from m order matrix with the same name point method, which 
corresponds to sample chlorophyll-a concentration values of Y. Then use the formula 
to calculate correlation coefficient. 

4 The Construction and Analysis of Model 

4.1 The Best Band Combination 

The date of HJ-1 satellite multispectral CCD data is September 6th, 2012. With the 
MATLAB software, it calculates the Pearson coefficients between 65 band 
combination and chlorophyll-a concentration and the higher band combinations of 
Pearson coefficient are T1, T27, T32.They are 0.9112, 0.9064, 0.8987 and T1=B4/B3, 
T27=(B4-B3)/(B4+B3),T32=(B1+B4)/(B1+B3). 
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The ratio of near infrared band and red light has the highest correlation and the two 
bands are reflection peak and absorption valley respectively [8,9], They are two 
sensitive wave band of chlorophyll-a. 

The correlation degree was divided according to the Pearson coefficient and as 
shown in table 2. The calculation results show that the band combination T1, T27 and 
T32 has a strong correlation with chlorophyll-a concentration. 

Table 2. Classification of correlative degree 

Number Pearson coefficent Relevance class  
1 0.8-1.0 Highly relevant 
2 0.6-0.8 Strong correlation 
3 0.4-0.6 Intermediate relevant 
4 0.2-0.4 Weak correlation 
5 0-0.2 Very weak relevant or irrelevant 

4.2 Establishment of One-Dimensional Model 

Through the calculation, it found out that he band combination which has the highest 
Pearson coefficient is T1=B4/B3.The Pearson coefficient of T1 and chlorophyll-a is 
0.9112. So with the random 17 sampling data, takes the band combination T1 as 
independent variable to establish one-dimensional model. The rest of nine points as 
the validation data. Models and their comparison as shown in table 3. 

Table 3. One-dimensional models and comparison 

Model Establishment of model R2 RMSE(mg/m3) 

Linear model y = 0.024x + 2.209 0.8304 0.0382 
Exponential model y = 2.2095e0.0106x 0.8308 0.0382 
Polynomial 
model 

y=0.0065x2-0.002x+ 
2.2345 

0.8326 0.0384 

Logarithmic model y= 0.047ln(x) + 2.2246 0.8244 0.0381 

It can be seen from table 3, according to the degree of fitting R2, polynomial model 
is better and according to the root mean square error of the validation data, the 
logarithmic model is better. It showed that the accuracy of the model which a single 
band established needs to be improved. 

4.3 Establishment of Multi-Dimensional Linear Model 

Combined with the above models, it showed that the model which certain single 
variable established could not have an ideal effect. Water chlorophyll-a concentration 
is in connection with multiple band combination in some extent. Some contribution 
rate is big, however some is small. So choose several band combinations which have 
a good correlation with chlorophyll-a concentration to establish multidimensional 
model. 
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 y=2.1909+0.034*T1-0.076*T27+0.0156*T32.       (3)  

   R2=0.8383, F=22.4595, P=0<0.05, RMSE=0.0382. 

Compared with one-dimensional model, fitting R2 has an evident rise and root 
mean square error has little changed. Both comprehensively, multidimensional model 
is better to reflect the chlorophyll-a concentration of Dahuofang reservoir. 

4.4 Establishment of BP Neural Network Model 

Due to the complex optical characteristics of case 2 waters, the linear model between 
chlorophyll-a concentration and spectral values is not precise. However, BP neural 
network has better adaptability, self-learning ability and fault-tolerant performance, 
which can simulate and forecast complex relationship [10,14]. 

The input layer of BP neural network has four nodes which are four band 
reflectance values (already atmospheric correction) of HJ-1 satellite respectively. The 
number of hidden layer nodes is important to the BP neural network, however the 
selection criteria of nodes is uncertain, so the number of hidden layer nodes ranged 
from 2 to 15 in this paper [13]. The transfer function is hyperbolic tangent function 

which is xx

xx

ee

ee
xy −

−

+
−== tanh . The output layer has one node and the transfer 

function is linear function which is y=x. The training function is traingd. 17 sets of data 
were selected as training sample; the rest 9 groups as the validation data of the model. 

In this paper, the minimum of hidden layer nodes is 2 and the maximum is 15. 
Calculate the fitting degree between predicted values which is obtained by BP neural 
network and the measured values. At the same time, calculate the root mean square 
error. The results as shown in table 4. 

Table 4. The R2 and RMSE of different hidden layer nodes 

Hidden layer node R2 RMSE(mg/m3)
2 0.9625 0.0339 
3 0.9546 0.041 
4 0.9667 0.0301 
5 0.9657 0.031 
6 0.9738 0.0237 
7 0.9707 0.0265 
8 0.962 0.0344 
9 0.9671 0.0298 
10 0.9728 0.0246 
11 0.9648 0.0318 
12 0.9585 0.0375 
13 0.9724 0.0249 
14 0.9637 0.0328 
15 0.9567 0.0392 
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According to shown in table 4, when the number of hidden layer nodes of BP 
neural network is 6, the R2 is the maximum, the RMSE is the minimum and the 
network error is the minimum, so the number of hidden layer is 6. Fitting degree  
R2 =0.9738 which is greater than the linear model whose is 0.8304 and 
multidimensional model whose is 0.8383. At the same time, the RMSE=0.0237 which 
is less than the linear model and multidimensional model. Taken together, BP neural 
network can produce a better prediction result.  

5 Conclusion 

The multispectral band values of HJ-1 satellite have certain correlation with 
chlorophyll-a concentration. Compared to the established one-dimensional model, 
dimensional model and BP neural network model, it found out that the BP neural 
network has good prediction effect. Due to the training and learning of BP neural 
network need much sample data, if the measured data point is less, then network 
performance is not stable. So it should increase the measured data in the future. 

Acknowledgments. This research was supported by Major Science and Technology 
Program for Water Pollution Control and Treatment (2012ZX07202-004-02). 

References 

1. Yang, Y., Wang, Q., Xiao, Q., et al.: Quantitative Remote sensing inversion methods of 
chlorophyll-a concentration in Taihu Lake based on TM data. Geography and Geo-
Information Science 22(2), 5–8 (2006) 

2. Du, C., Wang, S., Zhou, Y., et al.: Chlorophyll-a retrieval by concentrations classification 
in Taihu Lake based on remote sensing. Remote Sensing Information 1, 41–47 (2009) 

3. Lu, H., Jiang, N., Luo, L.: Quantitative retrieval of chlorophyll-a by remote sensing in 
Taihu Lake based on TM data. Scientia Geographica Sinica 26(4), 473–476 (2006) 

4. Liu, K., Huang, J., Zhang, Q.: Study on hyperspectra l monitoring of concentrations for 
chlorophyll-a of alga in Taihu Lake. Journal of Nanjing Normal University(Natural 
Science) 28(3), 97–101 (2005) 

5. Wang, Q., Wei, B., Wang, C., et al.: Remote sensing monitoring of ecological environment 
based on satellite HJ-1, pp. 85–92. Beijing Science Press (2010) 

6. http://www.secmep.cn/secPortal/portal/index.faces 
7. Zhang, S.: The eutrophication status and its development trend of water quality of 

Dahuofang reservoir in Liaoning province. Heilongjiang Environmental Journal 36(1),  
25–27 (2012) 

8. Liu, W., Li, Y., Zhang, X., et al.: Image fusion and recognition, pp. 167–169. Publishing 
House of Electronics Industry, Beijing (2008) 

9. Ghulam, A., Qin, Q., Zhu, L.: 6S model based atmospheric correction of visible and near-
infrared data and sensitivity analysis. Acta Scientiarum Naturalium Universitatis 
Pekinensis 40(4), 611–618 (2004) 



 Establishment of Chlorophyll-a Concentration Distribution Model 265 

10. Kuang, D., Han, X., Liu, X., et al.: Quantative estimation of Taihu Chlorophyll-a 
concentration using HJ-1A and1B CCD imagery. China Environmental Science 30(9), 
1268–1273 (2010) 

11. Li, Y., Song, Y., Song, X., et al.: Modeling of chlorophyll-a retrieval based on remote 
sensing data-a case of Taihu Lake. Sichuan Environment 28(3) (2009) 

12. Lu, H., Li, X.-G., Cao, K.: Quantitative retrieval of suspended solid concentration in lake 
Taihu based on BP neural net. Geomatics and Information Science of Wuhan 
University 31(8), 683–686 (2006) 



 

F. Bian et al. (Eds.): GRMSE 2013, Part II, CCIS 399, pp. 266–277, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Dyna-CLUE Model Improvement Based on Exponential 
Smoothing Method and Land Use Dynamic Simulation 

Minghao Liu1,2, Yaoxing Wang1, Donghong Li1, and Baobao Xia1 

1 School of Computer Science, Chongqing University of Posts and Telecoms,  
P.R. Chongqing, 400065, China 

2 Spatial Information System Research Center, Chongqing University of Posts and 
Telecommunications, Chongqing 400065, P.R. China 

liumh@cqupt.edu.cn，{823618636,179128381,1036542372}@qq.com 

Abstract. Response variables and their driving factors often vary with time in 
the process of land use dynamic simulation; however, there are few existing 
literatures mentioned it.In order to evaluate the impact of time factor on urban 
land use simulation and to improve simulation accuracy, exponential smoothing 
method was adopted to improve Dyna-CLUE model, as an example of 
Chongqing Metropolitan Area. Results showed that accuracies of simulation 
results vary from smoothing coefficients. When the smoothing coefficient was 
0.4, the accuracy of the simulation was highest, and the accuracy of simulation 
results has improved 3.51%, compared to the simulation results without 
smoothing. Results indicated that time factor has impact on simulation 
accuracies of urban land use dynamic changes to a certain extent. The possible 
reason may be that the exponential smoothing method updates the regression 
parameters dynamically. Exponential smoothing method was introduced into 
Dyna-CLUE model in this study and results show that simulation accuracy can 
be improved which reflects that time series plays an important role in the 
simulation of land use dynamic.  

Keywords: Exponential Smoothing, Dynamic simulation of Urban Land Use, 
Dyna-CLUE model, Main District of Chongqing. 

1 Introduction 

Land use dynamic simulation is designed to answer the questions such as when, 
where and why land use changes will occur and what outcomes will lead to. Urban 
system is an important part of the land system, so it is an urgent task to simulate land 
use dynamic in spatiotemporal scale. Dyna-CLUE version 2.0 (Dynamic Conversion 
of Land Use and its Effects model) is a widely used spatiotemporal model to test land 
use conversions and its effect. It is mainly by means of logistic regression equations 
to establish the relationship between land use conversion probability and driving 
factors. It combines 'top-down' approach and 'down-top' approach to complete 
dynamic simulation of land use under the constraints of land demands. From the point 
of view of the space simulation, Dyna-CLUE model itself does not propose solutions 
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to spatial autocorrelation problems. The basic premise of logistic regression analysis 
is that spatial data are statistically independent and uniformly distributed, which 
violates Tobler's First Law of Geography :everything is related to everything else, but 
near things are more related than distant things” [1] (Tobler 1970).To solve this 
problem, Ms WU etc.(Gui-ping, WU,etc.2010) introduced space-related factor to 
solve autocorrelation effects of spatial data in the spatial statistical 
analysis[2].Regression analysis method is based on the Total Least Squares Method, 
which ignores spatial instability and spatial differentiation characteristics of driving 
factors. To overcome this deficiency, regression analysis method was replaced by 
Geographically Weighted Regression method (Yi-xi, Shao; Man-chun Li, etc. 2011) 
which take spatial differentiation effect of driving factors on land use pattern into 
consideration[3].In addition, Mixed Geographically Weighted Regression method[4] 
(Zhang Jie.2012) and spatial filtering method [5] [6] (Yang Yun-long,2012 ;Wu Kai-
zhao,2010) have also been introduced to deal with spatial autocorrelation. Research 
on time factors on Dyna-CLUE model, existing literature mainly focus on the most 
appropriate time scale [7-9] (Ming Huang, etc., 2012; Miao Liu, etc., 2009; Shi-chao 
Feng, etc.,2013). The following method is usually adopted: Different time scales were 
set and then simulation precisions were compared under different scales to study the 
most appropriate time scale of Dyna-CLUE. However, as for the specific role of the 
time factors playing in the simulation process, there are few literatures mentioned. In 
fact, response variables and their driving factors vary with time in the process of land 
use dynamic simulation. Existing literature in which Dyna-CLUE model were used 
often assumed that driving factors used in land use dynamic simulation do not change 
over time or because of lack of data ,directly used driving factors in the base year to 
predict the land use changes in the target year. 

Exponential smoothing method was proposed by Robert G. Brown. He argued that 
the trend of time series is stable or systematic，so time series can be reasonably 
homeopathic projections. More recently an event occurred; more possible it is to 
continue to the future. So greater weight will be given to the data occurred most 
recently[10]( Robert G. Brown). 

Exponential smoothing method calculates the exponential smoothing values, 
combined with a certain models of time series to predict the phenomenon in the 
future. Because of easy to understand, simply to calculate and excellence of 
performance exponential smoothing method has been widely used in the field of 
economic and natural sciences [11-15] (Xiao-si Shang, etc., 2011; Feng-xiao Wang, 
etc.,2012; Qiang Tong, etc.,2013; Wang M,, etc.,2012; Koehler A B, etc.,2012). 

For example，  Yun-long Yang etc., used exponential smoothing methods to 
forecast urban expansion in Zhangzhou city[16] (yun-long Yang, etc.,2011)，
however there are also some deficiencies :1) binary data was used in the target 
variable of the model, which 1 indicated the appearance of urban land, while 0 
indicated not. Land classification is too simple. 2) Do not integrate with existing land 
use dynamic models. 3) Despite probability distribution maps are obtained by 
exponential smoothing method, it was subjective to decide whether or not land use 
will change according to probability threshold in the process of simulation. 
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2 Study Area 

Chongqing is located in the southwest of China, the upriver of Yangtze River and the 
southeast of Sichuan Basin, between 105°11' to 110°11' east longitude and 28°10' to 
32°13' north latitude. Chongqing has an undulating terrain and various physiognomies 
which mainly include mountains and hills. So, Chongqing is also called “Mountain 
City”. Chongqing has various kind of physiognomy distinguish from other region 
obviously. In Chongqing, staggered distribution between urban and rural areas, which 
finally lead to forming a "multi-center, group-style" layout structure. The 
metropolitan area is about 5473 square kilometers, accounting for less than 9% of the 
whole city. Its altitude ranges from 141 to 1343m. In the region，"plain", "hill", 
"valley" and "flat" staggered dispersedly. The permanent resident population in 
metropolitan area is about 7.458 million, accounting for one quarter of the whole 
Chongqing. Metropolitan area is the center of the political, economic and 
transportation in whole Chongqing. After Chongqing became a municipality，
economic develops fast, income gap between urban and rural increases. Statistical 
data shows the GDP of metropolitan area accounted for 92% of the whole Chongqing 
in2008，with less than 9% of the total area of Chongqing, Which not only indicates 
that there is a huge wealth gap between urban and rural, also reflects that the 
metropolitan area is still key areas of urban development in the future. Chongqing 
City Master Plan (1996-2020) puts forward that new space for urban development 
will be expanded, new transport system will be established to adapt mountain city’s 
character, and continue to controlling the population size in the old city and to 
promote the population growth in the new district and small towns. Urban land use 
patterns in the region will show different patterns in time and space as results of urban 
space expansions, improvements of transport facilities, demographic and other factors 
change in metropolitan area，etc. Unique topography and geomorphology in the 
study area are natural elements to determine urban form in the future, while rapid 
economic development, transportation and some other factors are social and economic 
elements to determine urban form in the future. Metropolitan area in Chongqing is an 
ideal zone to study the land use transformation. 

3 Flowchart and Methods 

3.1 Data Sources and Data Preprocessing 

Dyna-CLUE model requires land use data and driving factors data at least for two 
periods. The amount of each land use type must account for more than 1% of total 
land use. Driving factors are divided into stable factors and unstable factors. Stable 
factors are factors that remain constant, while unstable factors changes with time [17]. 

According to the data availability and correlation, land-use data from the year of 
2002, 2006, and 2009 was used. Eight driving factors data were chosen, including: 1) 
Topographical factors such as elevation, slope, waviness and roughness, etc.2) 
Accessibility factors such as the distance to roads, railways, water bodies, rivers, and 
the center of markets, etc.3) Socio-economic factors, mainly population density  
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The sources of Data: ①Land use data for 2002, 2006 were extracted from the 
fusion results of TM Remote Sensing Image Data, while land use data for 2009 was 
extracted from second national land survey data. ②Data of road got from open street 
map, with website http：//www.vdstech.com/osm-data.aspx. ③Demographic data as 
unstable driving factor from the Chongqing Statistical Yearbook was made by spatial 
interpolation. DEM image data got from the global land cover Research Institute: 
University of Maryland Earth Science Data Download Interface, with spatial 
resolution of 30m. 

Data preprocessing: Firstly, land use data for 2009 was reclassified to six 
categories, namely urban land, arable land, forest land, pasture land, water body and 
other land as land use types studied in the paper according to the amount and 
distribution characteristics of land use type in the study area refer to the National 
Land Classification (Trial) (2002) on the platform of ArcGIS9.3. 

Secondly, land-use data in the year of 2002 and 2006 was obtained after a series 
operation such as reclassification, unified geographic coordinates, map projection, 
unified scope of the study and resolution，etc. 

Topographical factors such as elevation, slope, waviness and roughness, were 
made by spatial analysis function of ArcGIS. 

Location factors such as distance to the road, water, the distance to the markets 
were made by buffer analysis. 

3.2 Flowchart 

This paper takes Chongqing Metropolitan Area as research area. Firstly , land use data 
for 2002, 2006 and 2009 and driving factors that affect land use change were select to 
build a quantitative relationship in order to get logistic regression parameters between 
the probability of urban land use conversion and driving factors by Logistic 
regression equations. Secondly, improved logistic regression parameters in every 
period were calculated by exponential smoothing method. Finally, land use pattern in 
the target year was simulated by the improved regression parameters(see Figure.1.). 

3.3 Method 

Allocation Principles of Dyna-CLUE Model. Dyna-CLUE model was used to 
simulate the dynamic changes of land system in this paper[18](Verburg P H, etc., 
2009). The space allocation module of Dyna-CLUE model uses complexity system 
theory to deal with the competitive relationship between different land use types and 
simulates land use change synchronously. 

, , , , , , ,i t lu i t lu i t lu lu t luPtot ploc pnbh Elas Comp= + + +           (1) 

, ,i t luPtot is the total probability of grid-cell i  for land use type lu  at time t； 

, ,i t luploc is the location suitability of grid-cell i  for land use type lu at time t； 

, ,i t upnbh is the neighborhood suitability of grid-cell i  for land use type lu  at  
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time t . luElas is the conversion elasticity, whcih is a measure of the cost from one 

land use type lu to another. The bigger luElas is, the harder it is convert land use 

type lu into another land use type, and vice versa. ,t luComp is competitive 

advantage ,which is iteratively determined for all land use type during an iterative 

procedure. if the allocate area is smaller than area demand, values of  ,t luComp are 
increased while values are decreased when allocated area exceeds the demand. 
According to the order of , ,i t luPtot ， Dyna-CLUE model constantly adjusts values 

of ,t luComp  and allocate land use type lu  to spatial location in the study area after 

several iterations to achieve the purpose of space simulation. 
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Fig. 1. Flowchart of land use change in main district of Chongqing 

Location suitability and neighborhood suitability can be determined by empirical 
or expert knowledge. The interaction between neighborhoods is similar to constraint 
cellular automaton. Logistic regression was used in this study to calculate the 
quantitative relationship between land use type and driving factors in order to obtain 
land suitability and make evaluations to land use suitability. 

Logistic regression equation as following：    

, , , , , ,log( ) ...
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P              (2) 
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,i uP is the spatial distribution probability which is obtained by Logistic 

regression; iX is the driving factor of i； iβ are the regression coefficients of each 

factor, which need to save in the installation directory of Dyna-CLUE model with a 
name of allloc.reg .  

In the process of simulation, contents in the allocreg.txt were read to access to land 
suitability parameters. Usually, only the quantitative relationship of land use and 
driving factors in the initial year were taken into consideration, as a result, effects of 
time factors on land use suitability were ignored. At a certain time interval period, the 
same driving factors have different effect on different land use types, and the same 
driving factors have different effect on a certain land use at different time intervals. 
Therefore, it is necessary to take time factors in to consideration so as to reasonably 
and accurately characterize land use change in the process of simulation. 

Exponential smoothing method. There are some shortage in the traditional Dyna-
CLUE model that directly using quantitative relationship between land conversions 
and driving factors in the base year to simulate the land use change in the future. 
Targeted with the imperfection of traditional Dyna-CLUE model, single exponential 
smoothing method was used to smooth the effect of driving factors on land use so as 
to improve spatial allocation module of Dyna-CLUE.  

Exponential smoothing method is evolved from exponentially weighted moving 
average method. According to the difference of smoothing coefficient, exponential 
smoothing method can be divided into single exponential smoothing method, double 
exponential smoothing method and cubic exponential smoothing method. Single 
exponential smoothing method was used in this paper， which was suitable for short-
term prediction of relatively stable time series in which growth or decline is not 
obvious. Smoothing coefficient α  is critical in the use of exponential smoothing 
method. 

α defines the weight of the most recent data in the predictive value and represents 
the response speed of forecast model to changes of time serials. The largerα  is，the 
greater weight recent data account for, and vice versa. In addition, α also reflects the 
amplitude to be modified and determines the model's ability to correct errors. 

Different smoothing coefficients were used to simulate land use for 2009. And the 
smoothing coefficient with the best simulated accuracy was select to smooth 
quantitative relationship between land use and driving factors in the future. 

4 Results Analysis 

4.1 Logistic Regression Analysis 

First of all, driving factors and land use data were converted from initial format of 
raster into ASCII format. 

Secondly, land use data and driving factors with ASCII format were merged into 
one file-stat.txt, in which the null value was removed by the file conversion software 
owned by Dyna-CLUE model.  
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Finally, the stat.txt files were Imported into SPSS(Statistical Product and Service 
Solutions, SPSS) 19.0 software, and the quantitative relationship between each type 
of land use conversion probability and driving factors were obtained respectively by 
Logistic regression model for 2002 year, 2006 year. ROC (receiver operating 
characteristic curve, ROC) was used to test the relationship between driving factors 
and conversion probabilities of land use type. 

(1) According results of ROC test, distribution pattern of land use can be basically 
explained by driving factors selected in the paper. ROC values of urban land, forest 
land and water body are relatively high, while ROC values of the Pasture land and 
other land use were relatively low. The main reason is that pasture land other land use 
are scatter in distribution, so can not be described by general natural environment and 
economic features.  

(2) The regression equations which were used to explain the relationship between 
conversion probability of land types and driving factors are different in different 
years.  

Taking arable land as an example, ROC value in 2002 was 0.700, while it was 
0.578 in 2006, which showed that the driving factors have better explanation ability in 
2002 than in 2006.  

As to pasture land, the ROC value in 2002 was 0.633, while it increased to 0.716 in 
2006. The results showed that the explanation ability of driving factors to land use 
change is not fixed. The ROC value changes with time, which reflected land use 
conversion probabilities and their driving factors, had obvious characteristics of the 
times. 

(3) Results of the value β indicated that different driving factors had different 
impact on a certain land type. As to the same driving factors, their influence to the 
conversion probabilities of same land type will vary with time. Table 2 shows that the 
driving factors such as roughness, waviness height have different valueβin different 
years. 

4.2 Parameter Verification  

Simulation results show that the number of correct simulation grids were 558417 and 
Kappa index was 79.22% when exponential smoothing method was not adopted, while 
the simulation results were improved when single exponential smoothing method was 
adopted, with any smoothing coefficient (see Table 1), which reflected that in the 
process of simulation time characteristics owned by spatial data can not be ignored. 

Table 1. Kappa Value of simulation results with different smoothing coefficients α  

Smoothing  
coefficient α  

0 0.1 0.2 0.3 0.4 0.5 

Kappa value 79.22% 87.16% 87.11% 86.80% 86.27% 85.42% 

Smoothing  
coefficient α  

 0.6 0.7 0.8 0.9 1 

Kappa value  84.98% 83.76% 82.37% 80.76% 87.02% 
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When smoothing coefficient was 0.1, the number of correct simulation grids was 
603131 and Kappa index was 87.16%. Compared with result without smoothing, the 
overall accuracy was improved by 7.94%.So 0.1 was identified the best smoothing 
coefficient as a result of best performance of Dyna-CLUE model. (see Table 2). 

 

   
A1                                             A2                           A3     

Fig. 2. Difference of simulation results in the spatial distribution 
（A1 is actual map of land use in 2009,A2 is simulation results no smoothness， 

A3 is the simulation results of smoothing coefficient 0.1） 

Table 2. Comparison of accuracy simulation results  

Land use 
type 

Amount 
of 2009 
actual 
land grids 

Correctly 
simulated 
amount of land 
grids with 
unimproved 
model 

Correctly 
simulated 
amount of land 
grids with 
improved 
model 

accuracy 
of 
unimpro
ved 

accuracy of 
improved 
model 

Urban land 117502 77354 84328 65.83% 71.77% 

Arable 205756 192268 203242 93.44% 98.78% 

Forest 138635 115421 135577 83.26% 97.79% 

Pasture 60430 59146 59919 97.88% 99.15% 

Water bodies 27231 26707 26714 98.08% 98.10% 

Other land 
use 

125816 87521 93351 69.56% 74.20% 

Total 675370 558417 603131 82.68% 89.30% 

 
Simulation results showed that the temporal characteristics of driving factors can 

not be ignored. It also showed that it was necessary to dynamically update the 
regression parameters when Dyna-CLUE model being used. 
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The number of grids misclassified is larger in other land and forest land when 
exponential smoothing method is not adopted. In the northwest or northeast regions, 
the misclassified grids were allocated properly when exponential smoothing method 
was adopted. Similarly, the forest land misclassified in the middle of the area was 
rectified when exponential smoothing method is adopted. 

From the view of land use, simulation accuracy of each land use types were 
improved in a certain degrees when exponential smoothing method was adopted. 
Among them, the simulation accuracy for forest increased from the original 83.26% 
to 97.79%, increased by 14.53%. The improvement in water body is not obvious, only 
increased by 0.02%. The overall simulation accuracy was improved from 82.68% to 
89.30%, increased by 6.62% (Table 2). 

4.3 Land Use Change Simulation in 2019  

The improved Dyna-CLUE model simulated land use change for 2009 in Chongqing 
Metropolitan Area well. Parameters obtained by using existing data were used to 
simulate land use change in future was reasonable. The exponential smoothing 
method were used to simulated and predict the land use pattern in the study area the 
next 10 years holding the hypothesis that to the study area maintain the current 
development. 

Exponential Smoothing Again. Firstly, driving factors data and land use data in 
2009 were analyzed by logistic regression methods and the regression coefficient-
βvalue were acquired. Secondly, βvalue were smoothed again according to the 
smoothing coefficient determined above (Table 3). Dynamic change of land use was 
simulated for 2019 in the study area based on the smoothed results. 

Table 3. Results of driving factors and land use smooth again（βvalue） 

 Urban land Arable land Forest land
Pasture 
land 

Water body
Other land 
use 

DEM -2.21*10-3 -1.064*10-3 3.59*10-3 -1.251*10-3 7.72*10-3 -4.06*10-4 

Slope -5.19*10-2 1.584*10-2 1.61*10-1 7.622*10-2 -1.83*10-1 2.592*10-2 

waviness of 
surface 

-2.09*10-3 -8.0*10-5 1.32*10-4 7.27*10-4 6.72*10-4 -1.45*10-4 

Distance to 
markets 

-1.17*10-4 3.40*10-5 -2.4*10-5 1.70*10-5 -2.0*10-6 2.30*10-5 

Distance to 
roads 

-9.00*10-5 2.5*10-5 1.10*10-5 -4.20*10-5 1.0*10-6 -1.00*10-6 

Distance to 
water 

1.47*10-4 -4.000*10-6 5.0*10-6 -1.00*10-5 -4.81*10-4 4.5*10-5 

Population 
density 

2.57*10-3 -3.261*10-3 -5.8*10-4 -1.889*10-3 -7.59*10-4 -7.3*10-5 

roughness of 
surface 

-6.45 -1.583*10 -1.160*10 -1.295*10 2.577*10 -7.173 

constants 6.85 1.511*10 7.432 1.048*10 -2.524*10 5.550 
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Dyna-CLUE Dynamic Simulation. Land demands of each land use type for 2019 
were predicted using the linear extrapolation method. Cov_all.0, cov_*.0, 
demand.in*, region, *.fil, sclgr*.fil, Main, alloc.reg and other files were prepared 
according to data format fit for Dyna-CLUE model. These files can be modified 
directly in the installation directory. 

Land Use Pattern Analysis in the Future. Simulation results showed (Figure 3) 
that the construction land in Chongqing Metropolitan Area expand rapidly. With a 
large number of arable land, garden and pasture land were replaced by urban 
land.Urban expansion basically was constrained between Jinyun Mountains, Zhong 
liangshan Mountains, Tongluo mountains and the Mingyue mountains. The expansion 
trend of urban land is the most obvious to northward and westward, while southward 
and eastward of the area were followed. 

Land use conversion matrix was established by overlay analysis of land use data in 
2009 and 2019. The results showed the number of arable land, garden and pasture 
land use and other land use significantly reduced in this period, and the number of 
urban land and forest land increased, while the number of water body unchanged. 
Source of construction land is the garden and pasture land and the other land, 
followed by woodland. In the period of 2009 -2019, there are 14957.46 hectares of 
garden and pasture land use will be transferred into the construction land. There are 
16607.43 hectares of arable land; 3137.13 hectares of pasture land use, 3790.80 
hectares of other land will be transferred into forest land. 

 
Fig. 3. Simulation of land-use of main district of Chongqing city in 2019 

5 Conclusion and Discussion 

Single exponential smoothing method was introduced in this paper to smooth the 
effects of driving factors on land transition probabilities，aiming at improving the 
simulation accuracy of Dyna-CLUE model. The paper taken Chongqing Metropolitan 
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Area as study region, logistic regression equation was established and improved 
Dyna-CLUE model was used to forecast land use pattern in the next 10 years. Results 
showed that: 

(1) Result of ROC analysis showed that the ROC value and the β value in different 
land use pattern change with time. It indicated that the probability of land conversion 
and its driving factors have obvious time characteristics. The model simulation 
accuracy improved obviously when exponential smoothing method was used. It 
indicated that temporal characteristics of driving factors can’t be ignored. It also 
showed that it was necessary to dynamically update the regression parameters. 

(3)The regression parameters were updated dynamically by single smoothing 
method in the way of “strengthen the nearness and weaken the farness”. The method 
improved the simulation accuracy and overcame the shortage of traditional Dyna-
CLUE model which predicted dynamic land use in the target year by using driving 
factors in the base year since the driving factors is not always available in the target 
year.  

(4) The simulation accuracy of the Dyna-CLUE model was improved by 
introducing exponential smoothing method in this study, with the Kappa index 
increased from 87.16% to 79.22%, and the overall accuracy of the model increased by 
7.94%. If the time interval is short, or the change of the driving factors is not obvious, 
it is not necessary to use the exponential smoothing method; when the time scale is 
extended, such as 5 or 10 year, the accuracy of the model will be significantly 
improved by using the exponential smoothing method. The essence of Exponential 
smoothing is to alter the quantitative relationship between land use change and its 
driving factors which will inevitably exclude some valid information along with 
removing the influence of random factors. Therefore accuracy of a certain land use 
maybe reduced, but the overall simulation accuracy is improved which reflects that 
time series plays an important role in the simulation of land use dynamic. 
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Abstract. Based on the statistic data of land use and interrelated social economic 
factors from 2004 to 2008 about Wuhan City, this paper analyses the range and 
dynamic degreen of land use change and its degree during past five years, and 
analyses the driving forces of land use change by making use of the analytical 
function of principal components of SPSS. The conclusions indicate: first, the 
area of the cultivated land has a downward trend, however, the area of residential 
land grows generally; second, the main driving factors affecting the land use 
change can be summarized as population growth, economic development, 
urbanization and the development of transportation industry. 

Keywords: land use change, driving forces, analysis of principal components. 

1 Introduction 

Land use refers to a series of manner, process and results of land protection and 
transformation, as well as productive or non-productive activities by virtue of certain 
attributes of the land, through this process human beings can obtain certain economic, 
environmental or political welfare (benefits) [1]. In recent years, with the rapid 
economic development, population growth and growing urbanization, the analysis on 
driving forces of land use change has become a hot issue of global research. The 
research of issues on land use involves many aspects, the most critical is the research on 
driving force of land use. The driving force is the motivating factors of land use change; 
it refers to the main biological and socio-economic factors which lead to changes on the 
patterns and purpose of land use patterns. The driving forces of land use change are 
determined by the driving forces of land use patterns change, the human activities and 
the natural environment in this region are the basic driving force of a regional land use 
change [2]. In addition, socio-economic factors also have a deep impact on land use 
change. Depth analysis of the driving forces of land use change provides decision 
support on scientific land use planning and prediction on land use change trend. 
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2 Study Area, Data Sources and Methods 

2.1 Overview of Study Area 

Wuhan is located in central China, it is the capital and the political, economic and 
cultural center of of Hubei province. Wuhan is not only an important industrial city in 
the Changjiang River region, but also the economic center of this region. It is also the 
China's important cultural and educational center and the country's major transport hub. 
Wuhan is located at longitude 113 ° 41' to115 ° 05 ', latitude 29 ° 58' to 31 ° 22',it 
borders on Ezhou and Huangshi  east,borders on Xiantao and Honghu west, connects 
with Xianning in south and Xiaogan in north.It is likely a butterfly from west to east. 
The Changjiang river and its largest tributary Hanshui meet in this region, so, 
Wuchang, Hankou and Hanyangthe, which is the tripartite confrontation of the two 
rivers , are commonly known as the three towns of Wuhan. Wuhan is in the superior 
center of economic geography circles in China, it is China’s heart geographically, so It 
is called "thoroughfare of nine provinces" . By the end of 2008, the total population of 
the city was 8,332,425 , while the agricultural population was 2,960,061 , GDP had 
achieved 411.551 billion yuan ,GDP per capita had reached 46,035 yuan. 

2.2 Data Sources and Methods 

The research involves the statistic data of land use from 2004 to 2008 in Wuhan City, 
and these data mainly the situation of land use change of each year provided by wuhan 
land resources and planning bureau. Population, economic data and so on mainly come 
from wuhan city statistical yearbook. 

According to the land use data of each year, this paper analyzes the structure changes 
of various types of land use first. Second, it chooses 24 indicators which can reflect the 
information population, economic and agricultural as the driving force factors of land 
use change. Finally this paper extracts the main driving factors affecting land use 
change, and analyzes the various driving forces quatitatively by making use of the 
analytical function of principal components of SPSS. 

3 Analysis on Land Use Change of Wuhan 

Based on the statistic data of land use from 2004 to 2008 in Wuhan City, this paper 
analyses the range and dynamic degreen of land use change and its degree. 

3.1 Analysis on Range and Dynamic Degree of Land Use Change 

The range of land use change refers to the change of land use type area within a certain 
period of time. We can realize the situation of land use change and the change of land 
use structure through the analysis the range of land use change. Its mathematical 
expression is: 
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                              (1) 

The dynamic degree of land use[3] shows the the number of land use type change 
within a certain period of time. Its mathematical expression is: 

                           (2) 

, stands for the area of a certain land type at the beginning of the study and at the 

end of the study respectively.  indicates the time period of the study, taking years as 
the unit[3]. 

In this paper, the range and dynamic degree of land use change are calculated by the 
EXCEl. According to Table 1.,we can find out: from 2004 to 2006 the rate of Grassland 
reduces the sharpest, followed by unused land and arable land, and the traffic land has 
the largest increase; during next two years the Residential land and traffic land has a 
relatively larger increase, while the cultivated land, garden land, forest land, other 
cultivated land all showed a trend of decrease. It also shows that the farmland gradually 
transform to the land for the urban construction in Wuhan city. 

Table 1. The change ectent and velocity of land use in wu han city from 2004-2008 

Land use pattern 
2004-2006 2006-2008 

Rd K Rd k 
Cultivated land -8.81% -4.40% -1.33% -0.67% 

Garden land 8.01% 4.01% -2.69% -1.34% 

woodland 13.28% 6.64% -0.37% -0.18% 

grassplot -95.94% -47.97% 1.89% 0.94% 

Other agricultural land 10.48% 5.24% -1.58% -0.79% 

Residential land 9.06% 4.53% 5.34% 2.67% 

Traffic land 34.57% 17.29% 10.76% 5.38% 

Water conservancy 
facility land 

-0.43% -0.22% -0.42% -0.21% 

Unused land -24.79% -12.39% -1.67% -0.83% 

Other land 7.32% 3.66% -0.16% -0.80% 

3.2 Analysis on the Degree of Land Use Change  

Land use degree mainly reflects the breadth and depth of land use. It not only reflects 
the natural properties of land itself, but also reflects the combined effects of the human 
factors and natural environmental factors [3].Changes of Land use degree are the 
results of comprehensive changes of land use categories. Land use degree and its 
changes can quantitatively express the comprehensive level of land use and trends in 
the area. 
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Based on Mr. Liu Jiyuan's comprehensive analytic methods of land use degree [4], 
land use degree in this essay is divided into several levels according to land natural 
complex under the natural equilibrium state in the influence of social factors, and 
graded index is given. Thus composite index of land use degree [3, 5] and the temporal 
evolution model expression of the degree of land use are given [5]. We Adopted Mr Liu 
Jiyuan 's diversity standard of land use degree proposed from the perception of ecology 
as our grading standards[6], as shown in Table 2. 

Table 2. The classification and evaluation of land use degree 

Grading type Level of 
Unused land 

 

Level of 
Forest/grass/water 

land use 

Level of Grad 
agricultural land 

Level of urban 
land settlements 

land use pattern
 

Unused land Woodland\ 
grassplot\ Water 

conservancy 
facility land 

Cultivated land\
Garden land\ 

grassplot 

Residential 
land\ 

Traffic land 

Graded index 1 2 3 4 

 
Land use degree index expression: 

              (3) 

Extent of land use change expression: 

            (4) 

In the expressions , , are graded index of i-class land use degree and graded area 

percentage respectively;  is the number of classification of land use degree; ,  
are graded area percentage of the first class land use degree of a time period and b , 

respectively. The meanings of extent of land use changes are: If  is greater than 

zero, it shows that regional land use is in development stage; If  is less than zero, 

it shows that regional land use is in a recession or period of adjustment. When  is 
the same with zero, the quality of the ecological environment is not to be reflected. 

We employed the land use data of Wuhan City as composite index and the extent of 
land use temporal evolution model of land use degree expressions. We got the results 
with EXCEL calculation, as shown in Table 3. Land use degree indexes are larger than 
200 and are in an upward trend, indicating the degree of land use of Wuhan City will 
continue to maintain a high level in the coming years. Extent of land use changes is less 
than zero from the year 2004 to 2006, indicating that in this time land use of Wuhan 
City is in an adjustment period; extent of land use changes from the year 2006 to 2008 
is greater than zero, indicating that in the next two years land use of Wuhan City is in 
development stage. It also shows that during different periods the degrees of changes in 
land use are different. 
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Table 3. The aggregate index and variable quantity of land use degree in Wuhan City from 
2004 to 2008 

year 
 

2004 257.36 
-1.25 

2006 256.11 

1.29 
2008 257.4 

4 Analysis on Driving Forces of Land Use Change of Wuhan 

The driving factors of urban land use change mainly includes the social economic 
forces, natural driving forces and land use policies and other factors.  The effect of 
land use policies on land use change is difficult to quantify, and natural driving force is 
small for the relatively small scale area in Wuhan. So the two factors should be 
considered in statistical analysis only. According to the requirement of the principal 
component analysis method and the situation of existing data about Wuhan, we select 
the following 24 variables as the analysis indicators(Table 4.). 

The data have different units, in order to safeguard the availability and the reliability 
of statistical data, standardized processing of raw data is required,this processing is 
handled prior to the statistical analysis through the SPSS software. Then use the 
software for calculation of the principal component analysis, according to the 
requirements of the principal component analysis, the number of principal components 
is determined by the method using smallest factor eigenvalues greater than 1 ,and rotate 
principal components though varimax method. Ultimate，calculate the characteristic 
value,Proportion, Cumulative(Table 5.) and the principal component loading 
matrix(Table 6.). 

Table 4. The Indicators System of Driving Force in Land Use Change 

Influencing factors Analysis index Influencing factors Analysis index 

Population growth 

X1：total 
population 

urbanization 

X14：total retail 
sales of consumer 

goods 
X2：the agricultural 

population 
X15：urban per 
capita disposable 

income 
X3：labor force 

non-agricultural rate 
X16：rural per 

captia net income 
X4：population 

density 
 

X17：the total 
output of crops 
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Table 4. (Continued) 

Economic 
Development 

X5：gross domestic 
product(GDP) 

 

 
Agricultural 
production 

X18：total power of 
agricultural 
machinery 

X6：total cost of the 
first industry 

X19：single output 
of grain 

X7：the second 
industry gross 

X20：Sown Area of 
Farm Crops 

X8：the third 
industry gross 

X21：Cultivated 
area 

X9：per capita 
gross domestic 

product 

X22：Gross Output 
Value Agriculture 

X10：total 
industrial output 

value 
traffic 

X23：Freight amout 
in the whole society 

X11：total value of 
agricultural output 

X24：Passengers in 
the whole society 

X12：social fixed 
assets investment 

 

X13：fiscal revenue 

Table 5. Result of Principal Component Analysis for Driving Force Factors 

Principal component Characteristic value Proportion(%) Cumulative(%) 

1 20.167 84.028 84.028 
2 2.709 11.287 95.314 

 
It can be seen from the Table 5., the he cumulative contribution rate of the first two 

principal components has reached 95.314%， Use them to represent the most 
information of the original factor. Compare the first two principal components variance 
contribution rate, the first principal component contribution rate has reached 84.028%, 
and among these, most of the variable load coefficients is larger. According to the 
Table 6., the load of the first principal component factor are generally more than 
0.9,only the loads of the total number of agricultural population X2, agricultural output 
X17, single grain production X19,crops sown surface X20 are relatively small. So, the 
first principal component can be considered as the representation of population growth, 
economic development, urbanization and transportation. The second principal  
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Table 6. Componet Matrix of Driving Force Factors 

 1 2 

Zscore(X1) 0.969 0.228 

Zscore(X2) -0.681 0.496 

Zscore(X3) 0.984 0.111 

Zscore(X4) 0.969 0.226 

Zscore(X5) 0.988 -0.153 

Zscore(X6) 0.988 -0.140 

Zscore(X7) 0.988 -0.149 

Zscore(X8) 0.988 -0.156 

Zscore(X9) 0.984 -0.176 

Zscore(X10) 0.934 -0.356 

Zscore(X11) 0.983 -0.160 

Zscore(X12) 0.991 -0.126 

Zscore(X13) 0.998 -0.051 

Zscore(X14) 0.989 -0.147 

Zscore(X15) 0.996 -0.082 

Zscore(X16) 0.985 -0.167 

Zscore(X17) -0.187 0.931 

Zscore(X18) 0.995 0.070 

Zscore(X19) 0.115 0.989 

Zscore(X20) -0.668 0.133 

Zscore(X21) 0.861 0.425 

Zscore(X22) 0.988 -0.135 

Zscore(X23) 0.951 -0.281 

Zscore(X24) 0.981 0.094 

 
component  is closely related to X17and X19 ,and these two factors have a larger 
positive correlation with agricultural production, therefore the second main component 
may be considered as the representation of agricultural production. So, the main driving 
factors impacting the land use change in Wuhan are population growth, economic 
development, urbanization, transportation, followed by agricultural production 
efficiency. 

5 Conclusion 

Through the analysis of land use change and driving forces in Wuhan, we can find：the 
degree of land use in Wuhan for the past few years has a upward trend in the first 
post-recession, and will be at a high level of development in the next few years; 
Cultivated land, Garden land, woodland, Other agricultural land, Water conservancy 
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facility land and Unused land would continue to decrease, at the same time the 
residential land and traffic land would still increase. According to the result of principal 
component analysis, it is concluded that the main driving factors affecting the land use 
change in Wuhan are population growth, economic development, urbanization and the 
development of transportation industry. In order to maintain the sustainable utilization 
and development of land resources in Wuhan, the government should take 
corresponding measures to protect agricultural land, improve the efficiency of land use 
efficiency, optimize the structure of land use and attach importance to urban ecological 
environmental governance. 
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Abstract. Spatial distribution of gymnasiums in Wuhan is displayed by density 
analysis and spatial auto-correlation. Creatively considering distribution of 
roads, spatial autocorrelation and spatial binary correction are being used in 
quantitative studying how the spatial distribution relates to economical factors 
social factors and nets of roads. According to the reports, distribution of 
gymnasiums is influenced by density of population, roads and GDP in different 
degree. Based on this motivation system with the development of non-central 
area and improvement of roads, the mount of gymnasiums will increase rapidly. 
And the whole gymnasiums distribution of Wuhan will transform into “intensive 
central city area and popular country” distribution pattern. 

Keywords: spatial autocorrelation analysis, spatial correlation analysis, road 
nets. 

1 Introduction 

With the continuous development of the sports industry, the implementation of the 
National Fitness Program and the promotion of the National Fitness Activities, sports 
facilities improve continuously. Sports Industry itself is an industry which utilizes its 
functions and its radical effects to create value, is to provide the community collection 
of economic activities in the same sports products and economic sectors combined for 
the society [1]. Therefore, mastering the spatial characteristics and the development 
mechanism of the sports industry is of great importance, can lay the foundation of the 
regional sports planning, regional sport guidance and the People’s Fitness Plans. 

Spatial analysis focuses on the spatial distribution and characteristics of the object, is 
the cause and effective means of dynamic mechanism. Based on the regional 
economics, spatial economics, the new geographical economics discipline and urban 
planning disciplines, Lu Linfei, mainly uses the related location theory to discuss the 
space layout and location characteristic of the Ten city of the center of Shanghai. 
Meanwhile, through the analysis of the degree of aggregation, distribution patterns and 
the factors that influence layout analysis of the downtown station Arena, he sums up 
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their respective characteristics in space, and dives into the location pattern of the 
billiard hall in the dense and sparse areas and its dynamic mechanism [2]. The paper 
aims to study the spatial distribution situation of Wuhan Stadium, utilizes the 
demographic, economic, roads and other factors [3], to establish the appropriate model 
which can serves for the analysis of relevance and regression on the distribution of 
Wuhan Stadium. With the mode, the characteristics and development mechanisms of 
Wuhan Stadium are analyzed, and the spatial distribution of the future stadium is 
predicted. 

2 Research Data 

2.1 The Situation of Study Area  

Wuhan City located in the center of China, is the capital, political, economic  
and cultural center of Hubei Province and also an important industrial city and 
economic center of the Yangtze River Region. Wuhan is also the cultural and 
educational center of China, and the major transportation hub. For the sake of 
positively responding to the call--“sports should go the social and industrial 
development road" [1], Wuhan City, through the wide publicity of multi-angle, 
multi-channel, multi-level wide, improves the people's awareness of fitness and guides 
people to participate in sports activities actively, adheres to the idea which sports  
social science and natural science stands together, and strives to create a high-level 
sports. 

2.2 Research Data and Its Source  

2.2.1   Spatial Data  
Spatial data is divided into two parts: vector data and raster data. The raster data of 
Wuhan is downloaded from Google earth (2010 year); the vector data of Wuhan 
includes the punctate distribution of the sports facilities in Wuhan, vector data of 
Wuhan urban area, the road network of Wuhan urban area. 

2.2.2   Non-Spatial Data  
The study attributes data include: the population density of Wuhan, the total output 
value of production industry, and construction, the road density of first-class road, the 
road density of second-class road, the road density of third-class road, and the district 
density of highway. Among them, the population density of Wuhan, the total output 
value of production industry, and construction data is mainly obtained through sorting 
and extracting from Wuhan Statistical Yearbook (2010 year); and other data comes 
from the operation using the overlay function module in ArcGIS. The study data is as 
Fig.1 showed.  
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Fig. 1. The spatial data of Wuhan gymnasiums 

3 Spatial Distribution Analysis of Wuhan Gymnasium Layout 

3.1 Density Analysis in Spatial Distribution of Wuhan Gymnasium 

The distribution density describes the spatial distribution of dots, lines and polygons, is 
the simplest and most commonly used method to describe the space distribution of dot 
pattern. It is the number of objects within one unit area, its molecular is the number of 
distributed objects, its denominator is the distribution area. We can get to know the 
sparse degree of density of Wuhan gyms through the spatial distribution of Wuhan 
gyms, so as to make further analysis and do related regulations. 

Utilizing the rendering function in ArcGIS, the gyms are showed in five classes 
according to the distribution density [4]. Figure 2 is the distribution density figure of 
gym (13 districts), this simply can show the gym layout roughly, but the specific 
location of the gyms is unclear.  

According to the above figure, we can see that the sports industry in the center of 
Wuhan distributes more densely, because these areas have a high population density, 
people live a high quality life and the transportation is well developed .for the sake of 
mastering dynamic mechanism of the distribution of gyms, it is of importance to make  
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Fig. 2. Density distribution of gymnasiums in different zones 

quantitative analysis on the factors which influence the distribution of gyms in the 
following study. 

3.2 Spatial Autocorrelation Analysis 

Use the technology of spatial autocorrelation to detect the gym spatial distribution 
pattern of Wuhan city circle. This paper uses the Moran's I index to measure the 
correlation’s degree. Moran's I is the most commonly used global correlation index, 
used to detect the spatial distribution characteristics in the study area [5, 6]. Global 
Moran's I calculation formula is as follows:  
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In this formula, n stands for the number of  the research object, ix
、 jx  is the 

attribute values of the study area i and j respectively , x  is all the attribute values 

mean, ijW is the weight matrix measuring the spatial relationships among the study 

objects[7].  
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3.2.1   Autocorrelation Analysis of Gym Distribution in Wuhan City 
Sum up the number of sports gyms within the grid in different scales [8] using ArcGIS, 
and then use Moran's I [9] of the space statistics module in ArcGIS to calculate the total 
autocorrelation index, the results are as follows:  

Table 1. The results of Moran’s I value 

 Moran's Index Z Score 

500m grid 0.579083 118.101598 
1000m grid 0.455736 64.373492 
5000m grid 1.534497 48.529274 
10000m grid 1.121208 26.755002 
 
According to the size of the Z value, under the significant setting level, we can 

accept or reject the zero hypotheses. Take α= 0.05,so when Z is less than -1.96 or 
greater than 1.96, reject zero hypothesis. We Can see from the table1, the Z value all is 
far greater than 1.96 and what’s more the index of Moran's I values is greater than 0 and 
close to 1, showing that the overall distribution of the gyms is in positive spatial 
autocorrelation, in the agglomeration spatial pattern. 

Under the four dimensions, Moran's I values are not the same, but all show the 
significant positive correlation. And the 5000 meters grid is strongest, while the grid of 
1000 meters is weakest [10]. Given the above, we can come to a conclusion that 
different scales division influence the results of the auto-relation analysis. If the spatial 
relevance index is bigger in one scale, you can’t obtain the same result in the other 
relevance. Therefore different size calculation should be made under different 
situations [11].  

3.2.2   Distribution Autocorrelation Analysis in a Kilometer Grid of Stadium  
Given the above analysis, we choose 1 km grid, and carry on the grid handling and 
spatial autocorrelation analysis for 13 areas respectively, the specific results are as 
follows:  

Table 2. The spatial autocorrelation analysis after data being divided into grid  

 Moran's Index Z Score 

Jiang Xia district 0.228090 11.671829 
Cai Dian District 0.201864 8.612559 
Han Yang District 0.446721 6.188522 
Dong Xi Hu District 0.257819 6.836644 
Qing Shan District 0.483644 4.792137 
Hong Shan District 0.452225 13.470383 
Jiang An district 0.398822 5.232148 
Qiao Kou District 0.329358 3.388869 

 



 Spatial Analysis of Gymnasiums in Wuhan City 291 

Table 2. (Continued) 
 

Wu Chang District 0.280481 3.770263 
Xin Zhou District -0.001134 -0.030385 
Huang Pi District. 0.050290 3.088442 
Jiang Han District 0.438549 4.110656 
Han Nan District Lack of data Lack of data 

 
Take alpha as 0.01, when Z is less than - 2.33 greater than 2.33, reject zero 

hypothesis. According to the table2 : Jiang Xia, Cai Dian, Han Yang, Dong Xi Hu, 
Qing Shan, Hong Shan, Jiang An, Qiao Kou, Wu Chang, Huang Pi, Jiang Han, these 11 
district’s stadiums are in positive correlation, have the aggregation characteristics, and 
according to Z value judgment, they are in the significant positive correlation. While 
Xin Zhou District ‘Moran I value is close to 0, Z value does not conform to the 
requirements of the significance, showing the random distribution. As to Han Nan 
district, because of a lack of data, Moran, I failed to calculate Moran I value and Moran 
Z values.  

The comparison of correlation is as follows: Qing Shan District > Hong Shan 
District > Han Yang District > Jiang Han District >Jiang An district > Qiao Kou 
District > Dong Xi Hu District > Jiang Xia District > Cai Dian District > Huang Pi 
District. It shows again that Qing Shan District, Hong Shan District, Han Yang District 
and other downtown district are more obvious in the gathered characteristics of spatial 
distribution. 

4 Correlation Analysis between Layout of Gymnasiums and Its 
Influential Factors 

Lee (2001) proposed the measure L coefficient which combines the Pearson correlation 
coefficient and Moran's I autocorrelation coefficient, the coefficient has a good nature, 
is not only the Pearson correlation coefficient, and contains data space factors, has the 
advantage of Pearson coefficient and Moran's I coefficient, can quantify lag in 2D 
space, which can be used to measure spatial separation and difference. Specific formula 
is:  
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Based on the above analysis, this paper selects Lee’s L parameter as the measuring 
index between the distribution of gyms and its possible factors; its significant test forms 
the foundation on the normal distribution. Make analysis on these variables: population 
density, gross domestic product, gross value of industrial output, construction industry 
output value, first class roads, second class roads, third class roads and highways, using 
the Pearson coefficient and Lee’s L coefficient to calculate the bivariate correlation of 
the gym distribution with these variables respectively, so that reasons can be found to 
analyze and interpret the gym space distribution.  

4.1 Pearson Correlation Analysis between the Gymnasiums Partition 
Distribution and Its Factors 

The result is shown in figure 3.  
 

 

Fig. 3. Correlation of gymnasiums distribution and other factors 

We can see from the table, GDP and the distribution of gyms are the most relevant, 
reflecting that the regional economic development and people's income level have played 
a positive role in promoting the development of the sports industry; And level of 
secondary roads also have high correlation, explains regional transportation infrastructure 
stock of wealth affects the demand for sports venues in the region; Among them, the 
highway and sports bureau’s distribution have a high negative correlation; one possible 
reason is that the highway populated places often are in the suburbs or the countryside, 
which are not suitable for constructing and developing gyms. 

4.2 Lee’s L Correlation Analysis 

Based on the coefficient of Lee’ L, this paper study the spatial correlation between gym 
distribution and Population, GDP, Gross industrial output value, Gross Construction 
Output Value and road nets impact factors, and the result shown in table 3. 
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Table 3. Lee index of Wuhan gymnasiums distribution and other factors 

Influential factors Lee index Z statistics 
Correlation significant 
level 

Population 0.4867* 0.4807 Significant correlation 

GDP 0.7082** 1.4017 High linear correlation 

Gross industrial output value 0.4084* 0.2396 Significant correlation 

Gross Construction Output 
Value 

0.5262* 0.6961 Significant correlation 

First-class highway 0.4996* 0.5930 Significant correlation 

Second-class highway 0.2024 -0.5586 Low linear correlation 

Tertiary roads 0.2679 -0.3047 Low linear correlation 

Highway -0.2143 -2.1738 Low linear correlation 

 
In the table 3, * indicates that the correlation is significant under the significance 

level of 0.05, and ** indicates that the correlation is significant under the significance 
level of 0.01 [13, 14]. 

From table 3, we can find that there exists strongest correlation between gymnasiums 
amount and GDP, and the correlation coefficient reach 0.7082. Reasonable explanation is 
that GDP is an important part of economic factors, which directly determines the 
resources and also the supply ability of gymnasiums in a region. So, the region with high 
economic level always has intensive distribution of gymnasiums. In addition to GDP, at 
significance level α= 0.05, the factors which has significant spatial correlation with 
physical layout was as follows (from high to low in turn according to the significance 
level):  

 Gross Construction Output Value 
 First-class highway 
 Population 
 Gross industrial output value 

It indicates that the surrounding buildings, population density and road conditions 
are all active factors which influencing the gymnasiums construction. The correlation 
of Second-class highway, Tertiary roads and gymnasiums is not significantly. And 
among this, the highway is negative correlation to gymnasiums distribution, but the 
specific reasons requiring further analysis. 

5 Summary 

Sport gymnasiums in Wuhan distribute intensively over central cities such as Jiang han, 
Wu chang, Hong shan and so on, presenting an inner to outer distribution pattern. This 
paper selected economic factors, social factors and traffic factors to analysis the driving 
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force for the distribution pattern. According to the results of spatial binary correlation 
analysis, we found that GDP is essential to the construction of gymnasiums, directly 
determining the economic supply of the preparation, maintenance and utilization of 
sport gymnasiums. Therefore sport gymnasiums gathered at the region with high 
economic level. Population density, the representative of social factors, has strong 
correlation with the amount of gym in Wuhan, for the reason that gymnasiums 
construction ultimately depended on the demand and small population density was 
difficult to form concentrated requirements for gymnasiums construction. Meanwhile 
traffic factors as the main factors influencing the economic development and 
population flow, indirectly affect the sports gymnasiums layout. 

According to the spatial distribution of Wuhan sports gymnasiums and the dynamic 
mechanism behind it, this paper try to forecast the future distribution of gymnasiums in 
Wuhan city. With the continuous development and improvement of people's living 
standards in the surrounding area of central city, he demand for sports entertainment 
increases. Combined with the promotion for national fitness by government and the 
popularity of sports fitness facilities, the gymnasiums distribution pattern in Wuhan 
will transform from “Gathered in the central city and Spread outward” to “Concentrate 
in central city and Popularize in village”. All in all, as the center of central china, the 
ancient capital of world civilization, international tourist city, Wuhan has a wealth of 
human resources and huge potential consumer groups. Consequently, Wuhan has great 
potential to establish the sports leisure entertainment market with local characteristics. 
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Abstract. To be understood correctly, the features of a map must be labeled 
properly. In this paper, rules for three kinds of cartographic labeling were 
analyzed, and a method of cartographic labeling for point, polyline, and area 
features in Chinese characters is designed and implemented efficiently. This 
paper implements two ways of point-feature labeling. One is that labels are 
placed at the point sites; the other is that labels are placed on one of eight 
positions relative to each corresponding point-feature. For polyline-feature 
labeling, an algorithm for searching for a number of discrete candidate positions 
to place the Chinese labels one character by one character along polyline-
features is implemented. For a very long polyline-feature, the label is placed 
more than once. If an area-feature is sufficiently large, based on skeletonisation 
technique, the skeleton line of the area-feature, that is candidate support lines 
for labeling, is found inside the area-feature. Then the area-feature label is 
placed along the skeleton line, and covers most of the area-feature. Experiments 
showed that the dynamic labeling results are satisfactory. 

Keywords: Cartographic labeling, Point, Polyline, Area. 

1 Introduction 

A map is a medium of communication, and the effectiveness of spatial information 
which it conveys depends on the quality that the features within an illustration are 
labeled to a large extent. A map should render the information of interest clearly, 
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rapidly, and without ambiguity. Cartographic labeling is a convenient solution to 
transmission of map-information and makes map to be more legible and interpretable. 

Cartographic labeling refers to the text insertion process on maps [1]. Cartographic 
labeling is an essential aspect of maps. It is necessary to label roads, landmarks, and 
other important features to help users understand their location and the environment. 
The labels should be easy to read and should follow basic cartographic rules [2]. 
Cartographic labels can tell us the names of the geo-graphical entities represented [3]. 
Finally, feature name labels serve also to enhance the aesthetic appearance of a map. 
It has been said that 'good form and placing of type makes a good map' [4]. 

Map features can be divided into three types, point-features, polyline-features and 
area-features. Therefore, there exist three different cartographic labeling issues: 
labeling of point features (such as cities, schools, hospitals), labeling of polyline 
features (rivers, highways, canals, railroads, streets, ship courses etc.), and labeling of 
area features (countries, states, oceans, lakes, bays etc.) [5]. 

2 Basic Cartographic Rules for Cartographic Labeling 

To be understood correctly, the features of a map must be labeled properly. That is, a 
cartographic label should be placed onto or next to the features bearing the name of 
town, street, state, etc. represented. To communicate well, a cartographic label should 
make the spatial relationships among the features perceivable and understandable. 

The labeling methods of point, polyline and area features are different. Some 
cartographic labeling rules can’t be broken no matter what feature it is. The common 
rules include the following aspects [4]: 

(1) Names should be easily read, easily discriminated, and easily and quickly 
located.  

(2) The name and the object which it belongs to should be easily recognized. 
(3) Avoid covering, overlapping, and concealment.   
(4) Names should assist directly in revealing spatial situation, territorial extent, 

connections, importance, and differentiation of objects.   
(5) Type arrangement should reflect the classification and hierarchy of objects on 

the map.  
(6) Names should not be evenly dispersed over the map, nor should names be 

densely clustered. 

In addition, according to the reading custom of the Chinese readers, Chinese labels 
may permit a left-to-right of texts and a top-to-bottom of texts. 

2.1 Cartographic Rules of Point-Feature Labeling 

Each point-feature label is always positioned close to the point object which it is 
associated with, and horizontal placement is generally preferred. It is convenient to 
identify 9 primary locations, as illustrated in Fig. 1. Usually, each point-feature label 
is preferably positioned to the right of a given point, while other positions in 
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connection to the feature can also be considered [6]. Location 9 (see Fig. 1 (c)), 
centered at the point coordinate, would be placed at the point location. Given a point-
feature, a label can be placed on one of four positions relative to it (illustrated in Fig. 
1 (a)), and also on one of eight positions relative to it (shown in Fig. 1 (a) and (b)). 
According to [7], it mainly considers the close relationship between the label and the 
point symbol and whether the label overlaps other labels or has conflicts with other 
cartographic objects. 

 

Fig. 1. Point-feature labeling. (a): 4 candidate positions for point-feature labeling (the best is 
location 1, and the worst is location 4). (a) and (b): 8 candidate positions for point-feature 
labeling (the best is location 1, and the worst is location 8). (c): A candidate position for point-
feature labeling, centered at the point coordinate (location 9). The black dots are the point-
features to be labeled. 

2.2 Cartographic Rules of Polyline-Feature Labeling 

A polyline-feature label is typically placed centrally along the corresponding polyline-
feature, and is preferably horizontal. If the polyline-feature is curved, the polyline-
feature label is made to conform to the polyline-feature’s curvature. In addition, 
polyline-feature labels in Chinese characters may be spread out, as illustrated in Fig. 2. 
A label may be placed above the corresponding polyline-feature (shown in Fig. 2 (a)) 
or below the corresponding polyline-feature (see Fig. 2 (b)). The baselines of  

 

 

Fig. 2. Polyline-feature labeling. (a) The baseline is a top parallel line (dotted line); as well as 
(b) the baseline is a bottom parallel line (dotted line). The solid lines are the polyline-features to 
be labeled.  
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polyline-feature labels are the parallel lines that are a little distant from the polyline-
feature. For a very long polyline-feature, the label may need to be placed repeatedly 
along the associated the polyline-feature more than once (12-15cm once) [8]. 

2.3 Cartographic Rules of Area-Feature Labeling 

Because of the complexity of area-feature shapes, area-feature labeling is more 
difficult than point-feature labeling and polyline-feature labeling. There are varieties 
of area-feature labeling method such as labeling as point-features, labeling 
horizontally or vertically in area-features, labeling along the skeleton line of the area-
feature and so on. The labeling of an area-feature is the same as a point-feature, if the 
area of the area-feature is smaller than that of one Chinese character. When the area of 
an area-feature is sufficiently large, the label should be placed inside, spread out and 
curved to conform to the shape and extent of the area-feature [9] [10]. This is 
illustrated in Fig. 3. 

 

Fig. 3. Area-feature labeling. The dotted line is the skeleton line of the area-feature. 

3 Method and Implement of Cartographic Labeling 

A number of candidate positions for labeling one feature are defined. After this, these 
candidate positions are classified according to whether there is any cartographic 
object that might be hidden. The label should be placed on the most suitable location 
and then a next label could be conducted. If the position of a label would hide a 
suitable position of another label, the related labels should be adjusted to conform to 
rules of cartographic labeling. 
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3.1 Point-Feature Labeling  

For point-feature labeling, this paper implements two ways of point-feature labeling. 
One is that labels are placed on the point locations (see Fig. 4 (a)); the other is that 
labels are placed on one of eight positions relative to each corresponding point-feature 
(shown in Fig. 4 (b)). 

 

Fig. 4. Point-feature labeling. (a) Labeling at the point location; (b) labeling on one of eight 
positions relative to the point. 

3.2 Polyline-Feature Labeling  

For polyline-feature labeling, methods for either discrete or continuous search spaces 
have been studied. An algorithm for searching for a number of discrete candidate 
positions to place the Chinese labels one character by one character along polyline-
features (illustrated in Fig. 5 (a)) is implemented in this paper. For a very long 
polyline-feature, the label is placed more than once (see Fig. 5 (b)).  
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Fig. 5. (a) Polyline-feature labeling; (b) the polyline-feature label maybe need be placed more 
than once 

In this paper, polyline-feature labels are placed above or below the polyline-
feature, following the polyline-feature and conforming to the polyline-feature’s 
curvature (illustrated in Fig. 5 (a)). The baselines of polyline-feature labels are the 
parallel lines that are a little distant from the polyline-feature. The parallel lines are 
divided into top parallel lines and bottom parallel lines if the polyline-feature is 
horizontal, and similarly, they are divided into right parallel lines and left parallel 
lines if the polyline-feature is vertical. 

Given a polyline-feature, if the polyline-feature label need be placed above the 
polyline-feature, the top parallel line must be found. Then, discrete candidate 
positions are searched along the top parallel line. Finaly, each Chines character of the 
polyline-feature label is placed in the most suitable location in accordance with rules 
of polyline-feature label. 

3.3 Area-Feature Labeling  

If the area of an area-feature is sufficiently large, based on skeletonisation technique, 
the skeleton-line of the area-feature, that is candidate support lines for labeling, is 
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found inside the area-feature. Then the area-feature label is placed along the selected 
support line, and covers most part of the area-feature. This method is similar to that of 
polyline-feature labeling. This is illustrated in Fig. 6.  

 

Fig. 6. Area-feature labeling 

The algorithm of labeling along the skeleton-line of area-feature works as follows: 

(1) Split the area-feature based on the theory of parallel line splitting. 
(2) Get the center-points of the split-line inside the area-feature. 
(3) The center-points are lined as the skeleton-line of the area-feature. 
(4) Place a label along the skeleton-line by the label constraints on the area-feature. 

4 Conclusion 

The cartographic labeling is of importance for geoprocessing and automated 
cartography. With the increasing demand for electronic map on Internet, the automated 
cartographic labeling problem must be solved as quickly as possible. This paper 
presented the methods of cartographic labeling, and showed that the dynamic labeling 
results are satisfactory.  
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Abstract. Ecological suitability assessment for the construction land is to guide 
urban development on the basis of Health Sciences. Using GIS technology, 
from the evaluation index system build, the single factor ecological suitability 
assessment, evaluation factor weights confirmation, the ecological suitability 
comprehensive evaluation, ecological suitability partition and others aspects, 
the construction land ecological suitability assessment method was supplied. 
Xiaonan district was taken as an example and applied to assess the ecological 
suitability of its construction land. The method can provide reference method 
for other urban construction land to assess ecological suitability. 

Keywords: Spatial information technology, Construction land, Ecological 
suitability, Xiaonan district. 

1 Introduction 

With the acceleration of urbanization and growing environmental problems, explore 
land suitability have become an important research topic for resolving the contradiction 
of urban development and ecological environmental development, and construction of 
ecological civilization [1]. Without loss of quality of the environment or circumstances, 
through a comprehensive evaluation of various factors to determine the ecological as 
urban and rural construction land suitability is defines as construction land ecological 
suitability assessment. Construction land ecological suitability is stronger, the pressure 
on the outside and changes is more sensitive, and regulate their own situation is faster. It 
is the core issue of urban ecological planning, and the important basis for urban master 
planning [2-3]. 

Many scholars made a variety of methods to study the land ecological suitability. Such 
as fuzzy comprehensive evaluation, ecological comprehensive assessment act, maps 
                                                           
* Corresponding author. 
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overlap method. However, these methods are mostly focused on one aspect. Therefore, 
the result is more one-sided, or data acquisition is difficulty, or the actual operability is 
poor [4-8]. In this paper, taking the Xiaonan district as the study area, where located in 
Wuhan city circle that is the comprehensive reform pilot building zone of resource-
saving and environment-friendly society. A new method of urban construction land 
ecological suitability assessment is present based on space information technology. In 
this study, one hand, the method can provide reference method for other urban 
construction land to assess ecological suitability. On the other hand, it can provide 
support to Xiaonan urban planning. 

2 Study Area and Technical Route 

2.1 Study Area 

Xiaonan located in northeastern part of Jianghan Plain, southern part of Dabie 
mountain and Tongbai mountain, and Wuhan with the north. The total land area is 
1035km2. It includes 13 townships, one development zone, and four district offices. It 
has good transportation of land,water and air, where it from Wuhan city center is 
about 50km, from Tianhe International Airport is 32km.Beijing-Zhuhai Expressway, 
107 National Road, Beijing-Guangzhou railway running north and south. Han shi 
railway, Han shi highway, 316 national highway and railway across from northern to 
eastern, and inland shipping through the Yangtze River[9]. 

2.2 Technical Route 

Firstly, combining with Xiaonan land use characteristics and the truth, the sensitivity 
factors that affect Xiaonan construction land ecological suitability assessment is 
extracted from the natural ecological factors, socio-economic factors and human factors 
extraction. Then evaluation index system is built, and the factors are quantified though 
corresponding mathematical theory, and sensitivity factor weights be determined. 
Finally, Xiaonan construction land ecological suitability is analysis based on space 
weighted superposition. 

3 Establishment of Index System 

3.1 Ecological Assessment Factor Selection 

There are many factors that affect region ecological environment. Therefore, in allusion 
to topographic features, considering the status land use of Xiaonan situation, future 
development and construction goals, the nature of land use and other factors, some 
factors that affect Xiaonan ecological environment and ecological safety were selected. 
The natural ecological elements included ground elevation, vegetation and water. The 
socio-economic factors included transportation accessibility, and the town's location. 
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The human element included flood control and cultivated land protection. Those factors 
will be used to suitability evaluation. 

3.2 Grading Standards of Single Factor Ecological Suitability  

Single ecological suitability level is divided into five according to the actual situation, 
which is very suitable, suitable, basic suitable, basic unsuitable, unsuitable, while 
empowering values 1,3,5,7 and 9 respectively. Numerical size is inversely 
proportional to the size of ecological suitability, and is proportional to the size of 
ecological sensitivity. 

Very suitable means the land can be sustained for a particular purpose without 
important limitations, and will not damage the ecological environment, reduce 
productivity or efficiency. It is generally empowered value of 1. 

Suitable means the land be limited, and when there will be lasting for planning 
purposes moderate adverse, so that destruction of the ecological environment and 
reduce benefits. It is generally empowered value 3. 

Basic suitable ranged between suitable and unsuitable. It is generally empowered 
value 5. 

Basic unsuitable ranged between basic suitable and unsuitable. It is generally 
empowered value 7. 

Unsuitable means it has a severe restriction, the continued use of certain uses to 
their impact is serious, it will seriously damage the ecological environment, and the 
use is basic reasonable. It is generally empowered value 9. 

4 Ecological Suitability Analysis of Single Factor 

4.1 Elevation 

One of the key factors of the ecological environment heterogeneity is the elevation. 
Elevation changes are small in Xiaonan, and construction land elevation within the 
region is mainly concentrated in between 10m and 50m. Therefore, the elevation of 
10m, 50m are used as the critical point of this single factor evaluation. Gradient 
grading between 10m to 50m are divided into 10m ~ 25m, 25m ~ 40m, 40m ~ 50m, 
its single-factor assessment scores are 1,3,5,7and 9. Generated single factor 
evaluation is shown in Figure 1. 

4.2 Vegetation 

Vegetation is an important natural resource that composed by forest, shrub and 
meadow community. Forest was considered as representative of ecologically sensitive 
factor in our study, because it’s the major regulator of nature. According to the 
distribution of resources and woodland species in Xiaonan, forest has been divided 
into four categories: shrub land, forest land, other forest land and non-forest land, and  
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                 Fig. 1. Elevation                             Fig. 2. Vegetation 
 
 
is empowered 9,7,5,1 to characterize the ecologically sensitive degree of relative 
strength. Vegetation evaluation is shown in Figure 2. 

4.3 Water 

Surface water plays an important role in improving the cities and towns landscape 
quality, space environment and other aspects. In this study, surface water ecological 
suitability divided into major rivers, lakes, ponds and its extension 100 m buffer zone, 
100m to 500m, 500m to 1000m and a range of more than 1000m buffer zone, and 
were assigned to 9,5,3and 1. Water evaluation is shown in Figure 3. 

4.4 Transportation Accessibility 

According to the basic theory and practical experience of geography, generally, urban 
layout has the characteristics that layout to the convenient transportation and high 
accessibility region. Traffic in Xiaonan developed. The expressways, national roads, 
highway, provincial road and other roads cross the town. The value of different levels 
road and the elevation is shown Table 1 and Figure 4. 

Table 1. Assessment factor weights 

Road level Expressway National road,  
highway 

Provincial  
road 

County  
road  

Other 
road 

Value 9 7 5 3 1 
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             Fig. 3. Water                          Fig. 4. Transportation accessibility 

4.5 Location 

Town is the area that economic, technological, capital and population are most 
concentrated. The development of new town must first consider the location relationship 
with the original towns. The region that has good geographical location with the existing 
urban can often give priority to develop. Based on the level of Xiaonan towns, it is 
empowered value of 9,7,5,3 and 1. Location evaluation is shown in Figure 5. 

4.6 Flood Control 

Flood control related to national and social stability. Impact on flood safety factor, the 
distance of the river 100 meters, 200 meters, 300 meters, and more than 300 meters of 
the dam, it were divided into the ban foot land, engineering retained land, security of 
protected areas and other areas. And based on their importance extent that its 
assignment as 7, 5, 3,1. Flood control evaluation is shown in Figure 6. 

4.7 Cultivated Land Protection 

The speed of soil loss that results by the unreasonable in agricultural production can 
faster than update. It can cause the superior natural environment to damage with 
changes in vegetation destruction. In this study, based on recovery of damaged 
farmland, the cultivated land was divided into basic farmland, cultivated and non-
cultivated. It’s assigned as 7,5,3,1 to characterize the relative strength degree of 
ecologically sensitive. Cultivated land protection evaluation is shown in Figure 7. 
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        Fig. 5. Location                         Fig. 6. Flood control 

 

 

Fig. 7. Cultivated land protection 

5 Assessment Factor Weights Determination 

The data sources is more broadly of construction land ecological suitability assessment, 
and the methods of evaluation factors quantitative approach are differences due to the 
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different data. In determining the evaluation factor weights, if the pure mathematical 
methods be used, the weighting will be impact greatly by the quantitative analysis, and 
its objectivity and practicality is limited. In the present study, using the Delphi method, 
it cannot be impacted by pre -processing method in determining the weight process, and 
with a wealth experience and knowledge of expert. Therefore, the weight is more 
objectivity and practicality [10-11]. The weight values as follows: 

Table 2. Assessment factor weights 

Assessment factor types Assessment factor name Weight 

Ecological factors Ground elevation 0.15 
 Vegetation  0.15 
 Water 0.20 

Socio-economic factors  Transportation accessibility 0.15 
 The town's location. 0.15 
Human factors  Flood control  0.10 
 Cultivated land protection 0.10 

6 Construction Land Ecological Suitability Comprehensive 
Assessment 

Based on the above analysis and evaluation, the use of GIS technology in spatial 
overlay analysis, each individual participating element is analysis separately  
by weight overlay. Each individual participating element was normalized before  
the weighted overlay analysis, so that each individual element values were between  
0 and 1. Treatment formula is as follows: 

Is positively correlated with the construction land ecological suitability： 

Yi=Xi/(max(xi))                              (1) 

Is negatively correlated with the construction land ecological suitability： 

Yi=1-Xi/(max(xi))                            (2) 

Yi：Each individual contestant element normalized values 
Xi：Each individual contestant element original values 
There are five single factors with a positive correlation about seven single factors 

that are used to Xiaonan construction land ecological suitability. Those factors are 
ground elevation, vegetation, water, flood control and cultivated land protection. 
There are two factors with a negative correlation. Those factors are transport 
accessibility and location. 

After a treatment with the regulations of the individual factors, combined with the 
weight of each factor，Xiaonan construction land ecological suitability was evaluated 
by the weighted superposition. The map is shown in Figure 8. 
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Fig. 8. Ecological suitability assessment of construction land 

Be seen from the above chart, The area suitable for building mainly distribute in 
urban areas, and the surrounding the urban areas where locate in Midwestern region, 
and Xiaonan airport economic zone where locate in southeast region, and high-speed 
Highway, State Road surrounding areas. These regional has good traffic and location 
conditions, and the ecological sensitivity is poor. Therefore, it not only conducive to 
the city's construction, but also reduce the damage to the ecological environment 
construction. The ecological suitability of poor areas mainly locates in the southern 
and western where distribute many lakes and rivers, and locates in the northeastern 
region that covers dense woodlands. These regional has good natural ecological 
environment and strong ecological sensitivity, and it is the key areas to maintain the 
healthy development of regional ecosystem. So these areas should be minimized in 
the construction and enhanced ecological protection. 

7 Summary 

Based on Spatial Information Technology, the new methods of construction land 
ecological suitability evaluation was proposed. Firstly, construction land ecological 
suitability evaluation system was built. Then, quantitative criteria and weights of the 
various indicators were determined. Finally, through space weighted stacking, the 
suitability score of the study was obtained. The new method of construction land 
suitability evaluation can provides reference for others city. 

The ecological suitability situation of Xiaonan construction land was evaluated by 
the proposed method. The suitable area of Xiaonan mainly locates central and 
southeast regions where has good traffic and location conditions. The unsuitable area 
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of Xiaonan mainly locates in southern, western and north-eastern regions. Those areas 
have fine natural environment. The evaluation can provide technical support for the 
city’s development. 
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Abstract. The paper introduces the definition and the characteristic of big data. 
The paper also introduces the internal and external situation, the development 
tendency of big data. Based on the service-oriented architecture, GIS and cloud 
computation, the paper issues the water resources and hydropower cloud GIS 
platform. The purpose of the platform is to manage the various and massive data 
efficiently based on the construction of the big data fundamental framework of 
survey, design, construction, environment, immigrant and equipment and 
supplies. The information provided by the advanced analysis method such as 
predictive analysis, data mining, statistic analysis SQL, data visualization, etc 
can be acquired in the platform. After the construction of the well-rounded, 
decision-intelligently and universal service cloud GIS platform of water 
resources and hydropower based on big data, the decision support for the owner, 
the designer and the construction company in the process of planning, design, 
construction, operation, overhaul and maintenance can be provided efficiently. 
The paper elaborates the water resources and hydropower big data and the 
application. The paper discusses some key technologies such as integrating 
traditional data warehouse tools technology and real-time data processing 
technology and so on. In the end of the article, the paper discusses the prospective 
application of big data in water resources and hydropower projects.  

Keywords: big data, water resources and hydropower, Cloud GIS Platform. 

1 Introduction 

There is an old adage in USA, “In God we trust, all others bring data” [1].It is obviously 
that we live in an information age based on data, Lots of commercial opportunity will 
be created by the data playing the main role in the new information war. Our daily life 
is changed by the multi-resources information. The data is new petroleum. Human 
civilization trend and our cognition about the world and life will be changed and rebuilt 
by the big data. In the past years, we could not talk with each other face to face without 
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Twitter, and had to go shopping in the real street. Nowadays with the popularization of 
social network, stream media and broad band commercial service, all the necessities of 
life can be provided and all the real-time information can be obtained remain within the 
door. According to the IDC [2], the processing of big data is the necessary ability in 
2012 and more than 85% enterprises of top 500 will lose advantage in big data 
competition in 2015. 

2 Brief Introduce about Big Data 

2.1 Definition about Big Data 

From Wikipedia, the free encyclopedia, in information technology, big data is a 
collection of data sets so large and complex that it becomes difficult to process using 
on-hand database management tools or traditional data processing applications. The 
challenges include capture, storage, search, sharing, analysis, and visualization. The 
trend to larger data sets is due to the additional information derivable from analysis of a 
single large set of related data, as compared to separate smaller sets with the same total 
amount of data, allowing correlations to be found to "spot business trends, determine 
quality of research, prevent diseases, link legal citations, combat crime, and determine 
real-time roadway traffic conditions."  

Big data is closely and inseparably to cloud computing. They develop side by side 
through mutual cross-fertilization. Cloud computing should satisfy the capture of data 
and on the other hand, the big data is the promotion of the data analysis ability. The 
tremendous data storage and computing ability is the mainstay of big data and cloud 
computing. The integration of the computing resources to realize the scale effect is the 
inevitable outcome of the information industry development. Those enterprises without 
data center can save cost efficiently through the utilization of the cloud computing 
resources to store and compute the big data. Those enterprises with large scale data 
center can enhance the utilization of the data center through the sale of the storage and 
computing resources.  

2.2 The Characteristic of Big Data 

Normally the four characteristics of big data are described as, Volume、Variety、
Value、Velocity [3, 4].  

(1) The immense data volume (Volume). The size of data is about ten times as big as 
before, from the level of TB to PB and even to ZB. In the real world, millions of data 
capture sensors are plugged in all kinds of instruments. In the digital world, the daily 
life of consumer (communicate, browse, shopping, share, search in the internet) 
produces enormous data. The research of IDC indicates that there are 1.8 billion GB 
data in the digital field and the size is increasing 55% per year.  

(2) The various data type(Variety). The data can be classified as structured data, 
half-structured data and non-structured data. The 80% of the data is non-structured data 
such as sound, video, picture and the position information, is. The difficulty of 
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extracting the valuable information from the data is raising as the percentage of 
non-structured data increases gradually.  

(3) The low density of value(Value). The density of value tends to vary inversely 
with the data size. Take video as an example, the valuable data in an one-hour-long 
video is only one or two seconds.  

(4) The high velocity(Velocity). This is the marked feature of big data distinguish 
from the traditional data mining. The value of data is directly proportional not only to 
the data size, but also to the data processing period. That is, the more promptly the data 
been dealt with, the more valuable it is.  

2.3 The Status and Trends of Big Data at Home and Abroad  

On Dec 8th, 2011, the data processing technology is proposed as one of the 4th key 
technology innovation projects in the 12th five years planning issued by the Ministry of 
Industry and Information Technology of PRC. The big data consists of the technology 
such as data storage, data mining, intelligent analysis of video images. The big data is 
also closed related to the other three key technology innovation projects consisting of 
information apperceiving, information transmission and information security.  

In 2012, the Obama administration announced the Big Data Research and 
Development Initiative, which explored how big data could be used to address 
important problems facing the government. The initiative was composed of 84 different 
big data programs spread across six departments. The initiative planned to spend more 
than 200 million dollars. The Department of Energy tried to spend 25 million dollars to 
build the extensible institute of data management, analysis and visualization. The U.S. 
Geological Survey (USGS) provide places and time to make deep analysis, the most 
advanced computing ability and comprehend data set cooperative tool, for the scientists 
to catalyze the innovation of geographic system science.  

The big data brings advantage for IT market. The data of IDC predicts that the scale 
of big data market will grow from 3.2 billion dollars of year 2010 to 16.9 billion dollars 
of year 2015. The additional size of big data in year 2020 will be about 45 times more 
than in year 2009. Only 15% of these data is traditional structured data. About 85% of 
the data is half-structured data and non-structured data coming from the domain of the 
enterprise interior information activity, electronic commerce, or external social 
network. The big data begins to cut a figure in the prediction of social economic 
development. Google surpassed the estate economists in the precise forecast of the 
trend of housing market according to the variety of housing search activity. Recently 
the international magnates such as IBM, Oracle, EMC, SAP pioneered to purchase the 
data management and analysis companies, and the sum of purchase is over 40 billion 
dollars. As the world biggest company of search engine and internet market, Google 
earned over 37.9 billion dollars  revenue, 96% of which came from advertisement in 
2011. In March 2012, the daily search activity proceed by Google was over 3 billion 
dollars. And 34 thousand questions were answered per second. Google managed to 
create the most valuable information for the user at the first time, and ascribed all these 
achievement to the big data computing.  



316 X.C. Wang and Z. Sun 

3 The Big Data and Water Resources and Hydropower Cloud 
Gis Platform 

3.1 The Framework of Water Resources and Hydropower Cloud Gis Platform 

As the PC era been taken placed by the cloud computing era, the innovation of 
information technology will bring new industrial revolution, the cloud computing has 
obvious advantage in the big data processing, massive computing, reducing the system 
equipment and system maintenance. Confronting all kinds of water resources and 
hydropower application requirement and big data, a normal application service 
platform could not satisfy the demand of water resources and hydropower GIS in an 
all-round way. A powerful basic structure to support all categories of application 
service is demanding. The structure can be seen as the standard application service 
provided in the network and can supply the method of basic storage and computing. In 
order to meet all the demands of water resources and hydropower GIS, it is significant 
to build the modern water resources and hydropower cloud GIS platform based on the 
service-oriented architecture and study big data and other the relation key technology.  

The framework of water resources and hydropower cloud GIS platform is illustrated 
in figure 1. From the bottom up, the architecture consists of physical layer, virtual layer, 
data layer, big data supporting platform and service component layer, service layer, 
application layer and the services crossing the layers such as service discovery, service 
monitor, resources allocation and statistic. Here is the detail function of six layers.  

(l) Physical layer is the lowest layer of the framework, consists of physical 
equipment such as computer hardware and switch.  

(2) Virtual layer consists of kernel of operation system, virtual machine and 
virtualization tool.  

(3) Data layer consists of database server and file server which store all kinds of 
thematic data and the index to support the real application. Those thematic data consists 
of fundamental geographic information data etc, environment data, project 
management data and immigrant management data. The accession of database server 
can be accomplished either through middleware such as SDE, or through direct 
interface. Distribute storage is adopted for massive data.  

(4) Big data supporting platform and service component layer consists of service 
component to fulfill service or function such as powerful computing, virtual realization, 
spatial processing The supporting platform of the layer realize high-performance 
computing through distribute computing. The layer contains running environment 
supporting GIS, reflecting the spatial feature of cloud GIS platform. The service 
component reflects connotation of service in the function of service and quality of 
service (QOS). It complies with the criterion of SCA (service component architecture) 
and SDO (service data object).  

(5) Service layer consists of all the service defined in the service component layer. 
The water resources and hydropower cloud GIS platform register all the geographic 
resources of hydropower in the web and provide the web service network. The service 
provided by the platform consists of resources register service, spatial data service,  
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Fig. 1. The framework of water resources and hydropower cloud GIS platform 
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spatial information service etc. All these services can be discovered, invoked and 
arranged to provide the combination service. The Service discovery means supporting 
all the services to distribute its own functional metadata, to discover other service and 
to acquire the address information of the other service instance. The Service monitor 
means providing the information of node status of required service based on the service 
discovery and ensure the service is available. The service allocation means allocating 
all the services reasonably according to the service node status based on the service 
monitor. With the above services and all the network resources, computing resources 
and storage resources provide by the cloud GIS platform network, all kinds of the user 
such as the owner, the designer, the local governor and the construction company can 
obtain all categories of hydropower spatial data resources according to their own 
different requirement. The platform can provide all kinds of service handled by 
professional software and transfer the spatial data resources into spatial information 
resources. All the services realize the access function of platform through the 
programmable service interface defined by the service layer. Some interface of the 
specific operation component and the specific item is declared in form of description of 
the service. 

(6)Application layer is the detailed GIS application which on the top of the 
framework. The lifecycle cover all the stages of water resources and hydropower such 
as survey and planning, project construction and operation management etc. The 
construction of hydroelectric station, the resettlement of immigrant, the hydrologic 
sediment, the reservoir operation and power generation is good example of various GIS 
application. All the application, including detailed operation process and user client, is 
implemented through service interface provided by service layer. In detail, operation 
process encapsulate the specific water resources and hydropower operation in the 
service component layer, assemble the operation process dynamically through the 
technology such as service arrangement and assemble, service chain, work flow etc. 
The operation process is implemented through the service interface provided in service 
layer. The user clients provide the graphical and non-graphical interface for the user to 
interact with the various services.  

3.2 The Water Resources and Hydropower Big Data and Its Application  

The water resources and hydropower cloud GIS platform is build to cover all the lifecycle 
of water resources and hydropower project such as survey and planning, design, 
construction and operation management. The digital management covering all the 
procedure such as survey, planning, design, bidding, purchase, construction management, 
immigrant management, security monitor, facilities maintenance, archive management 
and operation management can be implemented in the platform. The purpose of the 
platform is to manage the various and massive data efficiently based on the construction of 
the big data fundamental framework of survey, design, construction, environment, 
immigrant and equipment and supplies. The information provided by the advanced 
analysis method such as predictive analysis, data mining, statistic analysis SQL, data 
visualization, artificial intelligence, and natural language processing can be acquired in the 
platform. After the construction of the well-rounded, decision-intelligently and universal 
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service cloud GIS platform of water resources and hydropower based on big data, the 
decision support for the owner, the designer and the construction company in the process 
of planning, design, construction, operation, overhaul and maintenance can be provided 
efficiently. The application model of water resources and hydropower big data is 
illustrated in figure 2.  

In the case of fundamental geographic information, with the integrated management 
of the fundamental geographic information of water resources and hydropower project 
along the basin, such as the Digital Orthophoto Map (DOM), the Digital Elevation 
Model(DEM), the Digital Raster Graphic (DRG), the Digital Line Graphic (DLG), the 
fundamental geographic information is provided for the application such as water 
resources and hydropower project management, immigrant management and operation 
management, after the construction of the fundamental geographic information sharing 
platform.  

In the case of environmental issues, based on the fundamental geographic sharing 
platform, the decision support service is supplied for the disaster prevention and  

 

 

Fig. 2. The application model of water resources and hydropower big data 
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environmental management with the integration management of environmental 
information of all hydroelectric station, reservoir and basin such as hydrologic 
sediment, weather, conservation of water and soil, seismic monitoring. After the 
construction of hydrologic sediment subsystem, weather subsystem, water and soil 
conservation subsystem, geological hazard management subsystem, environment 
monitoring subsystem and seismic monitoring subsystem, the value of big data is 
appreciated by the user completely with the advanced analysis method such as natural 
language processing and supporting analysis to make decision with the environment 
data and feedback rapidly, reduce the cost of management with the query analysis 
thoroughly. 

In the case of project management, after the construction of multi-project 
information management platform of the basin, all the information such as initiation, 
investment control, equipment and supply, contract and construction, post project 
appraisal are managed integrally. The decision supporting service of the elaborate 
management and control of multi-project of the basin is provided with the platform. 
After the construction of preparatory and initiation management subsystem, contract 
and construction subsystem, equipment and supply management subsystem, quality 
and security management subsystem, schedule planning management subsystem and 
financial management subsystem, the all-rounded progress management of design, 
planning, construction and quality control is implemented with the query and analysis, 
the feedback and demonstration of the various and massive data. The scientific forecast 
and early warning along the progress is carried out with the digital imitation and 
analysis computing reflecting construction progress. 

In the case of immigrant management,  after the construction of immigrant 
management platform, all the information such as the index of immigrant property, 
immigrant resettlement planning, immigrant resettlement implement, fund 
appropriation, immigrant late-state support and monitor evaluation etc, is integrally 
managed to provided decision supporting service for the prosperity and stability of 
immigrant. The index of immigrant property can be checked, the fund of immigrant 
appropriation can be traced, the effect of immigrant resettlement can be evaluated with 
the construction of immigrant resettlement planning result management subsystem, the 
immigrant resettlement implement management subsystem, the immigrant fund 
appropriation management subsystem, the immigrant late-stage support management 
subsystem and the management subsystem of the index of immigrant property.  

In the case of operation management, after the construction of the operation 
management platform, all the information such as reservoir union-operation, power 
generation, power marketing and power safety operation, is integrally managed to 
provide decision supporting service for the intelligent operation.  The powerful ability 
of data mining, data analysis and decision of cloud GIS platform is implemented after 
the construction of reservoir union-operation subsystem, the power generation 
subsystem, the power marketing subsystem and the power safety operation subsystem, 
with the production data and operation management data provided by the technology 
such as cloud computing, new energy incorporation and mobile internet etc. The 
elaborate operation management of enterprise, the dynamic optimized operation of the 
basin, the maximum of comprehensive benefit of the cascade reservoirs, the provision 
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the high value-added service, and the innovation of management mode is implemented 
with the platform.  

3.3 The Key Technology 

Considering the architecture layer model and the application-oriented characteristic of 
the cloud GIS platform of water resources and hydropower, the efficient integration, 
the efficiency of operation supporting and the intelligence of big data is the confronting 
challenge. There is lots of key technology related to the cloud GIS platform of water 
resources and hydropower and only some of them are discussed in the paper.    

(1) The integration technology with traditional data warehouse tool  
The increase of storage ability of is far behind the increase of the data, current 

technology of data center can not satisfy the application requirement of big data. The 
reconstruction of the IT structure is unavoidable. The design of the rational 
layer-storage structure is the key of cloud GIS platform based on big data. The ability to 
extend externally and upward is vital for the structure because of the different database 
and different analysis environment of the individual user. The new storage must be 
compatible with other database and other data management environment, including the 
standard relationship data and analysis data warehouse. The technology of creative 
compress and the duplicate data deletion is the key of resolution of big data problem. 
The management ability and efficiency of big data is enhanced with the large-scale 
parallel processing of the economic server cluster, and the investment of IT resource is 
saved.   

(2) The processing technology of real-time data  
The decrease cost of data promotes the increment of data volume. The advent of the 

new data resource and technology of data acquisition promote the increase of data type. 
With the advent of all kinds of non-structured data, the complexity of big data is 
growing up. The big data still carry some risk. Statistician and scientist point out that 
the risk of error-find will increase with the high density survey of the big data cluster. It 
is challengeable of big data to utilize the value embodied in the data efficiently. The 
future research plan of big data should focus on the data engineering and not on the data 
science. The analysis method of the big data and the efficiency of the system is most 
important. The future mission of big data research is not to obtain more and more data, 
but to get rid of the redundancy and extract the essence. The problem needed to be 
resolved is the high-extendable and high-practicable data analysis technology, the new 
representation method of dada and high-flux computer etc.  

(3) The registering service technology of information resources  
The technology is to resolve the problem of the distributed register and management 

of the spatial data and service resources of water resources and hydropower. In order to 
help the user to understand the service and which service can meet the demand, the 
service provider register the description and access interface of the information service 
in the register center. The user search the service wanted in the service center. The 
service register center of information resource consists of many global register central 
database and cluster register central database. The global register central database is the 
superior database and the cluster register central database is the subordinate database. 
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The data of the global register central database and the cluster register central database 
is synchronized in the process of distributed register and management.  

(4)The security of  management and data  
The key element restricts the development of cloud GIS platform is administrable 

and credible. The good extendable and plug and play self-management of component is 
necessary to reduce or exclude the human intervene for the transparent cooperation or 
amalgamation of cloud GIS platform of water resources and hydropower in the 
heterogeneous network environment, especially in the case of the large scale 
self-organization ubiquitous nodes and terminal self-management. The platform should 
response rapidly with the variety of the network and operation environment, guarantee 
the information security of the network transformation, sensor information collection 
and the peer-to-peer operation authentication, build the administrable and credible 
network support architecture of the user-oriented application of water resources and 
hydropower.  

4 Conclusion 

The big data is an important link between human society, physical world and 
information world. The construction of the information system that merge human, 
machine and object is significant. IDC predict that in 2015, the scale of the global big 
data market will reach 17 billion. More and more prospective technology companies 
pay attention on the business opportunity triggered by the big data. The big data epoch 
of water resources and hydropower is approaching with the smaller grain size, the 
increasing categories of data and the more accurate data. The capability of the analysis 
staff is vital for the competitive power of nation and enterprise.  

In the end, the theory and the key technology of the cloud GIS platform of water 
resources and hydropower need to be improved, the business mode and the laws need to 
be exploded. For the sake of the development of water resources and hydropower, it 
must be driven by elaborate and executable business mode. With the exploration of the 
value of data, the resolution and guidance in all the lifecycle of water resources and 
hydropower, such as design, construction, immigrant and operation is provided. For the 
sake of the promotion competitive power of water resources and hydropower, the 
model and method of big data confirmation in the process of data mining and analysis is 
vital during the spread of information construction of water resources and hydropower.  
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Abstract. Fires cause economic damage, reaching productive areas, such as 
agriculture and livestock. This article aims to draw up a fire risk maps in João 
Pessoa City, Brazil. Using fuzzy logic integrated with a Geographic Information 
System (GIS), elaborated a thematic map based on land use, slope, density, 
hydrography, roads, substandard housing and rainfall, through methodology of 
multicriteria decision making. The results provided subsidy for public policy. 

Keywords: GIS, fire, risk maps. 

1 Introduction 

In recent years, disasters caused by natural and human effects have emphasized the 
need to analyze, from a broader perspective, many natural processes.  

The global monitoring tends to consider environmental problems from this 
perspective, favoring the understanding of this complexity in natural phenomena [1]. 
In a timely manner, this approach requires the use of techniques for obtaining, 
processing, and display of spatial information. Thus, the main goal of Geographic 
Information System (GIS), which has the capacity to store and process large volumes 
of data [2]. Therefore, it becomes possible to update or retrieve spatial information as 
well as produce cartographic themes in different ways through the levels of 
information contained in the geospatial database. GIS applications are quite 
appropriate for the fire dynamic study. The variety of factors that contribute to the 
onset and spread of fire towards an approach of integrated analysis.  

Considering the intrinsic dynamism of this phenomenon, the present article shows 
the fuzzy logic application integrated GIS, aiming to support the prevention and 
control of fires (rural and urban environment), with the final product a fire risk map to 
the João Pessoa city, Brazil.  

1.1 Study Area 

Joao Pessoa city, Paraiba State capital, located in Brazil northeastern, in the eastern 
portion of the state, coordinates -34º47'30",-7°09'28". According to data from the 
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2010 Census, conducted by IBGE - Brazilian Institute of Geography and Statistics 
[3], the city has a population of 723,515 people in an area of about 214.052 square 
kilometers, resulting in a density of 3421.30 inhabitants / Km ². 

 
 

 

 

Fig. 1. Location of Joao Pessoa city, Brazil 

2 Materials and Methods 

Was obtained basemap municipal in shapefile format, UTM 25S projection, SIRGAS 
2000, updated in 2010. The software used to generate the maps was ArcGIS 10 and 
fuzzy modeling was done in MatLab.  

The first step is to create fuzzy rules using the software Matlab, using the tool 
Toolboxes - Fuzzy Logic - FIS Editor.  

The variable "Land Use" evaluates the weight of the contribution of the 
predominant vegetation cover in the region for potential fire [4]. Therefore, it is 
necessary to rank the areas covered by vegetation, as well as the urban area evaluation 
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and the availability of water resources in the region, to identify risks for which 
systems are subject. The degree of relevance of that criterion comprises three classes 
of risk, as illustrated in the following figure. 
 

 

Fig. 2. Degree of Relevance to the variable "Land Use" 

In evaluating of rainfall effect, one should consider not only the amount of rain that 
it falls, but also its seasonal distribution. If the rainfall distribution in a given location 
is uniform throughout the year, without a dry season, the potential for the occurrence 
and spread of fires is lower than a place where the rainy season is concentrated in a 
few months, with extended periods of drought during the other months. Thus, the 
distribution of rainfall is a key factor in defining the beginning, end and the length of 
the station fire danger [5]. Thus, the degree of relevance of this variable is shown in 
the figure below. 

 

 

Fig. 3. Degree of Relevance to the variable "Pluviometry" 
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The road network allows visibility to people moving on the streets, allows access 
to the combat vehicles and can also function as cuts fires [4]. The access of people 
and vehicles increases the risk of fire. The degree of relevance of that criterion 
comprises three classes of risk, as illustrated in the following figure. 

 

 

Fig. 4. Degree of Relevance to the variable "Road Network" 

The more sloping terrain, bend over the flames in the direction of propagation. For 
the slope, the model was exemplified relevance of this variable illustrated in the 
following figure. 

 
 

 

Fig. 5. Degree of Relevance to the variable "Slope" 

The high population density increases the risk of fire due to possible oversights or 
action caused. The absence of such features as a factor that enhances the risk, 
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associated with abandoned property. Definition of fuzzy modeling for the density 
observed the degree of relevance this criterion, using the following template. 

 

 

Fig. 6. Degree of Relevance to the variable "Density" 

For hydrography, areas bounded by the buffers are considered to risks due to 
greater proximity to bodies of water, while the others are considered no risk, as 
illustrated by the following fuzzy model. 

 

 

Fig. 7. Degree of Relevance to the variable "Hydrography"  

The frequency of fires in slums generates understandable concerns and even 
suspicion, not necessarily justified. It is preferable to place the issue initially more 
appropriate in the context of adverse physical conditions and improper location of 
subnormal agglomerates. Dry weather undoubtedly favors these disasters because the 
houses are built with easily combustible materials such as wood and cardboard are 
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glued together, the hacks have exposed wires, gas cylinders, stoves lit and matches 
the reach of children whose parents, not infrequently, are absent at work. For 
subnormal agglomerates was attributed to high risk areas defined by this variable. 
Therefore, the degree of relevance of this criterion consists of a risk class only, as 
illustrated in the following figure.  

 

 

Fig. 8. Degree of Relevance to variable "Cluster Subnormal" 

2.1 Calculation Modeling for Fire Risk 

Each risk level defined according to their impact on the increased risk of fire. Weights 
were assigned in dimension to the final map between 0 and 25 (Fig. 9) taking into 
account the relative importance of each variable as a factor of risk of fire. 

 

 

Fig. 9. Definition for calculating fire risk 
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2.2 Construction Rules 

The rules were defined according to the degree of vulnerability of the variables used 
for this model, so that the final result in the risk factor also defined by linguistic 
variables: Null, Low, Moderate, High, Very High and Extreme. It was used the 
boolean operator “AND”, as shown in the figure below. 

 

 

Fig. 10. Defining Rules 

 

Fig. 11. Calculating the Risk of Fire 

2.3 Visualization of Fuzzy Model for the Initial Values (Input) 

After drafting the rules that define the risk was exported attribute table in ArcGIS 
with the values defined in this modeling. These values were inserted into Matlab 
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(input) and fuzzy value calculated was inserted in the attribute table and imported 
back into ArcGIS by joining tables, thus enabling the generation of a risk map. 

 

 

Fig. 12. Table imported into ArcGIS 

3 Results and Discussion 

To generate the fire risk model, the variables taken as input data were the land use, 
rainfall, population density, slope, roads, hydrography and subnormal agglomerates as 
mentioned earlier. The rainfall modeling was presented in four maps due to variation 
in rainfall throughout the year, with a thematic map for annual rainfall, one for 
rainfall in the rainy season, one for the first dry period and a pair in the second period 
of drought.  

Analysis map and land use (Map 1), it can be concluded that although there are 
several classes of occupancy, there is a predominance of classes relating to urban 
areas (57%) and areas of environmental preservation (31%), such as mangroves and 
native vegetation, and hydrography (12%). Thus, interpreting the map as this variable 
falls as area fire risk from Low to Moderate.  

The rainfall map was prepared using the Kriging interpolation where maps were 
generated in 2010 in the annual and monthly for the rainy season (April-August), first 
dry season (January to March) and second dry season (September to December). 
Looking at the map of annual rainfall (Map 2), it is observed that 67% of the study 
area had low risk areas distributed in the neighborhoods of the north, northeast, west 
and southwest of the county and 33% of the area showed moderate risk areas 
distributed throughout east and southeast south of the county. The thematic map 
generated for the rainy season (Map 3) had only one class of risk (low) for the entire 
municipality, where all the values resulting from the interpolation results showed less 
than 375 mm. The first dry period corresponding to the months of January, February 
and March, resulted in a thematic map illustrating two risk classes where 82% of the 
land area had low risk while 18% had moderate risk distributed in northern and 
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southeastern portions of the county (Map 4). The thematic map generated for the 
second drought period corresponding to the months of September, October, 
November and December (Map 5) resulted in two risk classes where 99% of the land 
area had moderate risk while only 1% had high risk distributed in a small area in the 
western portion and another in the southwest portion of the county. This result is 
justified by the fact that in the period from September to December 2010 the shortage 
of rainfall was higher than the first dry period, with a cumulative average rainfall of 
1,238.7 mm in the last four months of 2010 while in the first three months of 2010, 
for the first period of drought presented a cumulative rainfall of 2719.0 mm.  

Through the thematic map of population density (map 6), it was found that 41% of 
the land area have Low risk factor, 18% and 41% risk Moderate risk High.  

Based on the map of hydrography (Map 7), visualize that 12% of the municipal 
area are influenced by the hydrographic network.  

Elaborated a thematic map of the road network (Map 8) generating a catchment 
area of 100 meters from the axis of playgrounds. Thus, one can see that the area of 
influence road occupies 58% of the municipal area under the influence and 42% area 
without influence.  

According to the thematic map of influence of slope to the risk of fire (Map 9), it 
can be concluded that the area presents quite varied and the slope f sister that this 
parameter corresponds to the variation of low risk to the extreme.  

 

 
Fig. 13. Thematic Maps of the variables used in fuzzy modeling 
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Analyzing the thematic map of subnormal agglomerates (Map 10), it is clear that 
the areas classified in this category occupy a discrete area of approximately 4.8 square 
kilometers, which corresponds to 2% of the study area and according to the weight 
class proposal polygons paths of these areas are classified as high risk, according to 
the degree of fuzzy membership illustrated above.  

3.1 Fire Risk Maps 

Four maps were generated final risk, using fuzzy logic, generated by overlay of maps 
previously obtained, separating only the final maps of rainfall. Risk maps were 
generated separately according to the seasonality of rainfall data. Thus was created a 
fire risk map through the overlay of maps with the map of annual rainfall, a second 
map removing the map of annual rainfall and adding map of rainfall in the rainy 
season, a third map withdrawing map and adding the previous rainfall map of rainfall 
for the first period of drought and finally a fourth and final map removing the rainfall 
of the first dry period and adding the rainfall map for the second period of drought. 
The overlay results can be checked in the following figures. 

 

 

Fig. 14. Fire Risk Maps 

Map A Map B 

Map C Map D 



 Application of Fuzzy Logic in Prediction of Fire in João Pessoa City - Brazil 333 

 

Looking at the map of fire risk (Map A) involving the variables proposed in this 
paper and adding the map of annual rainfall in 2010, it was observed that 40% of the 
study area showed very low risk, followed by 19% of the municipal area that had low 
risk, 16% moderate risk, 14% had high risk and 11% of the study area obtained a risk 
factor null.  

According to the map B, it was found that 31% of the land area had very low risk 
and 31% of the municipal area had low risk, 11% moderate risk, 13% had high risk 
and 14% of the study area obtained a risk factor null.  

According to the map C, it was observed that 32% of the land area got very low 
risk and 29% of the municipal area had low risk, 13% moderate risk, 14% had high 
risk and 13% of the study area resulted in a risk factor null.  

By analyzing past three maps, it was found that there was no significant difference 
between the ratings of areas at risk of fire and it was found that risk factors for low 
and very low showed a larger area of coverage due to the fact that, according to the 
data rainfall of the Local Executive Agency for Water Management, even though  
the first period of drought has submitted a rainfall rate less than the rainy season and 
the annual period, were still registered high levels of precipitation compared to the 
second dry period in the city, thus presenting, ideal climatic conditions not conducive 
to fire occurrence.  

According to the map D, it was observed that 29% of the study showed very low 
risk, followed by 26% of the municipal area with moderate risk, 29% with very low 
risk, high risk showed 16% and 8% of the study obtained a risk factor null.  

The maps generated with the use of fuzzy logic it was observed that the second dry 
season, between the months of September, October, November and December, 
represented the most critical time in relation to the risk of fire compared to the 
previous models seasonal due to the fact the above period occur a few rainfall 
compared to other times of the year. This result is also justified by the fact that in 
September the rains cease, so that the vegetation begins to show water deficiency. 
Only the fire risk map for the second dry season the moderate risk factor appeared in 
the highest percentage in relation to other classes of maps where the risk of larger 
scope were between the low and very low risk. It is also important to note that the 
road network and high population density contribute to the occurrence of fire, because 
although not determine their behavior, are likely start areas [6].  

4 Conclusions 

According to the models presented in this research, it was possible to evaluate the 
propensity of fires using a few variables and tools that are able to contribute to fighting 
and controlling fire in the study area. Using spatial analysis was possible to evaluate 
and diagnose clearly the classification of areas at risk of fires in Joao Pessoa city.  

The use of a GIS which is a decisive geospatial decision making in the planning, 
prevention and policy implementation in public administration, which shows good 
efficacy in the management of information within the maps of fire risk. The 
methodologies used for generating predictive models required a high degree of 
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organization of data in your development process and also a high degree of 
knowledge of the functionality of a GIS, besides generating the maps have presented 
a low-cost production.  

It is recommended that managers creating an information policy for people with 
small precautions that can be taken to avoid greater losses. Establish public awareness 
campaigns associated with disclosure of risks, training of staff to deal with dangerous 
situations and continuous monitoring of the areas considered most prone to fire. 
Attitudes are simple, but aimed at the population's safety and prevent damage that 
may be caused by the occurrence of fires. As a suggestion for future research, it is 
recommended that the proposed model compared with the areas actually affected by 
fire, validating the methodology and establishing finally a reliable study. As well as 
performing new tests involving other variables not used in this methodology, such as 
wind speed, aspect, elevation, vegetation water stress, among others.  

Finally, it is concluded that the proposed model provides valuable information 
about the areas most liable to be affected by fire.  
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Abstract. The super colossal gas explosion accident happened in Dong-Jiashan 
tunnel of Du (Jiangyan) - Wen (Chuan) expressway, 2005. It led 44 people to die 
and shocked at home and abroad. From then on, increasing numbers public and 
the related functional sectors have paid more attention to gas safety 
managements during the gas tunnel excavated. It is well known gas existence in 
stratum should meet three necessary conditions, gas sources, channels and 
sealing conditions. The gas forecast technology by TGP geophysical, geological 
drilling and borehole gas emission content estimate composed can predict the gas 
sources and gas channels and gas sealing conditions. The borehole gas emission 
content estimate can predict the gas content in non-excavated area of gas tunnel. 
It is successfully applied to the non-excavated area of Le-Tunnel, the gas 
emission content: 0.164m3/min<0.5m3/min. The forecast segment belongs to the 
low gas work area. Practice has proved that the three in one gas forecast 
technology can offer a further reference method for the same type of gas tunnel 
prediction technology. 

Keywords: non-excavation area of gas tunnel, tunnel geology prediction system, 
the advanced geological drilling, gas emission content, three in one gas forecast 
technology. 

The prediction for gas occurrence rule in front of tunnel excavated work face is the 
problem which didn't solve well, so it cause engineering geology and tunnel 
engineering concern [1]. As is known to all, the first priority of predicting gas 
occurrence rule is to determine whether the gas exists. Now, at the exploration stage of 
tunnel project, we forecast the gas outburst mainly through investigating the existing 
data of adjacent coal mines and gas fields.  
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At the same time, the structure of coal mines and the gas parameter are also 
important to prediction [2,3]. During construction, in order to ensure safety, we manage 
the gas on the basis of gas concentration which is obtained by automatic detection or 
artificial detection [3]. 

According to the gas forecast of Le-Tunnel engineering of Ya(An)-Lu(Gu) 
expressway ,we put forward the ‘three in one’ gas forecast technology. At the exploration 
stage of this tunnel project, we confirmed Le-Tunnel is high-gas tunnel by sample 
analysis of 5 boreholes. Because the quantity of drilling is very limited, we cannot 
accurately grasp gas occurrence conditions of the whole tunnel. During construction, 
automatic detection or artificial detection system also can not accurately grasp gas 
occurrence conditions of non-excavated area. Therefore, The main problem we explored 
is the gas forecast technology of the constraints in front of non-excavated area. 

1 Geologic General Situation of the Tunnel 

Le-Tunnel is a double hole one way traffic tunnel , the pile number of the left line are 
from K205 + 540 to K207 + 769. It is belong to the long tunnel which is 2229 m long. 

Geological structure of predicting area: predicting areas’ stratum is Baiguowan 
formation of the Triassic-Jurassic. Weakly weathered mudstone、silt-sandy mudstone
、quartz sandstone are the main stones, which is medium-thick layered, fracture 
development，rock breaking，block structure，belong to the soft rock or half-hard 
rock. The buried depth of predicting area is from 134 m to 195 m, no geological 
structure connected with surface such as fault in the area, so it had better air tightness. 

Drilling hole explore suggests that the rock stratum of carbonaceous mudstone 
located in the pile number of K205+990. This rock stratum have 20° angle with tunnel 
excavation direction, about 22 m thickness.  

2 Principles, Methods and Equipment 

2.1 Principles 

We conventionally consider that gas is called by a general term for all kinds of noxious 
gas released from rock mass or oil-gas. After years of research, Zhou Shining, Wang 
Xingshen, Yu Qixiang who are the professor of China university of mining and 
technology found that gas can move through the joint and fissure, fault and other 
geological structures driven by the pressure and concentration difference. It will be 
gathered to form an airbags, because of good trap and storage conditions of anticline, 
fold and so on. How much gas the rock stratum saved mainly depends on the closed 
condition: such as the buried depth of coal seam, the permeability of coal seam and 
surrounding rock, geological structure and storage conditions (such as the adsorption of 
coal properties, porosity of coal properties, etc.). [4-9] Thus it can be seen that if we 
want to grasp gas occurrence conditions of the whole tunnel, we should clearly know 
the gas source, gas migration pathway, and gas sealing condition of the predicting area, 
any of them is indispensable. 
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Combined the TGP geophysical prospecting and geologic advance prediction can 
effectively detect the lithological character of surrounding rock, broken degree, 
geological structures, etc. At the same time, we can grasp the gas content by prediction 
of gas emission quantity. Therefore, integrated the TGP geophysical prospecting、
geologic advance prediction and prediction of gas emission quantity, we put forward 
the ‘three in one’ gas forecast technology, which can more accurately determine the gas 
source, gas migration pathway, gas sealing condition, so as to effectively predict the 
non- excavated area of gas occurrence conditions.  

2.2 Methods 

2.2.1   TGP12 Tunnel Geological Advanced Prediction System 
TGP12 tunnel geological advanced prediction system is specially designed for tunnel 
and underground engineering, which is the advanced geological forecast research and 
development of geological prospecting technology achievements. In 2005, it is 
considered to reach the international advanced level by appraisal of the panel which 
make up with domestic famous expert in tunnel. 

Working principle of the TGP：TGP12 tunnel geological advanced prediction 
system can predict tunnel geological conditions ahead by using the elastic wave which 
will form phenomenon of elastic wave reflection when encounter acoustic impedance 
interface, such as geological interface of lithological character changed, structure 
fracture zone, karstic zones. 

Three-component geophone of TGP12 system placed in the receiving aperture, 
coupled with butter. Blasting adopts open circuit triggering method; blast hole charge 
50 ~ 80 g. Under the condition of filling water, initiation and data acquisition is in turn. 
Survey line and borehole layout can be seen in figure 1. 

 
Fig. 1. Survey line and drilling hole layout diagram for TGP 

2.2.2   Advanced Geological Drilling 
Using permissible tunnel drilling rig, according to the size of hole bitmap to 
arrangement borehole (as shown in figure 2). Along the advancing direction of tunnel 
drilling, geological situation revealed by advanced geological drilling is on-site record 
by geological professional technical person. At the same time, determined the 
construction geological situation in front of us through the relevant test. Specific 
methods are as follows: 
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Fig. 2. The layout diagram of drilling hole 

1.Determine by the drilling speed 
As far as we know, rig drilling speed is uniform at the same rock. Therefore, in 

combination with strata of tunnel excavated and the changes in the rate of drilling in the 
drilling process or whether there is sticking phenomenon, etc. We can judge whether 
the rock in front of us is the bad geological body. 

2. Determine by the washing fluid 
In the drilling process, we can determine the change of the rock drilling ahead 

through color changes of the washing fluid, Therefore, we can gasp the lithological 
character of the advanced rock stratum by identifying rock powder composition of the 
flushing fluid. At the same time, we can determine whether there is abnormal body 
ahead and abnormal body property, development depth and scale of abnormal body 
through impurities composition in the flushing fluid. 

 
2.2.3   Determination of Gas Emission Quantity [10] 
Using optical interference methane detection alarm to detect the gas concentration of 
this area, which located in the tunnel face and about 40 m behind the tunnel face. 
Generally, arrange 8 ~ 12 measuring points at the tunnel face, arrange 1 ~ 2 measuring 
points Close to the drill hole. Arrange 5 ~ 10 measuring points at 40 m behind the 
tunnel face and detection frequency is determined by the borehole gas emission 
situation. Measuring point layout can be seen in figure 3. 
 

 
Fig. 3. The distribution diagram of the monitoring points of gas concentration 
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We can achieve air volume from chimney fan. According to the standard method for 
determining wind speed with high-speed wind watch. Product of wind speed and cross 
section is air volume. 

Using a thermometer, portable air pressure meter direct read the temperature and 
atmospheric pressure. 

Formula for gas emission quantity: 

3.526 (273 )
a

q T Q
P

= × + × ×                          (1) 

In the Formula : q is the absolute gas emission quantity,m3/min; T is the measuring 
point temperature，℃；Q is the air volume of measuring point，m3/min；a is the gas 
density of measuring points，%；P is atmospheric pressure，hPa。 

The return current gas of the tunnel face can be approximate as borehole gas 
emission. 

3 The Existence of Gas Prediction 

3.1 Detection Results  

(1) In different drilling depth, Gas concentration, temperature, atmospheric pressure 
and air volume gas parameters of the typical parts such as vault of working face, orifice, 
the return air of working face and so on can be determined. the determination results are 
shown in table 1. 

Table 1. The detection results of gas parameters 

 Mileage 
Air volume 
(m3/min) temperature (℃) 

Air pressure  
(hPa) 

location 
concentration  

(%) 

K205+847 188 28 792 
vault 0.02 

In the return air 0.01 

K205+855 190 28 792 
vault 0.02 

orifice 0.03 
In the return air 0.01 

K205+875 195 27 792 
vault 0.03 

orifice 0.04 
In the return air 0.02 

K205+892 200 27 792 
vault 0.05 

orifice 0.08 
In the return air 0.03 

K205+910 202 27 792 
vault 0.06 

orifice 0.10 
In the return air 0.04 

K205+950 
(the end hole) 

199 27 792 
vault 0.08 

orifice 0.12 
In the return air 0.05 

K205+950 
(stable) 

205 27 792 
vault 0.10 

orifice 0.18 
In the return air 0.06 
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3.2 Data Analysis 

3.2.1   The TGP Geophysical Exploration Analysis 
(1) Main technical parameter and drawing of the TGP system 
1. Parameters of TGP: Each sampling rate is 4096 times; sampling interval is  

0.100 ms. 
2. forecast range: There are 150 m in front of the import of the left line, just from 

K205 + 847 to K205 + 997. 
3. geotechnical elastic parameter：The average longitudinal wave velocity (Vp) is 

1870 m/s; The average shear wave (vs) at the rate of 1050 m/s 
4. The result image of migration homing of p-wave in same side and the result image 

of migration homing of p-wave in opposite side are shown in fig.4 and fig.5.The result 
image of migration homing of three components in same side and the result image of 
migration homing of three components in opposite side are shown in fig.6 and fig.7. 

 

 

Fig. 4. The result image of migration homing
of p-wave in same side 

Fig. 5. The result image of migration homing 
of p-wave in opposite side 

 

 

Fig. 6. The result image of migration homing
of three components in same side 

Fig. 7. The result image of migration homing 
of three components in opposite side 

 
(2) results of the TGP prediction 
Through the analysis of the fig.4, fig.5, fig.6, fig.7, it can be seen that： 
1. K205+847~K205+900(53m) 
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P-wave in same side and in opposite side have Strong reaction in this area, shear 
wave reflection is also strong. P-wave in same side and in opposite side longitudinal 
wave and shear wave decay curve characteristics of interface migration image is 
negative. According to the existing geological conditions and possible adverse 
geological, this paragraph of surrounding rock is broken. At the same time, joint, crack 
development, medium permeable, possible influence on the stability of surrounding 
rock is not allow to ignore ,these parts of the possibility of large deformation is bigger. 
Especially the surrounding rock of K205 + 880 ~ K205 + 890 section is very broken, 
water-bearing fracture is strongly. 

2. K205+900~K205+915(15m) 
P-wave in same side and in opposite side in this period had obvious reflection, shear 

wave reflection is not obvious. Longitudinal wave and shear wave decay curve 
characteristics of interface migration image of P-wave in same side and in opposite side 
is negative. According to the existing geological conditions and possible adverse 
geological, surrounding rock of this section is relatively complete, there may be little 
water zone. 

3. K205+915~K205+960(35m) 
P-wave in same side and in opposite side have Strong reaction in this area, shear 

wave reflection is not obvious. P-wave in same side and in opposite side longitudinal 
wave and shear wave decay curve characteristics of interface migration image is 
negative. According to the existing geological conditions and possible adverse 
geological, this paragraph of surrounding rock is broken, water-bearing fracture is 
strongly. 

4. K205+960~K205+997(37m) 
In this section, reflection of P-wave in same side and in opposite side is very weak, 

shear wave reflection is not obvious. There is not clear reflection of the rest part. 
 

3.2.2   Analysis of Advance Geological Drilling 
(1) In the section of K205+847~K205+895, drilling is with occasional sticking, 

jumping drill, but it is smooth in general. So we speculate that surrounding rock of this 
section is relatively broken, locality relatively complete. Through the identification of 
the rock powder composition in the hole, the main rocks are powder sandstone, 
mudstone and quartz sandstone. 

(2)In the section of K205+895～K205+910, drilling is with occasional sticking, but 
it is smooth in general. So we speculate that surrounding rock of this section is 
relatively complete, locality relatively broken and Joints and fissures is bad 
development. Through the identification of the rock powder composition in the hole, 
the main rocks are powder sandstone, mudstone and quartz sandstone. 

(3)In the section of K205 + 910 ~ K205 + 950, drilling is very difficult, drilling 
speed under 0.2 m/min. At the same time, phenomenon of sticking, jumping drill is 
seriously, so we speculate that surrounding rock of this section is relatively broken, 
locality relatively complete. Through the identification of the rock powder composition 
in the hole, the main rocks are powder sandstone, mudstone and quartz sandstone.  
 



342 D. Wang et al. 

 

Determine the surrounding rock is broken, joint fissure development through the color 
changes and impurity elements of flushing fluid. 

3.2.3   Calculation Analysis of Gas Emission Quantity 
According to the formula (1),we calculate gas emission in different drill in drilling deep 
by the gas concentration, air volume, temperature, atmospheric pressure value in  
the return current of working face (shown in table 3).Calculation results are shown in 
table 2, the gas emission changes are shown in figure 8. 

Table 2. The variation of gas content in different mileage 

 Mileage  
K205 

+847 

K205 

+855 

K205 

+875 

K205 

+892 

K205 

+910 

K205 

+950 

 (the end hole)

K205 

+950 

(stable) 

Gas content 0.025 0.026 0.052 0.080 0.088 0.133 0.164 

 
Note: "+ 847" is the end mileage of different drilling depth to detect gas. The drilling lasted 10 h, 
it is unlikely to continue drilling reach to the pile number of K205 + 950, borehole gas emission 
keep basically stable after stop drilling 14 h ago. The dashed part of variation of gas content is the 
changes of gas Situation in the final hole, gas content finally tends to a stable value. 

Fig. 8. The variation diagram of gas content 

4 Analysis of Gas Results Prediction 

By the discusses of TGP geophysical prospecting, drilling and gas emission estimates 
"three in one" comprehensive gas prediction technology, combined with the tunnel 
geological prospecting data，we can know that： 

(1) the prediction range: the prediction by TGP12 tunnel geological advanced 
prediction system is relatively clear in the section of K205+847 ~ K205 + 960,so we 
adopt geological prediction; Advanced drilling range is from K205 + 847 to K205 + 
950. According to the forecast results of geophysical prospecting and drilling, the 
prediction range is K205 + 847 ~ K205 + 960. 
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(2) the section of K205+847~K205+890. Through results of the TGP geophysical 
prospecting and drilling predicted can be seen that surrounding rock of the section is 
relatively broken and also existed joints and fissures to form the gas migration pathway. 
At the same time, there have not such faults and fissures connected to the surface. So it 
forms the condition for gas storage. By the measurement of drilling gas content, it 
shows that from figure 13 the gas content at about 0.08 m3 / min when drilling to 
K205+890. It instructed that section of K205+847~K205+890 exists gas. Through the 
identification of the rock powder composition in the hole, the main rocks are powder 
sandstone, mudstone and quartz sandstone. There are no coal or coal measures strata in 
this section, it instructed that it does not have conditions for gas generating. The other 
section of a small amount of gas are transported to this section mainly through the joint 
or crack, and eventually preserved. But water-bearing fracture is strongly in this 
section, shows that the groundwater take away the large amounts of gas in the long 
geochronology. 

(3) the section of K205+910~K205+950.The surrounding rock of this section is 
relatively complete. In combination with gas content change trend of figure 13 shows, 
this gas emission from 0.08 m3 / min up to 0.088 m3 / min, with a little change. 
Therefore, we think that the gas is from K205 + 847 ~ K205 + 890 segment which 
continues to release. Because this paragraph neither formation does not has gas 
generating conditions, nor has gas migration channel. 

(4) the section of K205+910~K205+950 .Through results of the TGP geophysical 
prospecting and drilling predicted can be seen that surrounding rock of the section is 
relatively broken and also existed joints and fissures to form the gas migration pathway. 
At the same time, there have not such faults and fissures connected to the surface. In 
combination with gas content change trend of figure 13 shows the gas content is about 
0.088 m3 / min when drilling to K205+910. The gas content is up to 0.133 m3 / min 
when drilling to K205+950. Gas emission keep basically stable after stop drilling 14 h 
ago, and the gas content is up to 0.164 m3 / min. It instructed that section of 
K205+847~K205+890 exists gas. Through the identification of the rock powder 
composition in the hole, the main rocks are powder sandstone, mudstone and quartz 
sandstone. There are also no coal or coal measures strata in this section, it instructed 
that it does not have conditions for gas generating. But why the gas content is increased 
obviously? Mainly because coal-bearing strata (carbonaceous mudstone layer) in the 
section of K205 + 990 ~ K206 + 054 experienced the period of biological gasification, 
it has the condition of the gas generated. This gas can be transported to section of 
K205+910~ K205+950 mainly through the joint or crack, and eventually preserved. 
Maybe the seal gas will be released when excavate tunnel, and form a gas hazards. 

5 Conclusion 

Using the TGP12 advance geological forecast system and advanced drilling can 
effectively detect changes in lithology interface geological, tectonic fracture zone, rock 
crushing levels, as well as lithology, so as to determine whether there is gas source, gas 
migration pathways and gas closed condition. By borehole gas emission measurement 
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can determine what formation to save gas, can also corroborate whether they have gas 
closed condition. therefore, integrated the TGP geophysical prospecting, drilling, 
borehole gas emission measuring the formation of the "three in one" gas prediction 
technology can more accurately predict the tunnel non-excavation area of gas 
occurrence conditions, which was proved to be feasible at Le-Tunnel. 

Through the "three in one" gas prediction technology apply to Le-tunnel, currently 
in the normal ventilation of the tunnel, the gas concentration is low at tunnel. The gas 
emission of forecast area is lesser and the maximum value of gas emission is 
0.164m3/min <0.5m3/min. According to "gas tunnel railway technical specifications" 
classification standards of gas work area, K205 +847 ~ K205 +950 section is low gas 
work area. 

By the discusses of TGP geophysical prospecting, drilling and gas emission 
estimates "three in one" comprehensive gas prediction technology, combined with the 
tunnel geological prospecting data, Le-tunnel K205 +847 ~ K205 +950 section of 
exposed stratigraphic is not coal or coal bearing stratum, and is not undergo 
biochemical or coalification metamorphism gasification period. It is not coal and coal 
measures strata gas and gas generating conditions is poor. From the drilling gas 
emission, geophysical prospecting, drilling results, can be seen that the segment strata 
have a certain gas closed condition, and the gas of surrounding coal-bearing can be 
through fracture zone, joints, cracks  and so on to supply  the rock formation of  
tunnel through area so that form gas migration. If the construction process ventilation, 
gas safety management may not be implemented, may cause localized accumulation of 
gas or gas overrun, lead to gas accident. 

The "gas tunnel railway technical specifications"  into the tunnel gas work area is 
mainly built on the basis of geological prospecting work, however construction of the 
actual operation still determination of gas emission in the tunnel face, and thus the gas 
tunnel work area partition. Whether relying on geological survey data or field 
measurement data, or a combination of both, cannot accurately grasp the gas deposit 
situation of non- excavation area. Therefore, during the construction phase we should 
take advantage of gas advanced prediction technology to divide into gas tunnel work 
area categories. This article explores "three in one" gas prediction technology that 
consist of the TGP geophysical, drilling, drilling of gas emission estimates can offer a 
further reference method for gas forecast of tunnel no excavation area. 
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Abstract. Along with software systems become larger and more complex,  
engineers need better ways to design and maintain these systems. We apply 
complex network theory into software engineering for this purpose. Recently 
researchers have found most of complex systems comply with a scale-free net-
work model. This paper presents an initial research into the small-world and 
scale-free phenomenon within the development of a three-dimensional visuali-
zation platform, Total Discovery of Space, which has applied to practical aero-
space engineering successfully. It is expected that this model will be practical 
for software engineering.  

Keywords: Information visualization, Function-call graph, Scale-free network, 
Small world effect, Power-law distributions. 

1 Introduction 

1.1 Information Visualization 

Visualization is any technique for converting data into graphics or images displayed 
on the screen and interactive processing through the use of computer graphics and 
image processing technology. It involves many fields such as computer graphics, 
image processing, computer vision, computer-aided design, and become a integrated 
technology focusing on a series of problems like data representation, processing and 
decision analysis. Information visualization concentrates on the use of computer-
supported tools to explore large amount of abstract data to reinforce human cognition.  

Due to the current rapid development of aerospace industry, three-dimensional vi-
sualization technology has been widely applied in aerospace field. There are many 
difficulties in the aerospace tracking mission. For example, due to the optical equip-
ment on the ground can’t trace the flight state of target spacecraft, technical engineers 
only monitor the running state by the remote sensing data. These data were often 
processed into various tables and curves for experts to analyze and deduce the flight 
state of target spacecraft, capturing the changes of positions and attitudes. The serious 
problem of this simulation method is unable to provide a way for technical engineers 
in an intuitive manner.  The ground control center at first adopted the method of 
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three-dimensional animation to reappear the tracking state of target spacecraft. Al-
though it can simulate the current state, the tracking data from observation stations 
could be out of use in simulation process. The data were only sent to experts who can 
understand and analyze them. Gradually the requirement of spacecraft tracking visua-
lizing technique is getting higher and higher. The traditional approach, using Vega 
prime or Satellite Tool Kit to simulate the state of target spacecraft, has been unable 
to meet the demand like big data processing and real-time rendering. So there is an 
urgent need for a three-dimensional visualization system that can support real-time 
rendering and big data processing. Our visualization system, Total Discovery of 
Space, has been developed in this context.  

Total Discovery of Space, often abbreviated to “TDS”, provides three-dimensional, 
photo-realistic, real-time viewing of the Solar System, the galaxy and the universe. 
The design intention of TDS is providing a visualization platform for deep space ex-
ploration mission. Unlike most other planetarium software systems, TDS doesn't con-
fine users to the surface of Earth. Users can travel throughout the solar system, to any 
of over 100,000 stars, or even beyond the galaxy. Considering the stability and securi-
ty of the aerospace software, we have proposed a software engineering methodology 
for developing systems using complex network theory, and successfully applied to the 
development of TDS.  

1.2 Software Systems as Networks 

Complex network is being considered as an important interdisciplinary approach to 
representing complex systems these years. Small-world phenomenon and power-law 
distributions have been found in many instances of natural and man-made systems. 
For understanding the behavior of numerous and large complex systems, networks 
have become a promising research area in fields such as the Internet, and also the 
World Wide Web. These networks are considered to show small-world and scale-free 
behavior. Small-world here means that characteristic path length is very short in a 
network, regardless of the clustering property. Scale-free behavior implies that the 
network lacks a “characteristic length scale” and the distribution of their network 
graphs follows a power-law. Power-law distribution means that small values are 
greatly common, and greater values are extremely rare [1-2].  

The study of software systems as networks is an emerging field. It may contribute 
to solving problems in software engineering, such as managing the complexity of 
software growth, or how to create better programs for software engineers. This idea of 
software systems as networks is not novel; it has been presented by Knuth twenty 
years ago. Knuth asserted that “a program is best thought of as a web instead of a 
tree”.  

2 Preliminaries 

2.1 Small-World Phenomenon 

One of the most widely discussed of network phenomena is the small world effect, 
which means the typical network distances between vertices are surprisingly small. 
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Small-world phenomenon originated in a 1929 short story entitled Láncszemek 
(Links) by Hungarian author F. Karinthy. In the 1960s, psychologist Stanely Milgram 
conducted a small -world experiment by mirroring this story in examining the chains 
of acquaintances among individual networks over the U.S. population. He ran an ex-
periment to measure the average number of intermediate acquaintances needed to 
deliver a letter addressed to a stockbroker in Pittsburgh. Each person was required to 
hand the letter over to someone with whom they believed can eventually deliver the 
letter. This experiment revealed how society was connected by approximately six 
degrees of separation. Since then the notion of six degrees of separation has thus 
gained iconic status in today’s popular culture. In mathematical terms, small world 
effect is a hypothesis that the mean distance is small, in a sense that will be defined 
shortly. 

Applied mathematicians and physicists have researched the small-world effect in 
social, technological, and biological networks. Watts and Strogatz has provided a 
formal presentation using graph theory concepts. They have studied lots of real net-
works, finding the shorter average path length and higher clustering coefficient. The 
network with these features is called a small-world network. The average path length 
in a small-world network is approximate with that of the random network, where the 
average path length in random networks is proportional to the logarithm of their size. 
Clustering coefficient is inversely proportional to the size of network, which is signif-
icantly larger in a small-world network than that for the random network.  

2.2 Scale-Free Phenomenon 

Scale-free here means that the network lacks a “characteristic length scale”. The me-
thod to certify a scale-free phenomenon is to see if it statistically shows up in the form 
of a power law distribution. A power law is a type of probability distribution and has 
attracted particular attention over the years for its mathematical properties.  

In power law distributions, the number of occurrences Nk of some event of size k is 
proportional to k raised to some power. Mathematically, a quantity x obeys a power 
law if it is drawn from a probability distribution 

 ( )p x x α−∝  (1) 

where α is a constant parameter of the distribution known as the exponent or scal-
ing parameter. But because there’re not many empirical phenomena which obey 
power laws with all values of x, the power-law distribution usually applies only for 
values larger than some minimum xmin and the tail of distribution follows a power law 
in this case.  

Power laws can be also defined as a complementary cumulative definition under 
some circumstances, where the probability that a random variable takes at least a 
value is proportional to a negative power of that value, that is: 

 
'( ) kP X x cx−≥ ∝  (2) 
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2.3 Function-Call Graph 

Function-call graphs represent an important information space of software systems. 
The function-call graph, which presents the calling relationships between functions, is 
a useful representation of programs that can aid understanding for engineers. It is a 
directed graph in which each node represents a function and each edge (f1, f2) indi-
cates that function f1 calls function f2. Thus, a cycle in the graph indicates recursive 
function calls.  

3 Related Work 

3.1 Existing Planetarium Software Systems 

Vega Prime is the most productive COTS visualization tool for real-time 3D devel-
opment and deployment of simulation applications. It is a product of Multigen-
Paradigm Company. Ideal for both high-performance and low cost hardware plat-
forms, Vega Prime’s extensible plug-in architecture facilitates the rapid design and 
prototyping of real time 3D applications by utilizing the most sophisticated technolo-
gy available, within an easy-to-use toolkit1. 

Satellite Tool Kit, often referred to STK, is described as a physics-based software 
package from Analytical Graphics Inc. It allows engineers to perform complex ana-
lyses of ground, sea, air, and space assets, and share results in one integrated solution. 
At the core of STK is a geometry engine for determining the time-dynamic position 
and attitude of assets, and the spatial relationships among the objects under considera-
tion including their relationships or accesses given a number of complex, simultane-
ous constraining conditions. It is originally created to solve problems involving Earth-
orbiting satellites2. 

3.2 Empirical Analysis of Systems Based on Complex Network Theory 

There have been substantial works on small-world phenomenon and power-law dis-
tributions in natural phenomena or the web over recent years. Until recent years re-
searchers discuss the structure of software systems combined with the complex net-
work theory.  

Valverde et al. [3] first used the method of complex network to analyze the topo-
logical structure of the Java Development Framework. They had finally concluded 
that the software architecture graphs, where nodes represented classes and edges 
means relationship between them, revealed small-world and scale-free behavior. 
Myers [4] also found collaboration graphs of some software systems written in C/C++ 
displaying the same properties and proposed some measures of network topological 
structure to discuss the relationship to software engineering practices. Potanin et al. 
[5] had examined numerous different systems written in different languages and stu-
died the graphs where objects as nodes and references as edges. Finally they had 
                                                           
1  http://www.presagis.com/products_services/products/modeling-

simulation/visualization/vega_prime/ 
2  http://en.wikipedia.org/wiki/Systems_Tool_Kit 
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drawn a conclusion that the graphs obeyed a power-law distribution. Concas et al. [6] 
had presented a study which used an implementation of an object-oriented system in 
order to search for scaling laws. He had studied some system properties, such as the 
distributions of methods or classes and inheritance hierarchies. They also explained 
why the out-degree distribution showed log-normal or power-low behavior in class 
graphs. Louridas et al. [7] provided evidences to show that the distribution with long, 
fat tails in software systems appearing at different levels of abstraction in diverse 
languages or systems were much more common than that known before. 

4 A New Design Methodology 

Complex network theory is a new approach in studying different types of large com-
plex systems in the abstract worlds. In complex networks, it displays a surprising 
degree of robustness: while one node even the key component regularly malfunctions, 
local failures rarely lead to the loss of the global network. The stability of complex 
systems is often attributed to the redundant wiring of the functional network.  

But for the software system, while a function fails to implement, the system may 
throw an exception or even collapse immediately. This phenomenon is absolutely not 
allowed in some important fields, especially the Aerospace measurement and control 
area. However, with the continuous increasing scale of software system，the exis-
tence of loopholes or the fault could be inevitable. It is still to be solved that how to 
make the software systems still provide consecutive error-free service when internal 
errors or external interference occurred. Considering the robustness of the network, if 
the network composed of functions meets the complex network characteristic, Para-
meters can be passed on by another path when some function failures so that the sys-
tem of sudden collapse can be avoided.  

The stability of software systems mainly depends on a lot of test latterly at present. 
In this paper, we will propose a new software design methodology using complex 
network theory to construct system model for guiding software development. Taking 
the TDS system as an example, we studied this system at the function level and ex-
tracted the calling relationship to construct complex network model. 

4.1 Statistical Analysis 

We have elaborated a reconstruction algorithm based on Windows systems for obtain-
ing the function-call graph from software systems [8]. Fig. 1 shows the directed func-
tion-call graph for TDS, in which the size of nodes is proportional to their node de-
grees. There are 2123 functions and 10060 calls in the function-call graph and the 
average degree is 4.739. The average path length 3.771 is proportional to the loga-
rithm of network size and the diameter of graph is 12 referred the calling path from 
function readTypeColor to Star::getOrbitingStars. The average clustering coefficient 
of this graph is about 0.0767, which is significantly larger than that for the same size 
of random network, where the clustering coefficient is inversely proportional to the 
network size. 
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Fig. 1. Directed function-call graph for TDS 

4.2 Degree Distributions 

The degree distribution is an important attribute for network analysis. In the directed 
graph, node degree can be divided into in-degree and out-degree, which respectively 
represents the number of tail endpoints adjacent to a node and the number of head 
endpoints adjacent to a node. The degree distribution of a network is defined to be the 
fraction of nodes in the network with degree k, which is also sometimes presented in 
the form of a cumulative degree distribution, the fraction of nodes with degree greater 
than or equal to k. Fig.2 shows the degree distribution of function-call graph for TDS. 
From this figure, most of nodes in the network have low degree, but there is a signifi-
cant “heavy tail” trend similar to the power law distribution, corresponding to nodes 
with substantially higher degree. The highest degree of node in the network is 285. 
Such a well-connected node is often called a hub. 
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Fig. 2. Degree distribution of function-call graph for TDS  
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We also have studied the distribution and plotted the node degree and cumulative 
degree distributions in log-log scale, shown in Fig.3 and Fig.4 respectively. In the two 
figures longitudinal coordinate indicates the number of nodes in function-call graphs 
with degree greater than or equal to k and the lines express power-law fits on log-log 
scales.  
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Fig. 3. Node degree distribution for TDS 
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Fig. 4. Cumulative degree distribution for TDS 

5 Conclusion 

With the recent studies in the research of complex networks, we have proposed a new 
software design methodology by analyzing the function-call relationship and con-
structed a scale-free model for system development. In this model, the degree distri-
bution of function-call network displays an obvious heavy-tail distribution like other 
real networks obeying power laws, and the average clustering coefficient is also larger 
than that of a random network in the same size, which is similar to the phenomenon of 
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small world effect. This model has been applied to the development of TDS success-
fully and will provide a great convenience to engineers for the maintenance or up-
grade in the life cycle of software systems. Further work is to extend this model to 
data provenance model so that software engineers can master the control flow and 
data flow better for maintaining systems.  
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Abstract. Ion-absorbing Type Rare Earths Ore mining caused a series of 
environmental problems. The thesis focused on the study of the district for heavy 
rare earth in Longnan County, Jiangxi Province, South China. It examined 
characteristics of spatial-temporal variation for vegetation fraction (vf) in study 
area by 10 images of Landsat TM and ETM+ during 1988 to 2009. The results 
supported that: (1) there were spatial-temporal differences of vf in each mineral 
district and the areas for medium to high vf dominated in mineral districts, but 
low vf distributed on concentrated mining districts; (2) dynamic variation for vf 
differentiated in each mining area each stage, no change areas dominated in 
mineral districts, but negative change areas only distributed on concentrated 
mining districts; (3) the history of production, various technologies and 
preventive measures were the main factors caused spatial-temporal differences of 
vf in mineral districts. 

Keywords: TM, ETM+, vegetation fraction, rare earth mineral districts, 
Longnan, Jiangxi province. 

1 Introduction 

Normalized Difference Vegetation Index (NDVI) is one of the most important 
indicators for land use of mineral districts and geomorphic landscape variations which 
is also an essential reference frame for soil geochemistry investigation and evaluation 
of land quality [1, 2]. Nowadays, using NDVI to monitor mineral environment are 
mainly applied in the coal [3-5] and iron ore mining areas [6], but seldom used in other 
types of mining areas.  

Ganzhou with a long history of rare earth mining is well known as “The Heavy Rare 
Earths Township” around the world. Meanwhile, mining has caused a series of 
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problems of vegetation deterioration and bedrock exposion. Longnan County, in the 
south of Ganzhou, with its rare earth mining history more than 30 years , has made 
tremendous contribution to local and national economic development and laid 
foundation for its mining industrial system. Meanwhile, rare earth mining has led to a 
series of environmental issues such as water and soil loss, water pollution and 
secondary geological calamity and so forth. Wang et al [7] applied multi-source and 
multi-temporal remote sensing image classification method on evaluating the 
surrounding environment of rare earths mining areas in the south of Ganzhou, however, 
there are seldom systemic researches on dynamic change for vf in this area. It chose 10 
images of Landsat TM and ETM+ from 1988 to 2009 to analyze the spatial-temporal 
variation of vegetation fraction in rare earths mining areas, Longnan County, which 
aimed at providing evidences to soil geochemistry investigation, land use evaluation, 
and soil remediation. 

2 Data Source and Methods 

2.1 Study Region 

Longnan County is situated in the southern most of Jiangxi Province (show in figure 1). 
Its geomorphic is mainly tectonic denuded hills with basins like beads in the whole  
 

 

Fig. 1. The Location of Longnan County and 3 REE Mineral Districts 
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county. The formation lithology for the study region is mostly Yanshannian granites. 
The weathering crust of granites on the ridge and the top with thickness is nearly 10 to 
15 meter which develop iconic rare earth mine. Longnan County is renowned for its 
heavy rare earths whose reserve accounts for 70% of all over the world. Zudong, 
Guanxi and Fukeng are the three major mineral districts (show in figure 1). Zudong and 
Guanxi began mining in 1971, and Fukeng started in 1988. The initial process of 
producing was pond leaching before 1994, but the in situ leaching technology was 
widely used after 1994. After 2002, the mines in county basically stopped exploiting 
because of short of supplies, price decline and government’s restriction. 

2.2 Data Acquisition and Processing 

The data comes from International Scientific Data Service Platform (ISDSP) and 
Global Land Cover Facility: Earth Science Data Interface (GLCF). The resolution for 
Band 1 to 5 of TM and ETM+ is 30 meter. All images have gone through systemic 
radiation correction, geometric correction of ground control points and DEM 
topographic correction. The specific information of images showed in table 1. Image 
processing and calculation were under of the ENVI 4.7. 

Table 1. the detail information for 10 Images 

Image  
No. 

Source Sensor Type Data Path/Row 
Mean  

Cloudiness/% 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

GLCF 
GLCF 
GLCF 
GLCF 
GLCF 
ISDSP 
ISDSP 
ISDSP 
GLCF 
ISDSP 

TM 
TM 
TM 
TM 

ETM+ 
ETM+ 
ETM+ 
ETM+ 
ETM+ 

TM 

16th/Oct/1988 
9th/Oct/1991 
5th/Oct/1993 

18th/Sep/1995 
25th/Dec/1999 
12th/Oct/2001 
7th/Nov/2002 
3rd/Oct/2004 

11th/Nov/2006 
2nd/Nov/2009 

121/43 
121/43 
121/43 
121/43 
121/43 
121/43 
122/43 
122/43 
121/43 
121/43

0% 
0% 
0% 
0% 
1% 
0% 
0% 
0% 
1% 
0% 

2.3 Methods 

The value of reflectivity each pixel composes of complete vegetation fraction and non 
vegetation fraction for combing linearly weighted sum on dimidiate pixel model [8-10], 
as formula:   

S=Sveg+Ssoil (1) 

 
It defined the contribution rate of complete vegetation fraction is vf, and the 

contribution rate of non vegetation fraction is 1-vf. So formula 1 converts 
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S=vf·Sveg+(1-vf)·Ssoil, and vf=(S- Ssoil)/( Sveg- Ssoil)[11-13]. Similarly, the value for 
NDVI of each pixel compose of complete vegetation coverage and non vegetation 
coverage, and it deduces the equation of vegetation fraction (vf) and NDVI, that is,  

vf= (NDVI- NDVIsoil)/ ( NDVIveg- NDVIsoil) (2) 

 
NDVIsoil stands for NDVI value of bare area or non vegetation fraction districts, and 

NDVIveg stands for NDVI value of complete vegetation fraction districts in the above 
equation. It used respectively the value of accumulative percent 1% and 99% of NDVI 
as the value of NDVIsoil and NDVIveg, and then drew conclusions of vegetation fraction 
for rare earth mineral districts in Longnan County in different periods. 

It used grading standard to vegetation fraction and then defined the thresholds to 
judge the variations of vf [3]. It calculated the average difference between vf for the 
investigated year and vf of the previous year, whose results divided by the its standard 
deviation. The results could be used to vertify whether the variation of vegetation 
fraction is significant [3, 14]. It defines the value of threshold as 1, when the result is 
greater than 1 that shows positive change. While it shows negative change if the result 
is less than -1. And it shows no change when its absolute value is less than or equal to 1. 
The entire specific calculate processes could be founded in Wei et al [3] and Morawitz 
et al [14]. 

3 Results and Analysis 

3.1 The Characteristics for Spatial-temporal of Vegetation Fraction 

The article calculated the vf value in 3 mineral districts according to equation 1 and 
equation 2, and then graded vegetation fraction in different period. The vf value is less 
than 30% that indicates low vegetation fraction .And the vf value is equal or greater 
than 30% that indicates medium to high vegetation fraction [13]. The result showed as 
figure 2. 

The areas for medium to high vf dominated in each mineral district, though the 
percentage for areas of low vf was small nearly 20 years in figure 2. Besides, there were 
spatial-temporal differences of vf in each mineral district. The areas for low value of vf 
with the characteristics of stability and tiny varied range were the concentrated mining 
districts in Zudong, Guanxi and Fukeng, although the area proportion and spatial 
position were diverse. The variation tendency for both areas of low vf and medium to 
high vf in each mineral district was fluctuant and opposite in 1988 to 2009. In addition, 
the maximum of the relative areas for medium to high vf appeared in 1995. 

The district for low vf in Zudong was mainly in the north-center of the mining area, 
which was also the concentrated rare earth mining district for the whole Longnan 
County. The distribution trend for low vf in west and south of Zudong mineral district 
decentralized in 1995 to 2001, which might be relevant to the increase of the illegal 
mining actives, however, the extent of variable for vf area became small in the period.  
 



358 S. Liu et al. 

 

 

 

Fig. 2. The Area Variation Tendency of the different Value for Vf in Mineral Districts and 
Spatial-temporal Variation of Vegetation Fraction of 3 Mineral Districts in Longnan Country 
during 1988 to 2009 
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In 1995 to 2001, the area for low vf varied significantly in Zudong. The area for low vf 
in west and south enlarged obviously in Zudong in 1999, although reduced in 1995 and 
2001. The area for low vf in west and south of Zudong increased by a slight in 2002 to 
2006, however, the tendency was not very significant in 2009. The districts for low vf 
concentrated in the north-center of Guanxi, which distributed dispersedly in southwest 
at the same time. Not only was the value of low vf was most dispersed but its area were 
largest in 1993 during 1988 to 2009. In general, the vf in Guanxi was relatively steady 
that means its small variable extent and low vegetation deterioration. The low vf mainly 
distributed in the north-center and southeast in Fukeng. In 1988 to 1999, the low vf 
diffused from southeast to west in Fukeng, however, the tendency became not very 
obvious in 2001. The low vf spreaded from southeast to both northeast and south in 
2001 to 2009. Generally speaking, the areas for medium to high vf in both Zudong and 
Guanxi increased by a slight nearly 20 years, whose relative area extent of the variable 
were respectively 15.82% and 7.17%.The areas for medium to high vf in Fukeng 
declined inconspicuously and the extent of the variable for relative areas was 16.33%. 

3.2 Analysis to Dynamic Variation for Vegetation Fraction  

According to the time limit for the conversion of mining technologies and stop mining, 
remote sensing images could be classed as 3 periods as follows: the first stage, the 
period for pond leaching (refer 1988, 1991 and 1993); the second stage, the period for 
in situ leaching (refer 1995.1999 and 2001); the third stage, the period for stop mining 
(refer 2002, 2004, 2006 and 2009). It calculated the average of each period as the vf for 
the mineral district in the stage by using the same path and row images. The methods 
from reference 3 and reference 14 were used to calculate dynamic variation for vf in 
each mineral district for 3 stages. Positive change shows the vegetation growth in good 
condition and the gross increases. On the contrary, negative change indicates the 
vegetation growth in poor condition and the gross decreases. In addition, no change 
reflects the vegetation growth in steady condition. All the results showed as figure 3. 

 

Fig. 3. The Dynamic Change for Vegetation Fraction in Different Stages 
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Figure 3 showed that the difference for dynamic variation of vf in each mining area 
in 3 stages. From stage 1 to stage 2, the districts for no change mainly dominated in the 
north and southeast of Zudong, whose areas took up 59.40% of the whole mineral 
district. The districts for the negative change whose areas took up 11.24% of Zudong 
only concentrated in core exploitation areas, besides, contributed dispersedly in west 
and southwest. Positive change areas were mainly in south-center whose areas took up 
29.36%. The districts for negative change concentrated in north-center whose areas 
were equal to the districts for low vf and took up 9.05% of Guanxi. Others are positive 
change districts and no change districts, whose areas took up 11.44% and 79.51% 
respectively. The areas for no change and positive change of vf took up respectively 
50.18% and 43.75% of the whole Fukeng. Similarly, districts for negative change 
concentrated on core exploiting mining, whose areas took up 6.06%.  

From stage 2 to stage 3, the districts for negative change in Zudong expanded to 
south and northwest whose areas took up nearly 16.52%. The districts for no change 
took up most parts of the mining districts, but the districts for positive change only 
distributed sporadically in east and southwest. The districts for negative change 
spreaded to northwest whose area took up 11.35% of Guanxi. The areas for no change 
and positive change took up respectively 81.98% and 6.16%. The districts for negative 
change distributed in the core mining and most part for east of Fukeng, whose area took 
up 27.96%. The districts for positive change distributed mainly in the northwest whose 
area only took up 3.99% of the whole mineral area. 

4 Discussion 

The reasons for the spatial-temporal discrepancies of vegetation fraction in each 
mineral district were concluded in the paper as follows based on field investigations 
and relative materials. 

The production life for each mineral district was different. The longer for mines 
were opened up, the more serious the environmental problem showed. The relative area 
for low vf in Zudong and Guanxi was larger than Fukeng. The relative area for negative 
change of vf in Zudong was 5.18% larger than Fukeng that reflected the production life 
effected the dynamic variation for vf. 

Different mining technologies resulted in various influences on vf. In situ leaching 
technology damaged the vegetation in only limited locality instead of large scale. The 
vegetation recovered rapidly in non concentrated mining districts in the early period 
(refer around 1994) due to mining technology change. The area for medium to high vf 
in each mineral district extended and low vf merely limited in core exploitation areas 
from 1993 to 1995. Acid leaching-ore chemicals broke down stress balance of the 
origin rock-soil which aggravated soil erosion and vegetation degradation in the middle 
and later periods for using in situ leaching technology. The situ leaching technology 
caused less disruption for vegetation with stopping mining rare earth gradually during 
2000 to 2002. Meanwhile, the relative area for medium to high vegetation fraction has 
increased slightly in mineral districts in the period. 
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Relative comprehensive preventive measures influenced vf. Comprehensive manage 
measures have been taken in the mining environments in Longnan County since 1983, 
however, the recovery for vegetation was not significant. The local has started first 
stage project on rare earth mines environmental protection since 2007 which played a 
role in vegetation recover in some degree. The relative areas for low vegetation fraction 
in Zudong and Guanxi decreased from 2006 to 2009, however, the relative areas for 
medium to high vegetation fraction decreased in Fukeng due to its fragile environment 
and the increase of the illegal mining actives. 

5 Conclusions 

The paper made the following preliminary conclusions based on above-mentioned 
research for vegetation fraction of rare earth mineral districts in Longnan County. 

(1) There were spatial-temporal differences of vegetation fraction in mineral 
districts. Mining areas usually manifested low vegetation fraction. The total area for 
low vegetation fraction declined slightly in Zudong and Guanxi nearly 20 years. On the 
contrary, it increased slightly in Fukeng. 

(2) The dynamic variation for vegetation fraction varied from each mining district. 
The vegetation fraction in mining areas showed negative change that indicates the 
vegetation deterioration and the gross reduction. But the vegetation fraction in non 
mining area showed no change reflected that the growth status of vegetation is steady. 

(3) The major factors caused spatial-temporal differences of vegetation fraction in 
mineral districts are the length of production life, different mining technologies and 
preventive measures. The longer mining history, the more severely the vegetation was 
destroyed. In situ leaching technology merely played a prominently role in vegetation 
recovery in the early period. Preventive measures improved the vegetation fraction in 
mineral districts to a certain degree though not very obviously.  
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Abstract. The government and enterprises, in China, set out to cope with the 
congestion problem using effective solutions about intelligent transportation 
systems. Not only do they slow down transportation pressure but also make 
response to green travel, energy conservation and emission reduction. This is a 
new digital ecological engineering. Traffic Message Channel is regarded as a 
complete set of Intelligent Transportation System in releasing the dynamic 
information in real-time manner. It is currently the most popular solutions about 
transportation congestion. It makes great contribution for digital ecological 
engineering. This paper will analyze the process of data release. It is crucial to 
think about new contents of key links of data release in a complex environment 
of Chinese special transportation infrastructure construction and the uncertain 
collecting way. There are three main aspects such as data fusion, data matching, 
data releasing. We put forward reasonable approaches to deal with problems 
that we encountered by in-depth research on three main aspects. The 
experiments verified the feasibility of schemes which can improve the accuracy 
and efficiency about TMC traffic information releasing and provide the 
technical reference. 

Keywords: ITS, TMC, data fusion, data matching, data releasing. 

1 Introduction 

The government and enterprises, in China, set out to cope with the congestion 
problem using effective solutions about ITS. Not only do they slow down 
transportation pressure but also make response to green travel, energy conservation 
and emission reduction. Real-time traffic dynamic information system is critical 
system in ITS. Therefore, people carry out a series of high-tech electronic technology 
such as VICS [1], TMC [2]. The TMC enriches connotation of GPS navigation system 
and GIS maps in terms of functions and applications. 

The TMC technology originated in Europe, nowadays, becomes one of the major 
European traffic information service modes. It makes a great contribution to solving 
the traffic jams and meeting the higher demands of travel demand [3].At the same 
time, TMC FORUM of its attached product promotes the TMC standardization and 
industrialization. So far, it is the only certified international standard in traffic 
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information standardization industry [4].In 2005, ERTICO brought RDS-TMC in 
China. With the development of it, it has ensured that a series of large-scale activities 
such as Beijing Olympic Games in 2008, Shanghai World Expo in 2010, and so on. 
However, TMC in China is immature. For adapting to complexity in China, people 
have to put forward new solutions and relevant measures to deal with unexpected 
situations. Therefore, we need to conduct in-depth research about the key links of data 
release, and put forward new problems and solutions. 

2 A Basic Processing of Data Releasing in TMC 

According to the principle of RDS-TMC [5, 6], data releasing follows several steps 
(Figure 1). 
(1) Gaining data sources. All kinds of traffic information will be unified to a 

processing platform for operating, analyzing and processing. The data accessed 
can be divided into two kinds of data sources (internal data about point source 
and external data about line source).Firstly, point sources are FCD data from 
vehicles equipped with GPS. Secondly, we inert partners’ traffic information 
sources of relevant cities. Thirdly, we collect real-time traffic information using 
personal acquisition system. 

(2) Setting up Location Table of traffic information in the range of a region or city 
by ourselves. It is the regional or urban road information. A traffic unit consists 
of code of a location point and its offset direction [7]. These data take or receive 
relevant information and are independent of map version. 
 

 

Fig. 1. Transmission data process in TMC 

(3) Loading Matching Table of a certain version of the TMC traffic in a city or an 
area. For realizing spatial display, spatial analysis and processing in the 
processing platform of traffic information, we need to match them to the 
underlying road database. So the process needs to build a matching relationship 
between location points and roads in the basic electronic map. 

(4) Coding interpretation and feedback. When processing platform of traffic 
information has completed processing data, it could send TMC message to one or 
more of clients. Standard TMC user messages provide five basic items of broadcast 
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information [8]. When clients receive TMC message, they employ MT to 
reconstruct the original message. The forms could be video images or text feedback. 

3 Discuss Key Links of Releasing Traffic Information in TMC 

3.1 Integrating a Variety of Traffic Information Data Sources 

According to different data formats and standards provided by the traffic data 
suppliers, there are two methods to implement data source integration: 
(1) Integrating internal data. At present, we directly use of current popular FCD 

detection technology to realize internal information fusion of electronic map.  
(2) Integrating external data. External data fusion mainly uses custom mapping table 

technology. Because of uncertainty of storage format of the data, the difficulty of 
the data fusion will be more and more important. The core idea is to create the 
mapping relationship between customers’ data and their own data of electronic 
map. There are two ways to solve problems. 

a) Rely on customers’ traffic flow information. 
All kinds of sensors (such as "microwave detector", etc.) and "video detector" 
are common professional equipment of collecting data. It is critical to create a 
corresponding set of mapping table for each data source provider. We need to 
match a corresponding set of mapping table according to serious of sensors’ 
message. However, these relationships between both of them are one-to-one, 
one-to-many, many-to-one, many-to-many, etc. Figure 2 is that an example 
about customers’ freeway traffic data integrated into the corresponding 
services’ system in Beijing venues of 2010 Shanghai World Exp. 

 

Fig. 2. Customers’ freeway traffic data integrated into unified servers’ system 

b) Rely on listening to the radio, the service hotline about traffic accidents.  
Its existence is characterized in the form of text broadcasted, which makes up 
for blind sides of sensors. It is difficult to fast search corresponding to the 
intersection between the sections. We need to unify data access specification in 
order to avoid inputting disordered and wrong data. Therefore, before accessing 
this kind of data, we need to subdivide roads of the city into details. You can 
refer to the following instance (see Table 1). It establishes a certain section 
between two road crossings. 
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Table 1. An example that one text transformed into a certain links 

Road 
name 

Direction Start Point End Point Link ID ID Length 

A W-E B C 595662003216 1 84 

A W-E B C 595662003247 2 17 

A W-E B C 595662003250 3 51 

A W-E B C 595662003251 4 158 

 
Multi-channel data fusion also leads to overlapping redundancy or different 

conflicts. Hence, we take effective measures to realize accurate information 
sharing, which is to be thinking. 

3.2 Creating Location Table  

Location Table of TMC can determine the range of data release and label. The 
production rule of LT has been relatively complete, but some principles of LT are not 
applicable in China. There are classic characteristics that Location Tables layout different 
content. The TISA distributes 31 location table codes to China for its vast territory. 

 

Fig. 3. Separation and Mergence Results 

One table may contain a city or a province, or even several provinces. It can 
control well in various local cities, but increases cost about production, management 
and version maintenance, and relations of road links among location tables may be 
missed. Nowadays, we are able to abstract effectively different city from an enormous 
table using relevant specification, and automatically match intersection of the same 
position (see Figure 3).Figure 3 is that LT of Shenzhen (pink points) and LT of Hong 
Kong (green points) are merged (left) or are separated (right). 
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3.3 Generating Matching Table 

After making LT in TMC, we need to load real-time traffic flow data to TMC 
messages. The key in this process is to establish a relationship between location table 
and road ink in the electronic navigation map. Therefore, establishing a matching 
table is establishing a two-way mapping between location table and electronic map. 
Different electronic map data is banded its unique Matching Table [4]. MT is used to 
match every traffic unit of location table. The following example shows the process of 
matching the location point to the electronic map links (see Table 2、Figure 5).  

Table 2. The unit of Matching Table related to Location Table 

Mesh Link ID Table Code LCD Direction 

595672 595672556789 32 16 + 

595672 595672556790 32 16 P 

 

Fig. 4. The process of matching the location point to the electronic map links 

 

Fig. 5. A diagram of the relationship between LT and MT in application of TMC 
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Figure 5 is a diagram of the relationship between the TMC coding and navigation 
electronic map. You can see that matching table which connects the location table and 
the traffic link guides the process of travel. 

3.4 Releasing More Tenses Data 

As time goes on, some road will be rectified, newly built, abandoned, or changed road 
names. We need to change LT and MT to ensure that data is accurate and consistent. 
It appears the following questions: 
(1) Adding location point. The new version releases some codes which 

customers can't be received by old customers.  
(2) Deleting location point. The new version does not release the old position 

point codes.  
(3) Changing location point. The new version of information released and the 

old version of information released is not consistent.  
(4) There are other secondary attributes which do not affect the overall 

information such as road level, road name, and so on. 
The 1), 2), 4) update items are a kind of regular update. But 3) update item often 

results in the inconsistency between two different versions of maps. When a new 
version is released, it doesn't get updated at once because of a long and cyclical 
renewability for an old version. We put forward a way to establish a differential 
relationship between two different versions in order to realize the accurate interaction 
between data. Table 3 is an associated form created for them. Generally, updated 
medium-sized city doubles the efficiency, and data accuracy also will be greatly 
improved. 

Table 3. A difference table about two different versions of LT 

ID Mesh Versio
n 

Level LCD Direction Length Type Description 

1 595672 8/9 4/4 95/19|20 -/- 90/27|63 4 Divide 

2 595672 8/9 3/1 2/13 +/+ 45/45 1 Level* 
3 595672 8/9 4/4 20/20 -/+ 50/50 2 Direction* 
4 595672 8/9 2/2 31/201 -/- 78/113 5 Combine 
5 595672 8/9 2/2 32/201 -/- 35/113 5 Combine 

6 595672 8/9 4/ 109/ +/ 33/ 3 Delete 

 
Note: “*/*”is compared between previous version and next version (previous 

version/ next version). “Level*”is meaning of changed level; “Direction*”is meaning 
of changed direction. 

4 Conclusions 

TMC has been widely used in the Internet, in-car devices and others. By researching 
the key links of data release in TMC, by and large, we solve a series of problems in 
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the process of data transmission, and can greatly improve the efficiency and quality of 
work. Although TMC in China still have an advantage in a great degree, its display 
effect and intensity, compared with RTIC [9] and VICS, are slightly worse. It is 
necessary to increase the density of the road network and enhance visual effects. At 
present, with the development of networking technical and vehicular networking 
technology, ITS will have a wider application prospect. Finally, it can ensure that the 
information is obtained in real time, communicated in effective and accurate methods. 
It is worth further research and verification [10]. 
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Abstract. On the basis of the daily precipitation and mean temperature data of 
583 meteorological stations, and AVHRR GIMMS NDVI materials from 1982 
to 2006, the NDVI (annual maximum NDVI), annual precipitation and annual 
accumulated temperature above 10℃ (AT10) of grassland in vegetation 
regionalizations were obtained in China. Then the Mann-Kendall test and linear 
trend analysis were applied into the trend analysis of NDVI, precipitation and 
AT10 on per-pixel and vegetation regionalization scales respectively. And the 
correlation analysis and binary linear regression analysis were used to study the 
relation between NDVI and precipitation and AT10. The result showed that the 
NDVI of grassland was increasing significantly in the subtropical broadleaf 
evergreen forest regionalization, while the precipitation and AT10 were 
decreasing. And the NDVI of grassland are positive related to the precipitation 
and AT10 in temperate steppe and desert regionalization. The NDVI, 
precipitation and AT10 of grassland were increasing in Qinghai-Tibet plateau 
alpine vegetation regionalization. However, the NDVI-precipitation correlation 
and NDVI-AT10 correlation were negative and positive respectively. 

Keywords: NDVI (Normalized Difference Vegetation Index), the accumulated 
temperature above 10℃ (AT10), precipitation, spatial and temporal variation, 
vegetation regionalizations, grassland in China. 

1 Introduction 

The relation between climate change and vegetation dynamics are complex in global 
and regional scales [1,2,3,4]. The spatial and temporal variation of vegetation is 
research hotspots under the global warming condition. And Normalized Difference 
Vegetation Index (NDVI) has been effectively used in vegetation dynamics monitoring 
and the study of vegetation responses to climatic changes at different scales during the 
past few years [5,6,7,8]. Precipitation and temperature are two key climate factors 
during the climate changes and most important climate factors for the growth of 
vegetation. Climate warming has an huge effect on the distribution of precipitation and 
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temperature in China [9,10,11,12,13], and NDVI would be impacted immediately. So 
studying the relation between climate change and vegetation dynamics is helpful to 
predict the change of vegetation and protect the ecology. 

Many works have been done on the relation between NDVI and climate factors 
(precipitation and mean temperature) [14,15,16]. However, few works focus on the 
accumulated temperature, which can represent the thermal condition better than mean 
temperature during the growth of vegetation. 10℃ is the most suitable initial 
temperature for vegetation growth in China [17], thus the accumulated temperature 
above 10℃ (AT10) is an important index of the heat condition, which affects the 
temporal and spatial distribution of vegetation directly [18,19]. Additionally, the 
respond of NDVI in regions with different vegetation type and underlying surface to 
climate change is very different [20,21]. Therefore, it is necessary to analyze the 
relation between NDVI and climate factors on the region with approximate underlying 
surface and climate. 

The grassland resource is rich in China, and most grassland is located in the 
northwest of China, where the density of population is low and industrial is 
underdeveloped. It can reduce the human activity effect on the respond of NDVI to 
climate change. In this study, the grassland was extracted according to the land-use data 
of China. And in order to eliminate the effect of underlying surface on the respond of 
NDVI to climate change, the grassland is divided into different study areas based on the 
vegetation regionalizations. The purposes of the study are: (1) to detect the trend of 
NDVI, precipitation and AT10 from 1982 to 2006 for grassland in China and the spatial 
distribution of the trend; (2) to study the correlation coefficient between NDVI and 
climate factors (precipitation and AT10) of grassland in different vegetation 
regionalizations and the spatial distribution of the correlation coefficients; (3) to detect 
the different respond of NDVI to the change of precipitation and AT10 in different 
vegetation regionalizations; (4) to construct the binary linear regression between NDVI 
and climate factors of vegetation regionalizations. 

2 Materials and Methods 

2.1 Materials 

2.1.1 NDVI Dataset 
The NDVI dataset in this study are GIMMS (Global Inventory Monitoring and 
Modeling Studies) NDVI (Normalized Difference Vegetation Index) dataset, which 
have been corrected for calibration [22]. And it was derived from the AVHRR 
(Advanced Very High Resolution Radiometer) land dataset at a spatial resolution of 8 
km×8 km and 15-d interval from the Global Inventory Monitoring and Modeling 
Systems group. The annual NDVI dataset from 1982 to 2006 was obtained using the 
Maximum Value Composite (MVC) method, which selects the highest observation for 
each pixel from a predefined compositing period to represent the current period. This 
approach was based on the logic that low-value observations are either erroneous or 
have less vegetation vigor for the period under consideration [23].  
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2.1.2 Meteorological Materials 
The meteorological materials included daily mean temperature and precipitation from 
1982 to 2006 of 583 meteorological stations from the China meteorological data 
sharing service system (http://cdc.cma.gov.cn/). Annual accumulated temperature 
above 10℃ (AT10) and precipitation were calculated by the daily meteorological 
materials, and the overall country grid data of annual precipitation and AT10 with the 
resolution of 8 km×8 km was obtained from the 583 meteorological stations by the 
original kriging interpolation with ArcGIS 9.3 software. The location of the 583 
meteorological stations are shown in Fig.1. 

 

 

Fig. 1. The distribution of grassland and vegetation regionalizations and location of 583 
meteorological stations 

2.1.3 Landuse Materials and Vegetation Regionalizations 
The 2000 land use map with the resolution of 1 km×1 km was used in the study, which 
was obtained from Data Center for Resources and Environmental Sciences Chinese 
Academy of Sciences (RESDC) (http://www.resdc.cn). Landuse were divided into two 
parts (grassland and non-grassland), and the two parts were resampled to a spatial 
resolution of 8 km×8 km respectively. In order to eliminate the mixed pixel and 
improve the purity of grassland, overlaps grids produced by resampling were 
eliminated from the grassland grids. Finally the distribution of grassland is shown in 
Fig.1. The data on vegetation regionalizations were digitized from the 1:1,000,000 
vegetation regionalizations map of China mapped by the editorial committee of 
vegetation map of china, chinese academy of sciences. According to the vegetation 
regionalizations, China can be divided into 8 regions, which are shown in Fig.1. The 
names of vegetation regionalizations and area of grassland are shown in Table 1. The 
grassland was mainly distributed in the Division.4 and Division.6-8. Therefore, this 
study focused on the grassland NDVI in Division.4 and Division.6-8. The NDVI, 
precipitation and AT10 of Divisions are the average value of every pixel in the 
grassland Divisions. 
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Table 1. Areas of grassland in vegetation regionalizations 

Name of vegetation regionalizations 
Area/10,000 

km2 
Division 

Choose 

Cool temperate and temperate needleleaf forest 
regionalization 

4.81  Division.1 
× 

Temperate mixed needleleaf and broadleaf 
deciduous forest regionalization 

1.35  Division.2 × 

Warm temperate broadleaf deciduous forest 
regionalization 

9.02  Division.3 
× 

Subtropical broadleaf evergreen forest 
regionalization 

42.31 Division.4 
e 

Tropical (monsoon) rain forest regionalization 3.67  Division.5 × 

Temperate steppe regionalization 67.19 Division.6 e 

Temperate desert regionalization 97.36 Division.7 e 

Qinghai-Tibet plateau alpine vegetation 
regionalization 

141.66 Division.8 
e 

2.2 Methods 

2.2.1 Mann-Kendall Test 
As a non-parametric test method recommended by the World Meteorological 
Organization, Man-Kendall test method has been widely used in the analysis on the 
time-series changes of temperature, precipitation, runoff [24,25,26] and remote sensing 
image [27]. In this study it was applied for the trend tests of NDVI, precipitation and 
AT10 for grassland Divisions. With the Mann-Kendall test, suppose that an observed 
sample data set (xi, i=1,2,…,n) is available, Z follows the standard normal distribution 
based on the equation as follows: 

0    000                             (1) 

Where ∑ ∑ ,
101    000 , 

. The null hypothesis that there is no trend is rejected when the 

computed Z value is greater than Za/2 in absolute value. And when Z > 0, it means the 
trend of the data set has an increasing trend. Otherwise, it will be a decreasing trend.  
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What’s more, the significance of β is assessed based on the null distribution of slope, it 
can be computed by the equation (3) to represent the magnitude of trend.    1                      (2) 

2.2.2 Linear Trend Analysis 
The linear trend was estimated by regressing it as a function of time over the study 
period. The linear trend of yearly maximum NDVI, annual precipitation and AT10 
from 1982 to 2006 on a per-pixel basis (8km×8 km) were examined. Expression is 
shown in (3) [8].  ∑ ∑ ∑∑ ∑                     (3) 

Where xj means the available in j year; n is the length of the variable, and n = 25 in this 
study; θ is the linear trend slope. Then to analyze the effects of climate factors on NDVI 
changes, NDVI-precipitation and NDVI-AT10 correlation were determined on a 
per-pixel basis from 1982 to 2006. Expression is shown in (4). ∑∑ ∑                           (4) 

where xj and yj mean the two related variable in j year. x and y represent the mean 
value of two variable in n years. rxy is the correlation coefficient between the x and y; rxy 
> 0 means x is positive related to y; rxy < 0 represent x is negative related to y. And the 
absolute value of rxy is bigger, the correlation between the x and y is better. 

3 Results and Discussions 

3.1 Trends of NDVI, Precipitation and AT10 

The trend of NDVI, precipitation and AT10 are different in vegetation regionalizations 
with different climate and underlying surface. The grassland NDVI of Division.4 had a 
significant decreasing trend (5% level), but the grassland NDVI of Division.6-8 
showed an increasing trend (table.2). The linear slope of grassland NDVI in Division.6 
was the biggest. The result was consistent with the reality that the desertification in 
some parts of north China has been reversed since the 1980s [28,29,30]. The 
precipitation was decreasing in Division.6, but the precipitation of Division.4, 7 and 8 
were increasing. And the precipitation variations of Division.8 in 1981 and 1996 were 
abnormal high. The result may owed to the shortage of meteorological stations in 
Division.8. The AT10 of all the Divisions had a significant increasing trend and the 
increasing trend was absolutely significant in the 21st century. The trends of 
precipitation and AT10 in grassland were in agreement with the previous study [11,17]. 
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Table 2. Trend of NDVI, precipitation and AT10 in grassland Divisions 

Divisions 
NDVI precipitation AT10 

β Z β Z β Z 

Division.4 -0.0013  -3.0128* 0.6123 0.4437 9.4113 2.4523* 

Division.6 0.0020  2.3589* -2.4034 -1.8450 14.7402 3.6667* 

Division.7 0.0006  1.3779 0.8284 1.9385 15.9633 3.8069* 

Division.8 0.0007  2.3589* 0.1030 0.0701 9.7521 4.6476* 

* represent the test result satisfied significant level at α = 0.05. 

3.2 Spatial Distribution Changes of NDVI, Precipitation and AT10 

Due to the different terrain and vegetation types, the distribution changes of NDVI, 
precipitation and AT10 were very different. The precipitation was increasing in the 
northwest of grassland except for the region of Himalayan Mountain (Fig.2b). And the 
AT10 was generally increasing overall grassland besides parts of Division.4 and 7. The 
possible reason is that the part of Division.4 is located in the Hengduan Mountains 
region with complex terrain and diversity variety of vegetation. The part of Division.7 
is located around the Tarim basin with the Tarim desert, the biggest desert of China. 
The distribution of region with decreasing AT10 is consistent with those obtained by 
 

  

 

Fig. 2. Spatial distribution trend of NDVI, precipitation and AT10 from 1982 to 2006, (a) 
distribution of annual NDVI trend, (b) distribution of annual precipitation trend, (c) distribution 
of annual AT10 trend 

. 

  

 

a b 

c 



376 S. Liu et al. 

 

Dong et al. (2009). Although both of precipitation and AT10 were increasing in 
Division.4, the NDVI was overall decreasing. The reason is that the NDVI in 
Division.4 responds differently to the climate factors because of the complex terrain 
and vegetation diversity there. However, the NDVI had an increasing trend in most of 
Division.6-7 (Fig.2a). It is because that the increase of precipitation and AT10 provided 
much more moisture and thermal conditions for growth of vegetation in this regions. 

3.3 Correlation between NDVI, Precipitation and AT10 

Different Divisions have different climate and vegetation types, so the responses of 
grassland NDVI to the changes of precipitation and AT10 were different (Fig.3). The 
grassland NDVI was negative related to the precipitation and AT10 in Division.4. It is 
because that the complex topographic and vegetation diversity there made the relation 
between NDVI and climate factors abnormal. The grassland NDVI was positive related 
to precipitation and AT10 in Division.6 and 7, and the NDVI-precipitation correlation 
coefficients were higher than NDVI-AT10 correlation coefficients. The reason is that 
Division.6 and 7 are located in the arid and semi-arid region, the precipitation is the 
restriction climate factor for the growth of vegetation there. The NDVI was negative 
related to the precipitation and positive related to the AT10 in Division.8, especially in  
 

 

Fig. 3. Spatial distribution of correlation coefficient between NDVI, precipitation and AT10, 
(a) distribution of correlation coefficient between NDVI and precipitation, (b) distribution of 
correlation coefficient between NDVI and AT10 

Table 3. Correlation coefficient between NDVI and climate factors 

Divisions 
Vegetation regionalization 

NDVI & precipitation
NDVI & 

AT10 

Division.4 
Subtropical broadleaf evergreen forest 

regionalization 
-0.1618 -0.5094* 

Division.6 Temperate steppe regionalization 0.3611 0.1967 

Division.7 Temperate desert regionalization 0.6808* 0.0722 

Division.8 
Qinghai-Tibet plateau alpine vegetation 

regionalization 
-0.1035 0.2086 

* Correlation coefficient at 0.05 significant level. 

 

a b 
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the Himalayan Mountain region (Fig.3). There are many glaciers and snow covers on 
Qinghai-Tibet plateau, and the AT10 was increasing there. So the increasing of AT10 
not only provided much more heat, but also more moisture for the growth of grass, 
since the glaciers and snow covers melt by the increasing of AT10.  

3.4 Binary Linear Regression Analysis of NDVI, Precipitation and AT10 

Binary regression analysis was applied to quantify the relation between NDVI, 
precipitation and AT10 in different Divisions. The results are shown in table 4 (N, P 
and T represent NDVI, precipitation and AT10 of the division respectively.). The 
multiple regression coefficients are absolute significant in Division.4, 6 and 7. It means 
that the grassland NDVI are closely related to precipitation and temperature, so we can 
estimate the variation of grass NDVI based on the information of precipitation and 
AT10 there. However, the multiple regression coefficient was very low in Division.8, 
so the correlation between NDVI, precipitation and AT10 is weak. The possible reason 
is that part of the heat was used to melt the glaciers and snow covers in the 
Qinghai-Tibet plateau in Division.8. So the transformation between moisture and heat 
impact the real relation between NDVI and precipitation and AT10. 

Table 4. Regression equations of NDVI and precipitation and AT10 

Divisions Regression equations R2 

Divisions.4 N = -0.0370P - 0.1852T + 0.7898 0.2723* 

Divisions.6 N = 0.1358P + 0.2244T + 0.1576 0.2699* 

Divisions.7 N = 0.0741P + 0.0343T + 0.1694 0.4808* 

Divisions.8 N = -0.0046P + 0.0326T + 0.2433 0.0480 

* Correlation coefficient at 0.05 significant level. 

3.5 Effects of Latitude and Elevation 

Previous studies reported that underlying surface factors (as elevation and latitude) 
have effects on the distribution and growth of vegetation [21,31]. So the relation 
between the correlation coefficient (NDVI-precipitation and NDVI-AT10) and 
underlying surface factors (elevation and latitude) of the meteorological stations on the 
grassland were studied (Fig.4). The result showed that the correlation coefficient 
(NDVI-precipitation and NDVI-AT10) was higher on the stations in higher latitude, 
and the correlation coefficient (NDVI-precipitation and NDVI-AT10) was lower on the 
stations with higher elevation. What’s more, the NDVI-precipitation correlation 
coefficient was more sensitive than NDVI-AT10 correlation coefficient to the 
underlying surface factors, and the correlation coefficient between the 
NDVI-precipitation correlation coefficients and underlying surface factors was 
significant higher than that of NDVI-AT10 correlation coefficient. Generally speaking, 
both of the correlation coefficient between the correlation coefficient 
(NDVI-precipitation and NDVI-AT10) and underlying surface factors were low and 
insignificant, it means that the effects of latitude and elevation on the correlation of 
NDVI-precipitation and NDVI-AT10 were weak and the NDVI-precipitation and 
NDVI-AT10 correlations obtained before were effective. 
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Fig. 4. Relation of correlation coefficient and latitude and elevation in 130 meteorological 
stations (the station in the grassland), (a) relation between NDVI-precipitation correlation 
coefficient and latitude, (b) relation between NDVI-AT10 correlation coefficient and latitude, (a) 
relation between NDVI-precipitation correlation coefficient and elevation, (a) relation between 
NDVI-AT10 correlation coefficient and elevation 

4 Conclusions 

In this study, spatial and temporal changes of NDVI, precipitation and AT10 of the 
grassland were studied from 1982 to 2006 in China. And the relation between the 
NDVI and climate factors in different vegetation regionalization were analyzed and 
quantified. The result showed that: (a) the NDVI of grassland was increasing 
significantly owing to the complex topographic and vegetation diversity in the 
subtropical broadleaf evergreen forest regionalization (Division.4), while the 
precipitation and AT10 were increasing. (b) The grassland NDVI were positive related 
to the precipitation and AT10 in temperate steppe and desert regionalizations 
(Division.6 &7), especially to precipitation. It means the precipitation is the restrictive 
climate factor for the growth of grass there. (c) The NDVI, precipitation and AT10 of 
grassland were increasing in Qinghai-Tibet plateau alpine vegetation regionalization 
(Division.8). However, the correlation coefficient between NDVI and precipitation was 
negative and correlation coefficient between NDVI and AT10 was positive. The 
possible reason is that the transformation between moisture and heat impact the real 
relation between NDVI and precipitation and AT10, and this transformation makes the 
AT10 a more important climate factor for the development of the grass in Division.8. 
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Abstract. The purpose of this study is to make an attempt on establishing a 
method to assess water management for larger irrigated area using remote 
sensed information. Firstly, we analyzed the crop water consumption rule 
during the whole growing stage taking winter wheat as an example. Then the 
remote sensed assessment method of water use efficiency was established, 
which took remote sensed ET, biomass and observed precipitation as input data. 
Finally, the method was applied for the assessment of irrigation water use 
efficiency in Beijing Tongzhou district over the three growing seasons of 2003-
2004, 2004-2005, 2005-2006 of winter wheat. In the end, the feasibility of this 
method is validated by comparison the results with year-to-year variation of 
statistical yields. The assessing results can be used for water managers and 
policy makers in improving irrigation water use efficiency. 

Keywords: evapotranspiration, water consumption, biomass, water use 
efficiency, water productivity. 

1 Introduction 

Water shortages are already a major global issue in recent years that needs to be 
addressed urgently, and the problem in the Northwest and the North China is getting 
particularly serious, which has become a key factor affecting agricultural 
development. In order to solving the embarrassment of water scarcity, the government 
increased investment in strengthening construction of non-project measures saving 
water. Developing water-saving and efficient agriculture is regarded as a basic 
national policy. 

So if water is managed more efficiently, so that crop yield per unit of water 
consumption increases. For effective monitoring of irrigation and efficient irrigation 
management, accurate estimation of real irrigation applications is an essential task. 
Food production and water use are two closely linked processes. As the competition 
for water intensifies worldwide, water in food production must be used more 
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efficiently[1]. Crop yield per unit of water consumed, or “water productivity”, is a 
key element in successful water resource management [2]. 

Water productivity(WP), is an accurate indicator of agricultural productivity in 
relationship to the crop’s consumptive use of water, which is defined as the ratio of 
the net benefits from crop to the amount of water required to produce those 
benefits[2]. Put simply, it means growing more food or gaining more benefits with 
less water. In the literature water productivity is mostly expressed as the ratio of 
biomass to evapotranspired water, because separation of E from T was not possible in 
these cases. The temporal and spatial variation of ET and biomass estimated by 
remote sensing(RS) can provide the regional difference of agricultural water 
consumption, so it can be used to assess agricultural water use efficiency objectively. 
So above equation is changed for: WPb=B/ET, where WPb is biomass water 
productivity[1]. 

Improving water productivity is one important strategy for addressing future water 
scarcity. The key objectives of this paper therefore are: (a) to make an attempt on 
establishing one approach to water management for larger irrigated areas based on 
remotely sensed free information; and (b) to assess the water use efficiency of winter 
wheat-growing area  using the approach and then to demonstrate its feasibility. 

2 Study Area, Data and Methods 

2.1 Study Area and Data 

Beijing is located in Haihe River Basin, where is extremely short of water resources. 
Agriculture is the major water consumption industry of Beijing, the irrigation area of 
Beijing is about 4 600 000 mu, irrigation water accounted for 34% of the city’s total 
water resources amount (Beijing Municipal Water Affairs Bureau, 2008). Among the 
main crops in Beijing, winter wheat is with the worst water deficit because fewer 
precipitation in the whole growing season, which is mainly distributing in the eastern 
and southern plains of Beijing.  

The data of remote sensed ET and biomass were collected from the remote-sensed 
ET and biomass monitoring system in Beijing by using MODIS and TM, which could 
provides ET and biomass data with 1km resolution from 2003 to 2006 as half a month 
integrated values, verified by observation data.  

We selected 8 stations of planting winter wheat as sample points, which are all 
below 40m with light loam soil and same climate conditions. As the winter wheat 
growing season lasts from early last October to early June of this year, we 
accumulated ET data of each sample point during this period, so that we obtained the 
wheat water consumption of three growth stages in 2003-2004, 2004-2005 and 2005-
2006. The rainfall data from 2003 to 2006 of 6 stations are collected from the 
China Meteorological Administration Web site, and these data are spatially 
interpolated to attain the spatial resolution matching remotely sensed data. The data of 
winter wheat yield per acre are collected from Tongzhou statistical yearbook[3]. 
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2.2 Biomass Water Productivity Calculations 

Water productivity is defined as the marketable crop yield per unit of actual total 
evaporation (ET)[4]: 

WP = Y/ET. (1) 

 
Where, Y is the crop yield, ET is the actual total evaporation. The AquaCrop 

model, evolved from the FAO I&D Paper No. 33 approach, lead to the equation[5]:  

B=WP•ΣTr. (2) 

 
where, B is the biomass produced cumulatively (kg per m2), Tr is the crop 

transpiration(mm). The water consumed and not recoverable in crop production 
process is normally assessed in terms of evapotranspiration (ET), the sum of 
productive transpiration by the crop (T) and non-productive evaporation from the soil 
(E). The spatial estimates of evaporation and biomass were used to calculate biomass 
water productivity of crop. 

2.3 Analysis of Water Consumption Rules of Winter Wheat 

Other studies[5] have shown that crop water consumption during crop whole growth 
period is closely related to the yields and water productivity. In this section, we put 
the biomass and ET into the above equation for calculating WPb , and then analyze the 
relationship among water consumption, biomass and biomass water productivity. The 
relationships between seasonal ET, WPb and biomass are given by Fig. 1. 

It is obvious from Fig. 1 that WPb and biomass were increased as ET increased, 
then dropped as ET continue to increase. It should be noted that ET higher than 300 
mm(the blue solid line) gave lower WPb and higher biomass, while ET higher than 
408 mm (the red dotted line) gave lower biomass and WPb, which shows that much 
water does not always obtain higher biomass[7]. Thus we get two critical values: 
ET(WPb max)(300mm) as the blue solid line and ET(Bmax) (408mm) as the red dotted 
line, which divide water consumption into 3 regions.  

Based on above analysis, we can draw conclusions as: ET(Bmax) can be 
considered as the water consumption on full irrigation; ET(WPb max) can be 
considered as the base water consumption with ensuring high irrigation efficiency; In 
a region when the crop water consumption exceeds ET(Bmax), if excluding the 
influence of rainfall, it can be regarded as overirrigation region; on the contrary, a 
region when the water consumption less than ET(WPb max) can be considered as the 
irrigation water deficit areas; The region of water consumption between in ET(WPb 
max) and ET(Bmax) will get both optimal water use efficiency and crop biomass. 
Thus, the interval［ETa(WPc’max)，ETa(Bmax)］can be determined as the suitable 
water consumption interval for deficit irrigation in water shortage area. Furthermore, 
we can calculate that the suitable water consumption interval of winter wheat in 
Beijing is 300mm~408mm. 
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Fig. 1. Relationship of ET and WPb, water consumption and biomass of winter wheat 

2.4 Method and Steps for Irrigation Water Use Efficiency 

Based on the analyses, we will establish an approach of assess irrigation performance 
using remote sensed information. In order to ensure the accuracy of the assessing 
result, some factors in the following that need to consider: a) The analyses of water 
consumption rules indicate that in the case of same biomass water productivity, the 
biomass is different because of the different crop consumption, which means that low 
water consumption is corresponded to low biomass and high water consumption 
corresponded to high biomass, but the ratio of both is same. Thus, water productivity 
is not the only index for assessing irrigation water use efficiency. For this reason, first 
this paper makes an attempt on dividing the cropped area into three regions by water 
consumption interval, that can guarantee the existence of a unique biomass water 
productivity for each region; b) Furthermore, crop water consumption is composed of 
three components: ET, rainfall and groundwater recharge. The level of groundwater 
ranges from 10m to 50m in Beijing plain, so its supplement for surface soil water can 
be ignored. Furthermore, in the steps of assessing the irrigation water use efficiency, 
the influence of precipitation need to be considered; c）In order to address the 
difference of irrigating water use efficiency for larger irrigated areas, remotely sensed 
free information is used. 

In general, the main problems in the irrigation water management are irrigation 
water shortage, over irrigation, unreasonable irrigation mode and etc., all of these 
could reduce the efficiency of water management and waste a mass of water resource. 
In view of this, the approach classifies the results into 4 types: water shortage 
area(C1), reasonable irrigation area(C2), unreasonable irrigation area(C3) and over 
irrigation area(C4), and the specific meaning is as follows: 

i. Water shortage area is defined as the cropped region where the irrigation water 
cannot meet crop water requirement during crop growing period. In this area with 
increased irrigation both yield and water productivity increased.  
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ii. Reasonable irrigation area is defined as the cropped region where the proper 
timing and quantity of water to be applied to the crops during the crop growing 
period. It is a high water use efficiency area, where most of the irrigation water use is 
consumed for the production of biomass in the crop production process. Deficit 
irrigation is a strategy in this region that allows a crop to sustain some degree of water 
deficit in order to reduce costs and potentially increase income. It can lead to 
increased net income where water costs are high or where water supplies are limited. 

iii. Unreasonable irrigation area is defined as the cropped region with unreasonable 
timing and quantity of irrigation water, under this condition yield of crop is adversely 
affected with excess or inadequate water supply. Excess water from irrigation sinks 
down into the water table or evaporates from the soil, which reduces the efficiency of 
water use.  

iv. Over irrigation area is defined as the cropped area with over irrigation. The 
amount of irrigating water exceeds the crop water requirement of whole growing 
stage, which causes waste agricultural water. 

Furthermore, in order to make an attempt on assessing irrigation water use 
efficiency for larger irrigated areas, remotely sensed ET and biomass are used in the 
approach. Five steps should be followed to guide use of the approach in assessing 
irrigation water use efficiency taking winter wheat as an example: 

Step 1: The land cover map, used in the approach, is extracted by a multitemporal 
classification methodology based on Landsat TM images, then we get the area of 
winter wheat. 

Step 2: Taking the remotely sensed ET and biomass of half a month integrated 
values as input data, and then analyzing crop water consumption rules to deduce the 
crop water consumption interval[ET(WPb min), ET(Bmax)], on the basis, the crop area 
under winter wheat is divided into three regions by the two critical values. 

Step 3: In the region of ET≤ET(WPb min), all pixels in the area is classified as1; 
Step 4: In the region of ET(WPb min)＜ET≤ET(Bmax), water supplies are limited. 

The main goal of agricultural water management is ensuring high irrigation 
efficiency. According to this, we just select the maximal values of WPb under the 
same ET to draw the ET-WPb scatter diagram and then get the relational curve 
between ET and WPb such as Figure 1. The relational curve also means the target 
water productivity curve as the water consumption changes. By comparison of the 
water productivity of every pixel and the target value of the curve, if the result is 
equal or greater than 1, the pixel is classified 2, else it will be 3. 

Step 5: In the region of ET＞ET(Bmax)，the amount of irrigating water exceeds the 
crop water requirement of whole growing stage. The water in excess comes probably 
from irrigation or rain. Here we use irrigation water consumption(mm) to 
distinguish,and the formula is as follows: 

ID=Σ(ET-Pe). (3) 

 
Where, ID is the irrigation water consumption(mm), and Pe is effective 

precipitation which is defined as the part of rainfall that can be used to meet the 
evapotranspiration of growing crops, which is described by the formula: Pe = P·a. 
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Where P is the observed precipitation, and a is the precipitation effective utilization 
coefficient relating to time rainfall. The following empirical coefficient in China are 
used: if time rainfall is less than 50mm, and then a=1.0, if it is equal or greater than 50 
but less than 150, and then a=0.80-0.75, otherwise it is equal or greater than 150mm, 
and a=0.7. 

If ID is equal or less than 0, and then The water consumption in excess comes mainly 
from precipitation and the area will be classified 2, else if ID is greater than 0, and then 
he excessive water is from irrigation and the corresponding area is classified as 4. 

3 Results and Discussion 

3.1 Application of the Assessing Approach 

The method was applied for the assessment of water using efficiency of Beijing 
Tongzhou district over the three growing seasons of 2003-2004, 2004-2005, 2005-
2006 of winter wheat, taking precipitation, ET and biomass by RS as input data. To 
assess the irrigation performance, WPb was calculated and the relationships among 
seasonal ET, biomass and WPb of winter wheat were established. The suitable water 
consumption interval of winter wheat in Tongzhou District of Beijing is 
300mm~408mm. Results of assessing water use efficiency showed as follows:  

i. In 2003-2004, the order of the area of 4 classes from largest to smallest is: 
C2(52%)>C4(23%)>C1(17%)>C3(8%). The reasonable irrigation area is largest and 
the unreasonable irrigation area is smallest; 

ii. In 2004-2005, the order of the area of 4 classes is: 
C2(42%)>C4(26%)>C3(17%)>C1(15%). The reasonable irrigation area is largest and 
the water shortage area is smallest; 

iii. In 2005-2006, the order of the area of 4 classes is: 
C1(42%)>C2(26%)>C4(17%)>C3(15%). The water shortage area is largest and the 
unreasonable irrigation area is smallest; 

 

  
(a)2003-2004 (b)2004-2005 (c)2005-2006 

Fig. 2. Assessment maps of water use efficiency for winter wheat in Tongzhou district 
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3.2 Validation with the Assessing Results 

The district yield statistics, to some extent, represent a regional ‘ground truth’, offer a 
validation of the assessing results. Table 1 shows the statistical yield and assessing 
classes for winter wheat. As we know, the greater the sum of water shortage area and 
unreasonable irrigation area, the lower the district yield, which is consistent with 
trend like the assessment results as Table 1. The yield of winter wheat in 2004 is 
highest and it is lowest in 2006. Furthermore we go on the analysis combined with the 
weather data in 2006, then find that low rainfall and uneven seasonal distribution 
result in severe water stress, consequently low harvest in the area. 

Table 1. The comparison of assessment results of water use efficiency and yield statistics 

classes  
seasons 

C2 C4 C3 C1 C1+C3 Yield(kg/mu) 

2003-2004 52% 23% 8% 17% 25% 383.58 
2004-2005 42% 26% 17% 15% 32% 364.28 
2005-2006 20% 19% 15% 46% 61% 352.81 

4 Conclusion 

In this paper, we made an attempt on establishing one remote sensed assessment 
approach to water management for larger irrigated area using remotely sensed free 
information. The approach was applied for the assessment of water using efficiency of 
Beijing Tongzhou district over the three growing seasons of 2003-2004, 2004-2005, 
2005-2006 of winter wheat, taking precipitation, ET and biomass by RS as input data. 
In the end, the feasibility of this method was validated by comparison the result with 
year-to-year variation of statistical yields.  

The results of the water consumption rules analysis show that the suitable water 
consumption interval of winter wheat in Beijing is 300mm~408mm, and much water 
is not necessary to obtain higher yield. The study also shows that remote sensing 
information is equity, adequacy and reliability, which can reflect the pixel value 
differences of water use efficiency of large irrigated area.  

The assessing results can be used for water managers and policy makers in 
improving irrigation water use efficiency.  
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Abstract. The GNSS deformation monitoring network of the Three Gorges 
Reservoir is introduced. The GNSS monitoring strategy from 2011 to 2012 is 
elaborately analyzed from technology design, field observation, data processing 
and deformation analysis. The baseline length variations of these GNSS stations 
from 2011 to 2012 are less than 5 mm, and the vertical variation of each station 
is about 10 mm. The computing results show that the two-year’s variation of the 
crustal deformation is small, and then the surface structure variation is stable in 
present around the Three Gorges Reservoir area. 

Keywords: The Three Gorges, GNSS, Crustal Deformation, Monitoring 
Network. 

1 Introduction 

It is usually suggested that there are two physical mechanisms for reservoir-induced 
siesmicity: additional loading of water weight to the existing geostress background 
cause the reservoir-induced seismicity [1]; and decreasing effective normal stress at 
the fault surface due to increasing pore pressure in subsurface rocks [2]. An important 
geologic hazard of TGP is reservoir-induced seismicity, known to have caused 
earthquakes in India (Konya), China (Xinfeng Jiang/Hsingfengkiang), Zimbabwe 
(Kariba), and Greece (Kremasta) (Talwani, 1997). Like natural earthquakes, before 
and after reservoir-induced seismicity will produce crustal deformation [3]. For its 
potential impact on the surface structure around the Yangtze Three Gorges dam site, 
the crustal deformation monitoring system of the Three Gorges Project is to monitor 
the Three Gorges Reservoir area, which is from Yichang to Badong [4]. With high 
precision and real-time monitoring capability, the GNSS (Global Navigation Satellite 
System) becomes one of the main components to monitor crustal deformation of the 
Three Gorges Reservoir area, and to provide a basis for monitoring and forecasting 
earthquakes. This paper first introduces geological background of the Three Gorges 
Reservoir and then reviews composition of the Three Gorges GNSS deformation 
monitoring network. The GNSS monitoring strategy is elaborated from technology 
design, field observation, data processing and deformation analysis. Based on the 
GNSS data from 2011 to 2012, the level deformation and vertical variation of the 
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GNSS station are calculated. The largest baseline length variation between 2011 and 
2012 is in the range of 5 mm, and the vertical deformation is about 10mm in the two 
years. According to usual suggestion, Huanan block is a relatively stable geological 
block, there is no apparent velocity gradient zone and important differential 
movement throughout the plate interior [5], [6], vertical motion is less than 1 mm/a, 
and horizontal motion reaches 6~11mm/a [7]. The level and vertical deformations 
from 2011 to 2012 indicate that the crustal deformation around the Three Gorges 
Reservoir is very small in the two-year period. The results show that the surface 
structure of the Three Gorges Reservoir is relatively stable at present. 

2 Geological Background 

As the river flows east through the Daba mountains, The Yangtze River encounters a 
narrow constriction at the Three Gorges of Qutang, Wu, and Xiling (or Sanxia). The 
Three Gorges area spans two tectonic units, of which the north is Qinling fold belt 
and the south is Yangtze paraplatform with the boundary of Qingfeng fault. Head area 
of the Three Gorges Reservoir is located in upper Yangtze platform fold belt of 
Yangtze paraplatform. The dam of the Three Gorges Reservoir is located on granite 
bodies of Huangling anticline which is a secondary unit of upper Yangtze platform 
fold belt. The strength and stability of this anticlinal structure are the principal reasons 
for the siting of the Three Gorges Dam in its location, near Sandouping town (about 
60 km west to Yichang city).  

There are three main fault and fracture systems of NE-NNE, NNW-NW and NWW 
regional faults in the Three Gorges Reservoir area, which are mainly located in 
surrounding and outlying areas of Huangling anticline, such as Xiannushan fault that 
is 19km from the dam site, Jiuwanxi fault that is 17km from the dam site, Xinhua 
fault that is 40km from the dam site, Wuduhe fault that is 35km from the dam site, 
Tianyangping fault that is 16km from the dam site, Xinhua fault, Gaoqiao fault, 
Zhoujiashan-Moping fault, Jianshi fault, and so on. Firstly, to the southwest of the 
Huangling anticline is the NNW oriented Xiannushan fault, which consists of three 
parallel shear zones [8]. Secondly, the NNE oriented Jiuwanxi fault, which intersects 
the Xiannushan fault, near Zigui, and disappears just to the south of it. Thirdly, the 
Zigui basin is crossed by the Gaoqiao fault zone, which is of similar orientation to the 
Jiuwanxi fault. In addition, the area to the south of Zigui and Badong is characterised 
by a system of secondary faults, which follow the orientation of the fold system in the 
area, i.e. of NE [9]. These secondary fault and fracture systems tend to form ‘weak’ 
zones, which favour slope instability. 

There are several common features of these faults as follows: (1) complex 
structural pattern; (2) the multi-phase activities; (3) frequent small earthquakes. 
During the early-middle Pleistocene of Quaternary, these fault zones occur strike-slip 
movement, and of which gave rise to M4.9 ~ M5.1 earthquakes at some time in the 
past [10], [11], [12], [13]. As a result, future M6.0 earthquakes may most likely occur 
in the interchange area of Xiannushan fault, Jiuwanxi fault and Tianyangping fault, 
and the Badong segment of the Three Gorges Reservoir. Moreover, the later become 
the focus of the GNSS monitoring because lithology and geological conditions of  
the BADN segment are suitable to induce the occurrence of reservoir earthquakes. 
The distribution of faults and the tectonic units are shown in Figure 1. 
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Fig. 1. The GNSS network and geological structure of the study area 

3 GNSS Monitoring Network Constitutes 

Selection of the GNSS station locations is closely link ed with geological and 
topographical conditions and tectonic movements. In order to design and construct 
overall the Three Gorges GNSS monitoring network, we combined geological 
conditions, historical earthquakes and faults distribution around the Yangtze Three 
Gorge dam site [14]. The Three Gorges GNSS monitoring network composes of two 
sections: three GNSS continuous observation stations and 21 GNSS mobile 
observation stations. All stations are built according to the standards of China Crustal 
Movement Observation Network, and established in bedrocks. As base stations, three 
GNSS continuous observation stations were GUFU station, BADN station and Wuhan 
station. All of 21 GNSS mobile observation stations belong to regional sites which are 
located around head area of the Three Gorges Reservoir, potential epicenter-source 
area of Xiannushan fault and Badong area. These regional sites include GUOJ, XAXI, 
TG13, TG14, TG15, TG17, TG18, TG19, TG20, TG28, TG29, TG30, MAO2, TN25, 
MAO2, LIU1, LIU16, HJWD, and so on, of which location information are shown in 
Figure 1. 
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4 GNSS Observations and Data Processing 

4.1 GNSS Observations 

(1) Continuous Observation Stations: The Three Gorges GNSS reference stations 
consist of Wuhan station, BADN station and GUFU station. For the last two station, 
all data is real-time transported by optical fiber. The two reference stations run well 
from 2011 to 2012. Running continuous rate and data good rate of the GNSS 
reference stations in the two years are counted respectively, and the results are shown 
in table 1 and table 2. 

Table 1. The Continuous rates of continuous observation data of the GNSS stations 

Station Observation time Total days Annual day of no data 
Total days 
of no data 

Continuous 
rates 

GUFU 

2011.1.1- 
2011.12.31 

365 111 1 99.7% 

2012.1.1- 
2012.12.31 

366 356-359, 361 5 98.6% 

BADN 

2011.1.1- 
2011.12.31 

365 
99, 100, 124, 245-249, 

300-304 
13 96.4% 

2012.1.1- 
2012.12.31 

366 

064, 065, 134,162-
165,247-264， 

274-283,302-324,352-
361 

68 81.4% 

 

Table 2. The Good rates of continuous observation data of the GNSS stations 

Station Observation time Total days 
Invalid data 

Good rates 
Annual day Total days 

GUFU 
2011.1.1-2011.12.31 364 none none 100% 

2012.1.1-2012.12.31 361 none none 100% 

BADN 
2011.1.1-2011.12.31 352 none none 100% 

2012.1.1-2012.12.31 298 none none 100% 

 
(2) GNSS Mobile Observation: In 2011, the observation time was from November 
30 to December 20, with 7 TOPCON NET-G3A GNSS dual-frequency receivers with 
choke ring antenna. Each observation epoch of sync loops consists of 4 sections and 
lasts 96 hours, all observation section was exceed 22.5 hours, the data quality was 
better. 

In 2012, the observation time was from September 13 to September 26, using eight 
TOPCON NET-G3A GNSS dual-frequency receivers with eight TPSCR.G3 choke 
ring antenna. Each observation epoch of sync loops consists of 3 sections and lasts 72 
hours, all observation section was exceed 22.5 hours, the data quality was better. 
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4.2 Data Processing 

GAMIT Software is widely used in satellite orbit determination, ERP solver, crustal 
movement and velocity field studies and the obtained results is with high accurate 
[15], [16]. With regards to this, the observation data of the Three Gorges GNSS 
monitoring network were processed by GAMIT10.4 Software. In order to improve 
data accuracy, we combine GNSS data around the Three Gorges region with others 
samples from over ten IGS stations and "China Crustal Movement Observation 
Network" inside and outside China. 

The main GNSS errors consist of satellite clock bias, GPS receiver clock bias, 
ionospheric refractive error, tropospheric refractive error and phase center variation. 
In this paper, the satellite broadcast ephemeris parameters is used as clock bias 
parameters to correct the satellite clock bias model, clock bias parameters obtained by 
the pseudorange measurements is used to correct the receiver clock bias model, LC 
observations is used to eliminate the refraction effects by the ionospheric 
observations, standard atmospheric parameters is used to correct the effects by the 
tropospheric refraction [17], absolute antenna phase center correction model is used to 
correct the receiver antenna phase center. Based on the GAMIT software, several 
correction models are used to improve processing accuracy of the GNSS data, such as 
solid tide corection model, tide correction model, etc.  

Based on GAMIT10.4 Software, the above GNSS stations data is computed as 
following steps: (1) coordinates and velocities of all IGS stations are transformed to 
an international terrestrial reference frame (ITRF 2008), (2) seven parameter 
transformation is implemented, (3) the daily coordinates and velocities of all GNSS 
stations is computed and adjusted by the above error correction models as weekly 
periods, (4) the above computing results are transformed to the ITRF 2008. In the 
above process, the involved IGS stations data consist of SHAO, WUHN, LHAS, 
URUM, BJFS, KUNM, CHUN inside CHINA, and POL2, KIT3, SELE, KSTU, 
TSKB, TAEJ, GUAM, IRKT, NTUS, USUD, IISC outside CHINA, and so on. 

4.3 Data Analysis 

After the calculation process based on the GAMIT software platform, the obtained 
nominal RMS accuracy of observation stations are 1~3mm in level direction and 
3~6mm in vertical direction, the results fully meet the needs of deformation 
monitoring. Multi-period baseline repetition rate is used to evaluate the GNSS 
observation data accuracy and Baseline relative positioning situation, which is 
calculated as formula(1): 
 

                                                               (1)  

 
 
In the formula (1), R represents the baseline repetition rate, n represents the number 

of the baseline period solutions, ci represents the baseline period solutions, σi 

represents the variance of ci,  represents weighted average of the ci, which is 
calculated as the formula (2): 
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      (2) 

 
 
According to the formula (1) and formula (2), we calculated the baseline length 

and the baseline repetition rate, respectivly. 
The above computing results consist of baseline length, baseline length variation, 

baseline repetition rate, and the vertical deformations. These results of the GNSS data 
from 2011 to 2012 are counted, compared and listed in Table 3 and Figure 2. 

(1)The Level Deformation Results: For the interchange area of Xiannushan fault, 
Jiuwanxi fault and Tianyangping fault, and the Badong segment of the Three Gorges 
Reservoir, the cross-fault baselines length are mainly calculated and contrasted. The 
results on variations of the baseline length from 2011 to 2012 are shown in Table 3. 

Table 3. The amount of change of the baseline length from 2011 to 2012 

Baseline Name 

2011 2012 
Change 
baseline 

length (mm) 
Baseline 
length 

Baseline 
repetition rate

(mm) 

Baseline 
length 

Baseline 
repetition rate

(mm) 

BADN-GUFU 49903.8354 0.6 49903.8326 0.8 -2.8 

BADN-GUOJ 38743.4771 0.6 38743.4780 0.8 0.9 

BADN—XAXI 39071.0374 0.5 39071.0357 0.8 -1.7 

BADN-TG13 42195.4471 0.7 42195.4458 0.5 -1.3 

TG13_TG14 15589.3858 0.8 15589.3866 0.3 0.8 

BADN-TG15 51890.5298 0.7 51890.5307 0.5 0.9 

BADN-TG18 41696.7602 0.4 41696.7596 0.9 -0.6 

BADN-TG17 31185.2081 1.3 31185.2074 0.5 -0.7 

GUFU-TG13 8011.5567 0.4 8011.5567 0.3 0 

GUFU-TG14 23498.7192 1.3 23498.7230 0.4 3.8 

GUOJ-XAXI 1100.5483 0.4 1100.5479 0.8 -0.4 

TG19-TG20 19396.4555 1.2 19396.4573 0.7 1.8 

GUOJ-TG29 48459.3976 0.4 48459.3955 0.7 -2.1 

TG18_TG28 55186.9655 0.7 55186.9643 0.6 -1.2 

TN25-TG19 41023.3491 0.3 41023.3465 0.4 -2.6 

MAO2-TG19 38589.2441 0.7 38589.2422 0.2 -1.9 

MAO2-LIU1 2889.3766 0.6 2889.3739 0.5 -2.7 

HJWD-TG19 35792.9844 0.4 35792.9855 0.5 1.1 

TG28-XAXI 39564.6817 0.8 39564.6830 0.6 1.3 

BADN-TG28 70006.8607 0.7 70006.8564 0.8 -4.3 

BADN-TG29 84865.1713 0.8 84865.1665 1.1 -4.8 
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Fig. 2. Vertical variations of the baseline length from 2011 to 2012 

The statistical results in Table 3 show that variations of the baseline length from 
2011 to 2012 are less than 5 mm; the maximum value of variations is 4.8 mm 
(BADN-TG29), the minimum value of variations is 0 (GUFU-TG13). Variations of 
the baseline length are more twice than the weighted error range. The statistical result 
shows that the level displacement is significant credible and fully meets the 
requirements of crustal deformation monitoring. 

5 Conclusions 

The analysis results on the Three Gorges GNSS data basical faithfully reflect the 
tectonic deformation of the Three Gorges Reservoir area. As a relatively stable 
geological block, there is no apparent velocity gradient zone and important 
differential movement throughout inside of the Huanan block, vertical motion is less 
than 1 mm/a, and horizontal motion reaches 6~11mm/a. The level deformation and 
vertical deformation are integrated analyzed from 2011 to 2012, the results show that 
the crustal deformation in the Three Gorges Reservoir area is small from 2011 to 
2012, and the surface structure of the Three Gorges Reservoir area is relatively stable 
at present. The work has also demonstrated that GPS is a very useful tool of for 
regional geological hazard and crustal deformation monitoring. 

Recent construction activities have triggered and reactivated several large 
landslides. These in turn may affect reservoir capacity and dam safety. We feel that 
our approach is appropriate for a regional-scale assessment of surface structure 
stability and geological haza rd and that our results serve to highlight the need for 
immediate and long-term action plans in this area to ensure that further, inevitable 



396 Z. Jia et al. 

 

developments proceed within suitable engineering guidelines. This paper is only 
given two preliminary analysis results 175 meters after the impoundment water in 
2011 and 2012. In the futuer, more multi-source and long-period data would be used 
for further study. 

References 

1. Gough, D.I., Gough, W.I.: Time dependence and trigger mechanisms for the Kariba 
(Rhodesia) earthquakes. Eng. Geol. 10(2-4), 211–218 (1976) 

2. Hubbert, M.K., Rubey, W.W.: Mechanics of fluid-filled porous solids and its applications 
to overthrust faulting. Geol. Soc. Ame. Bull. 70, 115–166 (1959) 

3. Yu, T.: Crustal deformation and reservoir-induced earthquakes. Crustal Deformation and 
Earthquake 11(2), 8–16 (1991) 

4. Du, R., Xing, C., Wu, Z., et al.: Crustal deformation of Three Gorges Area. Journal of 
Geodesy and Geodynamics 24(2), 23–29 (2004) 

5. Zhang, P., Wang, Q., Ma, Z.: GPS velocity field and active crustal blocks of contemporary 
tectonic deformation in continental CHINA. Earth Science Frontiers 9(2), 430–441 (2002) 

6. Wang, W., Yang, S., Zhao, B., et al.: Present-day crustal movement velocity field in 
Chinese mainland. Journal of Geodesy and Geodynamics 6, 29–32 (2012) 

7. Li, Q., You, X., Yang, S., et al.: A precise velocity field of tectonic deformation in China 
as inferred from intensive GPS observations. Sci. China Earth Sci. 55, 695–698 (2012) 

8. Chen, S.: Atlas of geo-science analyses of Landsat imagery in China. National Remote 
Sensing Centre, Chinese Academy of Science. Science Press, Beijing (1986) 

9. Wu, S., Hu, D., Chen, Q., Xu, R., Mei, Y.: Assessment of the crustal stability in the 
Qingjiang river basin of the western Hubei Province and its peripheral area, China.  
In: Proceedings of the Thirtieth International Geological Congress, Beijing, China,  
pp. 375–385. VSP International Science Publishers, Zeist (1997) 

10. Li, A., Zeng, X.: Engineering Earthquake in the eastern Yangtze Gorges area. 
Seismological Press, Beijing (1996) 

11. Hu, X., Qin, X.: Research on Reservoir-induced Earthquake Monitoring in Three Gorges 
Area. Engineering Science 5(11), 71–74 (2003) 

12. Sun, Y., Tan, C., Wang, R., Hu, D.: An assessment and zonation of regional crustal 
stability in and around the dam region of the Three Gorges Project on the Yangtze River. 
Acta Geoscientica Sinica 17(3), 258–268 (1996) 

13. Han, X., Rao, Y.: Analysis of genesis of reservoir-induced microquakes in Badong reach 
of Three Gorges. Journal of Geodesy and Geodynamics 24(2), 74–77 (2004) 

14. Xing, C., Gong, K., Du, R.: Crustal deformation monitoring network for three gorges 
project on Yangtze river. Journal of Geodesy and Geodynamics 23(1), 114–118 (2003) 

15. Niu, Z., You, X., Wang, Q., Wang, M.: Velocity fields of crust movement of china: 
comparison between results with GAMIT and GISPY. Journal of Geodesy and 
Geodynamics 23(3), 4–8 (2003) 

16. Dongchen, E., Zhan, B., Jiang, W., Zhang, S.: High-precision GPS data processing by 
GAMIT/GLOBK. Chinese Journal of Polar Research 17(3), 173–182 (2005) 

17. Lu, C., Wang, J.: Data processing for GPS crust movement monitoring network. Journal of 
Geodesy and Geodynamics 22(4), 56–60 (2002) 

 
 



 

F. Bian et al. (Eds.): GRMSE 2013, Part II, CCIS 399, pp. 397–406, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Seismic Spatial Information Grid: Applications  
of Geo-Informatics in Earthquake Disaster Management 

Xiaohong Yang and Qiuwen Zhang* 

College of Hydropower and Information Engineering, Huazhong University of Science  
and Technology, 1037 Luoyu Road, Wuhan 430074, P.R. China 

{yxh_hust,qwzhang_hust}@163.com 

Abstract. Earthquake is one of the most serious natural disasters, which has 
caused huge casualties and economic losses to human society every year. It is 
very necessary and urgent to construct a platform to prevent and mitigate 
earthquake disaster. Compared with the traditional seismic data management 
methods that always only use a single isolated information technology, seismic 
spatial information grid(SSIG), which is a thematic spatial information grid 
with applications of geo-informatics in earthquake disaster management, has 
integrated many kinds of spatial information technology. In this paper, SSIG 
has been introduced into earthquake disaster management. It describes the 
construction, data acquisition, storage and application of SSIG. The proposed 
system was exemplified in Yushu earthquake in Qinghai province of China. 
The case applications show that the SSIG can effectively manage and analyze 
massive seismic data. As the system has run very stably, it can be recommended 
to a national level of China.  

Keywords: spatial information grid, earthquake, disaster and risk management, 
geo-informatics, seismic thematic grid. 

1 Introduction 

Every year, the natural disasters bring great damage and injury to human society[1,2]. 
As one of the top ten natural disasters, earthquake has great impacts on the 
environment and society, and often caused vast economic losses and casualties. So 
how to mitigate and manage the damages is an important issue faced by mankind.  

Earthquake disaster is affected by the geology, environment, society and other 
factors. Moreover, it is uneven distribution in time and space [3]. It is difficult to 
manage earthquake disaster. The traditional way is to construct a seismic management 
database to store the massive earthquake data. Later, the Geographic Information 
System (GIS) and Remote Sensing (RS) technology were introduced to manage the 
earthquake disaster. However, these management methods are isolated, disconnect 
technically. It is difficult to meet the needs of earthquake disaster management. 
                                                           
* Ccorresponding author. 
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Spatial information grid (SIG) integrates a variety of spatial information 
technology. It can organize and dispose spatial data in grid unit under the distributed 
network environment. Based on SIG, this paper tries to use it to manage earthquake 
disaster. SSIG has been proposed as an application of geo-informatics in earthquake 
disaster management. The system collect, store and manage different kinds of seismic 
thematic data and related data in grid unit. It implemented the acquisition, share, 
access, processing and analysis of massive seismic spatial information resources. 

2 Characteristics and Requirements  

2.1 Characteristics of Earthquake Data 

Earthquake events occur dynamically both in time and space. The characteristics of 
seismic data are as follows. 

(1) Spatial heterogeneity. Studies have shown that the spatial distribution of 
seismic activity is complex and random[4,5,6]. The distribution and occurrence of 
earthquake has a spatial heterogeneity. Different tectonic zone has different 
earthquake thematic data and various attribute data. Moreover, earthquake disaster 
risk is different from area to area. 

(2) Multi-factor. Earthquake is closely related to many factors no matter in the 
cause or in the assessment after the disaster. Multiply factors could affect the 
earthquake disaster, such as tectonic, environment, economics and so on. These 
impact factors are different between areas. Therefore, the seismic data are massive 
and complex in both structure and storage. 

2.2 Requirements of Earthquake Disaster Management 

As the earthquake data are discrete, spatial heterogeneous, complex and multi-factor 
related, it needs to construct a relevant seismic spatial information management 
platform. The management system should organize and manage different kinds of 
information which distributed in different area. Firstly, it should build location-based 
model and divide the large block into lots of small range grids. Therefore, the seismic 
data in the same grid can be regarded as uniform. Secondly, every grid could collect 
and store the earthquake thematic data and various attribute data. The system also 
could manage and analyze the earthquake data in the grid unit. 

3 The Principle of Seismic Spatial Information Grid 

3.1 Definition of SSIG 

Spatial information grid links all kinds of spatial information resources and realizes 
their sharing and utilization in wide network [7,8]. Seismic spatial information grid is 
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a thematic spatial information grid complied with the characteristics of earthquake 
disaster. It integrates various kinds of spatial information technology to achieve the 
earthquake disaster early warning, management and service. SSIG is a typical 
application of geo-informatics in earthquake disaster management. It manages 
massive earthquake data and other related data. 

3.2 Types of SSIG 

SSIG concludes both irregular and regular grid. Regular grids consist of a series of 
polygons with the same size and specifications. On the other hand, irregular grids are 
some arbitrary polygons with different size and shape. According to the 
characteristics of earthquake disaster, it needs to construct both irregular and regular 
ones. They are in different level, and carry different earthquake data as well as the 
impact factors information. 

3.3 Construction of SSIG 

Seismic spatial information grid construction is the foundation and key steps of the 
system. Building an irregular grid needs to create a new layer and then draw grid 
layer by GIS-based editing. The irregular grid is mainly used for the storage and 
management of some irregular seismic factor information. The proposed system has 
chosen the administrative district boundary as the irregular grid. Different levels of 
administration of the grid store different earthquake information. 

Regular seismic spatial information grid is mainly used to assess earthquake losses 
under the equal area. Drawing regular grid needs to set parameter first. Parameter 
setting could be manual input or referring to the template layer or element. Then the 
first grid is drawn through the presetting size and location. The grids are cloned one 
by one until the interesting region is full of grids with the same size and shape (See 
Fig.1). Regular SSIG construction process is shown in Fig.2.  

 

 

Fig. 1. The construction process of regular grid 
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Fig. 2. Flow chart of regular grid drawing 

3.4 Data Collection and Acquisition 

The grid-based earthquake data collection and acquisition are both by manual input in 
the layer attribute table and automatic collection. Spatial overlay analysis is adopted 
in the automatic collection way. Overlaying the blank grid layer and the seismic 
thematic information layer can generate a gird layer with abundant seismic 
information. SSIG data acquisition process is shown in Fig.3. 

 

 

Fig. 3. The flow chart of seismic data acquisition in grid 
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3.5 Data Organization and Storage  

As seismic data are massive, multi-factor related and spatial heterogeneous. It should 
be stored and managed with appropriate data structure in uniform data standard and 
spatial reference. This study proposed a mixed data organization model (see Fig. 4). It 
adopted both ArcSDE and SQL Server to organize and store data in grid unit. 
Geodatabase model is used to store various data in Relational Database Management 
System (RDBMS) such as SQL sever, oracle and so on. ArcSDE as a Spatial Data 
Engine(SDE) is adopted to extend the RDBMS. In this storage schema, all data would 
distribute into the corresponding grid with different resolution and spatial position. 
 

 

Fig. 4. The model of seismic spatial data organization 

3.6 Data Query and Service 

The seismic spatial information grid has stored geology, economy, buildings and 
other related information. It is massive and multi-source heterogeneous. To obtain 
useful and interesting data from these diverse data, it needs to have a good query 
function. Data query is an important module of SSIG. 

The proposed system has given a bidirectional query way. They are the query from 
attributes to graph and the query from graph to attributes. The former is some function 
like identify in ArcGIS. The later refers to the relational database query function and 
Spatial Data Engine (SDE). From the grid data search, statistics and analysis, it can 
dig out deeper information from the earthquake data. Some applications such as 
intensity map drawing and earthquake disaster assessment are provided by SSIG. 

4 Application 

4.1 Study Area 

On April 14, 2010, the Ms7.1 earthquake occurred in Yushu county of Qinghai 
province in northwest China. The epicenter intensity was nine. The epicenter is 
mainly located in 96.6 degrees east longitude and 33.1 degrees north latitude.  
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It belongs to the third region. In this earthquake, 2698 people died, and huge 
economic losses are caused in the disaster areas. The focal depth of Yushu earthquake 
is very shallow and the aftershocks are quite frequent. 

4.2 Intensity Map Drawing Based on SSIG 

Seismic intensity reflects the damage degree of ground and buildings in earthquake 
disaster [9]. It is related to location, magnitude, epicenter distance and geotechnical 
properties [10]. In earthquake assessment, isoseismal lines and seismic intensity 
attenuation map are always used in statistics analysis of the casualties, building 
damages and other losses in the same seismic intensity. 

In this study, ellipse intensity attenuation model is applied in the fast drawing of an 
intensity map. Before drawing an isoseismal line, some model parameters and 
variable values need to obtain. Model parameters were stored in province irregular 
grids, and the angles of rupture were stored in regional irregular grids. Magnitude and 
intensity values were input at the client. Then through a loop program, it could draw 
isoseismal until the intensity is equal to six. When the intensity is less than six degree, 
the earthquake damage is very small and can be ignored. Fig.5 shows the process to 
draw a seismic intensity attenuation map. Fig.6 shows the seismic intensity 
attenuation map of Yushu earthquake. 

 

 

Fig. 5. The flow chart of drawing a seismic intensity attenuation map 
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Fig. 6. The seismic intensity attenuation map of Yushu earthquake 

4.3 Regular Grid Generation of Yushu Earthquake Disaster 

According to Fig.2, drawing regular gird needs to know spatial reference, region 
range, grid size and storage file first. The spatial reference and region range can refer 
to layer template. As the Fig.6 has already drawn the seismic intensity attenuation 
map, the regular grid can use its spatial reference and be divided through the intensity 
map range. The regular grids of Yushu earthquake with ten rows and ten columns are 
shown in Fig.7. 

 

Fig. 7. Regular grids of Yushu earthquake with isoseismal lines overlaying 
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4.4 Data Acquisition  

The above regular grid layer is a blank grid layer without any seismic thematic data. It 
should collect data to meet the needs of disaster management. Overlaying the blank 
grid layer and the county irregular grid layer with seismic thematic information can 
generate a gird layer with abundant seismic information. After the data acquisition, a 
lot of fields are added into the attributes table of the grid, which can be used to store 
the earthquake thematic data (see Fig.8). 
 
 

 

Fig. 8. Attribute table of grid layer after seismic data acquisition 

4.5 Earthquake Data Querying 

For the demand of disaster management, it is necessary to query earthquake 
information in space and time. The querying interface provides a window to input the 
SQL statements. Interested readers are encouraged to read the relational database 
management system (RDBMS) documentation[11] in order to undertake more 
complex SQL queries. For an example, if a user wants to search the six intensity area 
in casualty, he needs to choose the target layer and then set “Intensity=6”. The system 
would generate a SQL command and a new table of the interest. Then the results of 
the selected features corresponding to the query command are visually displayed with 
highlight in the map (see Fig.9).  
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Fig. 9. Visual data querying from attributes to graph 

5 Conclusion 

This paper provides seismic spatial information grid that integrate various geo-
informatics to manage the earthquake disaster. SSIG divides a large area into a 
plurality of small range to solve spatial heterogeneity of seismic data. By using spatial 
information technology, SSIG can effectively collect, store, manage and analyze 
various data in the earthquake disaster.  

Although the platform is only exemplified in Yushu earthquake in China, it can be 
extended to a national or global level so as to manage the seismic data in an effective 
way and make best use of them. The proposed framework of SSIG in this paper is just 
an attempt on application of geo-informatics in the earthquake disaster management. 
As the seismic data is massive and complex, more suitable grid with different sizes 
and structures will be designed to adapt the special characteristics of the earthquake 
management in the future study. 
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Abstract. For the leakage risk of sequestration CO2, we use the wireless sensor 
for monitoring data, such as CO2 concentration, the wind speed, and then the 
data are transmitted to the on-line monitoring system. Through the analysis of 
monitoring data, we may discover the leakage site. We use the Web GIS 
technology combined with Gauss point source diffusion model to simulate the 
CO2 leakage .According to the simulation results, we can divide the level of the 
accident, make the rescue plan formulation quickly, release early warning 
information, and the damage will be reduced to a minimum.  

Keywords: WSN, Web GIS, CCS, Early Warning. 

1 Introduction 

As global warming, CCS (Carbon Capture and Sequestration, "CCS"), as a kind of 
new technology for CO2 emissions reduction, is presented in recent years, , CCS is 
injected CO2 into oil and gas reservoirs, deep salt water layer, and the dry coal seam 
geological reservoir, can achieve part of the permanent underground storage of CO2. 
As a new and has the massive carbon emissions reduction potential technology, CCS 
is expected to become the important link in future global response to climate change 
and realize low-carbon economic transition[1].  

The CCS project has the risk of leakage[2].if the Carbon dioxide sealed in salty 
water layer or abandoned oil leaks and gas deposits, and other geological structure, 
through the fault、fracture or artificial drilling hole leak to the surface, it will offset 
CO2 contribution to mitigating climate change [3], what is more important, in view of 
the CCS projects of space scale, short term or long term leakage may likely make a 
significant impact to the local health, safety and environment[4,5].At the same time, 
because of China's fragile ecological environment, meteorological and geological 
disasters occur frequently, the risk of CCS in china is much higher than other parts[6]. 
In fact, for fear of the ecological environment problems caused by CO2 leakage, so 
many people against the CCS, this has become one of the important obstacles of CCS 
activities [7].  

Therefore, in order to guarantee the implementation of CCS project, we should 
calls for the dynamic monitoring for the whole project implementation process, on the 
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basis of the monitoring, we can implement early warring. Research suggests that 
study of CO2 sequestration leakage warning is still blank. So we mainly through the 
analysis of monitoring data obtained by wireless sensor technology(soil, near-surface 
atmospheric CO2, groundwater), find the leak point, and then through GIS and gauss 
point source diffusion model for large-scale simulation of leakage, take timely 
warning for possible damage, and make decision for the emergency. 

2 The Basic Goal 

CO2 leakage early warning, is to analyze and evaluate the change of a certain range 
CO2 concentration, for a period time, to predict its future development and determine 
its distribution and change trend in a particular time, and then forecast mass leakage’s 
time-space range and damage degree. According to the need, we can give the alert 
information of the change or degradation, that is to say, we can make solution for the 
problems, or put forward measures or warning information for the upcoming problem. 
Ideal warning contains not only for a moment, but also include the early warning of 
mass diffusion leakage. It should be a proactive, predictive function [8]. 

3 Based on WSN and Web GIS Sequestration of CO2 Leakage 
Warning Process  

The early warning of CO2 leakage, includes monitor, date analysis, leakage 
simulation, information release, is a complicated process because of its sudden 
characteristics. The specific process is showed as follow: 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 

Fig. 1. Storing CO2 leakage warning flowchart 
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Data processing and analysis 
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(1)Obtain monitoring data by using WSN 
In order to ensure the implementation of the project under security control, it’s 
necessary to monitor it. We focused on the monitoring of CO2 concentration, wind 
speed, wind direction, soil, PH value of water. In addition of groundwater, we use 
wireless sensor , which is designed by ourself to monitor automatically. 

 
(2) Processing and analysis of monitor data 
The monitor of background value has been conducted before the project is not 
implemented. But because of the carbon dioxide is existed in the air, soil and 
groundwater, the concentration of co2 is affected by so many factors, such as 
temperature, season, time and so on . Therefore we should process and analysis the 
obtained monitoring data, grasp its variation. If abnormal, we could alert message 
according alarm value, and to determine the location of the leakage. 

 
(3)Leakage diffusion simulation based on Web GIS 
According to the leaks found, combine the local spatial information with the selected 
atmospheric dispersion model, we can simulate the leakage diffusion based on Web 
GIS, grasp the tendency to spread dynamically. 
 
(4) Accident Classification 
According to the simulation results and the corresponding level of the accident,  
determine the accident level quickly. 
 
(5) Release the warning information 
Using the Web GIS platform to send warning messages to related person, the main 
contents include the leakage time, location, direction of diffusion, etc. 

4 Design of Storing CO2 Leakage Warning System Based on 
Web GIS and WSN 

According to analysis of the warning leakage of CO2 sequestration process, we 
establish a CO2 leakage early warning system based on WSN and Web GIS. The 
system has four main modules: (1) System Management Module. This module mainly 
organizes and manages the attribute database, spatial database, on-line monitoring 
database. (2) Analysis monitoring data module. The module is aimed to preprocess 
and analysis the obtained data, process the abnormal data and missing, and then 
discover the leakage.(3)Atmospheric dispersion modeling module. Combined with 
GIS and selected model for atmospheric diffusion to simulate CO2 leakage, based on 
simulation result to determine the level of accident.(4)Release warning information 
module. Using the network platform, combined with responsible person in the 
property database, put forward short message and warning information. The system 
architecture is shown as follows: 
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Fig. 2. System architecture chart 

5 Storing CO2 Leakage Warning System Key Module Design 

5.1 Monitoring Data Acquisition Module 

Based on their possible impact the ecological environment, the near-surface region for 
CO2 sequestration monitoring, we focused on groundwater, soil and near-surface 
CO2 concentration monitoring, the specific content of the table as follows: 

Table 1. Near-surface CO2 sequestration monitoring methods and content 

Monitoring 
Methods 

Monitoring contents Quantity Monitoring Frequency methods 

Groundwater 

PH value, calcium and 
magnesium ions, nickel, 
manganese, iron, copper 
and other heavy metals 

Two 

Injection period：two 
months / per 

Artificial 
Non-injection period：

two months / per 

Soil 
CO2 concentration, 

temperature, humidity, 
Three 

Injection period：thirty 
minutes /per 

Automatic 
two months / per：one 

hour/per 

Near-surface 
concentration 

CO2 concentration, 
temperature, humidity, 

wind speed, wind direction
ten 

Injection period：thirty 
minutes /per 

Automatic 
two months / per：one 
hour/per 

Property database Online monitor database Sapital database 

Web Server 

Web Client 

Anaysis the monitor 
data 

Simulate CO2 
leakage 

Map 
ervice 

Release 
warning 

Data access and system 
integration interfae
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Fig. 3. CO2 concentration monitoring device exploded Chart 

Automatic monitoring wireless sensors which can automatically sense the 
temperature, concentration, humidity, wind speed, wind direction and other rapid 
change paratemeters  is developed by our self, with real-time and high precision 
monitoring advantages. It’s good at unattended region to monitoring data. It’s shown 
as follows.  Through the ZigBee module, the data can be communicated by wireless 
network via GPRS DTU to the online monitoring system. 

5.2 Storing CO2 Leakage Diffusion Simulation Module Based on Web GIS 

Web GIS is a new technology combined with the Web Technology and GIS 
technology. The system will be developed by the .NET technology, which integrate 
the atmospheric dispersion models and Google maps. 

Atmospheric pollution diffusion model variety, we choose Gaussian model, which 
is the “Environmental Impact Assessment Technical Guidelines-Atmospheric 
Environment(hereinafter referred to as “guidelines”)” recommended model, has 
simple, less input data, calculation accuracy meet the requirements characteristics. 

Refer to "guidelines", using the traditional point source plume (instantaneous) 
mode, using the following formula: 

 
t is the time, the units is seconds, S; 
Q is the speed of leakage, mg/s; 
u,v,w represent the main wind direction, horizontal direction and vertical wind 

velocity vector values, m/s. 
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xσ
、

yσ
、

zσ  is the horizontal and vertical diffusion coefficient, is the standard 
deviation in x, y, z direction of the pollutants, m. 

h is the high of the accident locations ,m. 
H is the high of the mixed-storey chimney, m. 

 

According to he formula, we can input various parameters, such as wind speed, 
wind direction, the leakage address, the time ,the leakage rate, etc. CO2 leakage based 
on Web GIS diffusion simulation process is as follows: 

 

(1)The user input the atmospheric diffusion parameters, establish the Gaussian 
coordinate system which origin is the leak location. 

 
(2)Using the coordinate conversion formula to convert the Gaussian coordinates to 

geographic coordinates. 
 
(3) Make the leak location as the origin of coordinates, established fan-shaped area, 

and screen for calculating points. 
 
(4)Using the C# programming atmospheric dispersion model, calculated the value 

of the discrete points. 
 
(5) Interpolation of discrete points. 
 
(6) Using the ellipse method to generate the approximate contours. 

5.3 Release Warning Information Module 

According to the leakage simulation results and the disaster classification criteria, we 
can determine the level of the accident. The Web GIS system can use the network and 
short messages to post the warning information. 

6 Conclusions and Prospects 

Compared with the traditional technology, wireless sensor has the incomparable 
advantage in unattended environmental monitoring, disaster relief field. On the basis 
of research results at home and abroad, we combine the GIS and WSN technology 
effectively, and establish a low-cost, practical early warning system for CO2 leakage. 
In the future, we will run the system to obtain relevant experimental result, and then 
improve the system. 
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Abstract. The urban terrain surface is much more complex to build than 
mountainous regions-discontinuous, easily covered by other objects as there are 
high density settlements in urban area. The feature datasets in topographic 
databases, usually acquired and updated both by photogrammetry and field 
work, are helpful to build the urban terrain surface. So in the paper, a workflow 
of urban feature extraction and terrain build with large scale topographic 
databases was proposed and designed. The two dimension (2D) buildings, road 
and water body features were extracted from the databases with three dimension 
(3D) terrain features, a elevation assignment and interpolation method was 
presented to construct the discontinuous urban terrain surface, the relative sub-
modules including feature extraction, elevation points editing, 2D to 3D, 
elevation interpolation and checking were developed and introduced. At last, 
based on the urban flood disaster analysis requirements, an experiment was 
carried out to verify the feasibility of this workflow and the method. 

Keywords: Digital Elevation Model (DEM), Topographic Databases, Feature 
Extraction, Terrain Build, Urban Terrain Surface. 

1 Introduction 

Digital Elevation Model (DEM) is one digital format of terrain surface. As one of the 
4D products, it has been widely used. Terrain feature extraction and DEM 
construction methods include photogrammetry method, map vectorization method, 
airborne LiDAR measurement method, etc.[1]. No matter which method is used, all 
the terrain features including elevation points, contours, feature points and break lines 
are used to create TIN (Triangle Irregular Network), which is finally exported to 
DEM. Based on the former research and application, all the methods are practical for 
mountain areas. However, in the urban areas, there are much more complex terrain 
surface: discontinuous and seriously covered by artificial buildings and structures,  
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all the methods are difficult to produce the urban DEM, which is important and much 
useful to the digital city construction and urban terrain analysis. 

The urban institute of surveying and mapping periodically carried out the large 
scale (1:500, 1:2000, 1:10000) topographic data updating, processing and database 
management. These databases contain more information including indoor 
interpretation and field work. So based on the feature datasets in topographic 
databases, the urban terrain surface build work will be much easier. In this paper, a 
workflow and relative methods of urban feature extraction and terrain build with large 
scale topographic databases will be given and based on the urban flood disaster 
analysis requirements, an urban terrain build experiment will be carried out. 

2 Workflow 

This urban feature extraction and terrain build workflow with topographic databases 
refers to the map vectorization DEM production method, that is, to extract the terrain 
features from the topographic databases, then to construct TIN and to create the final 
DEM grid [2]. The work flow draft is shown in Fig. 1. 

 
Terrain Feature Extraction

Contradiction Processing

Elevation Point Processing

Terrain Feature Processing

2D Feature Extraction and 
Assignment

Vertical Bank Processing Non-terrain Feature 
Processing

River Sediment Processing

TIN Consctruction

TIN Construction and 
Terrain BuildChecking

Feature matching and Merge

Terrain Build

Mosaic, Clip, Format 
transformation

Output

 

Fig. 1. Urban Feature Extraction and Terrain Build Workflow 
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2.1 Terrain Feature Processing  

Terrain Feature Extraction. There are elevation points (including relative elevation points), 
contours (index contours, intermediate contours, supplemental contours, etc.), and 
break lines (or polygons) in the large scale topographic databases and all these useful 
terrain feature datasets with their 3D information of the research areas should be 
extracted to build natural terrain. The features extracted should be classified to points, 
hard lines, soft lines, polygons for TIN creation and adjoining sheets also should be 
merged according to same layers. 

Contradiction Processing. Because different scale databases are used, so all the 
contradiction problems among these databases should be considered, such as different 
contour intervals, contradictive elevation points. In this step, all the redundant 
elevation points should be deleted, and contour and elevation point contradiction 
caused by generalization of different scale databases should be solved. 

Elevation Point Processing. All the elevation points preserved should represent the 
urban terrain surface to construct DEM. The points on buildings, pedestrian overpass, 
overpasses, underpass, or other structures which are connected to the terrain surface with 
piers, should be deleted.  

2.2 Non-terrain Feature Processing  

2D Feature Extraction and Assignment. In the urban areas, buildings, roads and water bodies 
are the main non-terrain features constructing the urban surfaces. So in order to carry 
out urban terrain build and analysis especially in the urban settlements, these main 
features should be used. Normally, these feature datasets in the topographic databases 
are 2D, that is, no elevation information for these important features. In order to 
assign elevation to these features, firstly, they should be extracted. So all the 2D curb 
lines of highway, railway, ring road, etc., all 2D range lines of building block and all 
2D river bank lines and hydrologic lines of water body areas including rivers, lakes, 
channels, pools, etc., are extracted from the large scale topographic databases.  

All these 2D lines will be exported to 2D polygon features, which are named target 
areas below. With those terrain features extracted above, especially the elevation 
points along the 2D line features, the elevation values of the neighbor elevation points 
are projected on the 2D lines, which are later exported to continuous 3D feature lines 
after interpolation. There are two special situation we should consider: one is vertical 
bank, the other is the river sediment. 

Vertical Bank Processing. Because Delaunay TIN is difficult to describe the vertical 
bank, two close feature polygons which are top and bottom of the river banks, are 
separately constructed and assigned. The method is also practical for the overpass vertical banks. 

River Sediment Processing. For the River sediment, if there are some elevation 
points with the bottom elevation, the hydrologic lines should be assigned with the 
bottom elevation; if there are no elevation points labeled in the river, the hydrologic 
lines will be assigned with the bank points elevation minus relative elevation (such as 
3.5m). All the vertices will be assigned the elevation value by interpolation. 
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2.3 TIN Construction and Terrain Build  

TIN Construction. With the software ArcGIS[3], all the terrain features, and 3D non-
terrain features are applied to create TIN. The elevation attributions of the elevation 
points and contours are used as height sources, while the Z values of the 3D features 
are used as height sources. 
 
Checking. The TIN generated will be checked with Digital Ortho Map (DOM) and 
the contours in ArcMap and ArcScene, all the errors and contradictions will be 
located and corrected, and inverse computation from TIN to contours is also the 
useful method to check the final results. 
 
Feature Matching and Merge. All the features from sub-blocks of the task should be 
matching and the errors for the adjoining sheets should be within the error limitation. 
Then the same layer should be merged and adjoining sheets should be mosaiced. 
 
Terrain Build. After checking and feature editing, the large TIN could be exported to 
DEM, the final terrain result. 

2.4 Terrain Surface Overlapped with Buildings  

Sometimes, the building 3D models need to be added on the terrain surface for the 
further analysis, such as urban height analysis or catchment analysis. It is a kind of 
processing product of 3D Digital Surface Models (DSM). So the final terrain surface 
overlapped with buildings is acquired by adding the building height on the terrain TIN.  
 
Building Height Estimation. The Building Height can be estimated with the floor 
numbers, which can be extracted from the buildings datasets in the databases. With 
the average building height, the building height can be estimated. 
 
Building Elevation Assignment. All the building elevation can be calculated by 
adding the building height and terrain elevation. The final elevation data are added to 
the attribution of the building features. 
 
Layer Overlap Analysis. The building 3D features will be added on the terrain 
surface by layer overlap analysis. This step can be carried out on TIN or DEM. 
 
Checking. All the terrain surface overlapped with buildings can be checked the way 
same as the terrain results in 2.3. 

3 Methodology and Realization 

Based on the workflow mentioned above, the methods are realized with VBA in 
ArcGIS9.X [4] and the main interface is shown in Fig.2. It contains five sub-modules: 
Feature Extraction sub-module, Elevation Points Editing sub-module, 2D->3D sub-
module, Elevation Interpolation sub-module and Checking sub-module. 
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Fig. 2. Main Interface of the Urban Feature Extraction and Terrain Build 

3.1 Feature Extraction 

The Feature Extraction sub-module, which is shown in Fig.3, is developed to extract 
the 3D terrain features and 2D non-terrain features from the large-scale databases and 
rename the useful layers. It can be set before feature extraction, which is much more 
flexible. Normally the code and elevation attributions are kept and the contradictions 
among different scale terrain features are automatically processed in this sub-module. 
From Fig.3, the 3D terrain features including contours, elevation points are extracted. 
And the 2D non-terrain features including water body, road and buildings are 
extracted too. 
 
 

  

Fig. 3. Feature Extraction Sub-module 

3.2 Elevation Points Editing 

The Elevation Points Editing sub-module is developed to extract the elevation points 
on the artificial structures including buildings, pedestrian overpass, overpasses, 
underpass, etc. by overlapping analysis principles and separate these points from the 
natural terrain elevation points. These points are still useful to assign the elevation 
values. This sub-module is shown in Fig.4, in which there are some points are the 
automatically extracted points. 
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Fig. 4. Elevation Point Editing Sub-module 

3.3 2D->3D 

The 2D->3D sub-module is developed to assign the elevation values to the vertices of 
the building, road, and water body feature liens or polygons with the neighborhood 
elevation points. The vertical banks will be separated into two sides, inner side will be 
assigned with the inner points and outside will be assigned with the outside points. 
The elevation value is assigned by projection method, which is shown in Fig.5. 
 

  

Fig. 5. 2D->3D Sub-module 

3.4 Elevation Interpolation 

The Elevation Interpolation sub-module is developed to interpolate the elevation 
values for the line vertices or polygon vertices, which are not assigned elevation 
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values by the neighbor elevation points [5]. The principle is shown in Fig.6. 

nAAA ,, 10  are the vertices of the feature lines， nddd ,, 21 are the distances 

between different neighbor vertices，the weight of vertice k kP and relative elevation 

value kZ  are calculated by equation (1): 
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ZΔ is the elevation difference between points 0A  and nA  which have had the 

elevation values; Z is the elevation value of point 0A . 

 
By elevation interpolation, the 3D feature lines are much smoother and much more 

logical, which is shown in Fig.6. 

   

Fig. 6. Interpolation Sub-module 

3.5 Checking 

The checking sub-module is developed to compare the elevation values of the terrain 
feature points with those of DEM at the same location. The accuracy is evaluated with 
equation (2) [6]. The sub-module can also export the quality checking report. 
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(2) 

M is the RMSE (Root Mean Square Error) of DEM product, n is the total number 

of the sample points, iΔ  is the difference between the two data sources. 
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4 Experiments 

On 21th July 2012, there is a big rain storm in Beijing and there are many flooded 
places in urban areas. In order to analyze the reasons of the urban flooding, after the 
storm, the workflow of terrain build based on the large scale topographic databases is 
proposed and terrain of 22 flooded areas are analyzed and built with this workflow. 
Combining the DOM, around the flooded location, a 5km buffer ranges are set.  
The flooded areas are distributed in Fig.7. 

 

   

Fig. 7. Distribution of Flooded Places 

  

Fig. 8. Terrain Build with Buildings for Anhua Bridge 

All the flooded places are within the plain areas of Beijing. 1:500 and 1:2000 large 
scale topographic databases cover these areas and are updated every year. With the 
workflow and the programs, we accomplished the task within 24 hours. The final 
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terrain surface of Anhua Bridge with buildings is shown in Fig.8 and the final 
accuracy evaluation results for the 22 flooded places are listed in Table.1.  

Table 1. Accuracy Evaluation Results for 22 Flooded Places (Unit: meters) 

Flooded Areas RMS Flooded Areas RMS 

Anhua Bridge 0.01 Yongdingmen 0.07 
Wulu Bridge 0.02 Xipu 0.02 

Duzhong Garden 0.02 Huawei Bridge 0.03 
Lianhua Bridge 0.02 Dazhongsi 0.03 

Liuli Bridge 0.03 Hepingli 0.02 
Fengtai Bridge 0.04 Nongzhan Bridge 0.03 
Fengyi Bridge 0.03 Zhonggu Road 0.02 

Shuangying Bridge 0.02 Beijing-Hong Kong-Macau Expressway 0.01 
Zuoanmen Bridge 0.02 Guangqumen Railway Bridge 0.03 
Xiaojiacun Bridge 0.01 Dujiakan Roundabout 0.02 
Muxiyuan Bridge 0.07 Anli Road 0.07 

5 Summarization 

The experiments verified the feasibility of the workflow and the methodology, which 
are later applied to 1414 km2 plain area terrain build. This workflow and method 
making use of the data from the topographic databases, is much efficient especially 
for emergency and can construct the complex terrain surfaces of the urban areas. 
There are still some problems and some improvements should be carried out in future. 

Firstly, the accuracy of the final terrain results depends on the location. The 
elevation points and contours from topographic map are the main elevation reference 
and the other elevation information is based on these data with assignment and 
interpretation. Therefore, the accuracy is higher for the location of terrain features but 
lower for non-terrain features. 

Secondly, map generalization and interpretation leads to the difficulties to build the 
terrain surface of some complex bridges. It is much easier to construct 3D terrain 
surface for the concave-down flooded road. However, for the overpasses, such as 
overpasses of West Third Ring Road and East Third Ring Road, it is much difficult to 
judge and rebuild the terrain surface of the overpass area, which reduces the 
efficiency. 

Thirdly, another problem is lack of elevation information in the experiments. There 
are not enough elevation points on some highway, the lowest elevation points under 
the bridge or elevation points along the hydrologic lines. The field work is still 
necessary for such situation. In this experiment, for the Beijing-Hong Kong-Macau 
Expressway, the field profile map is used to build the terrain. So information fusion is 
helpful to build the complex urban terrain in the future. 
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Abstract. The digital water conservancy and smart water conservancy are the 
products of the contemporary mainstream IT applications in the water industry, 
and they are the different stages of development of water conservancy IT. This 
paper firstly discusses the concept, generation and development of digital water 
conservancy, and it’s what has been achieved.Then it describes the background, 
concept and features of the smart water conservancy, and also the relationship 
between digital and smart water conservancy. Next the significance of digital 
across to the smart water conservancy is discussed in the paper. And finally a 
cool and rational thinking is put forward about the development of hydrological 
information technology. It conclude that construction smart water conservancy 
must be based on the laws of the technological development, combined with the 
actual situation of the regional socio-economic and capabilities. 

Keywords: digital water conservancy, smart water conservancy, digital Earth, 
smart Earth, water conservancy informatization. 

1 Introduction 

Water is one of the most critical factors to life-sustaining. Human-water game has 
always been the theme of mankind to survive and reproduction in peacetime! On the 
one hand, it can be said that the history of human development is a struggle process of 
mankind chasing, using, resisting, and controling wate. On the other hand, from 
human water conservation history, we can easyly find that the level of human ideas 
and techniques of water-control and the current comprehensive national strength is 
directly proportional. In general, when a dynasty is in the period of wealthy and 
strong, which water-control level is high, and its achievements more prominent. And 
vice versa. Thus, the level of water conservancy development is a comprehensive 
reflection of socio-economic and other relevant factors of country in a corresponding 
period, especially the level of its science ane technology. Since the last century, with 
the digital earth strategy proposed, the concept of digital water covervancy 
established in people's minds; Just over a decade, the new thinking of smart water 
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conservancy based on smart Earth techology walked into people's vision. From the 
digital Earth to the smart Earth is not just the conceptual speculation, it first is the 
inevitable result of technological development. Similarly, from digital to smart water 
convervancy, is not only the technological advances, more importantly, is water 
culture beyond. Correct understanding the of the relations between the digital and 
smart water conservancy will help us through the dazzling appearance, to rationally 
and scientifically grasp the inherent law of development of water conservancy science 
and technology, to avoid the confusion of overwhelmed appearance, and to promote 
water conservacy informatization in the right direction development. This paper 
discusses the concept and development of digital and smart water conservancy, the 
relations between the two consepts, revealing the technologies and cultural 
connotations from the digital to smart water conversavancy development. 

2 Digital Water Conservancy and Its Achievements 

Human water industry has gone through three stages: Ancient water conservancy 
project (approximately several thousand years, mainly in the agricultural society), 
modern water conservancy project (also known as traditional water conservancy 
project, about 300 years, mainly in the industrial society) and current hydraulic 
engineering (after World War II) [1]. At every ages, the hydraulic level and the level 
of prevailing science, technology and economic are closely related. In the 1990s, with 
the development of space, information and network communication technologies, 
National Information Infrastructure (NII, refers to the Information Superhighway) and 
National Spatial Data Infrastructure ( NSDI, refers to the national spatial data and the 
various political, economic, cultural, technological and social information/data which 
is all regarded NSDI as their reference framework, that is, the goods on the 
Information Superhighway ) strategies have been proposed, so from the overall 
integration, management and applications of global spatial information has become 
possible. In 1998, the concept of Digital Earth was made by the then U.S. Vice 
President Al Gore , and quickly evolved into a global strategy. Technically, Digital 
Earth is a massive spatial data which can be embedded, multi-resolution, and three-
dimensional virtual representation of the Earth. It organizes the world's information 
which is scattered around the world or/and obtained from different channels by their 
geographical coordinates. Thus it not only reflects the inherent organic links among 
the variety of natural, cultural and social information, but also easily retrieves and 
uses those information by index of geographic coordinates. Digital Earth is the 
informatization of the Earth which includes the entire process of digitization, 
networking, intelligentizing, and visualization of all information on Earth. Its core 
idea is to use digital means to holistically solve the problems of Earth and to 
maximize the use of information resources [2]. 

Since the Digital Earth strategy was put forward, it quickly penetrates into a variety 
of industries of human society, more and more new terms beginning wih "digital" 
have been springing up rapidly. They are mainly divided into two categories: a class 
is the digital area, such as digital China, digital Henan, digital city, etc.; and the other 
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is the digital industries, such as digital water conservancy, digital land, digital 
transport, etc.. Digital water conservancy is one of many digital industries. 

Briefly, digital water conservancy is a modern industy which uses the ideas and 
techniques of digital earth to construct and renovate traditional water industry, to 
achieve digitization, networking, intelligentizing, and visualization of various water 
conservancy projects of planning, construction and management. After more than ten 
years of construction and development, It has made the following major 
achievements(in China). 

2.1 Digital Water Conservancy Has Achieved Digitization and Integration  
of Various Water Information 

Digitization is the most basic requirements of Digital Earth. The geographical entities, 
events and processes in objective world all occur in Earth's surface and its vicinity 
geographical space. The geographical space belongs to the physical space, and can 
not go directly into the computer. Therefore, to build digital earth, first make 
geospatial information and other relevant information digitization, which is changing 
the information into encoded binary strings according to certain rules in order to be 
processed by computer, and then they are processed , modeled, and built the virtual 
geography space. 

The traditional water related information and data, mostly based graphics, images, 
documents, files, audio and other forms categories stored in paper or other carrier. 
Use and analysis of these data is very tedious and troublesome. Digital water system 
makes all of the above information digitization, then uses the database to store and 
manage them. It firstly enables the basic spatial data, attribute data and thematic water 
data seamless integration based on their geographic coordinates, so the processing, 
modeling, comprehensive analysis and applications of water information become very 
convenient, fast and effective.  

2.2 Digital Water Conservancy Has Built a Highly Efficient Technology 
Platform for Hydraulic Engineering Planning, Construction, Management 
and Application 

Key technologies of digital water conservancy include 3S (GNSS - Global Navigation 
Satellite System, RS - Remote Sensing, and GIS - Geographical Information System), 
network communication, database, and mathematical modeling techniques, etc. [3], 
and it is a digital engineering [4] architecture of multi-technology platform seamlessly 
integration. In which, 3S technology is the core supporting technology [5]. Digital 
water conservancy overall technical architecture shown in Figure 1 [5]. 

From the figure we can see that the overall technical architecture of digital water 
conservancy is a seamlessly integrated, organic and unified large platform which is 
consist of a series of platforms including data acquisition and updates (system), data 
storage and management, information extraction and analysis, network and standard 
platforms. This great platform for all types of users (including all types of agencies, 
units and individuals) to achieve business process and logic application by means of 
digital water conservancy provides a convenient and efficient technology environment 
(Figure 2 [5]). 
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Fig. 1. Digital water conservancy overall technical architecture 

 

Fig. 2. The running mode of digital conervancy 

2.3 Digital Water Conservancy Has Promoted the Great Development of 
Water Conservancy Cause 

As the novelty of the information age, digital water conservancy greatly promoted 
comprehensive flourish of the theory, technology and application of contemporary 
water science with its strong power. It is at the background of digital water 
conservancy that a lot of new ideas and policy framework like digital valley [6], 
digital water resources[7], digital reservoirs [8], modern water conservancy [9], macro 
water conservancy [10] have been proposed, and they all deeply imprint the name of 
the times! 

3S technology is the “drive engine” of the digital water conservancy “machine”. 
GNSS technology provides the basic geospatial reference framework for virtual space 
of digital water conservancy, and itself is also a remote sensing system - a satellite 
signal through the atmosphere, carrying a lot of temperature, humidity, particle size, 
density and other relevant information to the atmosphere. RS technology provides the 
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case of ground objects and landform, distribution of water resources, land cover, the 
ground temperature and humidity, water quality, sediment, flood distribution, water 
pollution and other natural environmental conditions scales from the entire planet to a 
small watershed by its high-angle, wide vision, multi-temporal, and multi-resolution 
holographic remote sensing images, and then it provides a full range of information 
for the study of surface hydrological processes, hydrology and water resources model, 
the planning, construction and management of various water projects, disaster 
prevention and mitigation logistics,etc.. If we say the RS and GNSS is two eyes of a 
mankind in the information age, then GIS is the his brain. Variety of geospatial, 
attribute and thematic information is processed and modeled in the GIS, then a virtual 
geographical space is built for simulation and deducing the real world by people. In 
detail, GIS can provide a three-dimensional virtual water space for people to build, 
simulate, and deduce various hydrological processes and water conservancy projects, 
to mine and and expand the variety of models of hydrology and water resources, to 
screen and optimize water conservancy construction program, to evaluate quality, 
ecological effects and economic benefits of water conservancy construction, to 
promote water conservancy science knowledge, to advocacy landscape tourism, and 
to provide a convenient and paperless office environment for water practitioners. 
Literature [5] and [11] have systematically summarized the results of the spatial 
information technology applied in China water industry in recent years. 

2.4 Digital Water Conservancy Has Promoted Exchange and Sharing of 
Water Information Resources 

Information/data is the basis for digital earth, and information sharing is the basic 
purpose of construction of digital earth. One outcome of Digital Earth is to achieve a 
comprehensive global basic geographic information sharing, shch as Google Earth 
system to achieve a global multi-resolution basic geographic information sharing,  
and China TIANDITU to achieve a bacic geographic information sharing of digital 
China. Nowadays, people can easily access the Internet to obtain the non-classified 
data they need. 

The information sharing based on digital conservancy is reflected in the following 
aspects: 1) It transforms the traditional paper-based material into digital information, 
builds large-scale water conservancy information database for sharing, then firstly a 
lateral sharing can be achieved in a enterprise; 2) Based on Internet and WebGIS 
technology, secondly a longitudinal sharing can be achieved in entire national water 
conservancy system, such as from the National Ministry of Water Resources to the 
city or county water departments to share information; 3) Through research and 
project collaboration, thirdly a extensive information sharing can be achieved based 
on water conservancy between wr units and other water-related departments, shch as 
sharing among  geology, meteorology, environment, land, agriculture and forestry 
sectors, and cross-regional large-scale water conservancy projects coordination and 
information sharing. 

Information sharing is the theme of the information age. Geographic information 
and thematic information sharing not only avoids repetitive production, duplication, 
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greatly reduce production costs, but also promotes regional cooperation and sectoral 
cooperation, cooperation in scientific research, production cooperation, etc.. In 
summary, It can improve IT productivity, and promote rapid social and economic 
development. 

2.5 Digital Water Conservancy Has Created a Digital Water Cultural 
Environment 

A certain period of human culture is always suited to the level of prevailing social 
productive forces. As bronzes produced a farming culture, iron promote the 
development of industrial culture, the silicon (information) technology gave birth to 
the digital culture [12]. Similarly, digital water conservancy gave birth to the modern 
digital water culture. 

In the concept of digital water, in addition to the construction of information 
systems, various other factors which are closely related to the information system, 
including management, application, effect, influence and infiltration, are called digital 
water cultural environment [13]. It is mainly composed of six elements as follows: 
information technology, policy system, spiritual culture, technology updates, digital 
lifestyle and digital work, and is also the the environment adapted to the digital water 
conservancy body (information systems) . The essence of the digital water culture is 
the pursuit the harmony amond practitioners, water information systems and water 
conservancy businesses [13]. 

3 Proposed of Smart Water Conservancy Concept 

3.1 Understand the Concept of Smart Earth 

The development of information technology is faster and faster. In 1999，next year 
of Digital Earth was made, the concept Internet of Things of occured; 2000, IPv6 
protocol basically established; 2006, cloud computing was first proposed. So far, the 
key technology of auto-sensing, transmission and processing mass information has 
become mature [14], and the intelligent ideas are ready. November 6, 2008, Samuel J. 
Palmisano, the President and CEO of IBM, first proposed the concept of a smarter 
Earth / planet in a speech in New York, and in January 28, 2009, he explained “Smart 
Earth” to new President Barack Obama and proposed new government investment in 
a new generation of intelligent infrastructure [2,15]. Subsequently, like Digital Earth, 
the Smart Earth rapidly evolved into a global strategy. 

Leading the wave of information technology of the beginning of the new century, 
Digital Earth has made great achievements [2], and build the overall framework of 
global information. However, due to the inertia of traditional techniques, a variety of 
natural social conditions, uneven economic development, people's work habits and 
other reasons, the Dugital Earth is still relatively weak in ubiquitous, automatic, 
accurate, intelligent, etc. For example, it is not a good solution to the current power 
grid inefficiencies, parking problems in heavy traffic, commercial weak link in the 
supply chain, some of the financial market crisis and other common things that the 
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people currently has done not good enough in quality, efficiency, precision and so on 
[14]. On the basis of Digital Earth, the Smart Earth will make an effective solution to 
those problems by using the most advanced information technologies. The main 
content of the Smart Earth is to make full use of the new generation of IT technology 
in all walks of life, that is, the electronic chip and sensors are mounted to the power 
grid, railways, bridges, tunnels, roads, buildings, water systems, dams, oil and gas 
pipelines, and even the various objects in daily life, linked up to form "Internet of 
Things", and integrated by supercomputers and cloud computing to realize the online 
integration of Digital Earth, human society and the physical system, so that humanity 
can be more refined and dynamic management of production and life, to achieve the 
"smart" survival state, to improve resource utilization and productivity levels, and 
thus to amend the relationship between man and nature [2,14]. Based on Digital 
Earth, Internet of Things and intelligent computing, Smart Earth puts the three 
elements (or ability)of perception, transmission and processing into the entire 
geographical space,  make this space has humanlike self-perception, transmission and 
process information, make appropriate judgments and decisions, feedback to the 
corresponding receptors, and make it act accordingly. That is, the Smart Earth gives 
geospatial environment "humanlike intelligence." Their intellectual level depends on 
the accuracy of perception, transmission reliability, the richness of the knowledge, the 
speed of operation, and the contingency of processing method [14]. Among them, the 
perception of accuracy depends on the sensor, the transmission reliability depends on 
the communications technology, knowledge comes from the mining on Digital 
Earth’s knowledge base, model base and sensor information data warehouse, 
processing speed depends on the network, grid and intelligent computing, processing 
methods’ contingency depends on the cloud computing, knowledge mining and 
natural computing (neural networks, evolutionary computation, genetic algorithm, ant 
colony algorithm ......) and other intelligent computing. 

Digital Earth concept includes the intelligentizing, therefore, precisely, Smart Earth 
is not a new concept and technology system. It belongs to the category of Digital 
Earth, is a "post-Digital Earth" era and the inevitable result of the development of 
Digital Earth. 

3.2 The Concept of Smart Water Conservancy 

After having introduced the concept of a Smarter Earth, instead of "digital", "smart" 
has become an omnipotent adjective. Smart city, smart grid, smart transportation, 
smart medical treatment, smart water management, smart finance …, a lot of new 
concepts springs out. 

Smart water conservancy is the result of ideas and techniques of the Smart Earth 
used in water conservancy industry. It uses the Internet of Things technology, 
ubiquitous, automatic, real-time sensing of the data of the key elements, points, 
positions and link of water resources, environment, processes, and projects; By the 
information communication network, sents them to the online databases, data 
warehouses, and cloud storage; In the virtual space, it uses the technology of cloud 
computing, knowledge mining, natural computing, and other intelligent computing for 
data processing, modeling and deducting, to make scientific judgments, decision 
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optimization, and feedback to people or equipment to respond correctly. So it 
effectively solves various problems of water science, technology and industry, 
improves water utilization, benefit of water projects as well as practitioners working 
efficiency, effectively protects water resources and environment, makes disaster 
prevention and mitigation, and achieves harmony between man and water. 

Digital water conservancy is the basis of Smart ones. In Figure 1, integrate the 
bottom of sensor networks and Internet to the Internet of Things, put the intelligent 
computing to GIS platform, and then the overall technical framework of smart water 
conservancy is built. Thus, the Smart Water Conservancy = the Digital Water 
Conservancy + Internet of Things + intelligent computing. Rather, the Smart Water 
Conservancy is a kind of flat structure based on Internet of Things (or the ubiquitous 
network), its logical hierarchy shown in Figure 3. It is a advanced stage of Digital 
Water Conservanct development. 

 

 

Fig. 3. Smart Water Conservancy Logical Hierarchy (dotted box are digital water conservancy 
supporting technology platforms) 

4 Leaps from Digital to Smart Water Conservance 

According to above analysis, from the digital to smart water conservance not only 
means technology, but also a lot of ideas and elements across and expansion: 

4.1 From Static to Dynamic 

Most digital water information is quasi-static. Its collection and maintenance updates 
mainly rely on manual operation, and their dynamic updates are not timely. However, 
smart water conservancy realized person - objects, things - people, objects - objects 
fully organic connection, and the perception and transmission of information is carried 
out automatically. The original problems caused by static management in digital water 
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conservance can now be resolved by sensor network including remote sensing, because 
the sensor network can achieve automatic and real-time information updates. 

4.2 From 3D to Multidimension 

Because the information in digital water systems is quasi-static, so a virtual digital 
water space built by them is also a quasi-static three-dimensional space; But the smart 
water information is automatically updated over time, and therefore a smart virtual 
space is a four-dimensional dynamic space of spatial 3D plus time. From another 
perspective, constituted by the water sensor information data warehouse itself is a 
subject-oriented, integrated, collection of data to support management decisions. By 
multidimensional analysis, synthesis and mining the data in the data warehouse, you 
can get a lot of implicit, previously unknown, potentially useful, and ultimately 
understandable water expertise and rules. 

4.3 From Product to Service 

On the current situation, the digital water conservancy also generally expressed as the 
relatively independent information systems. These systems have corresponding 
functions, to provide the specific product. The connection between each other, 
information sharing and interoperability capabilities are weak, basically in the island 
state. And in theory, smart water conservancy is a kind of network services 
(middleware) based on web, grid, cloud and other distributed computing, no longer 
showed a large information systems, and essentially is a flat architecture based on 
Internet of Things (or the ubiquitous network). Smart water conservancy prospects: 
blending tangible in the invisible, its services can be get everywhere and everytime! 

4.4 From Correct and Scientific to Precise and Intelligent 

What the digital water conservancy pursued is the correctness of the data results, the 
scientific of the project implementation. However, due to data limitations of data, 
technologies and ideas, this is basically a correct and scientific trends in broad outline, 
and is difficult to achieve accurate and intelligent high standards. While depending on 
the latest development of IT technology, the smart water conservancy can be achieved 
active and comprehensive perception, automatic and reliable delivery, sensitive and 
intelligent processing, and fast and precise response. It’s results are not only scientific 
and correct and also accurate and intelligent; Differential control, make mankind 
achieve wisdom existence. 

4.5 From Digital to Smart Water Culture 

As mentioned earlier, digital water culture, in pursuit of practitioners, water resource 
management and water information systems harmony, can be summarized as water 
industry harmony. But the aim of Smart Earth is to treat, save and protect the earth, 
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and make the human home to get better [14]. Therefore, smart water coservancy 
should be modern water conservancy [9] or macro water conservancy [10], while 
smart water culture should be modern macro water conservancy culture. It purses the 
harmony between man and the natural water environment that also be called human-
water harmony! 

5 Conclusions 

A prominent feature of modern information technology development is the 
combination of a country or region's technological development and its political and 
economic strategies at national level tightly! From the Information Infrastructure to 
the National Spatial Data Infrastructure, from the Digital Earth to the Smart Earth, 
those new concepts are not made by scientists, but by the heads of government or 
industry leaders raised. Thus, these concepts are not purely scientific concept, but 
implies a profound geopolitical, economic connotations. Faced with these exotic 
fascinated new terms, we should remain calm and rational! We should understand the 
following:1) From the digital to smart water conservancy, that is the inevitable result 
of contemporary social, economic and technological development, and it is not the 
people's will; 2) From the digital to smart water conservancy, that is not only the 
concept update and technology development, but also is the ideas progress and 
cultural leap; 3) From the digital to smart water conservancy, that is a gradual 
building process of accumulation. Smart water conservancy should be built on 
advanced and complete digital water infrastructure, then any conservative and 
aggressive practices are wrong. Scientific approach should calmly analyze the 
situation of contemporary technological developments, combine with the region's 
socio-economic reality, follow the internal laws of scientific and technological 
development, mainly rely on their own strength, and track the trend of technological 
development. Smart Water Conservancy is both an opportunity and a challenge! 
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Abstract. With the accelerating process of urbanization in China, the 
demand for urban land is increasing rapidly; the finiteness of land resources 
determines that urban land use must take the road of intensive utilization. This 
paper selected 10 cities in Shaanxi Province as the research object, by 
establishing an urban land intensive use evaluation index system, which 
included four aspects of the land’s economic benefits，the investment intensity, 
the utilization intensity and the degree of sustainable, by the principal 
component analysis method and the statistical software SPSS, it studied the 
status of the urban land intensive use and spatial differences of 10 cities in 
Shaanxi province  by the software SUPERMAP. Results show that the degree 
of the land intensive use of 10 cities in Shaanxi province is quite different, 
Guanzhong area shows higher, the northern Shaanxi is the second and the 
Southern Shaanxi is the lowest; the urban land intensive use degree in Shaanxi 
province is correlated with the level of economic development and location. 
Base on these, policy implications are derived that the city government should 
increase the land investment intensity, improve the economic benefits of land 
and land use intensity, speed up the economic development, improve the level 
of the urban land intensive use. 

Keywords: urban land, land intensive use, regional differences, Shaanxi 
Province. 

1 Introduction 

Land resource should be used economically and intensively because of it’s finiteness 
and the scarcity, and it is also the fundamental starting point of land use. In recent 
years, with the rapid development of the urbanization process in China, how to realize 
economy and society develop rapidly has become an urgent problem to be solved. 
Therefore, experts and scholars in the field of the urban land intensive use have 
carried out a series of studies, and made a comprehensive survey on some relevant 
researches, it can be seen that research methods such as the factor analysis, principal 
component analysis, entropy method, analytic hierarchy process method, multiple 
factors comprehensive method are used in the related research mostly [1-4]. In this 



436 M. Zhao et al. 

 

paper, an evaluation index system of land intensive use was established, and Principal 
Component Analysis method was used, the status of the land intensive use of 10 cities 
in Shaanxi Province was researched, and map of land intensive use in Shaanxi 
Province was drawn by Supermap, the regional differences in Shaanxi Province on 
the land intensive were evaluated. 

2 The General Situation of Research Area 

Shaanxi province, is known as "Qin"or "Shan", it is located in east longitude 105 29′ 
~111 15′ (E),latitude 31°42'- 39°35' (N),the land area is of 205600 square kilometers, 
the resident population is 37430000 by the end of 2011, 10 provincial jurisdiction 
City and 1 Agricultural High-tech Industries Demonstration Zone are set, the terrain 
in Shaanxi Province is complex, it is long in the north and south direction and narrow 
in the west and east direction, the Loess Plateau is located in the north of Shaanxi 
Province, The Guanzhong Plain is in the central known as Eight Hundred Li 
Qinchuan, the southern Qinba Mountains is located in the south of Shaanxi Province, 
Shaanxi province has a profound historical and cultural heritage, and it is also the 
source of Chinese culture.[5] 

3 Research Technical Route and the Construction of 
Evaluation Model 

3.1 Research Technical Route 

This study evaluated the degree of the urban land intensive use in Shaanxi province 
based on the relevant research data, established an urban land intensive use evaluation 
index system, used principal component analysis method. Then the factor scores of 10 
cities were calculated, finally, land intensive spatial map in Shaanxi province was 
drawn by the software Supermap, The research technical route is shown below in 
figure 1. 

3.2 Construction of Evaluation Model  

3.2.1 The Establishment of Evaluation Index System 
Some principles such as comprehensive principle, leading principle and comparability 
principle should be followed in establishing land intensive use evaluation index 
system [6-7]. Guided by the principles above, this paper constructed a land intensive 
use evaluation index system base on analysis of the influence factors such as the 
natural environment factors, social factors, economic development and policy factors 
as well as the guidance of the experts and the actual of the Shaanxi province, the 
evaluation index system contains the following factors: land investment intensity, 
land use intensity, economic effect, social benefit, ecological benefits of land 
productivity, sustainability of land use. The evaluation index system established is 
shown in Table 1[8-12]. 
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Fig. 1. Map of the Research Technical Route on Land Intensive Use 

3.2.2 The Establishment of Evaluation Model 

3.2.2.1   Data Standardization 
In this study, 9 indicators were different in units and dimension, in order to make the 
data be comparable, data standardization was needed, through the range 
standardization of source data by using the SPSS16.0 software, the formula is shown 
below: [13] 

j

jXXij
ij

σ
λ −=

                              (1) 

ijλ  is the value after standardization, jσ is the standard deviation, jX  is the 

arithmetic mean value of the j index. 
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Table 1. Urban Land Intensive Use Evaluation Indexes System 

Evaluation 
target 

The first grade 
indicators 

The Second grade indicators 
Meaning of  
the indicators 

 

The degree 
of the 
urban  
land 

intensive 
utilization 

In 
Shaanxi 
Province 

Economic 
benefit 
of urban land 

The per unit area GDP  X1 
The urban  
GDP/ Built-up 
area 

The per unit area total retail 
sales of social consumer goods 
X2 

Total retail 
sales of social 
consumer 
goods/ Built-
up area 

The per unit area tertiary 
industry output value X3 

The tertiary 
industry 
output value/ 
Built-up area 

Investment 
intensity of 
urban land 

The per unit area Investment in 
fixed assets X4 

Investment in 
fixed assets / 
Built-up area 

The per unit area labor input 
X5 

The labor 
input/ Built-up 
area 

Use intensity of 
urban land 

The per capita living area X6 

The total area 
of residential 
city/urban 
population 

The per capita Construction 
land area X7 

Construction 
land 
area/urban 
population 

The degree of 
sustainable 
utilization 

The per capita green area X8 
Landscaping 
area/urban 
population 

The per capita road area X9 
Road 
area/urban 
population 

3.2.2.2   Principal Component Analysis 
This study set 10 cities in Shaanxi province as research object, constructed variable 
matrix of 9 indicators shown in the Table 1, processed the data with the software 
SPSS16.0, and calculated the variance contribution of eigenvalues of the matrix and 
the rate of principal components, the factor regression coefficient were calculated 
based on components selected, finally, factor scores of 10 cities were calculate 
according to the calculation formula shown as follows: 
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=

=
n

ij

ijWjNik λ                                                               (2) 

Nik is the factor scores of principal component k of the city I , Wj is index 
regression coefficient of the indicator j. 
. Each city's factor score Qi was calculated based on the calculation of each factor 
scores, and variance contribution of each component which was used as the weight of 
each factor. The calculation formula is shown below. 

NikBkQi =                                              (3) 

Qi is the score of the principal components of the city i , Bk is the variance 
contribution rate of each principal component.  

In order to make the numerical value of urban land intensive utilization degree was 
intuitive ,percentage conversion was done on the comprehensive score of each city in 
formula(3), the conversion formula is shown below.[14] 

          

6040
minmax

+×
−

=
QQ

Qi
Ti

                    (4) 

Ti is the percentile score of the city i, Qmax is the maximum value of the principal 
component scores. Qmin is the minimum value of the principal component scores. 

3.2.2.3  The Classification of Grades on Urban Land Intensive use in Shaanxi Province 
Grades of the urban land intensive use in Shaanxi province were classified with 
reference to the related studies on land intensive use, and it also referred to social and 
economic conditions of Shaanxi Province as well as the experts’ opinions. It is shown 
in Table 2. 

Table 2. Grades of the Urban Land Intensive Use in Shaanxi Province 

Grades The first level The second level The third level The forth level 

score >75 75~65 65~50 <50 

meaning 
Highly 

intensive use 
Moderate 

intensive use 
Low level 

intensive use 
Extensive use 

4 Evaluation of the Urban Land Intensive Use in Shaanxi 
Province 

In this study,10 cities in Shaanxi province are taken as research object ,which are 
Xi'an, Tong chuan, Baoji, Xian yang, Weinan, Yanan, Hanzhong, Yulin, Ankang, 
Shangluo, 9 indexes of 10 city formed the original data set (data source: Statistical 
Yearbook 2011, Shaanxi province, China City Statistical Yearbook 2011), the 
calculated Eigen values and the corresponding variance contribution rate are shown  
in table 3. 
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Table 3. Total Variance Explained 

Serial number Eigen values 
Variance 

contribution rate(%) 

Accumulated 
variance 

contribution rate(%) 
1 3.669 40.766 40.766 
2 2.494 27.714 68.479 
3 1.164 12.928 81.407 
4 1.013 11.251 92.659 
5 0.298 3.313 95.972 
6 0.219 2.429 98.401 
7 0.126 1.402 99.803 
8 0.017 0.190 99.994 
9 0.001 0.006 100.000 

Table 4. Component Matrix and Component Score Coefficient Matrix 

Indicators

Factor extraction results 

The first 
principal 

component 

The second 
principal  

component 

The third 
principal  

component 

The fourth 
principal 

component 

X1 0.017 0.969 -0.072 -0.102 

X2 0.685 0.441 -0.366 0.299 

X3 0.935 0.077 -0.209 -0.019 

X4 0.837 -0.106 -0.292 -0.255 

X5 0.010 0.984 -0.130 -0.030 

X6 -0.343 0.069 0.890 0.111 

X7 -0.211 -0.383 0.863 0.085 

X8 -0.622 0.493 -0.513 0.032 

X9 -0.081 -0.107 0.114 0.964 

Indicators

Factor regression coefficient 

The first 
principal 

component 

The second  
principal 

 component 

The third 
principal  

component 

The fourth 
principal  

component 
X1 0.049 0.443 0.182 -0.090 
X2 0.272 0.168 -0.030 0.332 
X3 0.386 0.047 0.077 0.033 
X4 0.305 -0.062 -0.018 -0.179 
X5 0.037 0.436 0.138 -0.019 
X6 0.040 0.210 0.528 0.005 
X7 0.065 0.000 0.439 -0.011 
X8 -0.361 0.079 -0.368 0.057 
X9 0.012 -0.034 -0.058 0.876 
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According to the principles that the eigenvalues is more than 1, the first 4 
eigenvalues in Table 4 were selected as the main components, the accumulative 
variance contribution rate is 92.659%, which means that the 4 new variables contain 
92.659% information of the original variables. The selected principal components 
were orthogonal varimax rotation .it is shown the following table 4. 

The result of the Table 4 showed that the first principal component had more load 
coefficient in the indicators as retail sales of social consumer goods ,the tertiary 
industry output value, the per unit area tertiary industry output value, the per capita 
green area, which reflected the input and output level of the land. 

The second principal components had more load coefficient in the indicators as 
GDP and the per unit area labor input, which reflected the labor input and economic 
level of the land. 

The third main component had more load coefficient in the indicators as the per 
capita living area and the per capita construction land area which reflected the land 
use intensity. 

The forth principal component had more load coefficient in the indicator per capita 
road area, which reflected the sustainability of the land.  

Scores of each principal component were calculated according to the regression 
coefficient in Table 4, and they multiplied the variance of each principal component 
contribution rate as weight, the weighted sum factor scores of 10 cities in Shaanxi 
province were calculated as follows. 

Table 5. The Principal Component Factor Score and Comprehensive Score of Each City  

City Q1 Q2 Q3 Q4 
Combin
ed score 

Percentile 
score 

Rank 
ing 

Xi’ 
an 

0.7452 0.8799 1.0356 1.1218 0.8077 82.4659 1 

Yu 
lin 

1.5330 -0.5768 1.0536 -0.0557 0.5950 76.5506 2 

Wei 
nan 

0.7836 0.3011 -0.7333 1.3949 0.4650 72.9341 3 

Xian 
yang 

-0.4459 2.0594 -0.0910 -0.6857 0.3001 68.3459 4 

Yan 
’an 

1.0341 -0.7552 -0.5081 -1.7861 -0.0544 58.4872 5 

Han 
zhong 

-0.2474 0.8817 -0.8513 -0.9141 -0.0694 58.0705 6 

An 
kang 

-0.1073 -0.8213 -0.2537 0.4147 -0.2575 52.8376 7 

Tong 
chuan 

-0.5518 -1.2761 -0.6706 1.7538 -0.6442 44.6510 8 

Bao 
ji 

-1.4941 -0.2993 0.0584 0.7125 -0.6043 43.1916 9 

Shang 
luo 

-0.5251 -0.9988 -1.4640 0.4418 -0.6304 42.4660 10 

 
According to the results of Table 2 and Table 5, the urban land intensive use degree in 
Shaanxi province can be divided into four categories: (1) highly intensive use, Xi'an 
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and Yulin (2) moderate intensive use, Weinan and Xianyang (3) low intensive use, 
Yan’an,Hanzhoung and Ankang (4) extensive use, Tongchuan, Baoji and 
Shangluo.The spatial difference map of the urban land intensive use in Shaanxi 
province was drawn by SUPERMAP, it is shown in figure 2 

 

Fig. 2. The Spatial Ddifference of the Urban Land Intensive Use in Shaanxi Province 
(Note: For the sake of research convenience, the urban land is indicated with the city land) 

5 Conclusions 

Research shows that urban land intensive use in Shaanxi province has the following 
characteristics: 

(1) The urban land intensive use among 10 cities in Shaanxi province is 
significantly different, the calculated percentage data display that the highest score is 
82.4659(Xi'an City), while the lowest score is only 42.4660(Shangluo city), the 
highest value is almost 2 times of the minimum value. 
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(2) Seen from the score of each principal component factor, Xi'an, Yulin, Weinan 
and Yan’an have high scores in the land economic inputs and outputs principal 
component, while Baoji, Shangluo and Tongchuan have low scores in this item, and 
the weight of the component accounts for 40.766% of the overall weight, due to the 
impact of land economic inputs and outputs principal component, the former cities are 
high in the comprehensive score, while the latter cities are low in the comprehensive 
score. Xianyang, Hanzhong and Xi'an have high scores in the land of the labor input 
and economic level principal component, yet, Shangluo has low scores in the land 
investment, economic level, land use degree three principal components, therefore, 
the comprehensive score of Shangluo is the lowest .From the principal component 
scores of the land use degree Xi'an city and Yulin score the highest. 

(3) It also shows that there is a certain relationship between the urban land 
intensive use degree in Shaanxi province and the level of economic development, The 
more intensive the urban land use is, the higher the economic development level 
is ,and vice versa. 

(4) The degree of the urban land intensive use in Shaanxi Province shows the trend 
that Guanzhong area is the most intensive than Northern Shaanxi and Southern 
Shaanxi, which indicates that there is a certain relationship among the urban land 
intensive use and location of 3 regions in Shaanxi Province 

(5) Several policy implications are derived after research that the city government 
should increase the land investment intensity, improve the economic benefits of land 
and land use intensity, speed up the economic development, improve the level of the 
urban land intensive use. 
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Abstract. Along with the increasing advancement of geographic information 
services application, the requirement for semantic manipulation during the 
integration of different geographic information services has been also 
increasing under the Heterogeneous environments. Through studying current 
geographic information services applications, and analyzing the shortcomings 
of the implementations, this paper proposes a combinatory framework of 
Geographic Information Services Integration(GISI) with Ontology Web 
Language for Services(OWL-S). The framework is based on existing 
experiences on service ontology applications and relevant techniques. It 
provides an implementation process of semantics injection with geographic 
information service for the specific core framework module. 

Keywords: Geographic Information, Service Integration, Ontology, OWL-S. 

1 Introduction 

The rapid development of internet and computer technologies in the last two decades 
has greatly improve the information sharing and relevant developments of a variety of 
basic information on internet. With the increasing demand for the information sharing 
in city management, environment government, and public safety related geographic 
information, geographic information services platform development has been in a 
track of rapid improving with the support from functional departments at all levels. 
The key problem in geographic information services platform is how to use advanced 
information technology from the characteristics of geographic information improving 
existing implementation framework and approach, along with effective integration. In 
the current mature technology environment, the integration of geographic information 
services are mainly based on Web services description language(WSDL) and 
Universal description, discovery and integration(UDDI) protocol, in order to make the 
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interaction available on the syntax level. However, this implementation model is not 
able to solve the problem of semantic Interoperability, or satisfy the requirement of 
some precise spatial information sharing and Service Reusability.  

In the past several years of development on semantics and ontology with 
geographic information and web applications [1-4], it has provided a new trend and 
model for geographic information description, discovery and integration 
implementation. Starting from studying the current situation of applications on 
geographic information services, this paper proposes a framework of Regional 
geographic information platform Geographic Information Services Integration (GISI) 
based on OWL-S, and integrate geographic service semantic information with 
traditional syntax-based web service bus. 

2 Geographic Information Services and Service Ontology  

2.1 Geographic Information Services 

Traditional geographic information applications are almost exist in an independent 
and complete form [5], which depends on some platform and technology. Due to the 
difference between implementation techniques and spatial data model, it is hard to 
share resources and interact among applications. However, the goal of the geographic 
information services is to integrate the geographic distributed, autonomous 
management and Heterogeneous data sources(including spatial data and related Non-
spatial data), which provides a method and a function that allows users to obtain any 
geographic information transparently in a standard service form and deal with 
geographic information.  

Under the advancement of Service-Oriented Architecture (SOA) and Web related 
technologies, it is built in an open geographic information services under which sec-
ondary development has been increasingly becoming a mainstream model for geo-
graphic information services. Geographic information services have gradually 
switched to the standard direction. Current related industry standards include 
ISO19119 that defines the categorization of geographic information services (its 
characteristics are items are big and general, mainly for distributed geographic 
information services development providing categorization framework and guidance. 
It then builds the mapping between the categorization and physical implementation 
considering the GIS application systems demands) and OGC OWS services 
categorization (its characteristics include web-based, focused on HTTP and XML 
technologies for services categorization and service port definitions, which provides 
standard ports for each kind of service. Also, any satisfactory standard application can 
interact with the services defined in the service framework and therefore get more 
support from different companies). Combing information technology and the standard 
framework implementation, it provides the structure of geographic information 
services, as shown in Figure 1. 
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Fig. 1. A Hierarchy of Geographic Information Services 

Under this kind of service-oriented structure, the key is the geographic information 
integration and sharing on web service technology. The technology foundation is based 
on the syntax service expression and its interface. However, for the expression of 
geographic information service semantics, integration has not provided enough 
restriction and corresponding solutions. On the other hand, foundational geographic 
information ontology study has been being used under some specific geographic 
information system environment. It is mainly offset the problems confronted in the 
traditional inquiries of geographical entities by leveraging geographic information’s 
various semantic representations. It also focused on the discovery and indexing for the 
geographic information data and different geographic data on which the models are built. 
These approaches solved some of the practical problems, but they have not addressed the 
issues in the study of geographic information service framework as a whole. 

2.2 Geographic Service Ontology 

With today’s fast internet advancement, information services are generally published 
by an information carrier web. These related technologies and standardshave been 
greatly improving the development of  the web serviceson the other hand. However, 
in order to make the web-based server more automatic and organize web services 
more effectively, the problems in current service information format heterogeneous, 
information semantic multiplicity and the lack of information relationships have to be 
solved. The various semantics in ontology and its relationship can be used to address 
the above problems by bringing the concept of ontology and related technologies into 
web services techniques. With the support of ontology during the process of service 
mapping, the Precision rate and Comprehensiveness can be greatly improved 
comparing with the methods that are only based on simple keywords mapping 
algorithms. Service ontology takes care of service automatics. Meanwhile,  it 
provides services with a shared semantic model in application area, and hence make 
the services interact on the semantic level. 
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Table 1. Features of Geographic Information Services 

Features Geographic Information Services Other Web Services 

Spatiality One of the most importantcharacteristic, 
Spatiality can describes the service 
location, shape, and spatial object 
topological relations. 

None 
 
 

Multi-scale Different observations or clients require 
the use of thedifferent scales and different 
scale precision with service. 

Has, different forms 
 

Time and space A strong characteristic to Geographic 
information service.  A system based on 
GIS requires the use of different scales on 
geospatial for expression. A service is an 
integration of data sources with different 
time and different scales. 

Scarcely 
 
 

Abstraction Describes real-world surface features and 
geomorphological features. Very complex 
andthe same natural features may have 
different semantic representation at the 
different levels of abstraction, 

Has, different forms 
 
 

 
For instance, a regular geographic information service based on ArcGIS, its service 

ontology can be described as follows: 

...... 
<service:Service rdf:ID="GetLengthsService"> 
<service:describedBy> 
<process:AtomicProcess rdf:ID="GetLengthsProcess"/> 
</service:describedBy> 
<service:presents> 
<profile:Profile rdf:ID="GetLengthsProfile"/> 
</service:presents> 
</service:Service> 
<profile:Profile rdf:about="#GetLengthsProfile"> 
<profile:hasOutput> 
 ...... 
</profile:hasOutput> 
<profile:hasInput> 
 ...... 
</profile:hasInput> 
<profile:textDescription>a geo-
service</profile:textDescription> 
<profile:serviceName>GetLengths</profile:serviceName> 
<service:presentedBy rdf:resource="#GetLengthsService"/> 
</profile:Profile> 
..... 
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In conclusion, it is reasonable to add service ontology semantic to the SOA imple-
mentation framework.  On one hand, it provides more accurate service mapping and 
foundation for indexing. On the other hand, it essentially considers the various 
semantic relationships among geographic information service entities, geographic 
entities, and the integration of geographic information service. 

3 A Combinatory Framework of GISI 

Geographic information service integration is the key of geographic information 
service platform. Firstly, it should meet SOA structure. it means to develop and 
implement the services of multi-source and massive basic space information resources 
and related management under the stable network transmission, relevant policy and 
rules, and existing standard and information security restriction, Secondly, it provides 
secondary development interface that meets service standards to implements the data 
interactions based honeterogeneous platforms. Under the service integration of 
application environment, Enterprise Service Bus(ESB) is considered as an 
implementation method based on SOA structure. Because ESB has been an key 
method among the service communication. The figure below shows a geographic 
information integration framework implementation based on regional level ESB. 

 

Fig. 3. A Framework of GISI Based on ESB 

ESB adopts the open source ServiceMix, which provides hot deployment and Java 
Business Integration(JBI). It is compatible with similar JBI standard and ESB prod-
ucts to make it easy by using the third-party component libraries. ServiceMix is a 
ideal ESB implementation for a regional level service platform. In addition, as for the 
service integration requirement, systems usually use Java Messaging Service(JMS) 
broker to provide support implementation. Ands Apache ActiveMQ, as a widely used 
mature JMS, is also seamlessly integrated into ServiceMix. JUDDI as the implemen-
tation of UDDI, has provided service standard access interface under the support of 
the MySQL database. 

In order to improve the existing model, the service ontology is integrated into  
the existing system (namely adding associated service semantics information to 
existing service syntax expression). The improved integrated framework is shown 
in Figure 4: 
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Fig. 4. A Combinatory Framework of GISI 

4 Implementation of Semantic Integration Module 

In Figure 4, a semantic Integration Module is responsible for adding semantics in-
formation to all heterogeneous geographic information services. In the process of 
implementation, ontology that meets the geographic information services standard 
(providing standard WSDL standard description) can be transformed in two ways.One 
is automatically acquired by using OWL-S based on an open source API coding. The 
other is manually manipulated by using the provided graphical tools (as shown in 
Figure 5) to get a specific geographic service ontology structure. 

 

Fig. 5. Top level of The Service Ontology and Service Profiles 

Considering the application environment of regional geographic information ser-
vice integration, the levels and categorizations of services are not necessarily compre-
hensive and huge. It can be classified as three types based on the need: basic  
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geo-graphic information service, thematic geographic information service, and 
attribute information service. The integrated service mainly focuses on geographic 
information service. the association with attribute information service is carried out 
by the ID of geographic object (such as plot ID、point ID, etc.), which can be added 
by automatic service semantics as shown in the following steps: 

Step1: Create a service ontology library to determine the storage solution. There 
are two ways to make it. One is with simple OWL files. The other is by using 
database method. OWL API provides some interface to implement it. 

Step2: Construct semantic extraction module. Through extracting information from 
the description file attached by the existing geographic information services and 
related properties service, the extension module is developed to read the sematic 
information automatically. Because the implementation of geographic information 
services, the interfaces and the operation are more relatively fixed. It’s beneficial for 
some of the services to be built by the appropriate body structure reflecting the 
service characteristics. In other words, specific implementation in OWL-S API is 
based on the body structure of the obtained file through adding semantic information 
corresponding matched. 

Step3: Establish service entities and ontology matching by using the database and 
storing some one-to-many relationships of service entity and service ontology. 

Step4: After the steps above, build interactive modules for the upper application 
with related interfaces of ontology-based semantic integration of geographic service. 

5 Conclusion and Future Works 

After the study, we make the following conclusion: with the help of semantics web 
and related technologies, the standard geographic information service expression will 
be evolved from the method of using the only traditional syntactic structure to the 
way by integrating with the additional semantics information. This new method 
attempts to improve the accuracy and precistion of the service manipulation and 
precision capability under web environment. Upon on this, the future work will focus 
on the next two directions: one is to make clear, how to summarize service ontology 
transformation unified model by studying the common and difference among 
geographic information service implementations. The other is to study how to use 
Web semantics and related technologies to make semantics inferences with the 
extracted geographic information service ontology exploring a more reasonable 
semantic interoperation on the platforms of geographic information services. 
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Abstract. The high coupling of regional poverty and  ecological environment 
degradation, natural disasters is the important reason for the unsustainable 
development of poverty-stricken areas .It has practical significance to correctly 
understand the interactions between the regional poverty, ecological 
environment and natural disasters, research the coupled relationship of the three. 
This paper chooses the vulnerability of ecological environment, natural disasters 
hazard and regional poverty indicators that are based on the ecological 
environment features and their results, the main types of natural disaster and their 
harm, regional economy and social welfare., etc. The vulnerability ecological 
environment, natural disasters harm degree and regional poverty degree are 
obtained in counties through spatial interpolation, spatial overlay and 
comprehensive evaluation process. And Then four types and thirty classes are 
divided by using coupling analysis method and coupling relationship judgment 
standard .Finally it is conclude that the risk class with high fragility, harmfulness 
and poverty degree of ecological environment, natural disasters and regional 
economy in Inner Mongolia occupy dominant position, and the relationship that 
the ecological environment, natural disasters and the regional poverty are not 
harmonious in about 71% of the counties and cities and there are differences 
between the coupling degree and the coupling type in different geographical 
areas. 
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1 The Introduction 

Natural disasters, ecological environment and regional poverty are the hot issues that 
are widely concerned by people from all walks of life, and there is close relationship 
and mutual influence, restriction and dependence among three. Since the 1990 s, people 
have a more profound understanding of risk relationships among the poverty, 
vulnerability of ecological environment and natural disaster. And put forward that the 
investigation of risk and vulnerability is the key to understanding poverty [1]. A large 
number of studies home and abroad have also shown that poor areas often located in the 
lowest resilience the worst environmental damage, natural disaster frequent area in the 
world, [2-8] which shows that the high coupling of poverty, ecological environment 
degradation and natural disasters is the important reason for the unsustainable 
development in poverty stricken area in a sense. Therefore, it has practical significance 
to correctly understand interactions among region poverty, ecological environment and 
natural disasters by studying the coupling relations of the three as a breakthrough point 
so to seek corresponding anti-poverty rich and health development strategies. 

2 Index System, Data Sources and Research Methods 

2.1 Index System 

The indicators such as heat, water, vegetation are chosen when vulnerable ecological 
environment is evaluated according to the causes; the indicators of pressure and 
response of human activity, land use and reclamation, industry and the investment 
structure are chosen based on the features of results; the index of natural disasters 
species and its condition and natural disaster damage in Inner Mongolia is selected to 
build  the evaluation index system of the natural disasters in Inner Mongolia; Inner 
Mongolia region poverty evaluation index system is mainly composed of  the reaction 
of poverty degree economic index and social welfare, which are shown in table 1. 

2.2 Data Sources 

The above index system involved in the meteorological data is from meteorological 
observation data each county of Inner Mongolia autonomous region 35 years in 
1975-2009; vegetation index is based on MODIS 1B data source, using the maximum 
synthesis obtains the 2002-2012 NDVI average. Various types of natural disasters level 
data are obtained from the Atlas of climate in Inner Mongolia [9], Atlas of Land 
resources in Inner Mongolia [10]; natural disasters hazard index data is from civil 
affairs department of Inner Mongolia autonomous region according to the county level 
administrative units for statistical data in 1978-2009; Other social and economic data is 
from statistical yearbook data of Inner Mongolia in 2010, which is later sorted and 
calculated. 
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Table 1. Inner Mongolia Region Poverty, Ecological Vulnerability and the Evaluation Index 
System of Natural Disasters 

Index types Index 

Fragile 
ecological 

environment 

The ecological  
environment 
characteristics 

precipitation, evaporation, moisture, ≥10℃ 
accumulated temperature, annual range of 
temperature, precipitation variability, vegetation 
index 

results  

Population quantity and structure index（ rural 
populations, land population carrying, the first 
population bearing industry, food production 
population carrying, livestock amount population 
carrying） 

cultivation index, Food crop acreage proportion, 
effective irrigated area proportion 
The second industry proportion, Proportion of the 
tertiary industry, Population carrying of investment 
in fixed assets 

Natural 
disaster 

Main kinds of natural 
disasters 

drought, wind damage, frost, floods, earthquake, 
Soil and water loss, grassland degradation 

Harm of natural  
disasters 

flood-hit population, the number of casualties, 
damage area, financial loss 

Regional 
poverty 

economy of region 
poverty 

GDP per capita, Financial income population 
bearing, Per capita fiscal deficit, Per capita net 
income of farmers and herdsmen, Population 
carrying food production, Livestock amount 
population carrying  

social welfare of  
region poverty 

social retail sales of consumer goods Population 
carrying, population bearing farming mechanical 
power, electricity consumption Population carrying, 
traffic population carrying, Telecom population 
carrying, Ten thousand people have professional 
health personnel number, Middle school students in 
school population carrying, Pupils in school 
population carrying 

2.3 Research Methods 

2.3.1   Data Processing Method 
2.3.1.1   Spatial Interpolation Method. The data of meteorological observation sites 
need to use spatial interpolation method to change point data into regional surface data 
information. There are many spatial interpolation methods, of which spline method is 
not affected by spatial scale and does not directly depend on the space smoothly 
covariance; therefore, it is  more practical [11-14]. Spline method is applied to do 
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spatial interpolation, forming the spatial distribution of meteorological factors in Inner 
Mongolia. 

 
2.3.1.2   Spatial Overlay Analysis Method. Overlay analysis method is to have the 
vector graphics of the spatial indicators overlay, generating new elements by division 
or merger. New elements combine the original properties of several elements. The aim 
of  overlay evaluation index of ecological environment vulnerability and natural 
disaster risk evaluation index is to establish the same spatial attribute database, 
operation, statistical analysis and quantitative, orientation so as to identify the quantity 
characteristics of each index in different areas. 

2.3.2   Comprehensive Evaluation Method 
The principle of main component projection evaluation model for fragile ecological 
environment, natural disasters and poverty area is to change the original indexes into 
comprehensive index which is orthogonal to each other. Then each main component is 
projected to an ideal decision as a comprehensive evaluation index of one-dimensional 
[15]. Firstly, the specific method is to establish evaluation sample matrix, and to 
eliminate influence from which dimension and magnitude for all kinds of indexes, and 
range standardization method is adopted to improve the normalization. And then 
indicators are disposed by means of the orthogonal transformation, to filter out 
duplicate information between indicators. Finally according to the main component 
scores and characteristic value of the product and the projection values are calculated, 
and according to the size of the projection value different grades are divided. Thus, the 
regional ecological environment vulnerability, risk of natural disasters and poverty in 
the region are evaluated. 

2.3.3   Coupling Analysis Method 
Coupling degree is the quantitative indicators to measure coordination condition 
between system and elements. Coupling analysis can characterize regional natural 
environment, regional economy overall function. The coupling relationship of fragile 
ecological environment, natural disasters and poverty areas can be expressed as the 
following formula [16-22]: 

                 Cxyz=
)zy(x

z)y(x
222 ++

++  .                       (1) 

x, y, z is for ecological environment vulnerability, risk of natural disasters, regional 
poverty degree, The smaller the value is , the securer it is , the bigger the value is , the 
more fragile, dangerous and poorer it is ; Cxyz is the coupling degree for ecological 
environment vulnerability, natural disaster risk and the region's poverty, 
-1.732≤Cxyz≤1.732, The greater for the Cxyz absolute value is , the more synergy for 
the ecological environment, natural disasters and areas of poverty is, which have  the 
roles of  mutual coordination and promotion. And instead, the smaller for the Cxyz 
absolute value is, it is shown that the relationship is disjointed and restricted with each 
other between the ecological environment, natural disasters and the regional poverty. 
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3 Results and Analysis 

According to standardizing for the evaluation indexes data, the comprehensive value 
results from the principal component projection transformation for <-1, -1-0,  
0-1, >1. It will be divided into good (low), medium, heavier, heavy (high) four levels 
for the ecological environment vulnerability, natural disasters and poverty area of each 
county in Inner Mongolia. And the coupling relationship between fragile ecological 
environment, natural disasters and poverty area is divided into coordination (synergy) 
and not harmonious for Cxyz absolute value, |Cxyz|≥1, coordination, | Cxyz | < 1, not 
harmonious. 

According to coupling degree of ecological environment vulnerability, natural 
disasters and poverty area in each county of Inner Mongolia, regarding coupling 
relationship as judging standard and four types and 30 coupling relationship subgroup 
are divided as table 2. 

Table 2. Ecological environment vulnerability (x), natural disasters (y) and regional poverty (z) 
coupling relationship (Cxyz) criteria and its coupling relationship types and their counties and 
cities 

coupling 
relationship 
types and 
standards 

coupling relationship 
subgroup 

coupling 
relationship 

subgroup standards
county name 

coordinate 
safety class 
-1.732<Cxy
z<-1 

low vulnerability, light  
disaster, low poverty type 

x, y, z<-1 Manzhouli city, 
Hailaer district 

low vulnerability, light 
disaster, middle poverty 
type 

x, y <-1;-1<z<0 Aershan city,  
Yakeshi city,  
Genhe city,  
Eerguna city,  
Chenbaerhu 
county, 
ewenkezu 
autonomous 
county 

low vulnerability, middle 
disaster , low poverty type 

x, z <-1;-1<y <0 Huolinguole 
city, Jining  
district 

low vulnerability, heavier 
disaster, low poverty type 

x, z <-1;0<y <1 Baotou city,  
Hohhot City 

low vulnerability, light 
disaster, higher poverty 
type 

x, y <-1;0<z<1 Elunchun 
Autonomous 
County 
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Table 2. (Continued.) 

uncoordinate 
safety class 

-1<Cxyz<0 

middle vulnerability, middle 
disaster, low poverty type 

0<x, y <1;z<-1 Baiyunebo 
mining area,  
xilinhaote city 

middle vulnerability, middle 
disaster, middle poverty type 

-1<x, y, z<0 Shiguai mining 
area, 
Dongwuzhumuqi
n county,  
Erlianhaote city  

middle vulnerability, light 
disaster, higher poverty type 

-1<x<0;y<-1;0<z<1 Xinbaerhuzuo 
county, 
Zhalantun city 

high vulnerability, middle 
disaster, low poverty type 

1<x;-1<y<0; z<-1 Etuoke county 

higher vulnerability, heavier 
disaster, low poverty type 

0<x, y < 1; z<-1 Keerqin District, 
Wuhai city, 
Yijinhuoluo 
county 

higher vulnerability, heavy 
disaster, low poverty type 

0<x<1; 1<y; z<-1 Dalate county 

middle vulnerability, heavy 
disaster, low poverty type 

-1<x<0;1<y; z<-1 Dongsheng 
district, Zhungeer 
county 

middle vulnerability, middle 
disaster, higher poverty type 

-1<x, y<0; 0<z<1 Xiwuzhumuqin 
county, 
Molidawa county 

higher vulnerability, middle 
disaster, middle poverty type 

0<x<1;-1<y, z<0  
Etuokeqian 
county, 
Daerhanmaoming
anlianhe county 

high vulnerability, middle 
disaster, middle poverty type 

1<x;-1<y, z<0 Alashanzuo 
county, Wuyuan  
county, 
Hangjinhou 
county, Dengkou  
county 

 
higher vulnerability, middle 
disaster, higher poverty type 

0<x, z<1;-1<y <0 Xinbaerhuyou 
county 
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Table 2. (Continued.) 

Uncoordinated 
risk class 

0<Cxyz<1 

middle vulnerability, middle 
disaster, high poverty type 

-1<x, y<0; 1<z Zhengxiangbai 
county, Huade 
county, Xinghe 
county 

middle vulnerability, heavy 
disaster, middle poverty type

-1<x, z <0;1<y Honhshan district, 
Xianghuang county, 
Helingeer county, 
Wulanhaote city 

middle vulnerability, heavier 
disaster, heavier poverty type 

-1<x<0;0<y, z<1 Arong  county, 
Keerqinzuoyihou 
county, Zhenglanqi, 
Kulunqi, Kalaqinqi, 
Keerqinyouyiqianqi, 
Chahaeryouyiqian 
County, Balinzuo 
County, Balinyou  
County, Wuchuan  
County Fengzhen  
City, zhaluteqi,  
keshiketengqi, 
duolunxian 

middle vulnerability, heavier 
disaster, heavy poverty type 

-1<x<0;0<y<1;1<z taipusiqi, 
chahaeryouyizho 
ngqi, zhuozixian,  
zhalaiteqi 

middle vulnerability, heavy 
disaster, higher poverty type

-1<x<0;1<y;0<z<1 linxixian, 
liangchengxian, 
ningchengxian 

higher vulnerability, middle 
disaster, high poverty type 

0<x<1;-1<y<0;1<z abagaqi, 
shangduxian, 
chahaeryouyihouqi 

higher vulnerability, heavier 
disaster, middle poverty type 

0<x, y<1;-1<z<0 tumotezuoqi, 
tumoteyouqi, 
guyangxian, 
tuoketuoxian, 
wushen 

High vulnerability, middle 
disaster, higher poverty type 

0<x, z<1;-1<y <0 ejinaqi, 
alashanyouqi, 
suniteyouqi 

 

High vulnerability , heavier 
disaster, middle poverty type 

1<x;0<y<1;-1<z<0 wulateqianqi, 
linhequ 

Higher vulnerability, heavy 
disaster, middle poverty type

0<x<1;1<y;-1<z<0 Kauluxian 
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Table 2. (Continued.) 

collaborative 
risk 

1.726>Cxyz>
1 

Higher vulnerability, heavier 
disaster, higher poverty type 

0<x, y, z<1 Qingshuihexian, 
Siziwangqi, 
Keerqinyouyizho
ngqi, Naimanqi 

Higher vulnerability, heavy 
disaster, higher poverty type 

0<x, z<1;y<1 keerqinzuoyizho
ngqi, 
Alukeerqinqi, 
Wengniuteqi, 
Aohanqi 

Higher vulnerability, heavier 
disaster, high poverty type 

0<x, y<1;z<1 Tuquan County 

High vulnerability , heavier 
disaster, higher poverty type 

1<x;0<y, z<1 Wulatezhongqi, 
Hangjinqi 

High vulnerability , heavier 
disaster, high poverty type 

1<x, z;0<y<1 Wulatehouqi, 
Sunitezuoqi 

 

The fragility among Inner Mongolia ecological environment, natural and regional 
disaster, and the coordination between poverty coupling and security classes have five 
sub-categories, including 13 counties in the city, accounting for 14% of counties and 
cities of Inner Mongolia Autonomous Region, mainly in Inner Mongolia northeast 
regions and cities. Good ecological environment in these regions, only a few flags in 
the eastern Hulunbeier City's economic development level, is lagging behind the rest of 
the natural disasters in several cities less risk than other types of flags of the city. 
Overall ecological environment, natural disasters and poverty minimum pressure, has 
among mutual promotion and common to the health, well-direction. 

Uncoordinated safe coupling classes have 11 sub-categories, including 23 counties 
in the city, accounting for 25% of the city of Inner Mongolian Autonomous Region 
counties, mainly in the coordination of safety classes around the periphery of the city 
and the flag of south-central regions. This type of fragile environment, natural disasters 
and poverty hazards degrees to moderate mainly on regional development in the overall 
risk is a relatively small, relatively safe state. In its interior is a regional differentiation 
in the eastern region of the ecological environment, which is relatively good in the 
west, natural disasters, hazards degree moderate, with some favorable natural basis, but 
regional socio-economic development lags behind. Its natural conditions are not 
commensurate with relatively favorable natural conditions which are not allows social 
and economic plight. And relative poverty is impossible for the socio-economic to 
provide effective long-term ecological and environmental protection, good cultural  
environment, among mutual restraint, mutual hinder healthy development. The class 
counties in western ecological environment is fragile and severe natural disasters, while 
poverty is low, the natural environment and the socio-economic development does not 
match the natural disaster vulnerability and more affluent social environment can not 
 



462 Burenjirigala, Alatantuya, and C. Guo 

 

Fig. 1. Fragile ecological environment, natural disasters harm degrees and regional poverty 
degree of coupling type map in Inner Mongolia 

provide comfort and support economic external environment. The same economic 
forces alone to improve the fragile ecological environment and prevention of natural 
disasters, but also difficult to achieve real problem, also has among mutual constraints 
hinder the healthy development of relations. 

Uncoordinated dangerous class of coupling relations have 9 subcategories, a total of 
42 counties in the city, accounting for 46% of the city counties in Inner Mongolian 
Autonomous Region. This distribution is very scattered, which is hills and 
desert-based. This type of Fragile Environment, natural disasters and poverty hazards 
degrees higher degree mainly on regional development in the overall relative risk 
status. Among them, Xilin Gol League South and Southern District Wulanchabu fragile 
ecological environment, natural disasters, heavier. What’s more important feature is 
that the outer areas of poverty highlighted; western desert, steppe desert area and 
central desert steppe area in addition to severe disasters, and the socio-economic is 
more prominent than not rich ecological whose environment is extremely fragile; 
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southern hilly area of serious natural disasters. Overall area of this type of environment, 
natural disasters and poverty, pressure, regional development at risk is at a relatively 
large state, but did not belong to a higher risk of all these three highly coupled, at least 
among a class for medium, ecological environment, natural disasters and poverty with 
some regulatory role, who will not the system as a whole to malignant direction. 

Synergistic coupling between risk categories have five sub-categories, including 13 
counties in the city, accounting for 14% of the city counties in Inner Mongolia 
Autonomous Region, which is located in the southeast and north-central. This type of 
vulnerability of the ecological environment, natural disasters and hazards degrees are 
higher and the high degree of poverty, and the high degree of coupling between three 
forms of a fragile ecological environment lead to regional poverty, severe natural 
disasters exacerbate poverty and economic ecologically fragile, people living in 
poverty and disaster survival to obtain the immediate short-term benefits over 
predatory further use of environmental resources and destroy the ecological balance, 
damage ecological functions, resulting in deterioration of ecological environment, and 
thus the formation of poverty - ecologically fragile - the vicious natural disasters cycle 
of the cycle, regional development at risk. 

4 Conclusion and Discussion 

From the perspective of Inner Mongolia ecological environment and natural disasters 
and regional poverty, only a few cities in Northeast China and be safe outside the class, 
is more dangerous and dangerous classes have 55 counties in the city, accounting for 
60%, showing that, Inner Mongolia ecological environment and natural disasters and 
regional economic vulnerability, hazard, high levels of poverty risk class occupies a 
dominant position. Ecological environment, natural disasters, poverty, coupled with 
regional relations, not simultaneously x> 1, y> 1, z> 1 though, and 1.726> Cxyz>1. The 
coupling relationship is not completely out of control, but there are 14% of the flag 
counties in fragile ecological environment and natural disasters, poverty and regional 
disaster of a strong coupling and among the three ecological environment is fragile 
areas, areas prone to natural disasters and poverty areas in the distribution of geospatial 
highly additive. In addition, 71% of the counties in the city's ecological environment, 
natural disasters and regional poverty relationship disharmony between different 
geographical areas and the degree of coupling, the coupling type are differences. And 
between the natural environment and the local economy has contradicted each other, 
mutual restraint involved role. In general, the environmental and economic 
well-coordinated development is not only an important way to achieve sustainable 
development, but also the elimination of poverty, comprehensive and healthy 
development of the basic requirements. Inner Mongolia region resulting poverty and 
ecological environment system, natural disaster systems, regional economic system is 
inextricably linked, each system is the key point there cause of poverty, which is a 
breakthrough in anti-poverty measures and starting point. As long as a fundamental 
solution to one of the key links, we can lay the foundation for establishing a virtuous 
circle. In addition, the region's natural, social, economic overall effect depends on the 
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ecological environment, natural disasters, the coupling between regional economies. In 
order to rationalize poverty, natural disasters and ecological environment, and analyze 
the three coupling characteristics, and further study of their structure and function is 
needed. According to regional characteristics and causes of poverty, the actual 
situation, the most suitable model of development can be chosen and ways of  good 
mutual promoting relations can established and safeguarding regional development and 
is the dynamic stability of poverty can be thus achieved , which is the necessary link of 
healthy development.  
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Abstract. With the increasing development of the application of location 
services, massive check-in data is produced by social media applications on the 
mobile appliances, which includes characteristics of spatio-temporal 
information, user-emotion information, and etc. Traditional analysis techniques 
cannot handle check-in data well because of the complexity of spatio-temporal 
information. Spatial data warehouse provided a good architecture for spatial 
data’s storage and analysis. In this research, we designed a spatial data 
warehouse to store and manage the check-in data, used OLAP analysis 
technology to analyze it, and found many interesting results. It showed spatial 
data warehouse and OLAP provided a good frame to analyze check-in data. 

Keywords: check-in data, spatial data warehouse, OLAP. 

1 Introduction 

With the increasing development of social media applications on the mobile appliances 
(such as Foursquare, Tweeter, Facebook, Weibo, QQ space), more and more people 
enjoy sharing their own location information, causing massive increase of check-in 
records in the Internet. Those check-in data shared by people, contains massive 
spatio-temporal tags and some rules of our daily lives to research. Nowadays, it 
captured lots of researchers’ attention. For example, Linna Li presented the spatial, 
temporal, and socioeconomic patterns in the use of Twitter and Flickr[1]; Liangjie 
Hong presented their discover of geographical topics in the Twitter Stream in the 
proceedings of the 21st International Conference on World Wide Web[2]; Nilanjan 
Banerjee conducted an exploration research with micro-blogs for user interests in social 
media sites[3]; Eunjoon Cho used check-in data to study user movement in 
location-based social networks[4]; Salvatore Scellato exploited place features in link 
prediction on location-based social networks[5], and etc. They provided good 
references in this direction of research. 

Check-in data is a new sort of network data, including spatial and temporal 
characteristics, also the user-emotion information. Spatial data warehouse provide a 
good base to store and manage spatial data. We can use OLAP to analyze check-in data 
and combine its result with GIS to provide a deep insight of check-in data. 

Spatial data warehouse provide a good base to store and manage spatial data. We can 
use OLAP to analyze check-in data and combine its result with GIS to provide a deep 
insight of check-in data. 
                                                           
* Corresponding author.  
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There are many studies about spatial data warehouse, for example, L.Savery addressed 
a spatio-temporal data warehouse design for human activity pattern analysis[6]; Sonia 
Rivest introduced SOLAP technology which merged business intelligence with geospatial 
technology for interactive spatio-temporal exploration and analysis of data[7]; Sergio Di 
Martino integrated Google Earth within OLAP Tools for multidimensional exploration 
and analysis of spatial data[8]; Dimitris Papadias argued that the spatial and temporal 
dimensions should be modeled as a combined dimension on the data cube and present data 
structures, which integrate spatiotemporal indexing with pre-aggregation in their 
research[9], Gennady Andrienko addressed a method of spatio-temporal Aggregation for 
Visual Analysis of Movements[10]. These designs contain key techniques such as online 
analytical processing based on spatio-temporal data warehouse. Also, they can provide us 
with some references about designing spatial data warehouse. 

Based on the existing researches, we chose check-in data of Wuhan as the study object, 
designed a spatial data warehouse to store and manage the check-in data, used OLAP 
analysis technology to analyze it, and found many interesting results. It showed spatial 
data warehouse and OLAP provided a good frame to store and analyze check-in data.  

2 Data Warehouse Architecture and Data Organization 

In this study, we built a spatial data warehouse for check-in data’s storage and 
management. It provided a good basis for analysis of data. 

SINA Mirco‐Blog Public API

Attendance Metadata
（Including the spatio‐

temporal data source and 
other attributes）

分析工具

Data Input
Data Cleaning：
Remove data except 2012's
Remove duplicate data
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Storage and Indexing
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OLAP Server
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Fig. 1. Spatial data warehouse architecture diagram in check-in data analysis of the research 
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As shown in Fig.1, we use the public API interface of weibo(SINA) as 
data-acquisition system to acquire check-in data, and give them to spatial data 
warehouse for data cleaning. After transformation and integration of check-in data, we 
use technologies like OLAP and Data ming to analyze massive data. Finally, we 
display the results depending on the visualization tools and present corresponding 
conclusions. 

In the specific process of data processing and organization, firstly we apply 
geo-coding to the spatial data and import them into spatial data warehouse. Then, we 
choose the check-in data in 2012 and basic geographic data in Wuhan City as the 
analysis object of our study. According to the geo-coding, we associate spatial 
coordinates of check-in data with spatial entities and integrate data into the data 
warehouse. 

Based on the existing spatial data warehouse, we further classify the data of check-in 
time tags separately by month, week, day, hour, and other time granularities, 
simultaneously record the information in the spatial dimension such as name, attributes, 
characteristics and etc. Then according to the analysis granularity, we select the user 
ID, check-in time, check-in locations of longitude and latitude, specific address and 
other attributes, so as to lay a foundation for studying the spatial distribution of 
check-in data in different temporal granularities in the future. 

For the convenience of analysis, we use the Star-model to organize the check-in data 
in the database. 

 

Fig. 2. Star-model architecture diagram 

In the design of Star-model showed in Fig.2, check-in data analysis table is a fact 
table, the check-in times is the fact which should be observed from perspectives of 
location, time and user. Besides, the fact table provides corresponding indexing of  
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dimension. The other three dimension tables contain their own attributes and relative 
description information, which provide the study of check-in times with convenience. 
Before studying the check-in times, we set the time granularity. Then, we filter the 
check-in records by referring to the location-dimension table and the user-dimension 
table, and collect statistics about these dimensions’ attributes like different location 
types. For example, when the time granularity is the month, we can count total check-in 
times of different places in different months. We can remove the duplicate check-in 
data depending on the user ID there, and acquire datasets for further analysis. 

On this basis, combining the OLAP analysis methods like slicing, drilling, pivoting 
and GIS or other measures, we analyzed the spatio-temporal characteristics of check-in 
data and found some interesting conclusions. 

3 Analysis 

In the research, we found that it is an effective measure to analyze the spatio-temporal 
characteristics of check-in data by using OLAP analysis methods. 

As mentioned in Fig.1, there is a close relationship between spatial data warehouse 
and OLAP. OLAP uses multidimensional data sets and data aggregation technology to 
organize and summarize the check-in data in the spatial data warehouse. Later on in the 
research, we apply several OLAP analysis methods like drilling-up/drilling-down, 
slicing, and pivoting. After completing the analysis work, we further use the OLAP 
visualization tools to display these results so as to acquire the information and 
connotation contained in the check-in data. 

Our experiments showed that OLAP have a great help in the analysis of temporal 
and spatial variation towards the check-in data. We will use drilling and slicing 
techniques to explain in detail as follows. 

3.1 Analyze by Using Technology of Drilling and Display Different Spatial 
Regulations of Check-in Data under Different Granularities in Time 
Dimension 

In the studying of different time granularities, we found that drilling along the time 
dimension which put the check-in locations and check-in times altogether to acquire the 
spatial distribution of check-in point is an effective measure to study the 
spatio-temporal distribution regulations of check-in data. 

We also found that it displayed different patterns in different time granularities. 
Observed from our experimental results, time granularities like the week, day/night, 
6h(time period), holidays which have more obvious spatio-temporal distribution laws 
are the good perspectives to analyze. 

We set an example diagram below which obtains the check-in data in December 
under the granularity of week to explain the principle of drilling(by rolling up). 
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Fig. 3. Hierarchy diagram of drilling along the time dimension 

There is the method description for the diagram in Fig.4: firstly, we change the 
hierarchy of the time dimension, from day(in December) to week(in December), then 
remove the location dimension, and get the summarized data of the week level in 
December.  

After analyzing by using technology of drilling from different granularities, we 
found that the spatial pattern is more obvious under the time granularities including the 
week, the day, 6h (time period) and the holiday. 

3.1.1   Week 
Check-in data shows obvious fluctuations in a week. Set statistical data in December as 
an example, we use the methods like drilling-down and rolling up to acquire statistical 
check-in times from Monday to Sunday. 

There is a chart of check-in fluctuations in Fig.4. 
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Fig. 4. Example diagram of obtaining the check-in data by drilling 

 

Fig. 5. Chart of check-in fluctuations in December 

 
(x: from Mon. to Sun., y: sum of check-in times) 

We can easily make out from Fig.5 that check-in times is relatively more in the start 
and the end of the week, especially Saturday and Sunday. 

Besides, it displayed different regulations of distribution in space. 
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Fig. 6. Different regulations of distribution in space 

3.1.2   Day/Night 
A lots of points’ check-in times show the obvious change from day to night, so we 
selected 6：00—18：00 as the day, also 18:00—24:00 and 0:00—6:00 as the night, 
and calculated respectively the proportion of check-in times in the day to the total 
quantity. If the ratio is over the 2/3, decided as day type; if the ratio is between 1/3 and 
2/3, then decided as night type; or it’s below 1/3, decided as day-night type. 

 

Fig. 7. Distribution diagram of High-frequency check-in locations (day/night) 

The study found that more business institutes are Day-type points, and more 
universities are Night-type, as listed in the following table: 

3.1.3   6h 
The study found it still too tough to use the granularity of the day/night for doing 
analysis in the check-in data. Therefore, we chose 6h as the interval, that is to say, 
divided a day into four periods(0:00—6:00,6:00—12:00,12:00—18:00,18:00—24:00), 
and study check-in records’ spatial changing regulations in the different periods. 
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Table 1. Descending-order table of day-type check-in times 

pid sid poi kind point_x point_y sum_checkin day_night

89 43 AydHome Furnishings Business 114.253 30.6144 60 day

54 70 New World Dept.Store,Avitation Road Business 114.266 30.5794 87 day

148 74 Wuhan No.1 Hospital Others 114.272 30.5723 39 day

128 52 Hanyang Marshland Travel 114.283 30.5523 42 day

60 20 Yangtze River Bridge of Wuhan Transport 114.288 30.5496 77 day

91 90 Hubei provincial people's hospital Others 114.299 30.5352 58 day

141 57 Hubu Alley Business/Travel 114.299 30.5478 39 day

50 78 Yanzhi Road Business/Travel 114.309 30.5523 94 day

136 46 the 2nd Yangtze River Bridge of Wuhan Transport 114.325 30.603 40 day

153 61 Fujiapo passenger station Transport 114.327 30.5356 37 day

106 85 the CCNU's cultural street Business 114.357 30.5144 50 day

41 22 Wuhan University University 114.361 30.536 113 day

98 432 Huazhong Normal University University 114.363 30.5166 55 day

193 100 Wuhan University University 114.365 30.5366 29 day  

Table 2. Descending-order table of night-type check-in times 

pid sid poi kind point_x point_y sum_checkin day_night

29 2146 China Mobile Dongxihu branch Others 114.15 30.6289 139 night

195 80 Locomotive Stadium Others 114.171 30.5001 29 night

90 1232 Wuhan State Taxation Bureau Others 114.283 30.6043 58 night

59 149 Wanda Plaza Business 114.292 30.5764 77 night

58 27 Port in Wuhan Transport 114.301 30.5808 78 night

30 87 Wuhan University of Technology University 114.344 30.5062 138 night

232 99 the FruitLake Children Park Business/Travel 114.346 30.5459 24 night

45 35 Hubei Theatre Others 114.354 30.5289 106 night

131 82 Wuhan University University 114.365 30.53 41 night

56 75 Wuhan University University 114.371 30.5371 81 night  

 The Universities’ check-in frequency is average in the four-6h periods a day. 

     

Fig. 8. The universities’ check-in distribution (6h) 

 The check-in peak of business locations is from 6 to 18h. While check-in times of 
other periods is less by contrast. 



474 L. Zhou et al. 

 

 

Fig. 9. The business locations’ check-in distribution (6h) 

 Tourist places’ check-in records shows the similar spatio-temporal regulations 
with the check-in points of the business. 

 

Fig. 10. The Tourist places’ check-in distribution (6h) 

Besides, to other types of check-in points or some places which has few amount of 
check-in data, the spatio-temporal regularities are not so strong. 

3.1.4   Holidays 
The holiday is a special period of time. During this period, people’s activities have 
obvious differences with normal time. Depending on the holiday’s fields of time 
dimension in the database, we can easily analyze and count the relevant check-in 
records in the holidays. We also found that check-in data gathered in December is 
really typical, so we set the weekend as an example in this study, and organize the 
check-in data on weekends and week-days in December by drilling-down and 
rolling-up. 

We found that the most distinctive types are the business institutes and the 
Universities in the check-in records. 
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 Business institutes 

 

Fig. 11. The Business institutes’ check-in distribution (Holidays) 

It’s not difficult to find larger quantity and higher frequency of check-in than 
usual to those typical business institutes like Chicony Square. 
 The Universities 

 

Fig. 12. The Universities’ check-in distribution (Holidays) 

Unlike business institutions, check-in quantity of the University has less obvious 
differences between the weekends and the weekday. 

From these experiments, we found these spatial regulations in different time 
granularities corresponded to the daily routines of check-in points, so as to demonstrate 
that using the technology of drilling is effective to analyze the different spatial 
regulations of check-in data in different time granularities. 

3.2 Discussing the Long-Term Variations of the Different Check-in Points by 
Using the Technology of Slicing 

Check-in data of different locations will display different change rules. When 
observing this regulation, we can use slicing based on the spatial data warehouse. That 
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is to say, fix the spatial dimension, and observe the changes of check-in data with time 
dimension. Because of the monthly growth of check-in data, for comparisons, we use 
this relative index named the trend parameter(TTP) during the analysis. 

 
TTP of somewhere =  
(check-in times of the month / city’s total check-in times of the month)*10000 

The indicator has been used to remove the error in the process of data acquisition, so 
we could compare the long-term variations more objectively between different places. 
The study found the check-in point’s types such as the Universities, business institutes 
and transport agencies have different obvious cyclical law changes. 

 

Fig. 13. Schematic diagram 

As described in Fig.13, to the cube of check-in data, we firstly selected location 
dimension and user dimension, achieving data slicing. Then fixed the location 
dimension into a single check-in point, and chose the granularity of month to analyze, 
so as to study different check-in points’ long-term variations over time. 

The study found the long-term variations of the different check-in points. 

3.2.1 The University 
There will be a check-in peak after the summer to these points, especially in September 
when freshman enter into the universities with high-frequency activities organized by 
schools or communities. On the contrary, during the summer vacation and the winter 
vacation when lots of students will return home, the check-in trend parameters are 
relatively lower. 

3.2.2   Business Institutes 
Check-in peak of these points is about in Feb., July., or Nov.. Their distribution results 
is corresponding to periods like the summer vacation, the winter one and Spring 
festivals; the trough is about in Apr. and Sept., this period is also closely associated 
with the low and peak season of business institutes.  
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Fig. 14. Chart of long-term check-in variations of some universities 

    

Fig. 15. Chart of long-term check-in variations of some business institutes 

3.2.3   Transport Agencies 
E.g., WuChang Railway Station, during summer and winter breaks, the check-in trend 
parameters is obviously higher and it’s corresponding to the peak passenger flow of 
returning home or traveling. 

 

 

Fig. 16. Chart of long-term check-in variations of a transport agency 

The experiment demonstrated that using the technology of slicing is effective to 
analyze the long-term check-in fluctuations of different places, and we found these 
long-term check-in regulations corresponded to the different check-in points’ actual 
activity rules in a year. 
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4 Discussion of Results 

Check-in data is a new kind of spatial data. In the research, we found it’s an effective 
measure to analyze check-in data based on spatial data warehouse and technology of 
OLAP. 

Spatial data warehouse is responsible for the storage of check-in data. It also 
monitors and manages the source data. Depending on the multilevel storage strategy 
and on-line analytical processing tools, spatial data warehouse can manage check-in 
data effectively, carry out the spatio-spatial analysis of check-in data reasonably, and 
make the research to proceed smoothly. 

OLAP technology, as methods of analyzing multidimensional check-in data, 
provided effective data exploring by drilling, slicing, and pivoting. Based on this, we 
displayed obvious spatio-temporal variations of check-in data, coming to clear 
conclusions corresponding to regulations in our daily lives. 

In the foreseeable future, we think application and development of spatial data 
warehouse technology will play a more important role in the analysis of webpage 
geographical contents, and we will do more exploration in the research of this respect. 
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Abstract. With the popularization and development of mobile phones, more and 
more people share their spatial locations on social network, to leave their 
footprints. However, Studies in the patterns of the check-in data and its relation 
to the existing space are not enough. Using the method of the spatial analysis of 
the data direction distribution and hierarchical analysis, we found that the 
check-in data has the close contact with the real space. It is of great value for us to 
deeply explore spatial characteristics and extend the usage of check-in data. 

Keywords: check-in, weibo, patterns. 

1 Introduction 

Check-in data is a kind of new web content with geographical information. As the 
smart phones with GPS function are becoming more and more popular, it is becoming 
simpler and simpler for people to locate themselves. People can locate their position 
through the mobile phone GPS or the Internet. Check-in data is the message that users 
use their mobile phone to publish on the Internet, and that is related to their current 
position. Now, softwares with the function of check-in message is being used, for 
instance, Foursquare, Jiepang, RenRen, Sina. At the same time, the positioning data 
will be shown on their homepage. Checking in on the Internet has formed a prevailing 
trend and the quantity of related data is growing very quickly. It is valuable for us to 
study whether there are certain space distribution patterns about the check-in data and 
which of the reality space factors do these patterns have connection with. 

The check-in data has been used to study what is related with geographic spatial 
distribution model or the user behavior. Linna Lia establishes Spatial, temporal, and 
socioeconomic patterns by collecting data from Twitter and Flickr (Linna Lia*, 
Michael F. Goodchilda and Bo Xub). Lee uses twitter and other data sources for 
analysis. For example, he predicts election results according to the sentiment of user's 
comments on twitter and use user's comments to automatically monitor local 
events(Lee and Sumiya 2010); Li and Goodchild describe the locations of sites and  
 
                                                           
* Corresponding author. 
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space of the border through the results from the analysis of aggregation data with large 
amounts of location label(Hollenstein and Purves 2010; Li and Goodchild 2012); 
Cheng studies the moving model of the crowd though the data collected from position 
shared service(Cheng et al. 2011); Li and Goodchild study the patterns of geographical 
landscape and human activities though these data(Li and Goodchild, 2013). However, 
these studies did not combine check-in data with real spatial analysis in depth and did 
not pay close attention to the relationship between the space mode of check-in data and 
real space. Therefore, this paper takes Wuhan as the study area, by fetching check-in 
data of Wuhan to analysis the relationship between the city's environment and the 
places which check-in data gathers in, in order to investigate the causes of check-in data 
gathering in these sites. 

2 Acquisition and Processing of Sina Check-in Data 

We selected the check-in data as research object from the most popular Chinese social 
media——Sina. By the end of 2012, Sina has more than 503 million users. Sina 
provides more convenient API to help developers get data resource. By applying for an 
application development account on the web page and getting an “access_token” 
and authentication, you can call the API to get the data. Sina provides multiple API for 
us to get Sina weibo's check-in data. We can get the data based on each location’s 
POIID. Through this interface, we can get all the published weibo of the site. As 
acquiring all records of the site though related data of each location POIID is too 
intricate and technically difficult to achieve, we choose the method of multi-point data 
acquisition to get the users check- in data according to the center of latitude and 
longitude and adjusting the radius. 

The check-in data collected from Sina Weibo has different kinds of positioning 
accuracy because of different data sources, just like the smart phone's GPS positioning, 
the relative position of the user in the cellular location or users’ selection in the map. As 
Sina open platform interface has number limitation (150 times per hour), we get data in 
multiple random. In order to avoid data loss, our circles of multi-points will be repeated 
from one to another. This leads to a small amount of duplicate data. Therefore, we must 
remove duplicate, then keep our data in database. By setting the time quantum of 
collecting data, through a month-long collection, we did not finish the job until the new 
historical data converged to zero. So we hold the view that the data related with that 
time quantum had been collected entirely. 

We altogether collected 260843 of check-in data, from January 2012 to January 
2013.186375 of them are different in latitude and longitude, 120764 of them are 
published by different user, 2.15994 per person. As showed in Table 1: 
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Table 1. The Top 10 points of check-in data 

x y shape count 

30.44299 114.30962 point 51 

30.45163 114.437279 point 51 

30.452551 114.270974 point 49 

30.45163 114.43728 point 34 

30.445291 114.426354 point 30 

30.45209 114.39051 point 16 

30.45013 114.42921 point 15 

30.451754 114.440559 point 10 

30.4538 114.265801 point 10 

30.44853 114.385971 point 9 

3 Spatial Analysis of Wuhan’s Check-in Data  

We cover the figure of the points on the Google map. We find that data are mainly 
distributed along the road. The clear outlines are formed by the data points along the 
road. 

 

Fig. 1. The overall distribution map 
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In order to reflect the distribution patterns of hot check-in points on the space better, 
we will use these points to set point density statistical calculation. Point density 
statistical calculations is based on point elements that fall into neighborhood of every 

unit, in order to calculated the scale of per unit area level=
count

area
. Processing result is 

shown in Fig 2. 

 

Fig. 2. The overall density map 

Kriging difference is a kind of commonly used interpolation method. It can be used 
to plane interpolation based on the number of check-in people and analyzing the 

distribution of the whole. Use 0
1

( ) ( )
n

i i
i

Z x Z xλ
=

= to calculate. Z(x0) is the value of 

the unknown sample. Z(xi)is the value of the known sample points around the unknown 
sample. λi is the weight of the ith known sample point of the unknown the sample point. 
n is the number of the known sample points. After processing, the check-in results of 
Wuhan are below: 

In order to further evaluate the statistical pattern of the data, we have to use the 
method of half the variation index analysis to analyze check-in data which is the more 
than 10. Semivariable function which is also called semi-variation function or 
semivariable matrix is a specific function of geostatistical analysis. The semivariable 

function is ( ) 21
r x, h [ ( ) ( )]

2
E Z x Z x h= − + . After calculating, we get the 

semivariable image is below: 
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Fig. 3. Kriging interpolation results 

 

Fig. 4. Variation index check-in of times greater than10  

Through the analysis of figure, we found that when the transverse reaching 
1.522.The degree of correlation is regional stability. We will know that the check-in 
location of people presents objective patterns in the space. 

4 Hierarchical Analysis of Check-in Data 

Count data in the database，and we will get data with check-in times greater than 10 or 
20. We export the data to the Google map and get the following three maps about check-in 
place distribution. At the same time, in order to better analyze the pattern of distribution  
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Fig. 5. Check-in times greater than or equal to 10 

 

Fig. 6. Heat map of check-in times greater than 10 

which is about high frequency check-in region, we will use heat map to represent it. 
Making statistics and conversion about the heat map with data which has check-in number 
greater than 10 or 20 times, we get the following two heat distribution maps. 

In the figure, check-in times are greater than or equal to 10, the distribution of points 
covers most areas within the 3rd ring road in Wuhan. But it still present that the 
majority of distributions are Wuchang and Hankou and the points are density 
concentration.  

In the distribution map with check-in points is over than 20 times, the distribution of 
points still has widely coverage. Some points are removed which are distributed at the 
edge of the part. The centers of the centralized distributions are not changed, still in 
Wuchang and Hankou.  
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Fig. 7. Check-in number greater than or equal to 20 

 

Fig. 8. Heat map of check-in times greater than 20 

Comparatively analyzing Fig 3 and Fig 4, we find the main distribution center is a 
constant. Distribution of data presents certain stability. In combination with Google 
street map, positioning the center of density, we will find that the majority of points are 
distributed in the places surrounding the university, university itself, sightseeingplace, 
business center, and railway station. For the campus, check-in information is often 
something about where students take lessons or the self-study and where they may see 
something special. This is the reason why population floating in university is not big, 
but the number of check-in times is huge. As for sightseeing place, businesscenter and 
railwaystation, these places are the areas of dense population and have a large 
population flow. 
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Table 2. Statistical results of check-in data of top 50 

rank poiName kind s_sum

1 Chicony Plaza Business 194

2 Wuchang Railway Station Traffic 192

3 Wuhan University University 175

4 Wuhan University University 153

5 Wuhan Plaza University 137

6 Wanda Plaza Business 112

7 Wuhan Tiandi Tourist Attraction 108

8 Wuhan Railway Station Traffic 94

9 Wuhan University University 89

10 Wuhan Sports University University 87

11 Lingjiao Block Walmart Business 86

12 Central China Normal University University 86

13 Wanda Plaza Business 86

14 Xudong Walmart Business 80

15 Wuhan Plaza Business 76

16 Asia Trade Plaza Business 68

17 Optics Valley Plaza Business 67

18 Tianhe Airport Traffic 67

19 Optics Valley Plaza Business 65

20 Yangtze River Bridge of Wuhan Traffic 64

21 Hankou Railway Station Traffic 64

22 Wuhan University University 62

23 Chicony Plaza Business 59

24 Happy Valley Tourist Attraction 58

25 Wuhan University University 55

26 Jianghan Road Tourist Attraction 51

27 Port in Wuhan Traffic 50

28 Han Street Tourist Attraction 49

29 GUANSHAN HENANFENGQING park Tourist Attraction 49

30 Wuhan University University 48

31 Wanda Plaza Business 47

32 Wanda Plaza Business 45

33 Zuobiaocheng Business Center Business 44

34 New World Dept.Store of Wuchang Business 43

35 Hubei theatre Other 43

36 Optics Valley Plaza Business 42

37 Hubei university of technology University 41

38 huazhong university of science and technology University 40

39 Wuhan University University 40

40 zhongnan university of economics and law University 39

41 Jiqing street Business 37

42 Public Park Business 37

43 AydHome Furnishings of Hankou Business 37

44 Wuhan University University 36

45 Xiaopinmao Business Center Business 36

46 the 2nd Yangtze River Bridge of Wuhan Traffic 34

47 China University of Geoscience University 34

48 New World Dept.Store of Hanyang Business 33

49 Zhongnan University of Economics and Law University 33

50 Wuhan University University 33
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In the picture, as for point A and B, through the combination with the Google map of 
streets, we find that the center of A is the Wuhan University. It is the hot check-in spot 
of Wuhan universities. And the center of the point B is market. It is the hot check-in 
spot of tourism in Wuhan. We sampling the age of users, finding that the younger 
generation is 65.53%, because they are the people who like contacting new things and 
loving travel. As a school which has a more than 100 years of history and having a 
plenty of creative students, Wuhan University is a hot check-in spot. Around scenic 
area of East Lake, it is in addition to check-in times of the Wuhan University. 

Through statistics on site, we get the site of the top 50. 
Through statistics histogram of the data of the top 100, we get the statistics figure as 

below: university 34%, business32%, both of them 68%, close to 70%. 

 

Fig. 9. Histogram Statistics of check-in data of top 100 

5 The Partitioning Feature of Check-in Data about Wuhan 

Wuhan’s three towns are separated by lakes and rivers, so they are different from one 
another. At the same time, any town of the three has its special characteristics. Hankou 
is the commercial financial center. Wuchang is the place of technology and education. 
Hanyang is developed as exhibition leisure center. Different urban function orientation 
and regional culture make their characteristics diverse. And from the point of view 
about regional distribution, the characteristics of population distribution of Wuhan’s 
three towns is zonal distribution along the Yangtze River and Hanjiang River. Along 
the both sides of the Yangtze River or Hanjiang River, density is the largest. The farther 
away from the river bank, the smaller density is. At the same time taking old city wall 
as the center, data is distributed into the surroundings in the form of concentric circles. 
The closer to the center, the greater the density is. In the same area the differences about 
average density exist. Due to these characteristics, so we discuss the partition of 
check-in data is necessary. 

The number of distribution points of Wuchang is relatively larger, mainly distributed 
in and around Wuhan University, and the distribution of points of the Optical Valley 
and the Wuchang railway station is relatively dense. 
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.  

Fig. 10. Wuchang area 

In the Hankou area, the points are mainly distributed in the Zhongshan Park and 
HanzhengStreet.  

 

Fig. 11. Hankou 
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In the Hanyang District area, the points are mainly distributed in the Guiyuan 
Temple, GuQinTai and MoerCheng Mall. 

 

Fig. 12. Hanyang 

Through data comparison of three places, we found that the number of dense points 
in the Wuchang is more than the others because universities in the Wuchang are more 
and relatively widely distributed. However, Hankou is mainly for business. Especially 
in the Hanzheng Street, it is one of the most prosperous commercial centers in Wuhan. 
At the same time, Zhongshan Park is one of the famous scenic spot in Wuhan. As for 
the Hanyang, economic development is relatively backward, besides it has no 
universities getting together, so the number of check-in points is less. The check-in 
points primarily in Qingchuan pavilion and near bridge of the YangtzeRiver, but the 
distribution of check-in points is relatively sparse. 

6 Conclusion 

Our study shows the check-in data distribution has a close connection with real spatial 
pattern, which can provide help to other corresponding studies. Some points’ high 
check-in frequency suggests we should give a deep insight into their urban function and 
population flow. Through dividing the check-in data according to region, we can see 
the check-in region patterns have a close connection with the region functions and the 
different region characteristics which have a deep impact on the check-in data. So the 
check-in data can support business and city construction planning for the enterprise and 
the government. 
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Though the studies of check-in data which have their value in theory and utility, 
there are still many problems needing to be solved, such as the influence factors of 
check-in frequency. For example, Wuhan University and HUST are well-known 
universities in China, but the differences of check-in data’s characteristics between 
these universities are very large, and the reason needs a further research. In the future, 
we will make more studies on the reason of check-in diversity. 

 
Acknowledgments. This study is supported by Fundamental Research Funds for the 
Central Universities (No.216274012), Hubei Provincial of Education (No.B2013032 
and No.13q100). 

References 

1. Li, L., Goodchild, M.F., Xu, B.: Spatial, temporal, and socioeconomic patterns in the use of 
Twitter and Flickr. Cartography and Geographic Information Science 40(2), 61–77 (2013) 

2. Lee, R., Sumiya, K.: Measuring\Geographical Regularities of Crowd Behaviors for 
Twitter-Based Geo- Social Event Detection. In: Proceedings of the 2nd ACMSIGSPATIAL 
International Workshop on Location Based Social Networks (LBSN 2010), pp. 1–10. ACM, 
New York (2010) 

3. Hollenstein, L., Purves, R.: Exploring Place Through User-Generated Content: Using Flickr 
to Describe City Cores. Journal of Spatial Information Science 1(1), 21–48 (2010) 

4. Cheng, Z., Caverlee, J., Lee, K., Sui, D.Z.: Exploring Millions of Footprints in Location 
Sharing Services. In: Proceedings of the Fifth International AAAI Conference on Weblogs 
and Social Media (ICWSM), Barcelona, pp. 81–88. AAAI Press, Palo Alto (2011) 

5. Li, L., Goodchild, M.F.: Spatio-Temporal Footprints in Social Networks. In: Alhajj, R.S., 
Rokne, J.G. (eds.) Encyclopedia of Social Networks and Mining. Springer (2013) 

6. Sakaki, T., Okazaki, M., Matsuo, Y.: Earthquake Shakes Twitter Users: Real-Time Event 
Detection by Social Sensors. In: Proceedings of the 19th International Conference on World 
Wide Web, Raleigh, NC, pp. 851–860. ACM, New York (2010) 

7. Silverman, B.W.: Density Estimation for Statistics and Data Analysis. Chapman and Hall, 
London (1986) 

8. Soule, L.C., Shell, L.W., Kleen, B.A.: Exploring Internet Addiction: Demographic 
Characteristics and Stereotypes of Heavy Internet Users. Journal of Computer Information 
Systems 44(1), 64–73 (2003) 

9. Taylor, W.J., Zhu, G.X., Dekkers, J., Marshall, S.: Socio-Economic Factors Affecting Home 
Internet Usage Patterns in Central Queensland. Informing Science 6, 233–246 (2003) 

10. Tumasjan, A., Sprenger, T.O., Sandner, P.G., Welpe, I.M.: Predicting Elections with 
Twitter: What 140 Characters Reveal about Political Sentiment. In: Fourth International 
AAAI Conference on Weblogs and Social Media, Washington, DC, May 23-26 (2010) 

11. Wold, H.: Estimation of Principal Components and Related Models by Iterative Least 
Squares. In: Krishnaiaah, P.R. (ed.) Multivariate Analysis, pp. 391–420. Academic Press, 
New York (1966) 

12. Wold, S., Sjöström, M., Eriksson, L.: PLS-Regression: A Basic Tool of Chemometrics. 
Chemometrics and Intelligent Laboratory Systems 58, 109–130 (2001) 

13. Zandbergen, P.A.: Accuracy of iPhone Locations: A Comparison of Assisted GPS, WiFi 
and Cellular Positioning. Transactions in GIS 13(s1), 5–25 (2009) 

 
 



 

F. Bian et al. (Eds.): GRMSE 2013, Part II, CCIS 399, pp. 492–498, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Application and Research of Subway Station Modeling 
System Based on VRML* 
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Abstract. Virtual reality is a integrated information technology, which 
combines digital image processing, computer graphics, multimedia technology 
and sensor technology. It has a broad prospect for application in the fields of 
architecture, tourism, military and computer game design. This paper introduces 
the constituent of VR, VRML work principle and characteristics, gives a 
detailed analysis of the key technology of the subway station modeling system 
with the Huangzhuang station as the background. 

Keywords: Modeling System, VRML, Subway Station. 

1 Introduction 

Virtual reality technology is the term used to describe a three-dimensional, computer 
generated environment which can be explored and interacted by a person. That person 
becomes part of this virtual world or is immersed within this environment and whilst 
there, is able to manipulate objects or perform a series of actions. 

There are three characteristics: immersion, interaction and imagination. We also 
call them “3I”[1].  

1. Immersion: when users enter into the vitual environment by all kinds of 
advanced sensors, they think all of the things they see, hear and feel are real and they 
believe they are in the real environment, that is called “immersion”.  

2. Interaction: at the same time, all users can interact with many objects in the 
vitual environment. They can operate the machine and they can lift the box, and  
so on. 

3. Imagination: users can have many association with the immersion and 
interaction in the vitual environment. 

                                                           
* This work is supported by 2012 science and technology project of Beijing Municipal 

Commission of Education(the number is 051200315) and Funding Project for Academic 
Human Resources Development in Institutions of Higher Learning Under the Jurisdiction of 
Beijing Municipality(the number is PHR201108208). 



 Application and Research of Subway Station Modeling System Based on VRML 493 

 

This essay, with the construction of Huangzhuang subway station as the 
background, introduces the operating principle of Virtual Reality Modeling Language 
(VRML), analyzes the key technology and the program of realization of the subway 
station of the virtual roaming system in detail, and realizes the virtual roaming 
system. 

2 Vrml Overview 

2.1 The Constituent of VR  

Virtual Reality System is a new and integrated technology which involves computer 
graphics, human-computer interaction technology, sense technology and artificial 
intelligence. It can create some living three-dimensional scenes and people can 
operate the objects with some devices as if they are in the real scenes.The system 
consists of five parts:VR engine,I/O devices,software and database,users and 
tasks.The system structure is shown in Fig 1[2].  
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. VR system structure 

1. VR engine is the key part in VR.It reads data from the input device,visits the 
database related to the tasks,excutes the real-time computation,updates the states of 
virtual world and outputs the feedback information to the output device. 

2. I/O devices include input devices and output devices.There are many kinds of 
input devices such as tracker and roam operation interface.Tracker has many 
performance parameter:accuracy,jitter,drift and latency.Tracker includes mechanical 
tracker, electromagnetic tracker, ultrasonic tracker and optical tracker.Roam operation 
interface includes tracker ball and three-dimensional probe.There are three kinds of 
output devices in VR:graphic display devices, voice display devices and tactile 
feedback. 

3. Software and database means modeling which includes geometric modeling, 
physical modeling, movement modeling, intelligent behaviour, model management 
and I/O mapping. 

VR engine I/O devices 

users software 
and database 

tasks
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4. Users refer to human factor.It includes usability study,user performance 
study,user security study and VR Study of Sociology. 

5. Tasks is the application of VR.This new technology is used in many fields  
such as architecture,medical treatment,education,art,entertainment military affairs and 
so on. 

2.2 VRML Work Principle  

VRML (Virtual Reality Modeling Language) is the second-generation web language 
following HTML, which used for describing the three-dimensional objects and their 
behavior.It describes the three-dimensional scene with text messages, and transmits it 
through the Internet, and then it is explained by the VRML browser to generate three-
dimensional scenes in the local machine. Such a mechanism can avoid transmitting 
graphics files directly on the Internet, and leave the complex task to the local 
machine, thus the burden of the Internet is reduced, and make the three-dimensional 
interaction possible [3]. 

The visiting method of VRML is based on the client / server model, while the latter 
provides VRML with file and support resources, customers could download file they 
want to visit through the Internet, and could interactively visit the Virtual realm 
created by it through the VRML browser on the local platform, thus the independence 
from the hardware platform could be achieved. 

2.3 VRML Characteristics  

The basic features of VRML includes several aspects as follow [4]:  

1. Platform independence 
VRML access mode is based on Client/Server. Server offers VRML file (*. wrl), 

and the Client could download it through the Internet, and runs it through local 
VMRL browser, then the three-dimensional virtual reality scenes will be generated. 

2. High speed transmission 
VRML describes links with ASCII text which can be used on each common 

platform. The amount of recordable data is reduced and can be transferred on low 
bandwith network. VRML graphics rendering is “real-time”. When browsing the 
scene generated by VRML document, you can control the direction of browsing, be 
free to move, rotate and zoom models in the scene with the mouse, without any 
restrictions whatsoever. 

3. Intelligence 
It’s mainly reflected in the time sensor node, animation interpolator node, touch 

sensing node and perception node which VRML uses to perceive the dynamic 
interaction between users and the model, and then produces a predetermined response 
according to the set of the script node. 
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4. Extendibility 
VRML is only a standard and can not satisfy all kinds of needs. Some applications 

need user interaction, some need high quality screen and some need complex virtual 
reality world. These applications sometimes restrict one another. So VRML applies 
extendibility to allow users to define objects and properties and execute them by 
browser with Java. 

3 Modeling Huangzhuang Railway Station Based on VRML 

3.1 System Analysis  

1. Development environment 
We have chosen a relatively better integrated development environment VRMLPad 

in this system. It could not only support the grammar tips, syntax coloring, bookmarks 
and other settings, but also the structure of scene graph tree, routing plans and 
resources graph and so on, thus could quickly query and orienting; in addition, it also 
provides a preview function, in which you can immediately see the effect of 3D scene 
rendering. It reduces the quantity of input process, and greatly enhanced the 
efficiency of the development. 

2. VRML file format 
VRML file has four elements: VRML file head, model, event and route. Not all of 

the file must include all of the elements, but the VRML file head is necessary[5]. 
(1)VRML file head: The standard file head is #VRML 2.0 V2.0 utf8 in VRML 

2.0.It means this file is a VRML file and it uses utf8 character set. 
(2)VRML model: scene consists of models and model consists of nodes. 
(3)VRML event and route: event includes event value and time stamp and route is 

the channel which connects the event export of some nodes and the entrance of the 
other nodes.  

There are 54 nodes in VRML 2.0: 
1) Shape node: It is used to indicate all kinds of geometries, wireframes and Plane 

diagrams. 
2) Attribute node: It is used to define the colour, material quality and grain of some 

objects. 
3) Group node: It can divide nodes into groups and combined the interrelated 

nodes into one object. 
4)Sensor nodes: It apperceives user’s input operation and triggers the 

corresponding actions. 
5)Other node: Such as script node, hyperlink node and so on. 
3. Development process 

Three-dimensional modeling should be technically divided into three steps:  
Step 1: geometric modeling. Geometric modeling is the traditional method in 

computer graphics. First we need to build geometric model, after using hardware and 
rendering algorithm to complete the blanking, illumination and projection, the three-
dimensional geometric model will be bulit.。 



496 L. Zhang 

 

Geometric modeling can be further divided into hiberarchy modeling and category 
modeling. Hiberarchy modeling uses tree structure to indicate the various components 
of the object. Category modeling allow the same kind of objects share the same owner, 
and the owner contains detailed structures of such kind of objects. The geometric 
modeling of the system is a combination of these two kinds of modeling method.  

Step 2:physical modeling. In physical modeling of objects, the important technology 
is collision detection. When objectes are moving in a virtual space, they may collide or 
touch with each other. So the system must detect the collision. The principle of 
collision detection technology is that if two completely sealed polyhedrons come into 
collision, at least one surface of one polyhedron intersects with at least one surface of 
another one. If the intersection could be detected as soon as it occurred, and rearrange 
the position of the two objects, the collision will be eliminated. 

Step 3: behavioral modeling. Behavioral modeling is the most difficult technology 
in all of modeling because the user can not control all of the interaction. So in modern 
VR system, one method is proposed which can model the behaviour by visiting 
external sensor objects. These objects have nothing to do with the user’s action and it 
is intelligent. 

VRML defines several basic types of sensors:  

(1) Time sensor: it is used to control the animation.  
(2) Touch sensor: it is used to detect the collision. 
(3) Perception sensor: it is used to shape perceptions of users. 

3.2 System Design  

The designing steps include[6]: 

1. Draft drawing 
Draft can describe the location of Huangzhuang Railway Station and ascertain the 

coordinate of master surfacing, which can be used to build the subway model. 
2.Basic object building 
Applying the draft data can build the basic plane, such as wall and ground. But all 

these objects creating at the same time will overlap, we must adjust the objects’ 
coordinate system to the predetermined location to form the basic model. 

3. Object grouping and adjusting  
Group the analogical objects and form some different object groups. Then adjust 

the coupled objects so that we can edit them. 
4. Chartlet adding 
Add chartlet and light to the object to form the final model.  
Huangzhuang Railway Station is a transfer station which connetcts line 4 with line 

10. It includes two layers. The under white cuboid is the platform of line 4 and the 
upper one is the platform of line 10. We call them platform A and platform B. The 
two black cuboids above the platform A are the entrances of line 4 and the two black 
cuboids under the platform B are the entrances of line 10. Since all of the inner 
structures are symmetrical, we named the entrances A、B、C and D. The structure is 
shown in Fig 2. 
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Fig. 2. The structure of Huangzhuang railway station 

 

Fig. 3. Impression drawing 1 

 

Fig. 4. Impression drawing 2 



498 L. Zhang 

 

 

Fig. 5. Impression drawing 3 

Render the model can make them have more sense of reality. In this project, we use 
light tracker to render the models. Light tracker is a advanced renderer and it is a kind 
of global illumination system. It uses some ray tracing technique to sample some 
points in the scene and calculate the reflection of light. It can make the illumination 
more real.From Fig 3 to Fig 5 are the impression drawings. 

4 Summary 

Three-dimensional modeling is the basis of VR system.It can get the data of real 
environment and build the virtual scene according to the actual needs. Three-
dimensional modeling includes geometric modeling, kinematic modeling, physical 
modeling and behavioral modeling.VRML provides a better method to build lifelike 
three-dimensional scenes, many institutions have begun to use this technology for 
producing building.But the program still has large room for development because of 
its enormous quantity and technical limitations.This essay, with Huangzhuan subway 
station as the background, introduces the key technologies of virtual modeling and 
roaming system. It has a great significance to the study of architecture planning, 
designing and management. 
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Abstract. It is one of important means to improve the cultivated land protection 
and management that the quality of cultivated land is evaluated synthetically in 
a county. The factors which influenced the quality of cultivated land were 
evaluated respectively in Tumote Right Banner of Inner Mongolia Autonomous 
Region including soil nutrient status, physical and chemical properties of 
cultivated land, and site conditions. Evaluation units were produced by 
overlaying land use map and the soil map. By Delphi approach and cluster the 
evaluation factors were chosen and their weights were determined by AHP 
method. Cultivated land quality was divided into four grades by "natural 
breaks" in frequency distribution. This result showed as follow. Firstly, soil 
nutrient contents were higher in Tumote Right Banner than that in other 
adjacent Banners. 71.77 per cent of cultivated land was the first and second 
grades. Physical and chemical properties of soil and biotope were suitable for 
crops. The first grade was 59.90 per cent of the cultivated land. The second 
grade accounted for 94.22 per cent. In general, the quality level of cultivated 
land was high. The first grade, the second grade, the third grade and the fourth 
grade cultivated land area was seperately 8.17 per cent, 44.00 per cent, 43.48 
per cent and 4.36 per cent, which was consistent with the actual outputs. 

Keywords: GIS, cultivated land quality, Comprehensive Evaluation, Tumote 
Right Banner. 

1 Introduction 

The various properties of cultivated land can be reflected by its quality[1-5]. The 
quality evaluation for cultivated land has had a significant development up to the 
present day[6-8]. On the whole, cultivated land resources evaluation has been 
developed from the past emphasis on the quantity of cultivated land, per unit area 
yield, fertility and basic natural state investigation to the comprehensive study for 
attention to cultivated land quantity, quality and ecology[9-12]. In order to provide 
basic decision support for the protection and management of cultivated land, the 
means of GIS and the existing model of comprehensive evaluation factor system were 
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used to evaluate synthetically the quality of cultivated land in Tumote Right Banner 
of Inner Mongolia Autonomous Region. 

Landform in Tumote Right Banner of Inner Mongolia Autonomous Region was 
composed of three parts which were northern mountains, central piedmont alluvial 
plain and alluvial plain of southern the Yellow River. The terrain of Tumote Right 
Banner tilts slowly from north to south. The soil is quite fertile. The altitude of the 
northern mountain is 1300 ~ 2338m. The altitude of piedmont alluvial plain cut by 
Yellow River is 1000 ~ 1050m, and that of southern alluvial plain of the Yellow River 
is 988 ~ 1000m. The annual average temperature is 6.9℃, and the accumulated 
temperature which is higher than 10℃ is 3053℃.The annual average precipitation is 
359mm. The annual average relative humidity is 53%. Transiting the Yellow River is 
the main source of water for irrigation, and the average annual runoff is 24.76 billion 
stere. Tumote Right Banner, administer area 2323.64 square kilometer, has 
jurisdiction over 5 towns, 3 townships, 1 administrative committee, which belongs to 
Baotou city of Inner Mongolia Autonomous Region. The cultivated land is 111172.15 
hectare. With the rapid development of social economy, great changes have taken 
place of land use patterns and soil property in Tumote Right Banner. It is necessary to 
a full investigation and comprehensive evaluation of land quality. 

2 Research Methods 

2.1 Evaluation of Access to Information  

In this study, all kinds of relevant information including soil physical and chemical 
properties measured by sampling and experimenting such as organic matter, available 
nitrogen, phosphorus and potassium was widely collected and collated for research. 
Social and economic data taking the administrative area as the basic unit was gained 
from statistical yearbooks. The collected base maps included the land use map on a 
scale of 1:50000, agricultural land classification map, productivity calculation map, 
the map of land use zoning, geomorphologic map and soil map. The field survey data 
included the soil parent material, landform, soil thickness, crop yield, and so on. 

2.2 Determination of Soil Sampling Point  

According to the topographic maps, land utilization map and soil map, the research 
had a good sampling point layout. The author divide Tumote Right Banner into three 
parts on the basis of the topographic maps combined with the actual, namely, the 
northern Mount Daqing mountain, central piedmont alluvial plain and alluvial plain of 
southern the Yellow River. Cultivated land proportion of them was 1:2:7. Sampling 
according to land ratio in different geomorphological positions on the layout of 
sampling points, a total of 150 sampling points were determined. Soil sampling 
numbers were marked on the map. 
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The sampling was carried out in 
the spring of 2011. According to the 
map to determine the point which 
was chosen from the representative 
field of a village, the map position 
of a point was modified by means 
of the field position and was 
validated by GPS. The author 
selected 5-6 sample points in 
random in the sampling region and 
used the stainless steel auger to 
collect soil samples, which were 
fully mixed and put into plastic bags 
(Figure 1). 

2.3 The Division of Evaluation Unit  

The geometric correction of the land use status map and the soil survey map were 
made for the same coordinate system to divide evaluation unit by spatial overlay 
method. Then the soil nutrient, site conditions and physicochemical properties were 
attributed to the overlay graph. By topology analysis the patches which were smaller 
than 4 square centimeter would be removed to establish the evaluation unit. The 
overlay graphs were divided into 306 evaluation units. 

2.4 Selection of Evaluation Index  

Cultivated land is a natural and historical complex. The quality of cultivated land is 
affected by many factors. This study followed sensitivity, diversity and dominant 
factor. Three indicators were selected including soil nutrient status, site conditions, 
and the physicochemical properties for cultivated land. 

2.5 Evaluation of Farmland Nutrient Status  

Evaluation Factors Were Selected. This study used the MATLAB software for 
cluster analysis on factors affecting the soil nutrient(Table.1). 

The Weights of Evaluation Factors Were Determined. Multi-objective decision 
and AHP methods were a qualitative and quantitative combination, which were 
adopted to evaluate the quality of cultivated land. The judging matrix was established 
to weight coefficients of the factors. The sequence hierarchy and consistency check 
were operated. Then the level of total order and consistency inspection were run on 
the data. The results would be right if CI and CR were lower than 0.1(Table.1). 
 

Fig. 1. Soil sampling points of cultivated land 
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Table 1. The soil nutrient index system for cultivated land 

Element Weight Factor Weight 

Primary factor 0.7052 

Organic matter/% 0.3022 

Total nitrogen /(mg/kg) 0.0911 

Total phosphorus /(mg/kg) 0.0812 
Total potassium /(mg/kg) 0.0731 
Available nitrogen /(mg/kg) 0.0532 

Available phosphorus /(mg/kg) 0.0522 

Available potassium /(mg/kg) 0.0522 

Other factors 02948 The pH value 02948 
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Among them, Xi was the measured value for the factor. Xmin and Xmax were the 

smallest value and the largest value for the factor. By using the weighted sum method 
the soil nutrient index was determined (formula 3). 
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Among formula (3), “F ”was the soil nutrient index; “Gi”was weights of i factors; 
“Zj”represented the standard value of the j factor; “Mj ” represented the j factor 
weights. 

Identify the critical points and ranked by total frequency curve method, the 
comprehensive index of nutrient status had 3 point mutations and was divided into 
four levels in Tumote Right Banner. The first level was larger than 0.671. The second 
level was between 0.621 and 0.675. The third level was between 0.577 and 0.621. The 
fourth level was smaller than 0.577. 

2.6 Site Conditions, Physical and Chemical Properties Evaluated  

The factors and weights were determined.Evaluation indexes were screened by 
DELPHI method. According to the influence index on the cultivated land quality, 
each evaluation index weights were detemined. The chosen factors affected site 
conditions included landforms, irrigation, drainage condition and the barrier layer 
depth. The weight values for factors were 0.25, 0.30, 0.22 and 0.23. Factors affecting 
the physicochemical property included surface texture, soil structure and soil 
salinization. The weight values for factors were 0.33, 0.25 and 0.42. 
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Using expert scoring method the various indexes classified and quantified 
(Table.2), the indexes were standardized using the formula (1) and formula (2). 

Table 2. The site conditions and the physicochemical properties of cultivated land grading 
standard 

Element Factor Classification and score 

The site 
conditions 
of 
cultivated 
land 

landforms Plain flat 
plain hilly 
slopes 

flat slopes plain low 

value 100 90 80 70 

irrigation Triple water Twice water Once water No water 

value 100 80 60 30 
drainage 
condition 

Better Good General Worst 

value 100 70 40 10 
the barrier 
layer depth 

>5m 4-5m 3-4m <3m 

value 100 90 70 50 

The 
physicoche
micapropert
ies of 
cultivated 
land 

surface 
texture 

medium 
loam. 

In light 
loam 

light clay 
sandy soil, 
heavy loam 

value 100 90 70 30 

soil 
structure 

The soil, 
soil / clay / 
loam 

Soil / 
viscose / 
viscose, soil 
/ sand / soil 

The sand, 
clay / sand / 
soil / sand, 
sand / sand 

The gravel 

value 100 60 30 10 
soil 
salinization 

No Mild Moderate Severe 

value 100 70 40 10 

 
With the weighted average method the unit value was calculated and grade was 

classified by cumulative curve. The site conditions were divided into four levels. The 
first level was larger than 0.629. The second level was between 0.561 and 0.629. The 
third level was between 0.500 and 0.561. The fourth level was smaller than 0.500. 
Physical and chemical properties of soil were also divided into four levels. The first 
level was larger than 0.880. The second level was between 0.780 and 0.880. The third 
level was between 0.650 and 0.780. The fourth level was smaller than 0.650. 

2.7 Comprehensive Evaluation of Cultivated Land Quality  

The weight of evaluation index was determined. In Tumote Right Banner, the three 
main influence factors for the cultivated land quality were considered to determined 
their weights, soil nutrient, the site conditions, and the physicochemical properties 
whose weights were 0.38,0.34 and 0.28. 
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Using Arcgis software and the weighted sum calculation, the maps which were soil 
nutrient status of cultivated land, site conditions and soil physicochemical properties, 
were overlayed to be gained the comprehensive index of cultivated land quality. The 
natural curve breakpoint method was adopted to divide the quality of cultivated land 
into four levels. The first level was larger than 0.9438. The second level was between 
0.9208 and 0.9438. The third level was between 0.9012 and 0.9208. The fourth level 
was smaller than 0.9012. The distribution map of the cultivated land quality grade 
was made(Figure.2(4)). At the same time, the area of each grade was 
counted(Table.3). 

3 Evaluation Results Analysis 

3.1 The Grade Distribution and Area of Soil Nutrient Status of Cultivated 
Land 

The soil nutrient status of cultivated land, site conditions and physical and chemical 
properties in Tumote Right Banner, the distribution of which was shown in Figure 2, 
and the level and the area percentage in Table 3. 

 
 
 
 
 

 
  
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. Distribution level of cultivated land quality 
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Table 3. The level area and the area percentage of cultivated land quality 

Factor Soil nutrient Site conditions 

Level Area/hm2 Percentage  Area/hm2 Percentage 

First 3306.94 3 74846.14 63.34 

Second 81376.88 68.77 36485.92 30.88 

Third 30546.83 25.75 3777.94 3.2 

Fourth 2929.03 2.48 3049.68 2.58 

Factor Physicochemical properties Comprehensive quality 

Level Area/hm2 Percentage Area/hm2 Percentage 

First 5744.05 4.86 9649.76 8.17 

Second 65036.28 55.04 51987.19 44 

Third 40839.75 34.56 51369.95 43.48 

Fourth 6539.6 5.53 5152.78 4.36 

 
As could be seen from table 3, soil nutrient status of cultivated land was in the 

upper level in Tumote Right Banner. The first level area was 3306.94 hectare which 
was 3 per cent of the total cultivated land area. The second level area was 81376.88 
hectare which accounted for 68.77%. The third level area was 30546.83 hectare, 
accounting for 35.75%. The fourth was 2929.03 hectare, accounting for 2.48%. Soil 
fertility of the first grade land was mainly distributed in the middle north in Tumote 
Right Banner, which of the distribution is the least in Gou men town, and that in 
Meidaizhao town was the most. This region is in the middle of alluvial fan had fertile 
soil which has rich organic matter, available nitrogen, available phosphorus, available 
potassium and trace element abundance to supply crop growth. 

Both the second level land and the third level land were distributed each town in 
Tumote Right Banner. These cultivated lands were in the cross section of the Yellow 
River alluvial fans and Mount Daqing diluvial fans, the main regions of corn 
production, high nutrient content of soil, where irrigation canal system matched 
condition was quite good to guarantee the need of crop growth for nutrition. Four 
level lands scattered along the coast of the Yellow River and Mount Daqing, is mostly 
the saline-alkali soil, which have heavy salinization, poor soil, more serious flood 
disaster, less capital investment. It was difficult for crop growth. 

3.2 Grade Distribution and the Area of Site Conditions 

Grade distribution and the area of site conditions were showed in table3.The first 
grade land area was 5744.05 hectare for 4.86 per cent of total area of cultivated land. 
The second grade land area was 65036.28 hectare accounting for 55.04 per cent of 
total area. The third grade was 40839.75 hectare, accounting for 34.56 per cent, and 
the fourth grade land was 6539.60 hectare, accounting for 5.53 per cent of total area 
of cultivated land. 
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As you could see from figure 2(2), good site condition of first or second grade was 
mainly distributed in the central and southern, including Mingsandnao, Meidaizhao, 
Goumen, General Yao, Shuanglong and Haizi. This region had rich water resources, 
lower soil salinization, flat terrain, convenient irrigation, pertocalcic horizon for 
hindering crops growth deeply buried. All of these conditions indicated that it is ideal 
to agricultural production. The third or fourth grade was mainly distributed in the 
surrounding area along the Yellow River and the main canal, where salinization was 
most serious. So it was most difficult for agricultural production. 

3.3 Grade Distribution and Area of Physical and Chemical Properties of 
Cultivation 

The first level was 74846.14 hectare, 63.34 per cent of total cultivation. The second 
level was 36485.92 hectare, accounting for 30.88 per cent. The third level was 
3777.94 hectare, accounting for 3.20 per cent. The fourth was 3049.68 hectare and 
2.58 per cent of total cultivation. 

As you could see from Figure 2(3), the first or second level which had better 
physical and chemical properties of cultivation was mainly distributed in the southern 
towns of Mount Nine Peaks, including Salaqi, Mingshanao, Meidaizhao, Goumen, 
General Yao, Shuanglong and Haizi. The soil physical properties of this region were 
helpful for crop growth. There were many aggregate structures in deep soil which 
belonged to medium loam or light loam. The third and fourth grades were serious for 
soil salinization. There were the thin soil layer profile which was fluffy sand or gravel 
was poor for the ability of fertilizer and water conservation, were clay plate or block 
structure for water permeability and air permeability to be difficult, and calcium in 
soil layer for a great adverse effect on the crops growth. So the output rate of 
cultivated land was quite low. 

3.4 Analysis Results of Cultivated Land Quality Assessment 

The cultivated land quality level is good on the whole in Tumote Right Banner. The 
first grade was 9649.76 hectare, 8.17 per cent of the total cultivated land area. The 
second grade was 51987.19 hectare, 44 per cent of the total land area. The third grade 
was 51369.95 hectare, 43.48 per cent of the total land area. The fourth grade was 
5152.78 hectare, accounting for 4.36 per cent of the total cultivated land. 

From Figure 2 ( 4 ) could be seen, the first or second level of cultivated land had 
higher quality. The soil physical and chemical properties were suitable for agricultural 
production. There was high soil nutrient content, good site conditions, low 
salinization, irrigation facilities, good drainage condition. Meantime, the terrain was 
flat and agricultural infrastructure was perfect. The third or fourth level cultivated 
land was mainly distributed in the low-lying along the Yellow River coast or the slope 
of Mount Daqing foothills. Comparatively, soil nutrient content was lower and the 
sand, gravel or viscous component was larger. Add in the low investment in 
agriculture, the flood and drought disaster, incomplete infrastructure and the shallow 
the barrier layer from the surface of the earth, these adverse factors brought about soil 
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potential fertility to play ineffectively and to be low agricultural productivity. In brief, 
the cultivated land quality was in middle level in Tumote Right Banner. High quality 
cultivated land was only 8.17 per cent of the total cultivated land area. The medium 
quality cultivated land accounted for about 77.48 per cent. 

Therefore, China would built four hundred million acre high-standard basic 
farmland in 2020. In Tumote Right Banner, we should seize this opportunity to keep 
the level of cultivated land quality and not be reduced, increase the intensity of the 
transformation of the second or third grade cultivated land, and improve agricultural 
infrastructure construction for the fourth grade cultivated land. 

4 Conclusions 

The cultivated land quality is irrelevant to food security of a country and social 
stability. The evaluation of cultivated land quality is great significance to the 
protection of arable land and the improvement in low-yielding fields. Tumote Right 
Banner in the Yellow River alluvial and pluvial plain on the south of Mount Daqing, a 
long history of agricultural exploitation, is a typical agricultural county in Hetao 
plain. Water and heat conditions are good for agricultural development. Soil profile 
configuration is suitable for agricultural development, and agricultural infrastructure 
is relatively good. The overall quality of cultivated land is on the high side. Based on 
the field investigation and sampling, using geographic information system as a mean, 
the quality of cultivated land was evaluated using soil nutrient, soil conditions, 
physical and chemical properties in Tumote Right Banner in order to expand the 
cultivated land quality evaluation ideas and to provide reference information for the 
right of agricultural development. 
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Abstract. The scheduling problem is a hot issue in the current cloud 
computing, and node failure conditions should be taken into consideration. 
Firstly the disadvantages of current Hadoop task scheduling algorithms and 
fault tolerance in Hadoop platform are discussed in this paper. Then a 
scheduling strategy based on fault tolerance is presented. According to this 
strategy, the cluster detects the speed of the current nodes in a cluster, and 
makes some backups of the intermediate MapReduce data results to a high-
performance cache server, and the data is produced by the node that may go 
wrong soon. Thus the cluster may resume the execution to the previous level 
quickly when there are several nodes going wrong, the Reduce nodes read the 
Map output from the cache server or both of the cache and the node, and keeps 
its high performance. Finally the computer simulation is done. It shows that the 
strategy presented in this paper is effective under failure tolerance conditions. 

Keywords: Failure tolerance, Task scheduling strategy, Hadoop platform, 
Backup, MapReduce. 

1 Introduction 

Computing[1] node failure is very common in the Cloud Computing model, and there 
are a mass of tasks running in the same cluster at the same time. And a task will 
definitely go wrong if there are problems in the running node, thus it will reduce the 
performance of the cluster. Besides, the phenomenon that the nodes in the cluster will 
go wrong after running in a certain time cannot be avoided. The Hadoop[2] Cloud 
Computing platform is an open source in the Apache project, and it has been widely 
used for development and research of Cloud Computing by a majority of 
manufactures and universities. The core technologies of Hadoop platform are mainly 
composed of MapReduce[3] functional programming model and HDFS[4](Hadoop 
Distributed File System)[5]. In the Cloud Computing model, the computer servers that 
are being used are usually ordinary ones, and the server are almost running all the 
time in case they are invited frequently, which is a fact. Cluster server nodes and disks 
go wrong are common, a study made by Yahoo shows that there are about 2 to 3 
percent of server nodes going wrong every day in a thousand of nodes that are 
running for a very long time, and the failure rate of new nodes could be about three 
times more. Research of task scheduling algorithm in Hadoop platform is a hot issue 
currently, and it is also the key to improve the cluster performance. 
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There are mainly three built-in job scheduling algorithms[5] in Hadoop platform. 
They are FIFO(First In First Out) scheduler, Fair Scheduler[7], Capacity 
Scheduler[8], each has its own advantages, and there are also defects in them. And the 
schedulers mentioned above have not taken fault tolerance into consideration. Thus, 
the scheduling algorithms can still be improved to improve the performance of the 
cluster. Some scholars put forward a few improved scheduling algorithms to improve 
the performance of the cluster, such as delay algorithm, LATE(Longest Approximate 
Time to End) algorithm and improved LATE algorithm, etc. But there are few that 
have taken fault tolerance into consideration. Most of the time, the cluster will re-
execute or make a backup of the tasks that go wrong or runs very slow compared to 
other tasks. And in such conditions, there will be large numbers of backups and re-
executed tasks in the cluster, and it will use more of the resources of the cluster, thus 
giving much pressure to the cluster as well as reducing the utilization of cluster 
resources. 

First the disadvantages of Hadoop built-in scheduling algorithms is analyzed in this 
paper, then a new scheduling strategy based on fault tolerance in Hadoop platform is 
presented. The cluster will detect the speed of the current nodes that are running in the 
cluster and determines which of the nodes may possibly go wrong, and then makes 
some copies of the intermediate data results made by the node that may go wrong 
soon, especially big and long tasks which may make more intermediate data results. 
Thus it makes the cluster run stronger to deal with node failures, and keeps its high 
efficiency. In section 1, several built-in scheduling algorithms in Hadoop are 
discussed. In section 2, the operating mode and fault tolerance are analyzed. In 
section 3, a task scheduling algorithm based on fault tolerance in Hadoop platform is 
presented. In section 4, the simulation experiment is done to show that the strategy is 
effective. Finally, the conclusions are drawn in section 5. 

2 Hadoop Built-in Schedulers 

2.1 FIFO Scheduler 

It is the default scheduler in Hadoop platform, Using an FIFO queue to server those 
that come first. In accordance with the priority of the job and then according to the 
time the job submitted to select a job to execute. The advantages of this scheduler are 
that it is very simple to use, and the scheduling process is very fast. The disadvantages 
of the scheduler are that the utilization of cluster resources is very low, and small jobs 
are very likely to become hungry. 

2.2 Fair Scheduler 

The purpose of fair scheduling is to ensure all the jobs could maintain an average of the 
cluster shared resources as time passes. The scheduler manage tasks and assign them to 
each pool so that they can share the resources fairly, and multiple queue and multiple 
user is supportive, jobs in the same queue share all the resources of the queue fairly. The 
advantages of this scheduler are that it can schedule the tasks by classification. Different 
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kinds of jobs will have different resources assigned by the cluster, thus, it will improve 
the quality of the service and make the most of the cluster resources. The disadvantages 
of this scheduler is that it does not consider the actual loading state of each nodes[9], so 
the load balance in each node may not that good. 

2.3 Capacity Scheduler 

Capacity scheduler improved the function of HOD(Hadoop On Demand), and 
overcome some of its disadvantages. This scheduler uses several queues, every queue 
get its resources according to its computing ability, and the rest resources will be 
assigned to those queues that have not met its usage limits, and allocate them base on 
the load of its calculation, which is more reasonable. In case that all the resources of 
the queue are occupied by only one use, the scheduler limits the resources of every 
user in the queue. And this scheduler supports job priority and jobs can execute in 
parallel to allocate resources dynamically and thus improves the efficiency. The 
disadvantages of this scheduler are that it needs to know a lot of job information of 
the cluster, the cost of the system is very expensive. Besides, only memory resource 
scheduling is supported by the algorithm. 

3 Analysis of Operating Mode and Fault Tolerance in Hadoop 

3.1 Task Scheduling Mode in Hadoop 

Hadoop use master/slave scheduling mode, all the jobs in the nodes are managed 
unified by the master, say NameNode. NameNode is responsible for managing the 
namespace file system, maintaining the file system tree and all the files and 
directories in the system. In general, a slave computer server is a datanode in the 
cluster, which keeps the block data information of every file in each datanode.  

The master pings each computing datanode periodically to determine whether the 
node is going down or not during the running time of the cluster. If a datanode is idle 
and there are unexecuted jobs or tasks in the queue, the master will assign a task to the 
node. And when the master finds that there are faults in any of the running node or there 
are tasks stopped because of hardware or software going wrong, it will make a backup 
and re-execute the tasks that are running on the failure node in another node to ensure 
that the cluster is still reliable, making the cluster robust. In the Hadoop platform, jobs 
are running mainly use MapReduce functional programming model. Firstly, the data 
will be cut into splits, and then is handled by the Map function and intermediate results 
are made. Then, the intermediate data will be copied to the Reduce node for reducing, 
the output are the final results. Finally, the output are made and written into the global 
file system. During the computing, when a task is failed, because of other hardware 
failures or if there are nodes going wrong, the job will fail or the running speed of the 
job will decline rapidly. At the same time, the intermediate results that the Map made 
will be unavailable, the output of the Reduce proceed is written to the Hadoop global 
file system, and need not to be considered like Map results mentioned above. The topic 
in this paper is mainly concerned with the output of Map. 
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3.2 Fault Tolerance 

Cloud Computing is a distributed file system, and there are many places that may 
cause exception to the cluster[10]. As is shown in a statistical analysis report in 
Google cluster, there are quite a lot of nodes that go wrong every day, and Hadoop 
platform is quite familiar with the Google file system. When a job cannot complete in 
a normal way, or because of other factors(server, network, disk failures, etc) that the 
server is not available, the cluster need to re-execute the task or job, using a new node 
to recalculate, and all the previous output by the same task cannot be used. Such 
manners keep the reliability of the cluster, but it is a waste of cluster resources, what 
is more, it will reduce the performance of the cluster. 

What fault tolerance means is that the system has problems because of some 
certain reasons, and when the data or files are damaged or lost in the system, it can 
recover the data or files to the state before the accident, so that the system can work 
normally as usual. Cloud Computing are able to deal with failures, but with the cost of 
running time and performance. 

The fault tolerance of Hadoop platform mainly uses redundancy to prevent data 
loss. Section 2 discussed the execution flow in Hadoop platform. There are multiple 
backups for each data in the platform typically 3 backups, that is, one data stored in 
local node, the second copy stored in local rack, another copy stored in a remote 
random rack to ensure the reliability of the cluster. When there are failures in any 
node, the cluster get data from another backup of the two which is close to it. 

Distributed node status detection methods are mainly two kind of ways, active and 
passive[11]. The passive detection is that the host ping the subordinate computers 
periodically to see if the node is healthy, such as the master ping every datanode to 
determine the status of the node depending on whether there is a response from the 
node. The active detection method is that, a datanode sends its status messages to the 
host periodically, such as the datanode sends heartbeat packets to the master on a 
regular basis to report its own status, if the host does not receive a heartbeat packet 
from a datanode in a certain time, it knows that the node has gone wrong. 

4 Scheduling Strategy Based on Fault Tolerance 

The strategy presented in this paper discusses the re-execution of failed MapReduce 
tasks, mainly for the Map tasks, because the output of Reduce tasks are written into 
the global file system, so the effect is not that obvious compared to the Map tasks. 
The cluster detects the nodes that run Map tasks within the cluster periodically to see 
whether there is something wrong with the node or whether the running speed slows 
down terribly, if so, then making a copy of the intermediate results from the Map task 
to the cache server in case that the results are lost and can not be used again, 
especially big jobs or the Map task is finished but the output data has not been read. 
And when the cache server knows that the data is not useful any more, the data will 
be deleted to free memory space and other resources. 
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4.1 Basic Idea 

Here are two definitions as follows. 

Definition 1. Node about to go wrong: First detecting the running speed of the node, 
and if the speed slows down rapidly, such as it becomes half the speed or lower than 
before, we say that the node runs abnormally and is about to go wrong soon. And the 
speed mentioned above is that the task running speed compared to other similar tasks 
or the computer running speed compared to the previous computer running speed. 

Definition 2. Backup interval: It means progress interval or time between two 
progresses, such as from 20 percent to 50 percent. Increasing the interval is that the 
latter progress is increased, for example, change the progress from 50 percent to 60 
percent, or postpone a few milliseconds to make backups. 

The general idea or progress of the strategy is as follows: 

a) Add an extra computer servers whose performance is higher than the other node 
in the rack of the cluster as a cache node, and keep the network within the rack, so 
that every node within the rack can visit the cache server very quickly, and make sure 
that the cache node is better than the other nodes. And notice the information of the 
cache to the master, but the master does not control the cache server. 

b) Every node server detects the running speed of the computer itself periodically, 
if the speed slows down rapidly(e.g., It is about 50 percent or more lower than the 
previous average speed, the judging standard can be changed subjectively), so we 
believe that the node has something wrong or it is going to go wrong very soon, and 
in such situations, make the output of the node written into the cache server of the 
rack periodically, and the data which have been copied to the cache is skipped and do 
not copy once more. 

c) When the rack I/O load is heavy enough, that is to say when the I/O is very busy 
at present, the backup interval will be increased by a very short time in order to 
reduce the I/O pressure. But if the job is very big or the intermediate data is quite a lot 
or important, the copy to the cache will be make immediately. 

d) If the node is broken down or because of other reasons the job or tasks are 
failed, and the intermediate results can not be accessed, then the data of the cache 
within the rack are used, and the job or tasks need not to re-executed from the 
beginning, only part of the job or tasks are re-executed, thus saving a lot of time, 
especially when the job is finished, the data have not been read and the data can be 
used and no job or task is done a second time. 

The cache server has a larger memory or other configurations compared to other 
node in the rack, thus its performance is also higher. The data copied from other node 
are put into the memory first, and written into the disk when the data is large enough. 
And when the system is sure that the data is not useful any more, system will delete 
the data to free memory and space resources. 

4.2 Flow-Process Diagram and Feasibility Analysis 

Fig. 1 is the general process of the algorithm, after analyzing the algorithm above. We 
know that this scheduling algorithm is theoretically feasible and effective. When this 
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algorithm is working, first detecting whether the I/O of the rack is overload or not, if so, 
it will stop working for a very short time, but if the task is very big and urgent and 
output a lot of data, the backup should be made in time for the job will use more system 
resources when execute it a second time. If system I/O is very busy, the copy will be 
postponed for a very short interval to reduce the pressure of the current system I/O. 

It is easy to add an extra cache computer server to each rack and the cost is quite 
little. And the cluster just inform the location status of the cache to the master, that 
means adding a node in each rack to the cluster, and the cache is not controlled by the 
master. A rack can be seen as a simple small LAN, the communication bandwidth can 
be guaranteed between the cache and the other nodes, if there are too many nodes 
within a rack, the number of cache can be increased by one or more among switches 
to ensure the quality of the service and its performance. As long as the intermediate 
data is not a one-time output and with multiple files, the cache server can play its role 
in the cluster, especially for the big jobs or tasks, this algorithm is more effective. 
And like other schedulers, this scheduler can also be an optional plug-in to use in the 
Hadoop platform, and the function can be closed by setting the relevant options if 
necessary. And the key point of this algorithm is that the cluster should detect the 
hardware disk failure or software failure and predict the precursor of the failure of a 
job or task, otherwise the performance may not be that high as expected, for causing 
unnecessary data communication cost. 

 

Fig. 1. Algorithm execution flow chart 

5 Simulation 

April 2009, the Grid Laboratory Gridbus project of the University of Melbourne, 
Australia announced the launch of Cloud Computing simulation software called 
CloudSim[12]. CloudSim is supportive of the modeling and simulation of large-scale 
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Cloud Computing infrastructure. It can switch neatly between time-sharing and space-
sharing when assigning virtual processing cores. The components are all open sources in 
the CloudSim platform, it is very helpful to accelerate the development of Cloud 
Computing algorithms, methods and norms. First, create a project of CloudSim in eclipse 
software development platform, rewrite VM-Scheduler and SpaceShared scheduling 
algorithm and Mapping functions from jobs to virtual machines, then start your own 
scheduling algorithm in CloudSim, which expand the CloudSim by defining new VM 
(virtual machine) classes and new scheduling classes. Compile the demo program after 
everything is ready, and simulate the algorithm program, at last we get the data. 

The simulation experiment conditions in CloudSim are configured as follows. 

Table 1. Virtual machine configuration 

VMs Tasks 
Memory 

(MB) 
CPU 

core(s) 
Speed 

(MIPS) 
Disk 
(GB) 

Network 
(Mbps) 

100 500 1024 1 1000 100 1000 

 
a) Version of the simulation software is 3.0.1, JDK 1.6.0 and Eclipse software 

development platform. b) One hundred of virtual machines that are similar to each 
other are created. c) Five hundred of similar jobs are created, whose execution time 
are similar but not exactly the same. d) Two data centers to work together. 

Fig. 2 and Fig. 3 are the data results comparison in conditions that there are failed 
nodes but different failure rate using fault tolerance and without fault tolerance. It 
shows that the advantage is not so obvious when there are few failed nodes in the 
cluster, because the algorithm will cost some of the cluster resources itself. With the 
increase of failed node, the superiority of the algorithm begins to emerge, only in 
conditions that when failure rate is quite enough, the cost the algorithm can be 
ignored compared to re-executing the job or tasks. In such conditions, the algorithm 
could save some resources and performance of the cluster for the cluster need not to 
re-execute all the job or tasks that have finished or partly finished where there are 
failed job or tasks because hardware or software failures. Fig. 4 shows that when there 
are no failed nodes the algorithm based on fault tolerance cost a little more system 
resources and time because in such conditions, the cache will read and write data from 
the nodes which product data within the rack to make copies, but the cost is quite little 
compared to the whole cost of the cluster which is acceptable. 

This strategy is based on fault tolerance, and the cluster still use the default scheduling 
algorithm in Hadoop, when there are failed job or tasks and need to be re-executed 
because of node failures or other reasons, the strategy can be helpful, especially for big 
jobs. When using the strategy presented in this paper, the cluster need to detect the health 
status of every node and it can be done by the node itself. What is more, an extra cache 
server within the rack is needed, and keep its network in good health. On the whole, this 
strategy presented in this paper does not cost too much compared to the whole, and can 
obtain good results in terms of fault tolerance to show that it is effective. 

The following charts are the results comparison in different conditions, which 
means the jobs are in different complete progress when failure occurs. 
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Fig. 2. Results comparison of using and without fault tolerance 

 

Fig. 3. Results comparison of using and without fault tolerance 

 

Fig. 4. Results comparison without failed nodes 
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6 Conclusions 

The computer simulation shows that this backup algorithm could keep its high 
performance of the cluster when there are failed jobs or computer server nodes, it is 
feasible and effective. The experiment was done in simulation situations, and the 
failed nodes were set in the program during the execution of the job by shutting down 
some of the virtual machines forcefully. And the testing data is not that large like the 
cluster, and the experiment of this algorithm in actual platform will be done in the 
future, and the strategy does not solve the problem of NameNode single point of 
failure. 

 
Acknowledgments. This work was partly supported by the Natural Science 
Foundation of Chongqing(No. cstc2012jjA40064) and the National Natural Science 
Foundation of China(No. 61075019). 

References 

1. Vaquero, L.M., Rodero-Merino, L., Caceres, J.: A break in the cloud: Towards a cloud 
definition. ACM SIGCOMM Computer Communication Review (2009) 

2. Apache: Welcome to Apache Hadoop (2011), http://Hadoop.apache.Org  
3. Dean, J., Ghemawa, S.: MapReduce: Simplified Data Processing on Large Clusters (2008) 
4. Borthakur, D.: The Hadoop Distributed File System: Architecture and Design, 

http://Hadoop.apache.org/common/docs/r0.17.2/hdfs_design.htm 
5. White, T.: Hadoop: The Definitive Guide. O’Reilly Media, Inc. (2009)  
6. Thirmala Rao, B., Sridevei, N.V., Krishna Reddy, V., et al.: Performance Issues of 

Heterogeneous Hadoop Clusters in Cloud Computing. Global Journal Computer Science & 
Technology (2011) 

7. http://hadoop.apache.org/docs/r0.2.0/fair_scheduler.html (2012) 
8. http://hadoop.apache.org/docs/r0.20.2/ 

capacity_scheduler.html (2012) 
9. Hu, D., Yu, J., Ying, C., Zou, W.: Improved LATE scheduling algorithm on Hadoop 

platform. Computer Engineering and Applications (2012) 
10. Zhang, Y.: Data Collection and Fault-tolerance Analysis about Cloud in the Calculation. 

Computer Knowledge and Technology (2011) 
11. Li, C., Dai, Y., Wang, W., Wu, B.: Hadoop Framework for Disaster Technology. 

Computer Knowledge and Technology (2009) 
12. China Cloud Computing: CloudSim, Cloud Computing simulator of University of 

Melbourne Australia (2012), http://blog.csdn.net 
13. Liu, P.: Cloud Computing, 2nd edn. Electronic Industry Press (2011) 

 
 



F. Bian et al. (Eds.): GRMSE 2013, Part II, CCIS 399, pp. 518–530, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Efficient Geographical Diversification of Export Trade: 
The Case Study of China 

Jin Dai1,2 

1 Pinghu Campus of Jiaxing University, Pinghu, Zhejiang 314200, China 
earl@hz.cn 

2 Institute of Finance and Economics Research, Shanghai University of Finance  
and Economics, Shanghai 200433, China 

earldai@gmail.com 

Abstract. The issue of export diversification has received considerable 
attention since 1950s. However, there is very few works referred to the efficient 
geographical diversity of export trade. This article attempts to fill the gap in the 
literature. Based on the overview of measures used in empirical literatures, the 
paper constructs the deviation index to measure the efficient diversity. With the 
time series data from 1990 to 2011, this article analyzes the structure of China’s 
export markets. The results show the structure has been optimizing constantly 
since China introduced the strategy of market diversity in early 1990s. 
Meanwhile, the deviation index further indicates there is still a huge 
improvement space for China’s exports to the markets of Europe and Asia. 

Keywords: Export Trade, Geographical Diversification, Deviation Index. 

1 Introduction 

Although China has implemented the strategy of market diversity for more than 20 
years, it has observed a continual increase in trade frictions between China and its 
trade partners since the strategy employed in early 1990s (CEPR, 2012). According to 
figures from China’s Ministry of Commerce, China's exports accounts for about 10% 
of the world’s total  amount at present, but about a third of the world anti-dumping 
case and half of anti-subsidy cases against China, China has been ranked at the top of 
the countries suffered from trade friction for 18 years (1995-2012). In 2012, for 
instance, China was confronted with 77 cases of trade remedy from 21 countries, the 
total amount involved reached to $27.7 billion. According to the ministry’s recent 
statistics, only in the first quarter of 2013, 12 countries brought 22 cases of trade 
remedy against China, with more than 40 percent uprising from the same period of 
last year. Meanwhile, various forms of trade frictions emerged one after another, and 
the export markets involved in the trade frictions are gradually diversified. China’s 
export is blocked not only in traditional markets, such as Europe and the United 
States, but also in some emerging economies. It seems that “Made-in-China” is 
confronting with an unprecedented impact. Consequently, it is of crying need to 
optimize China’s export market structure at present.  
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The issue of export diversification in economic studies is not a newcomer. The role 
of export diversity has received considerable attention since 1950s. Works on export 
diversity developed rapidly in the followed decades, more and more researchers paid 
attention to the correlation between export diversity and export stability (Mac-Bean & 
Nguyen, 1980 [11]). In recent literature, empirical researchers provided a link 
between export diversity and economic growth (Al-Marhubi, 2000 [3]; Berthelemy & 
Chauvin, 2000 [5]; Sanjay, 2011 [14]). However, there is no work referred to the 
efficient geographical diversification of export market. This article attempts to fill the 
gap in the literature. 

The main questions of this article devoted to as follows: Did China’s strategy of 
market diversity work on well in the past years? How to measure the efficient 
geographical diversification of export? Where is the way out for China’s export 
market diversification? 

The rest paper is organized as follow. Section 2 reviews literature on 
diversification measurements used in the existing empirical researches. Section 3 
constructs the deviation index and then we apply the index to analyze China’s export 
market structure in section 4. The paper concludes in section 5. 

2 Review of Literature on Diversification Measurement 

This section presents an overview of the most commonly used measures in empirical 
studies on export diversification. These measuring tools include: the concentration 
ratios, CSCEEF and absolute deviation, etc. 

2.1 Concentration Ratios 

The concentration ratio is the most commonly used measure of diversity, which 
appears frequently on empirical studies related to export diversity and export 
instability. There are several tools developed to measure export diversity under this 
group, such as Hirschman index (Hirschman, 1964 [7]), the Ogive index (Ali, Alwang 
& Siegel, 1991 [2]), the Entropy index and the aggregate specialization index (Attaran 
& Zwick, 1987 [4]), etc. We only introduce the most widely used tool, the Hirschman 
index, since the approach of these measures are quite similar, which take a 
hypothetical distribution as the standard and then compare it to the actual distribution. 

The Hirschman index was developed by Albert Hirschman in 1945. This index is 
also known as the Hirschman-Gini index, or Gini-Hirschman Index, and also refers to 
as the Herfindahl-Hirschman index (Adelman, M., 1969 [1]; Kelly, 1981 [8]). It may 
be written as: 
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Where Xi represents the exports of a specific commodity i, X is the country’s  

total amount of exports, and n is the number of commodity classification. A higher 
H1 indicates greater concentration of exports on a few commodities. For a given n, 
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the minimum value of H1 is n-1/2 when each commodity’s share of export is 
identical. Meanwhile, H1 get the maximum value, 1, when there is only one export 
commodity group. Hirschman index also used to measure geographic concentration of 
exports (Kingston, 1976 [9]). 

In empirical studies, the Hirschman index has been frequently used to investigate 
the relationship between export diversification and export instability (Kingston, 1976 
[9]; Mac-Bean & Nguyen, 1980 [11]; Love, 1979 [10]). 

2.2 CSCEEF 

CSCEEF is the abbreviation of the Commodity-Specific Cumulative Export 
Experience Function. It is widely used to measure the structural changes of exports 
(Pineres & Ferrantino, 1997 [12]). CSCEEF has properties analogous to a cumulative 
distribution function, as it may take a very small value in the initial period and 
subsequently rise in subsequent periods. The CSCEEF for a particular commodity i 
can be obtained by the following formula: 
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Where Xit is the export value of commodity i in year t; t0, τ, T represent the initial, 
current and terminal periods of the sample period, respectively. The CSCEEF may 
take zero value in the initial period and subsequently rises to 1 in the terminal period. 
On the plots, and for a more traditional commodity, one would expect to see the plot 
shifted to the left, whereas for a non-traditional commodity, one would expect to see 
the plot shifted more towards the right. With the comparison of CSCEEF across 
different commodities, we can get the direction for export diversification. For 
example, if the plots of CSCEEF are shifted further to the right, the export 
commodities should not only be considered to be more non-traditional but also be 
expected to be more vertically diversified (Ben Hammouda etc., 2006 [6]). 

2.3 The Absolute Deviation 

A third method to measure export diversity is the absolute deviation of the country’s 
commodity share from the world structure. This measure can be calculated as: 

i
i

ijj hhS  −=
2
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Where hij is the share of industry i in total exports of country j and hi is the share of 

industry i in the world exports. Again the value of this measure ranges from 0 to 1, 
where 1 represents total concentration and 0 represents total diversity. 

The absolute deviation is widely used by UNCTAD to measure the extent of the 
differences between the trade structure of a particular country and the world average 
(Samen S., 2010 [13]). The value closer to 1 indicates a bigger difference from the 
world average. The index was also used by Al-Marhubi (2000 [3]) as one of the 
explanatory variable in the growth regression and found to be significant in 
explaining faster economic growth. 
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To sum up, the concentration ratio, such as Hirschman index, the Ogive index, the 
entropy index is frequently used to analyze the problem of export diversification by 
the above-mentioned literature, but the studies did not shed light on the efficient 
diversification of export market. We can attribute the gap to the limitations of the 
measures adopted by the existing studies on trade diversification. Despite lack of clear 
economic meaning and subjective selection of data, the existing measures are 
unilaterally designed from the eye of export side, excluding the influence of import 
side. In addition, some indexes ignore the capacity of import market, which made 
their conclusions obviously biased. Furthermore, the tools mentioned above only plot 
the macro-level structure of the whole export market, but it’s too far away from the 
destination. We need to figure out the specific structure of each specific market. 
Without the specific structure, we cannot find the way to the efficient diversification. 
Based on the above considerations, this article introduced the deviation index to 
measure the efficient diversification. With the empirical analysis followed up in 
section 3, we should find ourselves in the right way to efficient diversity. In other 
words, deviation index is not only a good tool to measure the degree of 
diversification, but also a practiced guider to point out the right way to the efficient 
diversification of export market. 

3 Methodology 

According to the modern portfolio theory, diversification effectively dissolves the risk 
of investment. However, diversification is not always act on in practice. Only the 
multiple structure of diversification is reasonable, is it likely to reduce the risks. 
Hence, each unit of risk in the portfolio investment, namely “risk unit”, must be 
considered when we measure the performance of diversity, so does the export market 
diversification. As a result, the market diversification will approach to the reasonable 
level when “risk units” get into harmonious coexistence. 

In light of the above ideas, through the way of investigating the “risk unit” in each 
specific market and optimizing the market structure, we can promote the market 
diversity to a reasonable level and reduce trade frictions among export markets. 
However, there is no existing tool to evaluate “risk unit”, which became an obstacle 
in the way. In order to moving forward, this article employs the deviation index from 
mathematics. Deviation refers to the absolute value of difference between actual data 
and target data accounted for the proportion of the target value. The formulas may be 
expressed as: |X - A|/A; where, A is target value, X represents actual data. According 
to the ideas of deviation, the “risk unit” of export market, Rij, can be evaluated as:  

ijijij XXR γ−=  (1) 

Where, Xij is the actual value of country i exports to county j, target value 
evaluated as γjXi, and Xi namely the total exports of country i, γj is country j’s import 
market share. Obviously, Rij measures the difference between the actual exports and 
expected value, which including two directions of deviation: excessive and deficient. 



522 J. Dai 

These two deviation effects lead to the impact on the target market, and finally induce 
trade friction. 

In order to express the degree of risk's influence in the country's total exports, we 
modify the mathematical expression of deviation. Hereinafter, we define the deviation 
ratio of export market (rij) as the difference between the actual exports and expected 
value accounts for the proportion of total exports. The ratio can be calculated as: 

iijijij XXXr /)( γ−=  (2) 

On this step, we build up the tool to measure the deviation of “risk unit” in a single 
export market, that is to say we find the way to figure out the specific structure of 
each specific market with the measure of rij. Meanwhile, with the sum of all “risk 
units” deviation, we get the deviation ratio for the whole export market. Since the 
effects of excessive and deficient will offset each other in whole “risk units” 
deviation, we take the sum of the absolute value as the measure for the overall export 
market. Now the deviation ratio may be written as: 
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Where, d(Xi) is country i’s deviation ratio of export market, γij is the proportion of  
exports to country j account for country i’s total exports. In fact, d(Xi) including  two 
directions of deviation, namely excessive and deficient, and the absolute value of both 
directions is adopted in d(Xi). Therefore, d(Xi) takes maximum value, 2, when country 
i’s exports absolutely concentrate on only one market and completely excessive in the 
market. Contrarily, when export market structure approach to the expected 
distribution, exports according to the capacity of each import market, d(Xi) takes 
minimum value. For the purpose of the standardization, multiplied d(Xi) by 0.5, 
namely: 
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Accordingly, the value of D(Xi) is constrained between 0 and 1. Export market 
structure is closer to the expected distribution as D(Xi) closer to the minimum value 0, 
which implies that export market become more harmonious. On the other hand, it 
suggests there are many disharmonious factors in export markets while the ratio gets 
close to the maximum values 1, and finally result in trade frictions. The formula 
expression of D(Xi)  happens to coincide with the explanatory variable Sj of Al-
Marhubi’s empirical study in 2000, but he directly introduced the absolute deviation  
from mathematics to study the issue of commodity diversification, without strict 
derivation on economics argument, nor extends his research to market diversification. 
As yet, we find no literature used the deviation index to study the issue of market 
diversification. 

Obviously, D(Xi) measures the deviation of the country’s export market structure 
from the world’s import market structure, which paying adequate attention to the 
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capacity of import market. In addition, the index has a good explanation not only in 
the whole export market but also in each “risk unit”. With excessive or deficient 
deviation, the index shows positive or negative symbols to distinguish each other, 
which point out the direction to optimize export market structure. 

4 Empirical Investigation 

4.1 Data 

With the deviation index, we take China’s export market as an example to apply the 
index to analyze the export market structure. In order to evaluate the practical effects 
of China's market diversification strategy introduced in the early of 1990s, the paper 
adopts the time series data from 1990 to 2011 for both of China’s export market 
structure and world’s import market structure. The data source of China’s export is 
from China’s statistical yearbook from 1991 to 2012, world import data from the 
database of WTO.  

We should do a subtraction for the world import data before they are used to 
analyze China’s export market diversification. Since China’s foreign trade play a 
significant role in both Asia and the world market, therefore, we should take out 
China's imports from imports of Asia and the world while discussing China’s export 
market distribution, so as to measure the real import market capacity confronted with 
China. We calculate the data of China’s export market structure and the world’s 
import market structure in Table 1 and Table 2 respectively. The deviation ratio is 
shown in Table 3. 

4.2 Results 

We first analyze China’s export market structure with data in Table 1 and Table 2, 
and then carry out market diversification analysis with data in Table 3. 

China’s Export Market Structure 
Compared Table 1 with Table 2, we can make clear the relationship between China’s 
export market structure and world’s import market structure. Meanwhile, it’s easy to 
tack the trend of structural changes with the time series data of both structures. From 
the overview on both structures, China’s export market mainly concentrated in Asia, 
Europe and North America, which account for about 90% of China’s total exports. 
However, this proportion has been decreased continuously since the strategy of 
market diversification employed in 1992. The proportion decreased from 96.6% in 
1991 to 87.6% in 2011. Specifically, the share of Asia in China’s exports is greater 
than the share of Asia’s imports in the world, up to 2011, the excessive proportion 
still more than 17%. On the contrary, the share of Europe in China’s exports is less 
than the imports share of Europe in the world, and the deficient proportion still 
approach to 20% in 2011. The share of North America in China’s exports is initially 
less than its imports share, but this deficient deviation improved with China’s strategy 
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of export diversity. The share of North America in China’s exports stands on a 
reasonable level in the recent years.  

Although the share of other continents is very small, amounting to about 10%, the 
proportion keeps rising year by year. With effects of diversification strategy, China’s 
exports in Africa and Oceania market grow along with their imports and gradually 
close to a reasonable level. However, the growth rate of China’s exports to Latin 
America is more than the growth rate of its import market capacity, and the deviation 
trend was increased in recent five years. 

Geographical Diversification of China’s Export Trade 
We analyze the geographical diversification with the data of deviation ratio shown in 
Table 3. In order to make the boring data lively, we transform the data set into line 
chart, as shown in Fig. 1.  

-0.4

-0.3

-0.2

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

1
99
0

1
99
2

1
99
4

1
99
6

1
99
8

2
00
0

2
00
2

2
00
4

2
00
6

2
00
8

2
01
0

Year

D
e
v
i
a
t
i
o
n

Africa Asia

Europe North America

Latin America Oceania

d（Xi）

 

Fig. 1. The deviation ratio of China’s export markets 

In Fig. 1, the curve of D(Xi) keeps a declining trend from 1992, and fallen sharply 
in 1993, dropped from 47.8% in 1992 to 31.4% in 1993. Undoubtedly, China’s 
strategy of market diversification has worked on well since employed in 1992, and the 
deviation ratio dropped to 20.3% in 2011. Specifically, the deviation curves behaved 
well in four continents in Fig. 1, including Latin America, North America, Africa and 
Oceania. The deviation curves of those four regions show a convergence trend to zero 
value. Nevertheless, Asia and Europe go their separate ways, and the curves deviated 
from the zero value in excessive and deficient direction respectively. Although both 
of the curves have a trend of convergence to zero value, the value of deviation ratio 
still stand on a high level, about 20%. With that, we follow up with the discussion in 
two dimensions, excessive and deficient deviation in exports markets. 

a) Markets with deficient deviation:  performed in two shows, always deficient 
and initially deficient. 

As shown in Fig. 2, China's exports to Europe displays a long-term deficient 
deviation, namely always deficient. Specially, the deviation ratio of Europe is still as 
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high as 20.3% in 2011, which implies that there is huge development space for 
China's exports to Europe market.  

The curves of Africa and North America displayed deficient initially and stable 
lastly. The deviation ratio of North American sharply improved from 8.8% in 1992 to 
1.7% in 1993 and the ratio was significantly close to the ideal value after 2002, which 
indicates that along with the market diversification strategy launched in 1992 and 
accession to the WTO in 2001, China's export market structure is optimized 
gradually. 
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Fig. 2. The deviation in Europe market Fig. 3. The deviation in Asia market 

 
b) Markets with excessive exports: also divided into two cases, always excessive 

and excessive lastly. 
In Fig. 3, Asia’s curve displayed a long-term positive deviation, namely always 

excessive. The deviation ratio of Asia is still more than 17% in 2011, which implies 
that China's exports to Asia should be transferred substantially.  

In Latin America, the curve presents deficient initially and excessive lastly. 
Compared with Table 1 and Table 2, we can find that the growth rate of Latin 
America’s share in China’s exports is faster than the growth rate of its import market 
capacity, as the reason for excessive trend continuously in recent years. The deviation 
ratio is up from 1 ‰ in 2002 to more than 2% in 2011, which indicates that China’s 
exports to Latin America expanded too fast in recent years. It should be noted such 
recent excessive deviation trend only appeared in Latin America. 

To sum up, except Latin America, the deviation curve of the continents displayed a 
trend close to ideal value in recent years. Compared with Latin America, the deviation 
ratio of Asia and Europe is significantly higher, and there is huge improvement space 
for both markets. In addition, the deviation curves of Africa and North America 
behave well and stand on the reasonable level stably in recent years. 
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5 Conclusions and Suggestions 

With the results of empirical analysis, we can safely draw the conclusion that China’s 
strategy of market diversity has worked on well since it was employed in 1992, but 
there is still huge space to improve. Specific conclusions as follows: 

• China’s export market structure was optimized in recent years, and the exports 
share of emerging markets keep improving.  

• China’s Exports to Africa, North America and Oceania are relatively stable in 
recent years, but the exports to Latin America expanded too fast recently. 

• Asia displayed a long-termed excessive deviation, conversely, always deficient 
in Europe, and there is huge improvement space, about 20%, for both markets. 

According to the above conclusions, China’s export markets would approach to the 
efficient diversification finally with the guide of deviation index. To optimize China’s 
export market structure, this paper argues that it should begin with the following 
steps: 

• Take transferring and expanding export strategy in Asia and Europe 
respectively. 

• Optimize the internal market structure in Africa, North America, Latin America 
and Oceania with the guide of deviation index. In view of the excessive 
deviation trend of Latin America in recent years, keep the export step with its 
import step and do not move forward too fast. 

In addition, the market structure optimization must be combined with commodity 
optimization to attain comparative advantage by the self-discovery mechanism of 
diversification (Samen S., 2010 [13]), which, in turn, promotes China’s export 
diversity strategy forward. 

 
Acknowledgments. This paper is supported by the Graduate Innovation Foundation 
of Shanghai University of Finance and Economics (NO. CXJJ-2011-354). 

References 

1. Adelman, M.: Comment on the “H” concentration Measure as a numbers-equivalent. J. 
Review of Economics and Statistics 51(1), 99–101 (1969) 

2. Ali, R., Alwang, J., Siegel, P.: Is Export Diversification the Best Way to Achieve Export 
Growth and Stability? A Look at Three African Countries. World Bank Policy Working 
Papers, No. 729 (1991)  

3. Al-Marhubi, F.: Export diversification and growth: an empirical investigation. J. Applied 
Economics Letters 7(9), 559–562 (2000) 

4. Attaran, Zwick: Entropy and Other measures of Industrial diversity. Quarterly Journal of 
Business and Economics 26, 17–34 (1987) 

5. Berthelemy, Chauvin: Structural Changes in Asia and Growth prospects after the crisis. 
CEPII Working papers, No. 00-09 (2000)  

6. Ben Hammouda, H., Stephen, K., Angelica, N., Sadni Jallab, M.: Diversification: towards 
a new paradigm for Africa’s development. ATPC Work in Progress, No. 35 (2006)  



 Efficient Geographical Diversification of Export Trade: The Case Study of China 527 

7. Hirschman, A.: Paternity of an Index. J. American Economic Review 54(5), 761 (1964) 
8. Kelly, W.: A generalized interpretation of the Herfindahl index. Southern Economic 

Journal 48(1), 50–57 (1981) 
9. Kingston, J.: Export concentration and export performance in developing countries, 1954-

67. Journal of Development Studies 12, 311–319 (1976) 
10. Love, J.: Model of Trade Diversification Based on the Markowitz Model of Portfolio 

Analysis. Journal of Development Studies 15(2), 233–241 (1979) 
11. Mac-Bean, A., Nguyen, D.: Commodity concentration and export earnings instability: A 

mathematical analysis. The Economic Journal 90, 354–362 (1980) 
12. Pineres, S., Ferrantino, M.: Export Diversification and Structural Dynamics in the Growth 

Process: the case of Chile. Journal of Development Economics 51, 375–391 (1997) 
13. Samen, S.: A Primer on Export Diversification.Key Concepts, Theoretical Underpinnings 

and Empirical Evidence. WBIGC (2010),  
http://blogs.worldbank.org/files/growth/EXPORT_DIVERSIFICATI
ON_A_PRIMER_May2010(1).pdf 

14. Matadeen, S.: Export diversification and economic growth: Case Study of a Developing 
Country Mauritius. In: ICITI 2011 (2011) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



528 J. Dai 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

T
ab

le
 1

. C
hi

na
’s

 e
xp

or
t m

ar
ke

t s
tr

uc
tu

re
 

A
pp

en
di

x:
 D

at
a 

Se
ts

 

Y
ea

r 
19

90
 

19
91

 
19

92
 

19
93

 
19

94
 

19
95

 
19

96
 

19
97

 
19

98
 

19
99

 
20

00
 

20
01

 
20

02
 

20
03

 
20

04
 

20
05

 
20

06
 

20
07

 
20

08
 

20
09

 
20

10
 

20
11

 

A
fr

ic
a 

0.
02

09
  

0.
01

39
  

0.
01

53
  

0.
01

66
  

0.
01

45
  

0.
01

68
  

0.
01

70
  

0.
01

76
  

0.
02

21
  

0.
02

11
  

0.
02

02
  

0.
02

26
  

0.
02

14
  

0.
02

32
  

0.
02

33
  

0.
02

45
  

0.
02

75
  

0.
03

06
  

0.
03

58
  

0.
03

97
  

0.
03

80
  

0.
03

85
  

A
si

a 
0.

71
75

  
0.

74
16

  
0.

71
91

  
0.

57
36

  
0.

60
70

  
0.

61
84

  
0.

60
41

  
0.

59
61

  
0.

53
43

  
0.

52
62

  
0.

53
09

  
0.

52
96

  
0.

52
61

  
0.

50
79

  
0.

49
80

  
0.

48
09

  
0.

47
03

  
0.

46
63

  
0.

46
42

  
0.

47
32

  
0.

46
39

  
0.

47
36

  

Eu
ro

pe
 

0.
15

01
  

0.
13

08
  

0.
13

37
  

0.
17

90
  

0.
15

51
  

0.
15

45
  

0.
15

80
  

0.
15

86
  

0.
18

19
  

0.
18

20
  

0.
18

25
  

0.
18

50
  

0.
17

90
  

0.
20

12
  

0.
20

63
  

0.
21

74
  

0.
22

23
  

0.
23

64
  

0.
24

00
  

0.
22

02
  

0.
22

51
  

0.
21

79
  

N
or

th
 

A
m

er
ic

a 
0.

09
03

  
0.

09
35

  
0.

10
88

  
0.

19
79

  
0.

18
89

  
0.

17
64

  
0.

18
74

  
0.

18
94

  
0.

21
82

  
0.

22
77

  
0.

22
18

  
0.

21
66

  
0.

22
81

  
0.

22
39

  
0.

22
45

  
0.

22
92

  
0.

22
61

  
0.

20
70

  
0.

19
17

  
0.

19
85

  
0.

19
38

  
0.

18
44

  

La
tin

 
A

m
er

ic
a 

0.
01

26
  

0.
01

11
  

0.
01

27
  

0.
01

94
  

0.
02

03
  

0.
02

12
  

0.
02

06
  

0.
02

52
  

0.
02

90
  

0.
02

70
  

0.
02

88
  

0.
03

09
  

0.
02

91
  

0.
02

71
  

0.
03

07
  

0.
03

11
  

0.
03

72
  

0.
04

23
  

0.
05

02
  

0.
04

75
  

0.
05

82
  

0.
06

41
  

O
ce

an
ia

 
0.

00
86

  
0.

00
90

  
0.

00
94

  
0.

01
34

  
0.

01
42

  
0.

01
28

  
0.

01
30

  
0.

01
31

  
0.

01
45

  
0.

01
60

  
0.

01
57

  
0.

01
53

  
0.

01
62

  
0.

01
66

  
0.

01
71

  
0.

01
69

  
0.

01
65

  
0.

01
73

  
0.

01
81

  
0.

02
07

  
0.

02
09

  
0.

02
15

  



 Efficient Geographical Diversification of Export Trade: The Case Study of China 529 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

T
ab

le
 2

. 
 W

or
ld

’s
 im

po
rt

 m
ar

ke
t s

tr
uc

tu
re

 

Y
ea

r 
19

90
 

19
91

 
19

92
 

19
93

 
19

94
 

19
95

 
19

96
 

19
97

 
19

98
 

19
99

 
20

00
 

20
01

 
20

02
 

20
03

 
20

04
 

20
05

 
20

06
 

20
07

 
20

08
 

20
09

 
20

10
 

20
11

 

A
fr

ic
a 

0.
02

85
 

0.
02

66
 

0.
02

65
 

0.
02

62
 

0.
02

47
 

0.
02

46
 

0.
02

32
 

0.
02

37
 

0.
02

40
 

0.
02

22
 

0.
02

00
 

0.
02

16
 

0.
02

11
 

0.
02

22
 

0.
02

36
 

0.
02

51
 

0.
02

60
 

0.
02

80
 

0.
03

12
 

0.
03

49
 

0.
03

37
 

0.
03

36
 

A
si

a 
0.

22
26

 
0.

23
83

 
0.

24
13

 
0.

25
97

 
0.

25
66

 
0.

26
46

 
0.

26
71

 
0.

26
26

 
0.

22
09

 
0.

22
63

 
0.

24
45

 
0.

23
29

 
0.

23
44

 
0.

23
32

 
0.

24
10

 
0.

24
77

 
0.

24
77

 
0.

24
72

 
0.

25
99

 
0.

26
60

 
0.

28
33

 
0.

29
00

 

Eu
ro

pe
 

0.
51

26
 

0.
50

12
 

0.
49

13
 

0.
45

08
 

0.
45

46
 

0.
46

38
 

0.
45

82
 

0.
44

34
 

0.
47

01
 

0.
45

57
 

0.
43

05
 

0.
44

60
 

0.
45

35
 

0.
47

22
 

0.
46

98
 

0.
45

77
 

0.
46

18
 

0.
47

24
 

0.
46

53
 

0.
45

86
 

0.
43

39
 

0.
43

05
 

N
or

th
 

A
m

er
ic

a 
0.

19
58

 
0.

19
21

 
0.

19
68

 
0.

21
50

 
0.

21
49

 
0.

19
69

 
0.

20
16

 
0.

21
69

 
0.

23
11

 
0.

24
79

 
0.

25
92

 
0.

25
33

 
0.

24
84

 
0.

23
13

 
0.

22
31

 
0.

22
38

 
0.

21
79

 
0.

20
21

 
0.

18
84

 
0.

18
51

 
0.

19
02

 
0.

18
46

 

La
tin

 
A

m
er

ic
a 

0.
02

46
 

0.
02

65
 

0.
02

88
 

0.
03

26
 

0.
03

27
 

0.
03

44
 

0.
03

40
 

0.
03

81
 

0.
03

90
 

0.
03

25
 

0.
03

19
 

0.
03

29
 

0.
02

81
 

0.
02

57
 

0.
02

70
 

0.
02

99
 

0.
03

17
 

0.
03

47
 

0.
03

91
 

0.
03

83
 

0.
04

15
 

0.
04

36
 

O
ce

an
ia

 
0.

01
60

 
0.

01
54

 
0.

01
52

 
0.

01
59

 
0.

01
64

 
0.

01
57

 
0.

01
59

 
0.

01
54

 
0.

01
48

 
0.

01
54

 
0.

01
39

 
0.

01
32

 
0.

01
45

 
0.

01
54

 
0.

01
56

 
0.

01
57

 
0.

01
50

 
0.

01
55

 
0.

01
61

 
0.

01
72

 
0.

01
74

 
0.

01
77

 



530 J. Dai 

Table 3. The deviation ratio of China’s export markets 

Year Africa Asia Europe 
North 

America 
Latin 

America 
Oceania D(Xi) 

1990 -0.0076  0.4949  -0.3625 -0.0929  -0.0244  -0.0075 0.4949  

1991 -0.0127  0.5033  -0.3703 -0.0842  -0.0300  -0.0064 0.5034  

1992 -0.0112  0.4778  -0.3576 -0.0711  -0.0331  -0.0059 0.4783  

1993 -0.0095  0.3139  -0.2717 0.0009  -0.0312  -0.0025 0.3149  

1994 -0.0103  0.3504  -0.2994 -0.0070  -0.0315  -0.0021 0.3503  

1995 -0.0078  0.3538  -0.3093 -0.0061  -0.0277  -0.0029 0.3538  

1996 -0.0062  0.3369  -0.3002 0.0028  -0.0304  -0.0029 0.3397  

1997 -0.0061  0.3335  -0.2848 -0.0073  -0.0331  -0.0023 0.3336  

1998 -0.0019  0.3134  -0.2882 0.0105  -0.0334  -0.0004 0.3238  

1999 -0.0011  0.2998  -0.2737 0.0052  -0.0308  0.0006  0.3056  

2000 0.0003  0.2865  -0.2480 -0.0098  -0.0307  0.0018  0.2885  

2001 0.0009  0.2967  -0.2610 -0.0090  -0.0297  0.0021  0.2997  

2002 0.0003  0.2889  -0.2716 0.0065  -0.0258  0.0018  0.2974  

2003 0.0010  0.2700  -0.2663 0.0161  -0.0221  0.0012  0.2884  

2004 -0.0003  0.2520  -0.2584 0.0240  -0.0188  0.0015  0.2775  

2005 -0.0006  0.2263  -0.2335 0.0278  -0.0212  0.0012  0.2553  

2006 0.0016  0.2147  -0.2315 0.0309  -0.0171  0.0015  0.2486  

2007 0.0026  0.2087  -0.2256 0.0266  -0.0141  0.0018  0.2397  

2008 0.0046  0.1885  -0.2095 0.0239  -0.0096  0.0020  0.2191  

2009 0.0048  0.1932  -0.2244 0.0340  -0.0113  0.0036  0.2356  

2010 0.0043  0.1702  -0.1983 0.0257  -0.0053  0.0035  0.2036  

2011 0.0050  0.1737  -0.2029 0.0213  -0.0011  0.0039  0.2039  
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Abstract. The issues of tourism development and ecological environment 
protection restrict regional sustainable development, and arouse government's 
and citizen's concerns. An ecological tourism information system for solving 
the dilemma is described in this paper. The study focuses primarily on the area 
of East Lake Scenic Spot of Wuhan City, China. In the Web GIS system, a 
custom map server with volunteered geographic information is created by using 
Tianditu Web APIs which provide basic GIS functions and tools. Through the 
Ecological Tourism Information System, public could search and view the 
information of the scenic spots, upload their own knowledge about the interests. 
The system helps citizens to concern the ecological environment problem, 
monitor the government to take appropriate strategies to develop tourism 
resource and take practical actions to resolve the sustainable development of 
ecological environment. 

Keywords: Volunteered Geographic Information, Web GIS, Tianditu Web 
APIs, Ecological Tourism Information System. 

1 Introduction 

Traditional geographic information systems (GIS) applied to assessment of 
environment and resources, relied on professional data such as land use/cover, 
geology, soils, topography, hydrology, and infrastructure. These data are usually 
collected through field surveys, aerial photography or remote sensing, analyzed by 
specialists or trained staffs, and disseminated through government agencies. Global 
positioning system (GPS) techniques are also applied to contribute conventional 
system of providing guiding information services at popular tourism destination. 
Professional GIS and GPS means of data updating and acquiring are expensive, slow, 
and lack of public participation. 

Recent years, the issues of tourism development and ecological environment 
protection restrict the sustainable development of regional and arouse government’s 
and citizen’s concerns. On one hand, the traditional methods of providing guiding 
information services are no longer satisfied all tourist needs, the increasing demand 
for detailed and individual information of destination has driven conventional tourism 
system to update to a higher version that could find better solutions. On the other 
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hand, with the fast development of tourism, the ecological environment and tourism 
resources are likely to be damaged and destructed because of increasing tourists. So 
the scenic zone management, landscape conservation and environment monitoring, all 
these factors need to be reasonable assessed and improved. In a third aspect, since the 
technological advances, the price of equipment deployed global positioning system 
unit decreases and the approach for web2.0 application varied, the general public who 
have previously only been on the receiving end of that scientific information now 
have opportunities to learning GIS and map making tools, and they can create free 
digital map of the world like OpenStreetMap. The public participate in GIS is defined 
as volunteered geographic information (VGI) [1]. 

In this paper, a web GIS framework including the VGI system and social 
networking is developed to solve the dilemma between tourism development and 
environment protection. In the system, public play the role of ‘senor’, they upload the 
information of their immediate surroundings - the area and environment they are the 
most familiar with - and thus often make fewer mistakes and can derive higher quality 
and more frequently updated results than professionally mapped public and private 
map data layers [2]. This system has the potential to increase their participation in 
tourism development and ecological environment monitoring, promote their 
environmental awareness, and provide timely data. 

2 VGI in Ecological Tourism Information System 

Mobile phones and laptops have already been widely and increasingly distributed in 
present years. These devices equipped with the GPS receiver, compass, internet 
access, camera and etc are considered as sensors. And with the help of broadband 
connections and Web 2.0 tools, a large number of individuals became able to create 
and share VGI [3]. VGI is known as the geospatial case of user-generated content 
phenomenon where web users create contents which are later integrated and made 
available through web sites. We develop the Ecological Tourism Information System 
through which users can access to geospatial data, as well as advanced mapping and 
spatial analysis over the internet, so that the VGI functionality can be efficiently 
utilized [4].   

The study focused primarily on the area of East Lake Scenic Spot of Wuhan, 
China. The East Lake Scenic Area is located in east of Wuhan, it extends over 82 
sq.km within which the lake covers 33 sq.km. The broad area of the water makes the 
East Lake the biggest “city lake” in China. East Lake is one of key national scenic 
areas. And it was awarded the ISO14001 Environment Quality Certificate. The 
magnificent scenic area attracts large numbers of tourists. So, taking advantage of the 
widespread use of Web GIS, when users browse this website as tourists, they not only 
can view, query and analysis geographical data, but also can remark own information 
on maps and share the data with others. This method for tourists tracking can 
effectively increase accuracy and reduce the cost of investigation while gathering 
information from the geospatial behavior of tourists. 
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2.1 Basic Geographic Information 

The Ecological Tourism Information System should provide basic geographic 
position information about scenic spot on the map. This basic information includes 
the scope of the scenic spot, the iconic attractions, the position and name of these 
attractions, etc. 

2.2 Attribute Information of Scenic Spots 

In order to retrieve tourism information and environment condition, the system needs 
the data provided by visitors who are familiar with the scenic area. The data are 
attribute information of the interests, including the following two aspects. 

(1) From the scenic construction terms: a. Scenic type: sightseeing, vacation, eco-
tourism, outdoor sports tourism and cultural landscape type; b. Scenic tourism service 
facilities condition; c. Abundance of scenic tourism resources including natural 
landscape, cultural landscape resources, customs resources, traditional food resources, 
cultural resources and handicrafts resources. 

(2) From the scenic natural environment: a. Scenic air quality; b. Scenic vegetation 
coverage; c. Quality of water; d. Quality of white pollution; e. Scenic comfort rating. 
The information listed is stored by the grading score. 

2.3 Different Data between Environment Assessment and Tourism 
Recommendation 

For the environmental assessment and monitoring, the study chooses four attributes of 
environment conditions - scenic air quality, vegetation cover, water quality and white 
pollution levels.  

Then, considering the type of scenic, scenic tourist comfortable ratings and the 
environmental evaluation which calculated in front part, the system can be used to 
recommend tourist hot-spots.  

Finally, comparing the results between environment assessment and scenic-spot 
recommendation, the system provides a comprehensive analysis of the data. As for 
the places which are rich in tourism resources, high in the number of visitors and 
good in scenic facilities, we need strengthen environmental monitoring efforts, protect 
the environment from destruction. As for the places which are good areas of 
environmental assessment, while their suitable for tourism scores are low, it should 
strengthen scenic tourist service facilities, heat and vigorously promote tourism here. 

2.4 Data Validity 

Using VGI to retrieve tourism information and environment condition, visitors need 
to be able to add a scenic spot on the map and add the attribute information of 
interest. Therefore, there should be a legal judgment of adding a scenic spot. Since, 
duplicate of tourists causes data redundancy added, and the legal judgment has three 
ways: 
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(1) As visitors select a point on the map and add attractions, the system judges 
whether the point has been marked. If the spot has been marked, the system will 
remind user not to repeat to add. If not marked, the new point will be set to an 
attraction, and its location and name will be stored in the database.  

(2) Users can have a marked interest reporting option or a false report on the spot.  
(3) Users can resort administrator privileges to supervise whether the additive data 

is true and reliable. 

3 Technical Infrastructuree 

Primarily, the website was developed by using Java platform, B/S (browser/ server) 
mode [5]. It means the system runs on a web server, and tourists can browse and use 
the system through browser of computer or mobile phone. In particular, ‘mash-up’ is 
one feature of this website. The word ‘mash-up’ in this paper refers to applications 
that combine data from different sources into new web services in order to produce 
new meaningful information. And the availability of APIs has fostered the concept of 
a “mash-up” as the ideal presentation vehicle for VGI by providing a geographical 
backdrop [6]. The architecture of the system is shown in figure 1. 

 

 
Fig. 1. System Architecture 

3.1 Database Server 

The internal source of content is represented by the data stored in the system DBMS: 
MySQL [7]. MySQL is a powerful open source DBMS. With its spatial extension, 
that adds support for geographic objects to the MySQL database. MySQL Spatial 
Extensions supports a subset of the openGIS standard, includes a few spatial data 
types (such as Point, LineString, Polygon, etc.) and some functions. The installation 
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and configuration of MySQL Spatial are very simple. In fact, it doesn't need to install. 
The default MySQL configuration will be able to use these spatial data types. MySQL 
Spatial allowed archival, retrieval and management of all the data received, processed 
and generated in the Web GIS system. 

3.2 Control Layer 

In this case, a custom map server with VGI is created by using the Tianditu Map Web 
APIs [8]. The Tianditu Map Web APIs allow embedding maps in the website, and 
provides some practical tools to deal with maps in order to realize the system 
functions such as spatial data display, querying and manipulation.  

There are API calls to retrieve map data by bounding box, to create/retrieve change-
set, to add, delete and update the three basic elements: node, way and relation. Each of 
them returns or expects the data for the elements in Map server. The communication 
between the client application and the on site web server is achieved through 
asynchronous communication and the JOSN data format [9]. JSON (JavaScript Object 
Notation) based on a subset of the JavaScript Programming Language is a lightweight 
data interchange format. JSON is a text format that is completely language independent 
but uses conventions. It is easy for humans to read and write and for machines to parse 
and generate. These properties make JSON format an ideal data transmission structure 
over a network connection. Its main application is in Ajax web application 
programming. In our system, JSON is used to describe the Geographical coordinates-
latitude and longitude, name, ID values and other attributes information, and then these 
information is packaged via XMLHttpRequest for asynchronous transmission in order 
to interact with the server data. 

The Tomcat is used as web server [10]. Tomcat provides an environment for Java-
based dynamic web content. As a container, it provides the implementation of Java 
Server Pages (JSP) and Java Servlets technology. When you write some web pages in 
HTML, you reference the JSP code or servlets, then compile them and deploy it to 
Tomcat. Final, through the browser, web pages cater the request of clients using the 
Hypertext Transfer Protocol (HTTP).  

3.3 User Interface 

For data transmission and web page design in the system, Ajax (Asynchronous 
JavaScript and XML) is the critical technology. It is a way of programming for the 
communication between the client application and the web server. Data, content, and 
design are merged together into a seamless whole. In view of WebGIS in the map 
data transmission and structure of web page design, the use of Ajax is provided with a 
better user experience. When user select a point or a polygon and choose the “edit”, 
this action trigger an AJAX driven function, and calling a form in a child window, 
waiting for a little lag time, the page will displays what they’re asking for. While the 
request submitted by the user controls, only part of a page need to be reload, that 
reduces the network flow between client and server-side and the burden on the server. 
Figure 2 describes the communication process between browser and server. 
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Fig. 2. AJAX Communication between Browser and Server 

4 Implementation 

The objectives of this study are: (1) Using current technologies to develop a map 
service website through which public could search and view any points they 
interested and upload and share their own knowledge such as photos, description 
and attributes about the circumstance they are familiar with, identified or explored. 
(2) Analyzing data such as the air quality, water quality and greenery degree, etc, and 
assessing the development mechanism of ecological environment and local tour route, 
and studying the sustainable development strategies. 

So, the web GIS system realizes the following four functions: 1) In the browser of 
client, the application can load base maps from Tianditu server. Several key scenic 
locations were noted and users can view the information about the scenic spots. 2) 
Users can directly search a place or find a place by zooming and moving, at the same 
time, users can query the surrounding information about this location. 3) If users are 
interested in some scenic spots, they can add their own evaluation about the 
environment condition according to your own common sense and their local 
knowledge. 4) The system could recommend tourism spots and monitor the ecology 
environment by calculating the VGI data and analyzing them. 

The functions are illustrated in figure 3. The section VGI realizes the function of 
viewing and adding information. Then the system shows the result of calculating and 
analyzing through the browser.   

In the figure 4, the values of the attribute information of different scenic areas are 
calculated according to the volunteered geographic data which users upload. And, the 
selection of the valid data should be in a suitable geographic range. For example, 
when we need the assessment result of East Lake Scenic Spot, the calculation data 
should include the marks around the exact location within one kilometer scope. 
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Fig. 3. Web GIS System Implementation 

Clicking the “user evaluation” button in the Figure 4, the child window will open as 
Figure 5. In this figure, you need to complicate these data. This is the most important 
part of the VGI system. The information includes both aspects of tourism and 
environment. And except the option of scenic type is multiple-choice, the rest of the 
clauses are all scoring. The score ranges from 1 to 5, and the score 1 means the 
condition is awful and 5 means perfect. Then these data should be stored for system to 
calculate and analyze. When store the attribute information to the database, it is 
important for the system to store the corresponding location. The location information 
should include the longitude and latitude.   

 

 

Fig. 4. The Function of Browsing the Whole Scenic Area 
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Fig. 5. The Function of User Evaluating 

After clicking the submit button, the system transmits the data to server and 
database update. After a period of time, compare the attribute data in Figure 6. The 
figure reveals the changing of each attribute. On one hand, three of the most obvious 
changes are water quality, air quality and the degree of white pollution. The value of 
the three clauses all declines, which means the environment condition is deteriorating. 
On the other hand, the value of service facilities also declines, this condition should 
be report to the office of tourism management, and the service should be improved. 

 

 

Fig. 6. Compares of Attribute Values  

At last, the study tries to analyze the reason of the change. A possible reason is the 
tourist flow rate. Figure 7 is a statistical chart about the count of searching the scenic 
spots. The large search count in the second half of March means it is possible that the 
number of tourists is increasing, and it leads the environment condition to deteriorate. 
The office of tourism management should pay attention to this. 
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Fig. 7. The Count of Searching the Scenic Spots 

5 Conclusion 

In this study, the Ecological Tourism Information System integrates traditional GIS, 
public participation GIS and social networking technology. The objective of the 
system is efficiently to provide scenic spot information for touring guiding and assess 
environment condition for environment monitoring. The system utilizes the user's 
geographic knowledge about the location where they had ever been to provide 
relevant information about services, facilities or environment. The knowledge of the 
location of individual can effectively increase accuracy and reduce the cost of 
investigation while gathering information in traditional GIS system. 

The study utilizes Tianditu Map Web APIs and Web Service techniques to develop 
a useful VGI system designed to meet tourists’ demands and to improve landscape 
conservation, environmental assessment and scenic zone management in the East 
Lake Scenic Spot of Wuhan, China. Firstly, for the citizens who want to tourism in 
the beauty spot, they could search their interesting point in the web map by selecting 
the scenic spot type or considering the score through this VGI system. And then, after 
they have own experience they could take other information in this map for other 
reference. This means a virtuous cycle of information. Secondly, this VGI system 
provides reality and timely data about local environment, analyzes these data, and the 
result will help citizens to concern the ecological environment problem. And the 
public influence can monitor government program appropriate strategies to develop 
tourism resource and take practice action to resolve the sustainable development of 
ecological environment. 

In the follow-up works, this eco-tourism system still needs further improvement: 1) 
Classification for registered users. The system should set different rights for users, in 
order to make the data of the system more accurate and reliable. 2) Recalculation of 
the data for each attribute. Based on user classification mechanism, the system 
calculates each attribute score by granting them a certain proportion of the weight to 
arrive at a more reasonable result. The weight is decided by users’ level, the high 
level users’ data are more reliable. 3) Filtering data of interests. The system supports 
the function for ‘simple filtering of the data depend on certain geographical scope,’ 
but to face the future more massive amount of data, the system needs to be more 
reasonable data filtering mechanisms. 4) The system can also add multimedia data, 
such as dynamic images, audios and videos to achieve more functions. 
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Abstract. Taking China’s mainstream tourism websites as research objects, the 
paper introduced Social Network Analysis into studying tourism information 
network in order to construct the network structure of tourism information 
websites based on the friendly links among websites. Social Network Analysis 
method was used to analyze the structure of mainstream tourism information 
network in China. The study confirms that: firstly, China's online tourism 
information network is a typical complex network with scale-free. The density of 
the network is 0.0584, which indicates that the overall network structure is 
relatively loose; secondly, a few websites play key roles in the tourism 
information and resources flow and occupy central position in the whole 
network; thirdly, there is close connection within a group, while the connection 
between groups is weak. In addition, this paper analyzed the relationship 
between the characteristics of online tourism information network and the space 
distribution of tourism websites. The research results provide some theoretical 
basis for establishing a more reasonable tourism information network structure in 
China. 

Keywords: Tourism informatization, Social Network Analysis, Tourism 
Website, online tourism information network. 

1 Introduction 

As an information intensive industry, the tourism industry survives and operates with 
information as the fundamental basis, which affects consumers’ decision-making on 
destination and their satisfaction of travel experience [1]. Using network and 
information technology in the tourism industry has unique advantages because of the 
invisibility and immovability of tourism products [2]. Therefore, the development of 
tourism industry and tourism informatization is closely connected [3]. With the rapid 
development of information and communication technologies, the popularity of 
computer reservation system (CRS), global distribution system(GDS) and the Internet 
is gradually growing in the tourism industry[4], which has had inevitable impact on the 
tourism industry and has been touched upon in tourism researches[5]. In practice, every 
country has been paying great attention to tourism informatization. For example, China 
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began tourism informatization work in the 1990s and launched "golden tour project" in 
2003. At present, great progress has been made in tourism informatization.  

Tourism informatization, being the basic stage of digital tourism, is of great 
significance to the development of the tourism industry. It changes the traditional 
tourism production, distribution, and consumption mechanism by using information 
and communication technologies, and optimizes the operation of the tourism economy 
via informatization in order to achieve rapid growth in the tourism economy [6]. 
Tourism websites, calling system, digital management and infrastructure construction 
supporting informatization are major manifestations of tourism informatization, while 
tourism websites are the most widely used, most direct and most effective means of 
tourism informatization. Tourism informatization mainly includes tourism enterprise 
informatization, electronic commerce informatization, and e-government 
informatization which manifest themselves in the form of tourism websites [7]. Many 
tourism scholars have done a lot of researches into tourism informatization. Buhalisa 
etc. found that the application of electronic media has huge potential in tourism 
industry [8]; Du Xiaohui etc. [9] proposed three applicable modes of mobile 
e-commerce development in tourism and demonstrated the application values of those 
modes in tourism by analyzing the connotation of mobile e-commerce. With the rapid 
development of Internet technology, the number of tourism website has soared. At the 
same time, scholars studied tourism websites and their evaluation model from different 
perspectives. For example, Zhang Jie [10] discussed the distribution types and regional 
differences of tourism websites in China from the perspective of space; Lu Zi etc. [11] 
considered the practicality of tourism websites in China from the perspective of their 
functions; Li Kai etc. [12] studied Chinese tourism websites from the perspective of the 
website users, and put forward important suggestions for personalized service provided 
by tourism websites in China. Cheng Xia and Shan Fang discussed the influence of 
tourism website on the potential tourists’ behavioral intention from the perspective of 
environmental psychology [13].The development of tourism informatization depends 
hugely on the transmission of network information. Nowadays, people rely greatly on 
the network information when travelling, so more and more importance is being 
attached to the marketing of tourist websites which serve as important for tourism 
information suppliers [2]. Tourism marketers should make use of the advantage of 
social media to make up for the functional deficiency of travel industry website 
marketing [14].  

As discussion attests above, the current studies of tourism informatization mostly 
took a single website as research object, and the researches mostly focused on tourism 
e-commerce, tourism website and evaluation, and tourism network marketing, but there 
isn’t sufficient research about tourism information network structure from the view of 
online tourism. Therefore, based on the relationship pattern between websites, this 
paper introduces the Social Network Analysis method into tourism informatization 
study, which provides a new perspective to understand and analyze the construction of 
China’s tourism information network structure at present and offers theoretical basis 
for constructing effective tourism information network structure in China. 
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2 Data Sources and Research Methods 

2.1 Data Sources 

This paper obtained TOP 120 tourism websites from ChinaZ.com, and eliminated those 
unavailable ones. Finally, we selected 112 tourism websites as samples. At the same 
time, we confirmed that these 112 research samples are representative of tourism 
websites by searching for "China tourism website", "tourism website" and "tourism 
website ranking" as keywords in Baidu.com and analyzing the related websites of  
the first ten pages. The research objects of this paper are the 112 tourism websites and 
the network structure formed by the linking relations of these websites. For the 
convenience of analysis, we numbered these tourism websites according to their 
relative rankings (partly detailed in table 1). We collected data from November 1 to 
November 7 in 2012 using SocSciBot4 and stored the selected data in excel so that they 
can be imported into UCINET for analysis. 

Table 1. Number the Study Sample (partly) 

NO. Website NO. Website NO. Website 

1 www.ctrip.com 6 www.cncn.com 11 www.daodao.com 

2 www.qunar.com 7 www.lvmama.com 12 www.8264.com 

3 www.kuxun.cn 8 www.tuniu.com 13 www.uzai.com 

4 www.lotour.com 9 www.17u.com 14 www.mafengwo.cn 

5 www.elong.com 10 www.17u.cn 15 travel.sohu.com 

2.2 Research Methods 

Social Network Analysis (SNA), beginning in the 1930s as an important branch of 
western sociology, is a method and theory of studying social structure as well as a new 
social science research paradigm [15]. Social Network Analysis method developed in 
the fields of psychology, sociology, anthropology and mathematics. It aims to show the 
complicated relationships in the form of certain network configurations, and then 
explain their significance to individual action and social structure based on these 
configurations and their changes [16]. The measurement indicators of SNA include 
centrality, condensed-subgroup and structural holes etc. SNA has been widely applied 
not only in the field of sociology, but also in management and communication etc. [17]. 
At the same time, with the breakthrough of multivariate statistical technology and the 
rapid development of computer technology (the development and utilization of SNA 
software such as UCINET, PAJEK), SNA has becoming an important and convenient 
research paradigm. Online tourism information network is a complex network in which 
the linking relations (ties) between tourism websites (nodes) are mingled with each 
other, and it can be fully explained by using SNA method. 
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3 Characteristics of Online Tourism Information Network 

The matrix diagram is imported into the Social Network Analysis software UCINET, 
and the structure diagram of online tourism information network is drawn via the 
visualization tool NetDraw (figure 1). In figure1, each node is a tourism website, the 
lines between nodes represent the links of the websites, and the directions of the lines 
represent the inbound link and outbound link of the websites. The figure shows that the 
structure of online tourism information network composed of mainstream tourism 
websites is loose. Among the 112 tourism websites, there are 9 isolated points which 
account for 8% of the total websites, and 12 points with only one node which account 
for 10.7%. The network connections between center nodes are intensive, while the 
network connections between the periphery nodes are thin. 

 
Fig. 1. The Structure of Online Tourism Information Network 

3.1 Characteristics of the Whole Structure of Online Tourism Information 
Network  

The whole network is formed by the connection among all members of groups. And its 
measurement index includes density and average distance etc. The whole structure of 
online tourism information network can measure the affinity-disaffinity relationship 
between mainstream tourism websites and the characteristics of community structure 
etc. Compared with the existing researches on recruitment website density  
(0.0907)[18], agricultural site density (0.0907)[19], and study abroad consulting 
website density(0.0002972 )[20], the connection between tourism websites is not quite 
close with the density of online tourism information network being 0.0584 only, and 
the mutual information resources exchange is not frequent enough. In a word, the 
network structure formed by the mainstream tourism websites is relatively loose. In this 
distance matrix, the average distance between nodes is 2.679, which is in line with the 
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Small-World effect. Citing the six degrees separation principle, we can explain that in 
the tourism information network, any tourism websites can be accessed through no 
more than three websites. However, the cohesion index based on the distance is 0.282, 
which confirms that the network structure is not compact enough and the links between 
websites should be strengthened. 

3.2 Characteristics of the Node Structure of Online Tourism Information 
Network  

One of the main functions of SNA is to identify important nodes in the network and the 
most important or prominent node always holds a strategic position [21]. Centrality is a 
major indicator to identify the important nodes in SNA. By analyzing the centrality of 
online tourism information network, we can decide the position of a tourism website in 
the whole network information system, and further measure its role in the network 
structure. The measure indicators of centrality include degree centrality and 
betweenness centrality betweenness centrality. 

3.2.1   Degree Centrality 
Degree centrality is used to measure the position and importance of tourism websites in 
online tourism information network structure, while degree centralization depicts the 
whole centrality of the network diagram. If "the degree centrality of the nodes differs 
greatly" in a network, the centripetal tendency is obvious, which illustrates that the 
centralization of the network structure is quite large and there exist key nodes which 
have frequent exchange with other nodes [22]. Degree centrality can be divided into 
absolute degree centrality and relative degree centrality. Absolute degree centrality 
refers to the number of websites which are connected directly with the tourism website 
in this paper. For the directed graph, absolute degree centrality includes out-centrality 
and in-centrality. Table 2 shows the degree centrality value of node in online tourism 
information network. 

Table 2. The Degree Centrality of Online Tourism Information Network Node 

No. Website OutDegree InDegree NrmOutDeg NrmInDeg 

40 www.traveldaily.cn 24.000 20.000 21.622 18.018 

13 www.uzai.com 22.000 19.000 19.820 17.117 

68 www.ziyou.com 22.000 9.000 19.820 8.108 

7 www.lvmama.com 21.000 28.000 18.919 25.225 

8 www.tuniu.com 20.000 24.000 18.018 21.622 

14 www.mafengwo.cn 20.000 20.000 18.018 18.018 

48 www.byecity.com 19.000 16.000 17.117 14.414 

56 www.517huwai.com 19.000 8.000 17.117 7.207 

19 www.yododo.cn 19.000 21.000 17.117 18.919 

6 www.cncn.com 18.000 21.000 16.216 18.919 

9 www.17u.com 17.000 19.000 15.315 17.117 

10 www.17u.cn 17.000 38.000 15.315 34.234 

Network Centralization (Outdegree) = 15.924% 
Network Centralization (Indegree) = 28.650% 
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(1) Degree Centralization 
The out-centralization of the tourism information network is 15.924% and the 

in-centralization is 28.650%, which indicates the degree centralization of the network 
differs greatly, the centripetal tendency is obvious, and there exist key nodes. However, 
the in-centralization is bigger than the out-centralization, which reveals that the 
mainstream tourism websites have the awareness of promotion and pay attention to 
other websites unconsciously now. But due to the differences between websites, there 
exists great diversity in website being linked. 

(2) Out-centrality 
Out-centrality is the number of website outlinks in this paper, which measures the 

position and the role of a website in the whole network. By analyzing the out-centrality 
of tourism websites, we can conclude that those websites such as traveldaily.cn, 
uzai.com, ziyou.com, lvmama.com, tuniu.com, mafengwo.cn, byecity.com, 
517huwai.com, yododo.cn, cncn.com, 17U.com, 17u.com, 51766.com have much 
more outlinks, and have stronger power in controlling tourism information. They play 
the role of "gatekeeper" in the whole tourism information network, namely, tourism 
information can be obtained quickly through these links.  

(3) In-centrality 
In-centrality is the number of website inlinks, which reflects the quality of tourism 

information and services provided by the website or its prestige approved by other 
websites. We discovered that 17u.cn was the most authoritative website in the whole 
tourism information network, and 38 websites among the rest 111 tourism websites 
have direct link to it. Its standard in-centrality was 34.234%, which showed that 17u.cn 
has great influence in the whole tourism information network. Being recognized as the 
leader of online travel service providers by other tourism websites in China, 17u.cn has 
gained certain popularity in the whole tourism information network. In other words, 
17u.cn occupies a central position in tourism information network and is believed to be 
able to provide tourism information and service of higher quality. The standard 
in-centrality of lvmama.com, tuniu.com, elong.com, cncn.com, yododo.cn, 51766.com, 
mafengwo.cn, traveldaily.cn, qunar.com, 17u.com are all above 17%, which means 
these are the authoritative websites and are recognized by other tourism websites in the 
whole network. These websites play important roles in posting information and sharing 
resources. In addition, the in-centrality of other 26 tourism websites is 0, accounting for 
5% of the total, which further illustrates the centripetal tendency of in-centrality is 
obvious. 

3.2.2   Betweenness Centrality 
By analyzing the betweenness centrality of online tourism information network, we can 
find out which tourism websites are in the position of "bridge”, which means the 
position of tourism websites at the key path of the tourism information and resources 
flow. The higher betweenness centrality a tourism website shows, the greater control it 
has over the tourism information and resources. Betweenness centralization displays 
the gap between the tourist websites with the highest betweenness centrality and other 
websites. The greater the gap is, the higher the betweenness centralization is. The 
analysis results of betweenness centralization are shown in table 3. That the network's 
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betweenness centralization is 8.41% indicates that the network’s connectivity is 
relatively good and the tourism resources and information flow smoothly relatively in 
the network. Traveldaily.cn, with the highest betweenness centrality, has the strongest 
power in the whole information network. And being the most important "portal 
website" in information network, it acts as an intermediary, which brings it 
considerable profit. Tourism information providers may put much more information 
onto this website, making it grasping more information flow and business 
opportunities. Among the tourism websites with high betweenness centrality, the 
in-centrality (7.207%) and the out-centrality (5.405%) of maidou.cn are relatively low, 
which indicates that those tourism websites linked to maidou.cn are mostly 
authoritative ones, while Maidou.com simply acts as a “pure” intermediary in the 
network. 

Table 3. The Betweenness Centrality Index of Online Tourism Information Network Node 

NO. Website Bet nBet NO. Website Bet nBet 

40 www.traveldaily.cn 1137.205 9.314 6 www.cncn.com 458.366 3.754 

10 www.17u.cn 818.372 6.702 82 www.maidou.cn 436.598 3.576 

78 www.zizaike.com 795.645 6.516 8 www.tuniu.com 422.882 3.463 

110 www.boyow.com 618.471 5.065 9 www.17u.com 365.468 2.993 

7 www.lvmama.com 568.226 4.654 48 www.byecity.com 312.716 2.561 

14 www.mafengwo.cn 528.496 4.328 68 www.ziyou.com 303.889 2.489 

Network Centralization Index = 8.41% 
 

All in all, a few websites being in the core of the whole network play key roles in the 
tourism information and resources flow in the online tourism information network. as a 
"portal" website in the online tourism information network, traveldaily.cn acts as an 
“intermediary " and helps tourists seek information quickly. 17u.cn is recognized by 
other tourism websites as the most authoritative website in information network. At the 
same time, 18 tourism websites with relatively high centrality index are in the central 
area of the whole network and dominate the whole information flow. In order to verify 
that the 18 tourism websites have great influence on the online tourism information 
network, we removed the 18 tourism websites and the average distance obtained in the 
new network was 3.497. Whereas the average distance in the network is 2.679 when the 
18 websites are present. That is to say, the absence of these sites increases the distance 
of the communication in the whole network by almost one website. 

3.3 Small Groups  

In the online tourism information network formed by tourism website link relations, a 
small group refers to a secondary group formed by some tourism websites with close 
relationship. From the previous analysis, we can found that there existed small world 
effect in the online tourism information network. Then are there small groups in it? 

In order to eliminate the influence of isolated nodes on small groups, the isolated 
nodes are removed in the process of analyzing small groups in this paper. Based on the 
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UCINET analysis, the whole network can be divided into 8 groups. The density matrix 
is in table 4. 

The members of the small group A: 1、2、3、4、5、6、7、8、9、10、67、40、 
13、14、29、44、17、74、19、20、21、50、23、52、28、61、48、45、64、 
104、70、38. 

The members of the small group B: 30、26、11、85、51、46、18、12、41、84、
92、16、73、42、80、34、24、62. 

The members of the small group C: 103、93、15、54、33、35、57、55、91、
31。 

The members of the small group D: 81、58、39、22、86、27、56、68、71、76、
43. 

The members of the small group E: 25、87、49、37、79、66、47、82、69、78、
72、110、36. 

The members of the small group F: 77、59、53、90、105、89、108、106、75. 
The members of the small group G: 32、95、88、102、101、65、111、94、 

100、99. 
The members of the small group H: 98、97、60、107、63、109、96、83、112. 
The group A is the largest one with 32 members, accounting for 28.5% of the whole 

tourism information network members. The density table shows that the densities of 
group A and group E are 0.289 and 0.179 respectively, which are far greater than the 
density of the whole online tourism information network, indicating that the link 
relations between the members of the two groups are quite close. Furthermore, key 
websites No.5, 6, 7, 8, 9, 10, 13, 14, 19 and 40 are all in group A, which brings close 
connection to this group. In group E, websites No.87(tukeq.com), No.47(roadqu.com), 
No.66(autob.cn), No.79 (foooooot.com), and No.75 (redidai.com) are all community 
websites, No.49 (youbibi.com) is the best tourism search engine in China, No.69 
(ly321.com) is a tourism information site, and No.72 (yaochufa.com) is a professional 
website providing limited-time sales of high-end hotels and vacation products. These 8 
websites form a closely connected small group, which suggests that China's tourism 
websites tend to get linked to different tourism websites based on their different 
purposes. 

Table 4. The Density Matrix of Small Group 

NO. of Small 

Group 

A B C D E F G H 

A 0.289 0.082 0.047 0.045 0.017 0.000 0.003 0.000 

B 0.115 0.046 0.039 0.051 0.056 0.000 0.006 0.000 

C 0.031 0.039 0.011 0.027 0.008 0.000 0.000 0.000 

D 0.151 0.096 0.109 0.082 0.042 0.010 0.000 0.000 

E 0.043 0.043 0.015 0.035 0.179 0.111 0.008 0.000 

F 0.024 0.006 0.022 0.020 0.154 0.000 0.011 0.000 

G 0.006 0.006 0.000 0.009 0.023 0.022 0.033 0.000 

H 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
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Among the 8 small groups, group F and group H have the smallest density and there 
is little linking relation between them. Compared with the whole network, the 
interactive connection between them can almost be ignored. By comparing the 
densities between different small groups and those within each small group, we can 
find that most information and resources flow occurs within groups in tourism 
information network, while the connection between groups is weak.  

4 The Relationship between Online Tourism Network and the 
Website Features 

The data used in this paper is the link connections among tourism websites, so the 
website rankings determined by the academic indicators (degree centrality, 
betweenness centrality) can basically reflect the recognition between websites. At the 
same time, the comprehensive rankings of tourism websites provided by ChinaZ.com 
are determined by the alexa rankings, Baidu weights and PR index, therefore, they can 
basically reflect which websites are recognized by users. 

4.1 The Correlation Analysis of Website Rankings  

In order to analyze the correlation of tourism website rankings between website 
acceptance and user acceptance, this paper makes an analysis of the tourism 
comprehensive rankings and centrality rankings of tourism websites. The results show 
that the related spearman coefficients of comprehensive ranking and in-centrality, 
out-centrality, betweenness centrality are 0.614, 0.743, 0.602 respectively, which have 
significant positive correlation. But there also exist an obvious difference (P<0.01). 
The correlation between the comprehensive ranking and the in-centrality ranking of 
websites is the most positive, which shows that those websites with high popularity are 
more easily recognized by other websites. However, the authoritative websites 
recognized by users are somewhat different from those recognized by websites. For 
instance, ctrip.com enjoys the highest user’s recognition, but it doesn't have an 
outstanding performance in this study with its in-centrality, out-centrality, and 
betweenness centrality being in the upper-middle position only.  

4.2 The Online Tourism Network Structure and the Spatial Distribution of 
Tourism Websites 

Studies have explored the regional differences of the spatial distribution of tourism 
websites in China as well as the characteristics of spatial scale structure. It is shown that 
tourism websites are mainly developed in capital cities and tourism developed cities, 
and the number of tourism websites decreases from coastal areas of East China to 
Central and West China [10]. In this paper, a new perspective is adopted to analyze the 
relationship between the characteristics of online tourism information network and the 
spatial distribution of tourism websites. A comparative analysis has been conducted  
by searching online for the cities where mainstream tourism websites are located.  
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The results are as follows: (1) Among the 18 tourism websites with higher centrality, 
Beijing boasts 7, Shanghai 5, Guangzhou 1, Xiamen 2, Suzhou 2, and Nanjing 1. Due to 
the differences of economic and technological development, China’s tourism websites 
with higher quality are located mostly in the eastern coastal cities; (2) There doesn't 
appear any small group formed on the basis of geographical relations. As the 
cyberspace is not under the constraint of time and space, the links between mainstream 
tourism websites are not limited by space also. No regional exclusive occurs in the 
small groups based on the link relations, which are formed by various types of websites 
for a certain purpose.  

5 Conclusion  

The development of tourism is inseparable from informatization and the development 
of tourism informatization can greatly promote the development of tourism. This paper 
used a new study paradigm—Social Network Analysis to measure and analyze the 
online tourism information network formed by link relations between tourism websites 
and the conclusions are as follows: 

(1)The whole structure of online tourism information network is relatively loose and 
the website density is low, which indicates that there is a little connection between 
tourism websites. And the average distance between websites is short, which is in line 
with the small world effect. As little obstacle exists between tourism websites, the users 
can easily access a tourism website from another through less websites in between. In 
addition, most tourism websites already have developed the awareness of promotion, 
but not enough practical action has been taken. Therefore, in order to enhance the 
information and resources flow between websites, all the websites should strengthen 
their mutual relations. 

(2) In the online tourism information network, a few websites being in the core of the 
whole network play key roles in the tourism information and resources flow. 
Traveldaily.cn is a "portal" and an "intermediary" in the tourism information network, 
and through it, the information seekers can quickly find the information they need. 
Ctrip.com occupies the most important position in the whole network. It has gained 
certain popularity in the whole tourism information network, and can provide tourism 
information and service of high quality. 

(3)The whole network can be divided into 8 small groups. There is close connection 
within each group, while the connection between groups is weak though there is some 
information flow between groups. In addition, no regional exclusive region exclusion 
occurs in the small groups 

(4)The websites with high popularity are more easily recognized by other websites, 
but the key websites recognized by users are somewhat different from those recognized 
by websites. Meanwhile, China’s tourism websites with higher quality are located 
mostly in the east coastal cities  

In this study, we have had a basic understanding of the characteristics of the current 
online tourism information network structure. And the findings of this paper will be of 
some help in actual practice. In order to enhance the influence of their tourism websites, 
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webmasters should pay attention to establishing links with those key websites; tourism 
marketers should put their tourism marketing information onto appropriate tourism 
websites to attract more tourism consumers; the government should amalgamate some 
similar tourism websites so that the jumbled tourism information and resources can be 
reasonably integrated to help tourist information users obtain information efficiently. 
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Abstract. For UGV, driving in the unstructured environment safely and quickly 
without human intervention becomes increasingly important. While many 
scholars have conducted researches in driving in this case, the results seem 
quite unsatisfied. In this paper, how to use GIS in aiding the UGV to drive in 
the unstructured environment is studied. First, GIS is used to process the raw 
data received from the 3D laser scanner to get the high-resolution gradient and 
elevation grid, which is used to determine the traversability of the environment. 
Then the relatively low-resolution gradient grid is used as the cost field in the 
path planning algorithm to generate the optimal path from the start point to the 
goal point. At last, an algorithm is introduced to get the reference speed limit 
from the given optimal path according to the geometry features of the path and 
the gradient grid. Simulation and experiment results are given to show the 
effectiveness of the algorithms. 

Keywords: Traversability, UGV, Cost Field, Path Planning, Speed Limit. 

1 Introduction 

UGV is the main study target for the future transportation system and the future military 
application. Although the performances of UGV become much better in many areas, it 
is still a challenging problem for UGV to drive in an unstructured outdoor environment. 
In this paper we consider the following navigation task for UGV: given the start point 
and the goal point, a UGV should be able to drive through the unstructured environment 
and reach the goal point safely and quickly without human intervention. The key to this 
task is to determine the traversability of the outdoor environment and choose the 
optimal path from the start point to the goal point.  

A standard approach to determine the traversability of the outdoor environment 
used ranging sensors such as stereo vision or 3D laser scanner [1]. Features of the 
terrain such as slope, roughness, or discontinuities were then analyzed to determine 
the traversable regions [2]-[4]. Additional visual cues such as color, shape, and height 
above the ground were employed in [5] - [7]. Although these methods can be effective 
in some tasks, UGV’s capabilities are not taken into consideration, which results in 
that these methods are not general to all UGVs.  
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The orographic factor, such as the obstacle, gradient and elevation, is the main 
factor that needs to be considered when UGV is driving in the unstructured road. And 
the orographic factor can be presented well by the grid model in GIS, which can be 
used as the cost field [8]. By using the cost field grid model, the optimal path 
algorithm is searching for the path that has the minimum cost from the start point to 
the goal point. The gradient grid is chosen as the cost field model in this paper, which 
means that the optimal path is the flattest path. 

The decision system of UGV can only get the global information from GIS, as 
other systems just provide local data. So it’s very important for GIS to give a speed 
limit for UGV by utilizing the global information stored in GIS. In this paper, an 
algorithm to calculate the speed limit for UGV is introduced. Three parameters are 
mentioned and calculated to give a reference speed for the decision system. 

The organization of this paper is presented as follows: the traversability analysis 
based on point cloud data are studied in section 2. In section 3, a path planning 
algorithm based on the cost field is introduced. After getting the optimal path in 
section 3, some parameters are given and calculated to give a reference speed limit by 
analyzing the optimal path in section 4. In section 5, simulation and experiment 
results are given and discussed, followed by the conclusions presented in section 6. 

2 Traversability Analysis 

2.1 Rasterizing of the Point Cloud Data 

In order to get the isosurface and the contour, we need to get the high resolution 
elevation and gradient grid of the environment by rasterizing the point cloud data 
received from the 3D laser scanner. In this paper, SuperMap GIS is used to generate 
the high resolution elevation and gradient grid. The generation process includes the 
following 3 steps[9]: 

Step 1: Set the field of the 3D point (x, y, z): the field of x is SmX; the field of y is 
SmY; the field of z is Top. 

Step 2: Transform the 3D points to the elevation grid. In this step, we can get the 
high-resolution elevation grid and the cost field grid (a relatively low-resolution 
gradient grid), which will be used in Section 3. 

Step 3: The gradient is the angle between the tangent plane of a point and the 
horizontal plane. The gradient grid is abstracted from the elevation grid in step 2. In 
this step, we can get the high-resolution gradient grid. 

2.2 Contour and Isosurface 

Generation of the Contour. The contour is the line that connects the points which 
have the same values (such as altitude, temperature, air pressure). From these 
contours, a general sense of the terrain can be determined: the denser the contours are, 
the more dramatically the value of the grid changes. The generating algorithm is 
given below: 
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Step 1: Get the DEM grid. The method of getting the elevation grid from the point 
cloud data is given in section 2.1. Based on the UGV’s capacities, the width of a 
single grid is set to be 0.5m. The DEM elevation grid is shown in Fig. 1. 

 

Fig. 1. The DEM elevation grid generated from the point cloud 

Step 2: Get the contours from the DEM elevation grid. Set the reference value and 
the interval to get the contours. In this paper, the reference value is set to be the 

altitude of the UGV ( gpsz ) and the interval is set to be 0.5m,which means that the 

elevation difference between the two adjacent contours is 0.5m. The contour map is 
shown in Fig. 2. 

 

Fig. 2. The contour map 

Generation of the Isosurface. Isosurface is the surface that is enclosed by two 
adjacent contours. It can directly represent the changing rate of the value as contours: 
the narrower the Isosurface is, the more dramatically the value changes. The 
Isosurface map is shown in Fig. 3. 
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Fig. 3. The Isosurface map 

2.3 Traversability Analysis 

The isosurface map can directly present the change of the elevation. But for UGV, 
many isosurfaces are useless when analyzing the traversability of the environment. In 
this section, the traversable part of the environment is extracted by considering the 
elevation difference and the gradient. And the results is shown in  

Fig. 4, the blank part is the traversable area of the environment. 

 

Fig. 4. The traversable area of the environment 

3 Optimal Path Planning Algorithm Based on the Cost Field 

3.1 Cost Field Model 

The grid cost model of a point p is expressed in the following formula: 

c=f(x, y)  .                                   (1) 
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where x and y are the horizontal coordinates of the point p. c is the cost value of the 
point p. And in the cost field model, the cost of a path from point A to point B is 
expressed in the following discrete system: 

1

c ( , )
n

i i
i

f x y
=

=  .                             (2) 

where c is the cost sum of these discrete points ip  (i=1, 2...n) from A to B and the 

optimal path is the path that has the minimum cost of all the paths from A to B. 

3.2 Optimal Path Planning Algorithm 

The Correction of the Gradient Cost Field Model. In the optimal path planning 
algorithm based on the cost field, the width of road is an important factor [10]. 
Different width of road brings different cost. In order to calculate conveniently, we 

assume that the width of the road ( rW ) equals to the width of UGV ( uW ). The grid 

cell is square and the length of the square is L. Fig. 5 shows the condition rW >L . In 

this condition, the road covers several cells and since the complexity of the algorithm 

increases. So in this paper we consider the conditions as shown in Fig.6 ( rW <L ). 

 

Fig. 5. The condition: rW >L  

 

Fig. 6. The condition: rW <L  

In this paper the low resolution gradient grid map is chosen as the cost field and the 
traversability analysis results mentioned in section 2.3 are used to correct the cost 
field. Fig. 7 shows the gradient cost field grid. As the color is deeper, the value of the 
grid cell increases. 
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Fig. 7. The gradient cost field grid 

Path Planning Algorithm. It is known that the popular path planning algorithm 
Dijkstra algorithm [11] utilizes the network dataset to get the optimal path. In order to 
use the Dijkstra algorithm, we need to transform the cost field grid into network 
dataset to get the path. The transforming method is described in the following: 

As shown in Fig. 8, there are 8 directions of a cell. Every center of a cell is a node, 
and the line which connects two nodes is a link. The value of a link is determined by 
the cost of the two nodes that the link connects. 

 

Fig. 8. Transform grid to network dataset 

There are two conditions [12] to calculate the value of a link. One condition is that 
two nodes are close, like link AB and link AC. The cost of this condition can be 
calculated as equation (3). The other condition is that two nodes are located in the 
diagonal, like link BC. The cost of this condition can be calculated as equation (4). 

1 2c +c
c=

2
   .                                    (3) 

1 22(c +c )
c=

2
  .                                (4) 

where 1c and 2c  is the cost value of the two nodes respectively.  
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4 Speed Limit for UGV 

The decision system of UGV can only get the global information from GIS, while 
other systems just provide the local data. So it’s very important for GIS to give a 
speed limit by utilizing the global information stored in GIS. In this section an 
algorithm to calculate the speed limit for UGV is introduced. 

In order to get the speed limit, preprocessing of the optimal path given in section 3 
is needed. The parameters extracted from the path data include the angle error and the 
distance to the bend [13]. Some corresponding key points need to be found on the 
path to calculate the above parameters. These key points are the angle error point and 
the bend point. 

The angle error point ang ang angP (x ,y ） is defined as the point on the reference path 

with some distances from the present point, which can be expressed as equation (5): 

1 1|| , ||
ang

i i i i ang
i now

x x y y d+ +
=

− − ≥  .                     (5) 

The bend point refers to the first point ahead that the direction changes greatly, 
which can be defined by equation (6): 

10 10

10 10

| arctan( ) arctan( ) |bend bend bend bend
angle

bend bend bend bend

x x x x
T

y y y y
+ −

+ −

− −− >
− −

 .       (6) 

After getting the above key points, the parameters for the speed limit can be 
calculated. These parameters are angle error, the distance to bend and the gradient. 

Angle error angE  is the angle between the vehicle’s headingΦ and the path’s 

heading, which can be specified as equation (7): 

1

( ) arctan( )-
ang

i now
ang

i now i now

x x
E f i

y y= +

−= Φ
−    .             (7) 

where                  

2

2

( )
221

( ) , 0.25
2

i ang

f i e σ σ
σ π

−−
= =  .               (8) 

Distance to bend bendD  is defined as the distance from the present point to the 

bend point, which can be used to help the vehicle to slow down in advance before 

sharp corners. bendD  is defined as the equation (9): 

1 1|| , ||
bend

bend i i i i
i now

D x x y y+ +
=

= − −  .                 (9) 
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Gradient g is the maximum gradient before the vehicle, which can warn the vehicle 
to slow down in advance when there is a steep slope before. And the gradient value 
can be gotten from the high-resolution gradient grid mentioned in section 2. 

After calculating all these parameters, we can give the speed limit to help control 
UGV. The speed limit is given in equation (10): 

2
1 3

(100 )
[ *sin (1 )sin( )]

2 100
bend

ang

DV
V V g E Vθ θ −= − + − −  .       (10) 

2V , 3V ,θ  are parameters that change the relative weight of the three parameters 

for the speed limit according to the driving condition and the control need. In this 

paper, 1 2 3V =V =V =40m/s,θ=0.5 , which means the three parameters have the same 

weight for determining the speed limit. 

5 The Experimental Results 

5.1 Path Planning Algorithm 

UGV used in this experiment is shown in Fig. 9 and the start point is S (3, 3), the goal 
point is E (39, 24) as shown in Fig. 10 . 

 

Fig. 9. UGV used in this experiment 

Using the Dijkstra algorithm for the gradient cost field grid without the 
correcting data from the traversability analysis, we can get the result which is 
expressed in a black line in Fig. 10. However, the cells within the circle 1and 2 are 
not traversable. 
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Fig. 10. The result without correcting data 

As shown in Fig.11, all the cells that are not traversable are labeled blank. After 
considering the correcting data, a better result is shown in Fig.11. 

 

Fig. 11. The result with the correcting data 

5.2 The Speed Limit 

In order to show the results vividly, we choose the following two paths as reference 
paths to calculate the speed limit: 

By using the algorithm mentioned in section 4, we can get the result which is 
shown in Fig. 13 and Fig.14. As is shown in Fig. 13, the path is very smooth and the 
changing angle is relatively small, since the speed limit is nearly the same along the 
path except for the points near the goal point C, because we need to slow down when 
getting to the goal point. But in Fig.14, there are 4 obvious road sections that are  
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Fig. 12. The reference paths 

suggested to slow down in advance. Circle 1 and circle 3 are suggested to slow down 
because the slope is steep as shown in Fig.12. Circle 2 is suggested to slow down 
because it’s a very sharp (nearly 90 degree) corner. Circle 4 is the goal point, so we 
need to slow down in advance. 
 

 

Fig. 13. The result of the arc path 

 

Fig. 14. The result of a right angle path 
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6 Conclusions 

In this paper, applications of GIS in aiding UGV to drive in the unstructured 
environment are discussed. First，GIS is used to process the point cloud data 
received from the 3D laser scanner to get the high resolution elevation and gradient 
grid, contour and isosurfaces, which are used for the traversability analysis of the 
environment. Then a path planning algorithm based on the cost field which is 
generated from the elevation grid is introduced. The algorithm also utilizes the editing 
ability and the existing function of the SuperMap GIS. At last we propose an 
algorithm to give the speed limit for UGV by analyzing the reference path and the 
gradient grid. The algorithm can give an appropriate result quickly. The future work 
includes that the results of the vegetation classification should be taken into 

consideration in the traversability analysis and the parameters 2V , 3V ,θ  should be 

able to get changed dynamically based on the control need and the driving 
environment. 
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Abstract. Landscape dynamics along urban-rural transect has the potential for 
understanding and assessing ecological consequences due to urbanization. 
Comparative study on landscape pattern among different cities is still rare. By 
combining five sets of remote sensing data, landscape metrics, this paper 
investigates the process of urban rural interactions in six cities of the Pearl 
River Delta (PRD), namely, Guangzhou, Dongguan, Shenzhen, Foshan, 
Zhongshan, and Zhuhai. The results show that urbanization in the cities was an 
obvious phenomenon during the study period. But different cities have different 
trends in their process of “diffusion and coalescence”. Landscape metrics can 
generally capture the similarity and difference of urbanization process. The 
findings can help to better improve the establishment of ecological network, 
especially in a city region context. 

Keywords: Landscape dynamics, Comparative Study, Landscape Metrics, 
Pearl River Delta. 

1 Introduction 

Studies have demonstrated that urbanization can lead to conversion of natural and 
agricultural land[1, 2], environmental pollutions[3], urban heat islands effects[4], wildlife 
habitat loss and biodiversity changes[5, 6], and landscape diversity alternation[7]. In the 
long term, land-use change due to urbanization will influence regional and global climate 
change and other kinds of global consequences[8, 9]. Thus, analyzing spatial and temporal 
dynamics and evolution of urban landscape pattern has become a hot topic in the study of 
urbanization. Gradient paradigm has been widely used to investigate urban-rural 
interactions and their ecological consequences[10, 11]. The results have demonstrated the 
structural and functional differences of landscape changes along urban-rural gradient[12, 
13]. All these studies provide useful information on urban pattern dynamics at both spatial 
and temporal scales.  

However, most studies cited above focus on the urban land use in individual city or 
region [14]. A systematic and comprehensive comparison between different cities has 
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remained surprisingly scarce. In fact, comparative study on different landscape is very 
important for researchers and policy makers to examine the effects of local 
development regulations on landscape structure[15], and to understand the interaction 
and feedback mechanism among different components[16]. Over the past years there 
are some publications emphasizing on urban dynamics comparison by using s set of 
quantitative variables[17, 18]. The results have demonstrated that there are some 
similarities and differences in urban forms and growths across regions. In this 
process, great progress has been made in the integration of landscape metrics, remote 
sensing data, and other kind of social and economic data [19-21].  

Urbanization is a vivid phenomenon in China in the past three decades since the 
government has adopted the “reform and openness” policy in 1978. It is predicted that 
China’s urbanization level would reach 50% with an urban population of 1.5 billion 
by the end of 2020 [22]. As one of most developed regions in China, the Pearl River 
Delta (PRD) region has witnessed a rapid urbanization in the past three decades. 
Some publications have investigated the dynamics of land use and its ecological 
consequences [4, 23, 24]. However, land use in China is exceptionally dynamic due to 
the complexities of local, regional, and global forces, which differs from those in 
market economies [25, 26]. This process reflects the major feature of urban rural 
interactions in other developing countries.  

By combining remote sensing data, landscape metrics, this paper addresses the 
process of urban rural interactions in some selected cities of the PRD, namely, 
Guangzhou, Dongguan, Shenzhen, Foshan, Zhongshan, and Zhuhai. The objective of 
the study is to make a systematic comparison of landscape changes in these cities. The 
study attempts to answer the following research questions: 1) What are the general 
temporal and spatial trends of landscape dynamics in the PRD region? 2) Is there any 
difference or similarity on landscape dynamics among cities in the PRD region? 3) 
What kinds of indicators can distinguish the dynamics of landscape pattern? 

2 Study Area 

The PRD is located in south China between 21º 40´ N to 23º N and 112º E to 113º 20´ 
E, with an area of appropriate 54 744 km2 (Figure 1). Pearl River is the third largest 
river in China. The PRD region is formed by the confluence of the Dongjiang, 
Beijiang and Xijiang rivers flowing down from the Guangdong and Guangxi 
provinces. Due to the influence of subtropical climate, the region has plenty of rain 
fall and high temperature, with an average precipitation from 1600 to 2600 mm, and 
an average annual temperature between 21 and 23℃. Being at the entrance of the 
South China Sea, the region was historically an intensively agricultural area 
imbedding with dike-pond system[27]. 

The PRD region comprises of several cities, inclduing Guangzhou, Shenzhen, 
Zhuhai, Foshan, Jiangmen, Dongguan, Zhongshan, Huizhou, and Zhaoqing. Since the 
adoption of “reform and openness” policy in China, the region has experienced a 
rapidly economic development and social, economic, and spatial transformation over 
the past three decades. Because of its proximity to Hong Kong and Macao, the region 
has received much foreign investment and developed large amount of foreign trade. 
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The value of gross domestic production (GDP) in the region was 2974.56 billion 
Yuan in 2008, about thirty times that in 1990, which was 100.69 billion Yuan. The 
PRD accounts for only 30.5 percent of Guangdong’s area, but contributes 79.4 
percent of its GDP in 2008. The urbanization level in the region had reached 80.5% at 
the end of 2008, with an average population density of 863/km2[28]. 

 

 

Fig. 1. Map of the study area 

3 Data Processing and Methodology 

Five sets of Landsat TM satellite images, covering the years 1988, 1993, 1998, 2003, 
and 2008, were used as basic data source in the study. All data have a ground 
resolution of 30 m, and were processed using the ERDAS IMAGINE software. The 
processing includes geometric correction, unsupervised classification and supervised 
classification, and GIS reclassification. Firstly, the images are rectified to Gauss-
Krüger projection based on 1:50000 scale topographic maps. Secondly, unsupervised 
classification and supervised classification are performed. According to land use 
classification system in China, six land use types are then categorized, which include 
cultivated land, orchard, forest, urban built up area, new development area, and water 
area. According to Yu and Ng [10], new development area refers to an area that is just 
bulldozed to make way for constructions, which appears high contrast character and 
suggests the dynamics of urbanization. Finally, a vector road layer is merged with  
the above classified images. Thus, the final land use classes consists of cultivated 
land, orchard, forest, urban built up area, new development area, road, and water  
area (Figure 2). 



568 C. Ng et al. 

 

  

Fig. 2. Land use change in the cities between 1988 and 2008 (Left: 1988, Right:2008) 

The classified images are further correct based on a GIS model with the help of a 
digital elevation model [10]. The accuracy of classification is evaluated by using a 
confusion matrix. For the 1988, 1993, 1998, and 2003 images, the color aerial 
photography and topographic maps taken in the corresponding years are used and the 
overall accuracy are found to be higher than 90%. For the 2008 image, field survey 
and GPS position are used to establish one-to-one relationship between the sampling 
sites and visual images. The overall accuracy can reach 95%. 

In order to avoid the “salt and pepper” phenomena caused by traditional pixle-
based classification [29], patches smaller than nine pixels will be eliminate according 
to the previous studies [30, 31]. CLUMP and ELIMINATE functions in ERDAS 
IMAGINE 8.7 are used in this process. 

Landscape metrics have been widely used in analyzing and describing landscape 
characteristics in a region. Ten landscape metrics were selected in the study in order 
to remove redundant information and reduce correlation, which include NP, MPS, 
LPI, LSI, AWMPFD, SHDI, SHEI, CONTAG, and COHESION. All these metrics 
are calculated for the whole study and each city at the class and landscape levels using 
the FRAGSTATS software [32]. The definition and meaning of the selected metrics 
can be found in the report produced by McGarigal and Marks[33]. 

4 Results 

4.1 General Trend of Land Use Change in the PRD Area 

The negative effects of landscape fragmentation have drawn much attention of 
planners and policy makers. Landscape fragmentation was mainly caused by the 
reduction of the total amount of a specific habitat (decrease in their size), and the 
breaking up of habitats into smaller patches (increase in isolation of the ecosystem 
patches) [34]. Previous studies have demonstrated that landscape metrics have the 
potential for describing landscape fragmentation [35, 36]. In the present study, NP, 
MPS, CONTAG, AI, SHDI, and SHEI are selected to picture the process of landscape 
fragmentation (Figure 3).  
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Fig. 3. Variations in landscape metrics at landscape level in the study area 

The NP had a steady increase between 1988 and 1998, followed by a slight 
decrease. In contrast, the MPS decreased first and then increased, with the lowest 
value in 1998. This process indicated that the highest fragmentation of the landscape 
appeared in 1998. The variation of the LSI also revealed that the patches in the whole 
landscape became most disaggregated in 1998. The SHDI had increased from 1988 to 
2008, suggesting that the degree of landscape diversity became higher. A similar 
trend was found in the variation of the SHEI, reflecting the distribution of different 
land use types in the PRD become increasing even. The decrease of the CONTAG 
indicated that land use types had been maximally disaggregated over time. The 
variation of the AI can also reflect this trend.  

4.2 General Trend of Land Use Change for the Selected Cities 

The PLAND describes the proportional abundance of each patch type in the 
landscape. Figure 4 shows the temporal changes of cultivated land PLAND in the six 
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cities. It was highest in 1998 and decreased over the study period, expect that Zhuhai 
had a slight increase between 1988 and 1993. Subsequently, the MPS has also a 
general decrease for most cities. The general decrease of the MPS, together with the 
general increase of the NP, indicated that cultivated land had a declining trend of 
dominance during the study period. The COHESION had a general decreasing trend 
for all cities, indicating that the patches of cultivated land became increasingly 
subdivided on the whole, and hence more physically disconnected.  

  
 

   
Fig. 4. Variations in landscape metrics for cultivated land in the cities 

Compared with the cultivated land, orchard had more complicated variations 
through time and between cities. For most cities, the NP increased between 1988 and 
1998, followed by a declining trend (Figure 5). While the MPS showed the general 
decrease between 1988 and 1998, and then increase in 2008. Variations in these two 
metrics suggested that orchard became increasingly fragmented between 1988 and 
1998. Between 2003 and 2008, the NP declined with the MPS increased, suggesting 
that small patches of orchard were replaced by other land use types. Thus, orchard 
became more clumped and aggregated in its distribution. This can also be reflected by 
the increases of the COHESION. 

The NP of forest had a general increase between 1988 and 1998, and then 
decreased. While the MPS decreased first and then increased, with the lowest values 
appearing in 1998 (Figure 6). This process also reflected the trend of fragmentation 
between 1988 and 1998 and aggregation between 1998 and 2008. The COHESION 
had a general decrease between 1988 and 1998, followed by an increase. Thus, forest 
patches became increasingly subdivided and less physically connected first, and then 
more clumped and aggregated. 
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The increase of the PLAND over time reflected the progress of urbanization in the 
PRD region (Figure 7). Urban built up area had a general increase in the variation of 
the NP. However, the MPS increased over time for most cities, except decline in 
 

  
 

   
Fig. 5. Variations in landscape metrics for orchard in the cities 

  
 

   
Fig. 6. Variations in landscape metrics for forest in the cities 
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Fig. 7. Variations in landscape metrics for urban built up area in the cities 

Zhuhai. The decrease of the MPS indicated that urban patches were formed in a 
scattered way and new urban areas grew faster that existing urban centres. This 
progress can also be reflected by the decline of the COHESION in Zhuhai, suggesting 
that urban patches became increasingly subdivided and less physically connected. 

4.3 Comparison of Landscape Metrics Variation Among Six Cities 

In order to compare landscape metrics between cities, relative changes of landscape 
metrics were calculated for each interval period, namely, 1988-1993, 1993-1998, 
1998-2003, and 2003-2008. The following formula was used.  
LMv=[LMt+1-LMt]/LMt*100 

where LMv is the relative change of the corresponding landscape metrics. LMt and 
LMt+1 are the values of landscape metrics in the before and after year of the interval 
period, respectively.  

Cultivated land, forest, and urban built up area were selected to compare their 
variability. Across all the six cities cultivated land had a relative decline in the 
PLAND, MPS, and COHESION while the NP generally increased (Figure 8). This 
suggested the fragmentation progress as illustrated in section 4.1. However, the 
degree of their variations was different between cities and over time. Between 1988 
and 1993 the variations of the NP and MPS were relatively high in Dongguan and 
Zhongshan, which suggested that two cities became more fragmented among the six 
cities. This progress can also be reflected by the decline of their PLAND. Between 
1993 and 1998, Guangzhou, Dongguan, and Shenzhen became more fragmented in 
cultivated land, which can be illustrated by their increase in the NP and decrease in 
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the MPS. Between 1998 and 2003, Foshan and Zhuhai became more fragmented 
while Guangzhou and Zhuhai followed this trend between 2008 and 2008. 

For forest land, the increase of NP and the decrease of the MPS were observed in 
Shenzhen and Zhuhai between 1988 and 1993 (Figure 9). This process was in 
conjunction with the fragmentation of forest patches. Subsequently, all cities had the 
similar tendency in their variations between 1993 and 1998, with the highest 
variability occurring in Zhongshan and Zhuhai. The increase of the MPS and the 
decline of the NP across all the cities were observed between 1998 and 2008, with a 
slight change between 1998 and 2003 and an abrupt variation between 2003 and 
2008. The highest variability occurred in Zhongshan and Zhuhai during this period. 
This process resulted in a more compacted but interspersed forest patches.  

Between 1988 and 1993, urban built up area in Shenzhen and Zhuhai witnessed an 
increase in the NP and a decrease in the MPS. This indicated that two cities became 
more fragmented compared with the other four cities. Across the whole study period, 
only Zhuhai followed this tendency. The increase of the PLAND was also high for 
Shenzhen and Zhuhai, suggesting a rapid urbanization process. However, Foshan and 
Zhongshan had a decline in the NP and an increase in the MPS, exhibiting a more 
compacted urban form. Between 1993 and 1998, Dongguan and Foshan exhibited the 
highest increase in the PLAND. From 1998 to 2008, the variability of landscape 
metrics was relatively low. But Dongguan exhibited a decrease in the NP and an 
increase in the MPS between 1998 and 2003, suggesting an increasing compacted 
urban form. Between 2003 and 2008, except Zhuhai, Guangzhou and Foshan also 
showed a more fragmented urbanization process (Figure 10). 

  
 

   

Fig. 8. Relative variability of landscape metrics for cultivated land in the cities 
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Fig. 9. Relative variability of landscape metrics for forest in the cities 

   
Fig. 10. Relative variability of landscape metrics for urban built up area in the cities 
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5 Discussions 

5.1 Trends in Urbanization in the PRD Region 

Urbanization in the PRD was an obvious phenomenon since adopted the market 
oriented policy in the late 1970s. The period of 1988-1998 witnessed higher 
urbanization process than that of 1998-2008 (Figure 11). This reflected the increasing 
urbanization progress since the adoption of “reform and openness” policy in late 
1970s. During this period, the speed of urbanization was significant in Dongguan, 
Shenzhen, Zhongshan, and Zhuhai which is higher than the average of the PRD 
region. All these cities were formerly small cities or towns in the PRD region. Due to 
the special status as special economic zones, Shenzhen and Zhuhai had experienced 
rapid urbanization in the early stage of the reform period. The increasing urbanization 
in Dongguan and Zhongshan was driven by a new track of spontaneous 
urbanization[37]. Across the whole study period, the speed of urbanization in 
Guangzhou was lower than the average speed in the whole PRD region. This also 
reflected the outcomes of Chinese policy of controlling the growth of large cities[37].  

The total area of Guangzhou, Dongguan and Shenzhen, in the eastern part of the 
PRD, had increased from 385.61 km2 in 1988 to 2247.32 km2 in 2008, while Foshan, 
Zhongshan and Zhuhai, in the western part of the PRD, had increased from 190.88 
km2 in 1998 to 1135.66 km2 in 2008, respectively. Thus, the increase of urban built up 
area in the eastern part was significantly higher than that in the western part of the 
PRD, especially in Dongguan and Shenzhen. Due to the proximity to Hong Kong, the 
eastern part of the PRD had achieved rapid economic growth and thus brought to 
spatial disparity as compared with the western part[38]. In order to implement 
coordinated development of the whole PRD region, Guangdong government has set 
up the spatial strategy of “promoting the west bank, optimizing the east bank”. The 
connection between Hong Kong and the western part of the PRD will have a great 
improvement after the construction of Hong Kong-Zhuhai-Macao Bridge. It is 
believed that this will bring about a new pattern of urbanization in the western part.  
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Fig. 11. Rates of urban built up area increase in the cities between 1988 and 2008 
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5.2 Similarity and Difference Urban Landscape Dynamics between Cities 

It was proposed that urban form oscillated between a cycle of diffusion and 
coalescence[39]. Urban forms in some cities of the PRD region have also been 
examined in an international context[20, 21]. However, comparison between cities 
with the similar physical characteristic and national policies in a metropolitan area is 
still rare. The paper can help better answer this issue.  

The MPS decreased in Zhuhai for the whole period and Shenzhen between 1988 
and 1993, implying that new urban centres occurred and were growing faster than that 
of the former urban areas at specific period for two cities[40]. Being a small fishing 
village and former county, some industrial regions and high-tech zones were 
established after the “reform and openness”. Thus, it is more likely to shape new 
dispersed and interspersed urban centres in two Special Economic Zones. Increasing 
NP and decreasing MPS in Guangzhou and Foshan between 2003 and 2008 might be 
driven by the adjustment of administrative boundary in 2000, which enlarged the 
extent of urban development areas and resulted in a more diffused progress. In 
contrast, decreasing NP and increasing MPS between 1988 and 1993 in Guangzhou 
and Foshan suggested that the former larger cities were firstly expanding along the 
former urban centres, which can be characterized by a coalesced progress. This 
tendency was also seen in Dongguan between 1998 and 2003, which was tested in a 
recent study using a new landscape index [41].  

Across all the six cities in the PRD, the ENN_MN had a general decline over time. 
Thus, all cities can be identified as a diffusion phase at the beginning of a period of 
twenty years. This can also be reflected by the highest value of the CONTAG at the 
initial phase. However, the ENN_MN had a minor increase in Guangzhou and 
Zhongshan between 1988 and 1993, and Dongguan, Shenzhen, Foshan, and 
Zhongshan between 1998 and 2003, respectively. This suggested that these cities had 
a slight coalesced progress at the corresponding periods. The CONTAG reached its 
lowest value in 1998 for Guangzhou, Dongguan, and Shenzhen, suggesting that these 
cities were most heterogeneous in 1998. Landscape will become more homogenous 
since then along with coalesced urban pattern. Thus, this time point witnessed a shift 
from natural or semi natural landscape to urban landscape in these cities. 

5.3 Applicability of Landscape Metrics to Capture Urban form Dynamics  

The results of the present study can be used to test the hypothesis proposed by Dietzel 
et al.[39]. The low value in the CONTAG characterized the shift of urban form from 
diffusion to coalescence. In the present study, variations in the CONTAG can well 
capture urban diffusion-coalescence process in some cities. However, a discrepancy 
was also identified for some landscape metrics variation. Dietzel et al.[39] 
hypothesized that during a cycle of urban diffusion-coalescence process urban patch 
density (NP in the present study) and ENN_MN will increase first, and then finally 
decrease. Xu et al.[42] also concluded that the reduction of the area-weighted mean 
Euclidean nearest neighbour distance (AMENND) is representative of a shift from 
diffusion to coalescence. In the present study, however, the NP exhibited a wave-like 
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shape that might imply no one cycle of diffusion and coalescence occurs. The 
ENN_MN generally decreased through time, suggesting that a general diffusion 
process is observed. Therefore, variations in landscape metrics values detect a 
simultaneous diffusion or coalescence process during the same period.  

Urban form might not be captured by a single landscape metric while a set of 
landscape metrics might suggest an alternative result. Such predominance might be 
due to the limitation of landscape metric. For example, decreasing NP and increasing 
MPS of urban patches can be representative of a diffusion process. While increasing 
NP plus an increasing MPS might also be a diffusion process in the case that old 
urban centre increases obviously faster than new outward urban areas. Thus, a 
standard diffusion-coalescence-further diffusion story may not be adequate[43]. It is 
appears more appropriate to be characterized by a partly-stochastic, partly-
deterministic, spatially explicit birth and growth process [25]. In fact, the diffusion 
and coalescence process might simultaneously occur in different locations during the 
same period. Which process prevails depends on the degree and magnitude of both 
the old urban centre and new outlying areas. However, the absolute value of 
landscape metrics on the whole region might not be able to capture this complicated 
dynamics. Thus, in order to well distinguish two different urban processes, the 
relative variability of landscape metrics might be more realizable for detecting the 
degree of urban dynamics at different locations. 

5.4 Implications for Land Use Management and Planning 

Understanding urban dynamics and urban form is essential for land use management 
and urban planning. A fundamental dichotomy exists between managing for compact 
or diffuse cities [44]. Although ecosystem performance declined with increasing 
urban density [45], recent studies have supported compact city as a sustainable urban 
form in terms of land use efficiency and energy consumption [46]. Thus, compact city 
has been regarded as a sustainable form of urban development and widely adopted as 
a planning approach in developed countries, in particular the EU countries. 

Preserving natural habitat and developing green structure are most important in 
compact city. By clearly distinguishing urban dynamics of individual city at different 
phase, the results can help policy makers and planning designers making the right 
decision. For city shifting to coalescence phase, urban form become more compacted 
as the infill development progresses. Urban fringes or peri-urban area outside the core 
urban centres will receive much pressure from land transformation. Although this 
process can help to reduce landscape fragmentation at the final phase of urbanization, 
it should be borne in mind that landscape background matrix has been transformed 
[47]. Thus, conserving natural habitat and maintaining greenway at urban fringe can 
help to reduce the negative impacts of urbanization. For cities at diffusion phase, 
urbanization generally occurs at the scatter plots far from urban core areas. This will 
bring about the increase of landscape fragmentation and the loss of biodiversity. With 
the use of landscape metrics, it can help to investigate the influence of urban diffusion 
on landscape diversity. Further countermeasure can be taken to minimize the impacts 
of locally uncontrolled land uses on landscape fragmentation.  
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5.5 Implications for Regional Ecosystem Conservation Cross Cities 

The debate during the early 1990s over urban sustainability had helped to focus 
attention on the impacts of cities beyond their boundaries [48]. The notion of city-
region has been accepted in China and city-region planning has become a new form 
of Chinese spatial planning [49]. New modern ecological framework with a focus on 
interactions among multiple sites was adopted in designing New York greenspace 
system [50]. More recently, great effort has been done to establish ecological network 
at regional level that is beyond individual city or transcend boundary [51].  

Across the whole study area, urbanization is generally regarded as a diffusion 
process that occurs at remote areas far from urban centres. In peri-urban areas, rapid 
uncontrolled development might occur in non-urban planned districts and thus result 
in increased urban sprawl[48], especially along regional transportation networks 
linking different cities. The increasing land use conversion from non-urban land to 
urban land will bring about many ecological consequences, such as landscape 
fragmentation, biodiversity loss. Thus, the designation of long-term natural and 
agricultural production areas is urgently needed[48]. As one of largest metropolitan 
region in China, the cities in the PRD are committed to regional cooperation and 
integrity within the region. It was under this background that “Plan for the 
coordinated development of the PRD Townships (2004-2020)” was enacted, which is 
the first regional plan that focuses on city region in the PRD region. In this plan, 
optimization of the regional eco-security was proposed through conserving natural 
habitats, establishing eco-corridors, and protecting eco-functional zones[28].  

6 Conclusions 

The study aims at improving our understanding of landscape dynamics in a city 
region context. Landscape analysis can fundamentally capture the similarity and 
difference of urbanization process for the selected cities in the PRD. The temporal 
landscape changes in the cities was mainly driven by increasing urbanization that was 
characterized by a partly-stochastic, partly-deterministic process[25]. The spatial 
difference among cities was mainly related to urban historical trajectories and the 
influence of both top down polices and bottom up reactions. Urban dynamics analysis 
can also capture the process of diffusion and coalescence in the cities of the PRD.  

A city based landscape analysis can give us an insight on the general process of 
urbanization and make comparison among cities. For policy makers and planners 
seeking to manage urban development in a city region context, the comparison among 
cities can clearly distinguish the similarity and difference of each city within a region. 
It can help to improve the establishment of ecological network that is beyond the 
individual city. Thus, there is a need for advancing our knowledge of landscape 
changes in city region or metropolitan area in a coherent way.  
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Abstract. Village hollowing is an infaust evolution of village structure caused 
by the non-agricultural transfer of the rural population under the background of 
urbanization. Take Qin’an county in loess hilly-gully region as a case, this paper 
analyzed the potential of hollowed village land consolidation of Qin’an county 
quantificationally based on the investigation and analysis of six indicators.The 
authors also made a quantitative analysis of the ecological and economic 
benefits of the hollow Village’ remediation of Qin’an County based on the 
analysis of the objective reality and the current needs of the rural socio-
economic development and eco-environment construction in Qin’an. The 
results show that Qin’an has huge potential in remedying hollow villages under 
the urbanization. Actively promote the hollow village land consolidation, 
reasonable and intensive utilization of land resources is not only the objective 
demand of the socialist new rural construction, and it also will show great 
ecological and economic benefits.  

Keywords: hollow village, land consolidation, ecological benefit, economic 
benefit, Qin’an County. 

1 Introduction 

Urbanization is a process which rural population turns into urban population and rural 
areas turn into urban areas, and it is also an inevitable phenomenon and process along 
with the economic and social development [1]. It is substantially a process which the 
rural labors finish their move from traditional industry to modern industry and their 
migration from the countryside to the city [2]. Since the reform and openness, the 
urbanization in China developed rapidly, and the rate of the urbanization increased 
rapidly by an average annual rate of 0.93 percentage [3]. Especially in the past 10 
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years, as the acceleration of Chinese urbanization process and rural-urban 
transformation pace, more and more rural population turns into non-agricultural 
population, which results in an increasingly severe village hollowing phenomenon. 
People left their hometown and their empty houses; the village continues to expand its 
living areas but has a “hollow heart”; people in countryside did not remove their old 
homestead while building a new one. It aroused a high attention from the government 
and the academic. In this background, there are lots of extensive discussions in the 
field of geography, economics, sociology and other disciplines about the village 
hollowing phenomenon in rural places and the resultant waste of land resources, 
destruction of the living environment and other issues, resulting in a large number of 
respective research achievements [4-9]. Some scholars believe that the village 
hollowing phenomenon in rural area is essentially an infaust process of rural areas 
system evolution during the development of rural-urban transformation, and it is a 
complex socio-economic process embodied as the physical form of villages(Feng Li, 
2008) [9]; Tian Guangjin(2003) pointed out that the widely-distributed and numerous 
villages resulted in village expansion and astonishing waste of land resources within 
the special institutional background, which threatened the arable land protection and 
food security in China and became the primary problem on current rural construction 
and co-ordinate development of urban and rural places[10]. In recent years, domestic 
scholars analyzed the remediation potential of the different rural living areas by 
surveying the current situation of rural residential land, constructing restrictive 
correction factor and mathematical models [11-14], and there are other scholars who 
also discussed and analyzed eco-environmental benefits of rural land consolidation 
[15]. These studies have an extremely important significance on having in-depth 
understanding of the issues on village hollowing evolution in rural places, probing in 
and improving the quantitative analysis method of land remediation, and reasonably 
analyzing the land remediation potential and ecological and economic benefits of 
hollow villages. However, after analyzing current studies, the existing research mainly 
focuses on the causes of hollow villages, the mechanism of village hollowing 
evolution, the characteristics of rural village hollowing evolution, the integrated 
treatment model and countermeasures of hollow villages, etc. There are just few 
researches focusing on the remediation potential of the hollow villages, especially on 
the field of the integrated analysis of combining the remediation potential of the 
hollow villages and its ecological and economic benefits. In this paper, the authors 
take Qin’an County---the loess hilly area in the middle of Gansu Province as the 
empirical research area, and make integrated study and quantitative analysis of the 
remediation potential and its ecological and economic benefits of the hollow villages 
in Qin’an County based on the field research and correlational research results.  

2 The Profile of the Research Area and the Data Sources 

Qin’an County is located in the southeast of Gansu Province, the north of Tianshui, 
the downstream of Hulu River---the tributary of Wei River, and belongs to the loess 
hilly-gully area of the middle of Gansu Province. There are many mountains in 
Qin’an but few flatlands. It is a hilly place, and is one of the eighteen drought areas in 
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Gansu. It is also one of the national poverty alleviation counties. The total area of 
Qin’an is 1601 km2. There are 5 towns, 12 villages, 428 village committees, 6 
communities, 1384 groups of villagers, and 159,000 households in Qin’an, including 
124,700 rural households. In 2010, the total population in Qin’an is 616,400 including 
573,000 rural population. The population density is 384 per square kilometer. The 
total cultivated area is 70113hm2

，and the per capita cultivated land is 0.115 hm2. In 
this paper, the main sources of data are from Qin’an Statistical Yearbook (2001-2011, 
Qin’an Bureau of Statistics) and field survey data. The urban and rural population, 
rural households and other socio-economic data are from Qin’an Statistical Yearbook; 
the transfer scale of rural surplus labor, the homestead areas and other data are from 
the government work reports of Qin’an and field research.  

 

 

Fig. 1. The spatial distribution of rural settlements in Qin’an County 

3 The Analysis of the Land Remediation Potential of Hollow 
Villages 

The land remediation potential of hollow villages refers to the amount of the available 
land areas gained from the remediation of the abandoned homestead in the villages. In 
recent years, along with the continually intensified land waste phenomenon in the 
backdrop of rapid urbanization, domestic scholars, focusing on the issues of village 
hollowing evolution in villages and abandoned settlements, proposed different 
indicators which can be used to measure the degrees of the village hollowing 
evolution in villages and vacant and waste settlements such as the abandoned rate  
of land, population mobility rate, vacancy rate and abandoned rate of present 
residence, rate of vacancy house and abandoned house, the population density in 
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villages. By analyzing the current situation, we can tell that the amphibious feature is 
very common to the surplus rural labor in the loess hilly area in the middle of Gansu, 
therefore at this stage, the main performances of the village hollowing evolution in 
villages are the seasonal vacancy of the homestead, the vacant rate of homestead is 
higher than the rate of abandoned homestead. By analyzing the development trend, 
we can know that, along with the strategic transformation of China’s urbanization, the 
improvement of the quality of urbanization and the social security system of migrant 
workers, the rate of stable employment in city and the migration rate of rural migrant 
workers will gradually improve, therefore the rural homestead of migrant workers 
will gradually transfer from the vacant to the waste, and the abandoned rate of rural 
homestead will significantly improve. 

3.1 Calculation Method 

According to the actual situation of the loess hilly area in the middle of Gansu and its 
development trend, the paper investigated the abandoned rate of the homestead, 
analyzed and predicted the abandoned rate of homestead under the background of 
urbanization, and calculated and analyzed the land remediation potential of the hollow 
villages in Qin’an in current situation and in future. The formula is: 

             A= A0+ An =R0q0h+Rnqnh=h(R0q0+Rnqn)               (1) 

                If q0=qn，then A= hq0 (R0+Rn)                     (2) 

Where: A is the land remediation potential of the hollow villages; A0 and An 
respectively refer to the current and the future land remediation potential of the 
hollow villages; R0 and Rn respectively mean the current and the future abandoned 
rate of the rural homestead; q0 and qn respectively refer to the current and the future 
total rural households in Qin’an; h is the average homestead area. 

3.2 Index Analysis 

The land remediation potential of the hollow villages involves the scale of the transfer 
of rural surplus labor and their migration rate, the degree of the urbanization of 
population, the abandoned rate of the rural homestead and other indicators. According 
to the regional socio-economic development and the development trend of 
urbanization, scientifically analyzing and reasonably determining aforesaid indicators 
are the basic and key to analyze the land remediation potential of hollow villages. ① 
the current abandoned rate of  homestead and homestead area. Qin’an County has 
1,627 villages, and 124,700 rural households.  According to the field research of 
Wangfu, Guojia, Liuping , Anfu, Yebao---5 towns, 12 administrative villages, 51 
villages in Qin’an, we can see that the current abandoned rate of the homestead in 
villages is from 1.34% to 19.61% (the average abandoned rate is 6.99%), and the 
homestead rate is between 200~270m2; ② rural population and rural households. 
Affected by the slow growth of rural population, the increase of the proportion of one-
child families in rural areas and the process of urbanization, in the past ten years, the 
growth of the rural households in Qin’an obviously slowed down (Fig.1), therefore 
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the rural population and rural households in the future will continue to decline with 
the development of urbanization, while the abandoned rate of homestead will 
continue to increase; ③ the transfer scale of rural surplus labor and migration rate. 
Based on the field research, in recent years, the transfer scale of rural surplus labor in 
Qin’an remained stable. The annual transfer number is about 100,000 (the number is 
106,800 in 2010), which accounted for 18.6% of the rural population.  By analyzing 
the variation trend of the number of the rural labor in Qin’an (Fig.2), it showed that 
the growth of the rural surplus labor would be very limited, therefore the transfer 
scale of the rural labor will also be stabilized. In particular, the relatively stable 
transfer scale of the rural surplus labor in Qin’an is based on the high amphibious rate 
and low migration rate. The migratory move of the surplus labor is the main reason 
for the relatively stable transfer scale of the rural labor; ④ county urbanization. 
Urbanization is divided into local and remote urbanization. Qin’an is an undeveloped  
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Fig. 2. The Analysis of the Variation Trend of the Rural Population and Rural Households  
in Qin’an 
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Fig. 3. Analysis of the growth trend of the number of rural labor in Qin’an 
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Fig. 4. The growth trend of the urban population and the urbanization rate in Qin’an 

county, and the county urbanization (the local urbanization) is in a low level. In 2010, 
the county urbanization rate was only 7.04%, which is far lower than 36.1%, the 
average level in Gansu. With the analysis of the development trend, the county 
urbanization will greatly increase with the strategic transformation of China’s 
urbanization and the promotion of the process of new urbanization. 

3.3 The Calculation of the Remediation Potential 

According to the aforesaid index analysis, we can gain from the calculation of formula 
(1) and formula (2) that, the current land remediation potential in Qin’an (A0) is 204.8 
hm2. Calculated with the relevant indicators which maybe achieve in the future, we 
know that the remediation potential of the newly increased land in 2010  
and 2030 will respectively reach 540.5 hm2 and 1402.95 hm2 (Tab.1).In table 1，the  
homestead area of the research villages in Qin’an is between 200~270m2, and  
in the analysis of land remediation potential, we calculated with the median number---
235m2

，the local urbanization rate from 2010 to 2020 is estimated with the data which 
increase by an average annual growth of 0.8%, and from 2020 to 2030 by 1%，the 
average household size is calculated for 4 people. 

Table 1. The analysis of the urbanization of population and the remediation potential in Qin’an 

 Year
The rate of 

urbanization 
(%) 

Ratio of 
labor 

transfer

Total decrease 
number of the 

rural 
households(10 

thousand) 

Total number of 
the abandonned 
homestead(10 

thousand) 

The added value 
of the homestead 

remediation 
potential(hm2) 

Current 
number 

2010 7.04 - - 0.87 204.8 

Prediction 
number 

2020 15 0.1 2.30 2.30 540.50 

2030 25 0.3 5.97 5.97 1402.95 
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4 The Analysis of the Ecological and Economic Benefits  
of the Land Remediation of the Hollow Villages 

Qin’an is located in the loess plateau area, was undeveloped in economy and had 
serious soil erosion. The long-standing PPE circle (Poverty- Population growth- 
Environmental degradation vicious cycle) seriously threatened the regional social and 
economic sustainable development. In past ten years, with the implementation of the 
national policy of reversion of arable land to forest, Qin’an has had great development 
in economy, and now has become one of the major production bases of fruits in north 
China, and has been awarded as The Top Ten County Which Made Great Development 
of Economic Forest, The Famous Peach Town in China and The National 
Demonstration Counties. The construction of the economic forest is an effective way 
to combine the rural economic development with the ecological environment 
construction. By the combination of the rearrangement of villages, constructing the 
center village and land remediation of hollow villages, through the land replacement1 

and the adjustment of the land layout, Qin’an can take use of the land gained from the 
remediation of hollow villages to plant economic forest which will produce huge 
ecological and economic benefits. 

4.1 The Analysis of Ecological Benefits 

Economic forest is a specific type of woodland, just like other woodland, it also has 
multiple ecological benefits like landscaping, air purification, climate regulation, soil 
and water conservation, etc. In this paper, the authors will make a quantitative 
analysis of its ecological benefits from four aspects. 

The Value of Air Purification.  
Woodland can absorb CO2, release O2, absorb and prevent dust and harmful gases, so 
as to purify the air. It can use replacement cost approach to calculate the benefits of 
the air purification from woodland [15]. The formula is: 


= +

=
t

t

t

t

r

B
PVB

0 )1(  

(3)

Where: PVB means the present value of the total utility; Bt refers to the benefit of 
the year t; r is the discount rate (the social discount rate is 10%); t is time. Assuming 
that every year has same benefit and the county can benefit from it in an infinite 
period after finishing the land remediation, namely the value of t is infinity, and then 
the formula (1) can be simplified as: 

                                                           
1  Namely, to achieve the centralization and scale of the scattered abandoned land (homestead) 

by closing and merging villages and central village construction; remote area and the waste 
land in villages, through the replacement of the farmland in the farmland in remote area can 
be used for develop economic forest, the waste land in villages can be used for arable land, 
and the rational allocation and the effective use of land resources can be achieved.  
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Related data show that one hectare woodland can absorb 1005kg CO2 per day and 
release 735kg O2; The costs of maintaining CO2 and releasing O2 are respectively 
273.3 RMB/T and 369.7 RMB/T. According to the above index and the different 
homestead remediation potential in different periods in Qin’an, we can respectively 
calculate the value of the air purification of the economic forest transferred from 
remediation land, and calculate the current value of its purified air by using formula 
(4), the results are shown in Table 2. 

Table 2. The Measurement of the Value of Puried Air of Hollow Villages’ Remediation 
Potential in Qin’an 

 

year 

Land remediation  

potential 

(hm2) 

Maintain CO2 
Release 

O2 Bt 

(10 thousand) 

PVB 

(10 thousand) 
Added  

value 
Totals 

Weight 

(T) 

Value 

(10 thousand) 

Weight 

(T) 

Value 

(10 thousand) 

2010  204.8 75125.8 2053.2 54942.7 2031.2 4084.4 44928.6 

2020 540.5 745.3 273394.7 7471.9 199945.4 7392.0 14863.9 163502.5 

2030 1402.9 1607.8 589762.9 16118.2 431319.1 15945.9 32064.1 352705.0 

4.1.1 The Value of Water Conservation 
Forest has significant rainfall and water conservation function. Domestic and foreign 
researches show that the added value of annual water conservation is 3000m3/hm2, 
and its benefit can be calculated by replacement cost approach. In Gansu province, the 
current agricultural irrigation water price is 0.06-0.15 RMB/m3. With the increasingly 
prominent contradiction between water supply and demand, we use the high value 
(0.15 RMB/m3) to calculate the replacement value of water conservation of forest. 
Calculating with the above indicators, it showed that after Qin’an finished transferring 
its abandoned homestead to forest, its replacement value of water conservation is 
92,200 RMB, and the present value of its benefits of water conservation function 
calculated by using formula (2) is 1,013,800 RMB (Table 3). 

4.1.2 The Value of Water and Soil Conservation 
Forest has great function of soil and water conservation. On one hand, the crown can 
directly reduce the impact of rain on the ground, so as to effectively reduce soil and 
water loss; on the other hand, through the function of dispersing, blocking and 
interception of slope runoff, forest can reduce the surface runoff of 60%, well-
structured forest can reduce soil erosion more than 90%. According to the 
measurement of research, every hectare forest can annually conserve soil 22.5-30.0t, 
so calculated with the lower limit value 22.5t, after Qin’an finishes its land 
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remediation of abandoned homestead and transfers into forest, it can reduce soil 
erosion of 4608t. Calculated with 10 RMB/t[15], we can use formula (2) to calculate 
that the present value of the benefits of its soil and water conservation function is 
506,900 RMB (Table 3). 

4.1.3 The Value of Biodiversity 
Forest creates the condition of life and reproduction for biological population, so that 
biodiversity can be maintained and show great biodiversity value. The value of 
biodiversity includes direct value, indirect value, option value, genetic value and 
existence value, so it is very complicated to assess. Research shows that the annual 
biodiversity value in intact forest is 15 $/hm2 [15], and the annual direct value in use 
of biodiversity in China is 1.8 trillion, and the indirect value in use is 37.31 trillion. 
Calculated with these indicators, after Qianan finishes its transfer, its biodiversity 
value will be up to 3,072 $, according to the current exchange rate it will be 19,300 
RMB, so the present value of its benefits of biodiversity protection by using formula 
(2) is 211,900 RMB (Table 3). 

4.2 Economic Benefits Analysis 

Qin’an is one of the national forest demonstration counties. By the end of 2008, the 
fruit planting area in Qin’an had reached 47,900 hm2, and the annual output value was 
441 million RMB. The per-capita income of fruit farmers was 771 RMB, which 
accounted for 35.6% of rural per-capita income. Economic forest has shown 
enormous economic benefits. According to the economic forest area in Qin’an and its 
annual output value, the average annual production value on unit area of forest is 
9206.68/hm2. Based on these indicators, we can infer that after finishing the land 
transfer, Qin’an can increase its annul economic benefits by 1,885,500 RMB; the 
economic benefits in 2020 and 2030 respectively will be 6,861,700 RMB and 
1,480,200 RMB. From the formula (2), we can calculate that the present value of 
economic benefits in three periods respectively is 20,740,500 RMB, 75,478,700 RMB 
and 162,822,000 RMB (Table 3). 

Table 3. The Estimation and Measurement of the Ecological and Economic Benefits of the 
Land Remediation of hollowing Villages in Qin’an 

year 

Economic 

benefits 

Ecological benefits(10 thousand) 

Air purification 
Soil and water 

conservation 

Maintaining of soil 

and water 
biodiversity 

Bt PVB Bt PVB Bt PVB Bt PVB Bt PVB 

2010 188.55 2074.05 4084.42 44928.62 9.22 101.38 4.61 50.69 1.93 21.19 

2020 686.17 7547.87 14863.86 163502.46 33.54 368.92 16.77 184.46 7.04 77.47 

2030 1480.2 16282.20 32064.09 352704.99 72.35 795.84 36.17 397.92 15.12 166.33 
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5 Conclusion and Discussion 

(1) The factors affecting the village hollowing evolution in rural places are 
complicated. At different stages of development, the dominant factors, driving forces 
and forms are all different. Since China’s reform and opening-up, the rural economy 
in China developed rapidly. The increase of farmers’ income and their desire to 
improve their living conditions promote rural housing boom. Meanwhile, a lot of 
original homesteads are abandoned. It is very common for the people in rural place to 
build a new homestead but do not demolish the old one. Outside expansion and inside 
decaying are the basic features of the village hollowing evolution in villages. In the 
new era, with the accelerating development of urbanization, strategic transformation 
of urbanization and the continuous improvement of the quality of urbanization in 
China, the urbanization of population will be the main driving factor of the village 
hollowing evolution in the future, and the village hollowing evolution will exacerbate 
with the high level of urbanization, therefore the land remediation potential is  
huge. Calculated with the county urbanization level and migration rate of rural  
surplus labor which may reach in the future, it showed that the remediation potential 
of rural homestead in 2020 and 2030 would respectively increase by 540.5 hm2  
and 1402.95 hm2. 

(2) The construction of economic forest is an effective way to achieve the 
combination of the development of rural economy and ecological environment 
construction. By the combination of the rearrangement of villages, constructing the 
central village and land remediation of hollow villages, through the land replacement 
and the adjustment of the land layout, Qin’an can take use of the land gained from the 
remediation of hollow villages to plant economic forest which will have huge 
ecological and economic benefits. The results show that the economic benefits of 
transferring the abandoned homestead in Qin’an into economic forest will be 
20,740,500 RMB, and the comprehensive ecological benefits will be 41,001,800 
RMB, and the present value of ecological benefits will reach 451,018,800 RMB. 

(3) Urbanization is one of the basic socio-economic development strategies in 
China, and its improvement mainly depends on the expansion of the non-agricultural 
transfer scale of rural surplus labor and the increase of the stable urban employment 
rate and migration rate. However, due to the incomplete social security system in 
China, especially the incomplete system focusing on migrant workers, there are low 
stable urban employment rate and migration rate of rural surplus labor, which results 
in an amphibious phenomenon. Therefore, at this stage, the village hollowing 
evolution mainly performs as the seasonal vacancy. The vacant rate of rural 
homestead is higher than the abandoned rate. By analyzing the development trend, we 
can tell that, with the strategic transformation of urbanization in China, the 
implementation of new urbanization strategy and the improvement of the social 
security system for rural workers, the urban migration rate of rural surplus labor  
will gradually improve, and the rural homestead will also converted from the vacant 
to the abandoned. 

The scarcity of land sources in China is severe, with the advance of the process of 
urbanization and the increase of the construction land in urban area, the contradiction 
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of people and land is increasingly prominent. Therefore, we should aim for protecting 
economic and social sustainable development, make a good use of land resources, 
strengthen the rural housing construction planning and management, strengthen land 
remediation of rural homestead, improve the land remediation in villages and the 
construction of a new countryside, combine the economic development and ecological 
construction, and promote the sustainable and healthy economic development of rural 
society. 
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Abstract. Scale issue is one of the key issues in landscape ecology and related 
environmental science. Previous studies have addressed the effects of landscape 
metrics to changing spatial scale, grain size, and class resolution. However, 
Minimum mapping unit (MMU) as one of scale issues has not been well 
investigated. Using a real landscape, this paper examines the effects of 
changing MMU on landscape metrics. The sensitivity of landscape metrics to 
changing MMU is also calculated. The results show that changing MMU is 
different from changing spatial scale and grain size. The paper further provides 
some criteria or suggestions for selection of landscape metrics in landscape 
analysis. These findings are crucial for the understanding of the behaviours of 
landscape metrics across different scales and for selecting the appropriate 
metrics in landscape analysis or related environmental studies. 

Keywords: Landscape metrics, Minimum mapping unit, Sensitivity, Criteria 
for selection. 

1 Introduction 

Scale refers to the spatial or temporal dimension of an object or a process[1]. In 
landscape ecology, scale is often characterized by grain and extent. Grain refers to the 
finest spatial resolution within a given data set. Extent refers to the size of the overall 
study area. Scale is one of the key issues in landscape ecology and has attracted much 
attention both in theory and in practice. When aggregating landscape units to 
relatively larger homogeneous unit, it is unavoidable that information will be lost. 
This process may further result in different influences on landscape pattern. To 
understand how landscape pattern affect landscape function, scale dependence should 
be firstly defined and well examined.  

The importance of scale issue has been reflected in the actual discussion of several 
case studies in landscape ecology and related environmental science[2-5]. Much more 
research has been done into the effects of changing scale, which includes changing 
grain size (resolution)[6], changing extent[7, 8], and changing them both[9, 10]. Most 
landscape metrics can be categorized into three types: (1) metrics showed predictable 
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responses with changing scale; (2) metrics exhibited staircase-like responses that were 
less predictable; and (3) metrics behaved erratically in response to changing scale[3, 
9]. Wu[10] further distinguished these effects at class level, which showed simple 
scaling functions and unpredictable behavior, and at landscape level, with the third 
being staircase pattern.  

However, Minimum Mapping Unit (MMU) as one aspect of scale issues has been 
neglected when comparing landscape dynamics from different data sources. A MMU 
is defined as “the smallest size areal entity to be mapped as a discrete entity” [11]. For 
remotely sensed data, it refers to the size of single grain or pixel. In vector data it is 
similar to the smallest “land unit” that is defined as ecologically homogeneous at the 
scale level concerned[12]. Changing MMU refers to the definition of areal units by 
progressively aggregating the original data into fewer, larger patch units for analysis. 
It is different from changing grain size because their effects on the spatial 
characteristics of landscape are different from each other[13, 14]. Changing pixel-
based MMU will not modify the resolution of the original data and thus shape and 
edge information can be best maintained. Changing grain size will exponentially 
reduce the interior edge length of pixels within a patch. This difference results in the 
different effects on landscape metrics calculated on pixel attributes. 

In a pioneer study based on simulated landscape by Saura[15], MMU size has been 
shown to be one of the factors influencing the values of landscape metrics. Results 
have illustrated that some landscape metrics cannot capture the characters of 
landscape changes if land cover data with different MMU or the distribution of patch 
size frequencies are to be compared. But the author selected only six landscape 
metrics based on simulated landscape, which cannot fully reflect the responses of 
commonly used metrics to changing MMU. Moreover, the differences between 
changing grain size and changing MMU have not been compared in the previous 
study. Considering a variety of landscape metrics and their wide usefulness in 
practice, more studies are needed to examine the behaviors of landscape metrics based 
on both simulated image and real data.  

The paper provides an empirical study on the effects of changing MMU on 
landscape metrics both by increasing MMU size within a landscape. A set of fixed 
MMUs is defined, which will be used to systematically investigate the effects of 
changing MMU on landscape metrics. The behavior and sensitivity of landscape 
metrics will then be systematically examined and compared with changing grain size.  

2 Data Processing and Methodology 

One Landsat TM satellite image taken in 2002 was used as basic data source in the 
study. The data has a ground resolution of 30m, and were processed using the 
ERDAS IMAGINE software. It is proceeded through geometric correction, 
unsupervised classification and supervised classification, and GIS reclassification. In 
order to reduce the error of classification, the classified image is further correct based 
on a GIS model with the help of a digital elevation model[16]. The accuracy of 
classification is evaluated by using a confusion matrix and the overall accuracy is 
found to be higher than 90%. In order to avoid the “salt and pepper” phenomena 
caused by traditional pixle-based classification[17], patches smaller than nine pixels 
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will be eliminate according to the previous studies [18, 19]. CLUMP and 
ELIMINATE functions in ERDAS IMAGINE 8.7 are used in this process. 

Six land use types are then categorized, which include cultivated land, orchard, 
forest, urban built up area, new development area, and water area. New development 
area refers to an area that is just bulldozed to make way for constructions[16], which 
appears high contrast character and suggests the dynamics of urbanization. Finally, a 
vector road layer is merged with the above classified images. Thus, the final land use 
classes consists of cultivated land, orchard, forest, urban built up area, new 
development area, road, and water area (Figure 1). 

 
 

Fig. 1. Map of the study area 

To investigate the effects of changing MMU on landscape metrics behavior, we 
systematically changed MMU size from 3 by 3 to 9 by 9 pixels with the spatial extent 
and classification kept constant. We select 9 pixels as the starting point because it can 
avoid “salt and pepper” phenomena without losing much information sensitive to 
highly localized surface features[20]. Newly built up area is approaching thorough 
elimination with increasing MMU size. Thus, we select 81 pixels as the end point in 
our study so as to keep land use classification consistent. This process can be 
achieved by using ELIMINATE command with majority algorithm in ERDAS 
IMAGINE software. 

Landscape metrics were selected in the study in order to examine their behaviors to 
changing MMU. The definition and meaning of the selected metrics can be found in 
the report produced by McGarigal and Marks[21]. All these metrics are calculated for 
the whole study and each city at the class and landscape levels using the 
FRAGSTATS software[22]. 
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3 Results  

3.1 Effects on Area/Density/Edge Metrics 

Area/density/edge metrics represent a loose collection of metrics that deal with the 
number and size of patches and the amount of edge created by these patches[23]. 
They are the most important and useful composition metrics in describing the  
basic aspect of landscape pattern. The commonly used metrics of this group at class 
and landscape levels include the CA, PLAND, NP, MPS, PD, TE, ED, LPI, PSSD, 
and PSCV. 

When increasing MMU sizes at different levels, a direct effect is the removal and 
merging of small patches smaller than the MMU. This will have a significant 
influence on those patch-based metrics such as patch density, patch size and 
variability metrics. Compared with the original data, the absolute vale of the NP has a 
significant decrease with increasing MMU size (Table 1). It decreases from 7815 at 
original data to 4723 at MMUs1 at landscape level, a loss of about 40%. The rapid 
loss is observed when increasing MMUs and only 10% of the original NP can be 
identified when MMU size increases to MMUs5. On the contrary, the MPS has an 
obvious increase with increasing MMUs. This kind of patch-based metrics is either 
related to absolute value of patch types or standardized by total area, which includes 
PD, PSSD, PSCV, TE, ED, and LPI. 

Table 1. Variation of patch-based metrics at landscape level with changing MMUs 

 Orig. Data MMUs1 MMUs2 MMUs3 MMUs4 MMUs5 

NP  
7815 

4723 
(-39.6) 

2394 
(-69.4)  

1455 
(-81.4)  

963 
(-87.7) 

676 
(-91.4) 

PD  2.68 1.62 0.82 0.50 0.33 0.23 

MPS 15.75 26.06 51.39 84.54 127.65 181.84 

PSSD 347.88 475.27 733.12 1052.18 1340.59 1642.90 

PSCV 2208.19 1823.75 1426.46 1244.56 1050.18 903.51 

 
Overall, these metrics mainly represent the basic composition aspects of landscape 

pattern and are easily to be influenced by changing MMU size. The results obtained in 
the present study are similar to the findings of Saura[15], who used the same MMU 
size for all land cover classes based on simulated landscape. The higher sensitivity of 
these metrics is also reported when changing grain (or pixel) size or changing spatial 
context [10, 24]. 
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3.2 Effects on Shape Metrics 

Shape metrics are important for understanding the configuration character of a 
landscape at the patch, class, and landscape levels. In the present study, patch level 
metrics is excluded from analysis. Shape metrics compute the relativity of shape 
complexity, which is very important for characterizing the configurational aspects of 
the landscape. Most frequently used metrics of this group include the PAFRAC, LSI, 
MSI, AWMSI, MPFD, and AWMPFD. 

When increasing MMUs size, landscape patches will become more regular and the 
internal length of edge will decrease. Thus, increasing MMUs size will decrease the 
LSI values at both class and landscape levels (figure not shown here). This tendency 
is consistent with changing grain size reported by Wu[10]. However, the MSI will 
increase with increasing MMUs size at both class and landscape levels (Figure not 
shown here), which is different from the observations of Wu[10] when changing grain 
size. This might be due to the fact that the MSI is calculated by equally weighting all 
the patches, independently of their size[15]. The MPFD also shows different 
responses between changing MMUs size and grain size (Figure 2). It increases with 
the increasing MMUs size, except that forest decreases at MMUs5. However, it shows 
generally decreasing tendency or insensitive to changing grain size[3]. Thus, these 
metrics should be further tested by more data. 
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Fig. 2. Variation in MPFD with changing MMUs 

The AWMSI is very robust to changes in MMU because it overcomes the 
limitations of the MSI by giving more weight to big patches[15]. It will increase first 
with increasing MMU and then decline. In the present study, it doesn’t show the same 
tendency with changing MMU for different types (Figure 3). However, its variations 
to the original data are only minor. The AWMPFD shows similar trend as that of the 
AWMSI with a minor fluctuation because the former is able to suppress somewhat the 
abrupt large fluctuation that occurs with the AWMSI[10]. Thus, the AWMPFD is 
more insensitive to changing MMUs size than the AWMSI, which would be more 
appropriate for landscape comparison among different information sources. They 
have been used to measure the fragmentation of each land use class [25]. 
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Fig. 3. Variation in AWMSI with changing MMUs 

3.3 Effects on Core Area Metrics 

Core area metrics can be considered as the counterparts of area, density and edge 
metrics because they are computed in the same manner as those area, density and 
edge metrics after eliminating the specified edge from all patches. Thus, a specified 
edge depth should be defined before calculation. 60 m is selected in this study to 
represent edge width for comparative study. Core area metrics are also important for 
the study of edge effects. Main core area metrics include the TCA, CPLAND, 
CASD1, CACV1, CASD2, CACV2, TCAI, and, MCAI.  

According to its definition, the TCA should be directly confined by the CA, 
together with the edge depth assigned. However, comparison between two metrics 
doesn’t show the same tendency among different land use types (Figure 4). When 
increasing MMU size, the CA increases for urban built up area but decreases for 
cultivated land, yuandi, and forest whereas the TCA increases for all four land use 
types. The differences between them are influenced by their shape regularity. 
Generally, patches with high interior/edge ratio (for example square or almost square) 
might have higher TCA than those with low interior/edge ratio (for example, narrow 
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Fig. 4. Comparison of CA and TCA with increasing MMUs 
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elongated patches). The increase of the TCA for all four land use types with 
increasing MMU size indicates that the landscape patches become more compacted 
and regular after eliminating small patches. This change subsequently leads to the 
similar direction of increasing CPLAND value, which is also different from the 
variation of PLAND as shown above. The TCAI and MCAI will have a consistent 
increase with increasing MMUs.   

3.4 Effects on Contrast Metrics 

The contrast between the focal patch and its neighborhood patches can influence a 
number of important ecological processes[26]. Contrast metrics is a set of indices 
based on edge contrast at the patch, class, and landscape levels, which are measured 
by assigning different weights to each land use type within the landscape under 
consideration[23]. Thus, edge contrast weighting matrix need to be defined before 
calculating this kind of metrics. Frequently used contrast metrics include CWED, 
TECI, MECI, and AWMECI.  

The TECI increases with increasing MMUs size at both class and landscape levels 
(Figure 5). Its approaching to 100 means all edge becomes more contrasted. On the 
contrary, the CWED exhibits an opposite trend with increasing MMU size, indicating 
that the amounts of edge in the landscape decreases. The variations of these two 
metrics show that landscape will become more contrasted together with the decline of 
the amount of all edges. Thus, elimination of small patches will result in high edge 
contrast and low edge length of the corresponding land use types. The AWMECI also 
increases with increasing MMUs size, which accords with the variation of the TECI. 
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Fig. 5. Variations of TECI (up) and CWED (down) with changing MMUs  

3.5 Effects on Contagion and Interspersion Metrics 

Contagion and interspersion metrics are used to reflect the overall texture of the entire 
landscape mosaic[23]. Interspersion is based on edge amounts associated with patch 
type adjacencies. Contagion describes the tendency of patch types to be spatially 
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aggregated, which subsumes interspersion in that it reflects both the dispersion and 
intermixing of patch types. Major metrics of this group include AI, IJI, DIVISION, 
and CONTAG.  

The AI is calculated from an adjacency matrix, which shows the frequency with 
which different pairs of patch types (including like adjacencies between the same 
patch types) appear side-by-side on the map[23]. The IJI metric defines how class 
patches are located in relation to other patches of the same or other classes within the 
landscape. The AI increases with increasing MMUs size at both class and landscape 
level (Figure 6). However, the IJI doesn’t show the similar trend to the AI and its 
behaviors are erratic for different land use types (Figure 7). The CONTAG is only 
calculated at landscape level and the increase tendency is found with increasing 
MMUs, which indicates that landscape will become more aggregated due to the 
elimination of small patches (figure is not shown here). 

 

75

80

85

90

95

100

Orig. Data MMUs1 MMUs2 MMUs3 MMUs4 MMUs5

Cultivated land

Yuandi

Forest

Urban built up
area
Newly built area

 

Fig. 6. Variations of AI with increasing MMUs  
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Fig. 7. Variations of IJI with increasing MMUs  

3.6 Effects on Connectivity Metrics 

Connectivity refers to the degree to which a landscape facilitates or impedes 
ecological flows[23]. FRAGSTATS provides three metrics at class and landscape 
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level. As the threshold distance and resist file are difficult to define in this study,  
only CONHESION is calculated in the study. It shows consistently increasing  
trend with changing MMUs size at both class and landscape levels (Figure 8).  
Thus, the landscape will become more physically connected with the elimination of 
small patches. 
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Fig. 8. Variation in CONHESION with changing MMUs 

3.7 Effects on Diversity Metrics 

Diversity metrics are composition metrics that quantify landscape pattern based on 
richness and evenness of patch types[23]. Richness refers to the number of patch 
types present whereas evenness refers to the distribution of area among different 
types. These metrics are also used to evaluate the heterogeneity of a landscape. 
Diversity metrics calculated in FRAGSTATS include PRD, SHDI, SIDI, MSIDI, 
SHEI, SIEI, and MSIEI.  

All diversity metrics decrease with the increasing MMU size, but the variations 
among different MMU sizes are minor (Table 2). As the number of patch types is 
constant in the study, the decline of diversity metrics means the proportional 
distribution of area among patch types becomes more inequitable with increasing 
MMU. The SIDI shows the smallest variation among all these metrics while the 
MSIDI varies more than others, but it is still not very high in contrast with other 
 

Table 2. Percentage variation of diversity metrics to the original data 

 MMUs1 MMUs2 MMUs3 MMUs4 MMUs5 

SHDI -1.03 -1.44 -1.85 -2.15 -2.30 

SIDI -0.70 -1.08 -1.51 -1.94 -2.31 

MSIDI -1.59 -2.40 -3.34 -4.25 -5.04 

SHEI -1.04 -1.44 -1.85 -2.15 -2.30 

SIEI -0.71 -1.08 -1.52 -1.94 -2.31 

MSIEI -1.59 -2.40 -3.34 -4.25 -5.04 
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categorized metrics. Thus, although these kinds of metrics are criticized for not 
providing information on the actual composition of a landscape and its elements[23], 
the small variations with changing MMU size make them more appropriate for 
conducting comparison analysis from different data sources. 

3.8 Sensitivity of Landscape Metrics to Changing MMU  

To compare the sensitivity of different spatial metrics to MMU, Saura[27] compared 
different methods to evaluate their validities. Both absolute variations and the range 
of variation of a particular metrics cannot clearly describe the sensitivity because each 
of the metrics has different ranges of variation, and not all spatial metrics have a 
defined finite range of variation[27]. This makes the results difficult to compare 
among different landscape metrics. Studies have shown that landscape metrics 
generated from landscape TM image with MMU at 9 pixels can basically reflect the 
characters of landscape pattern without losing much information[20]. Thus, landscape 
metrics values calculated at this MMU size can be treated as the reference value for 
each land use class or the whole landscape. This study quantified the mean sensitivity 
of landscape metrics across different MMU sizes by comparing percentage change at 
each MMU size with those reference data[24]. The equation is as follow. 
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Where SC  is the sensitivity of each metrics to changing MMU 
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 is the reference value for land use class i at original data 

      M j
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When calculating sensitivity at landscape level, the above formula will be changed as 
the following: 
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Where S L
 is the sensitivity of landscape metrics at landscape level 

      M
R

 is the reference value at landscape level at original data 

High percentage change indicates greater sensitivity to changing MMU and vice 
versa. The results are shown in Table 3. 



 The Behaviors of Landscape Metrics to Changing MMU 603 

 

Table 3. Sensitivity of landscape metrics to changing MMU size 

Category Acronym 
Percentage change (%)

Class level Land. level 

Area/density/edge 
metrics 

CA 9.40  

PLAND  9.40  
NP  74.52 73.87 
PD  74.52 73.87 
MPS 673.82 498.56 
PSSD 229.54 201.49 
PSCV 42.85 41.60 

LPI  25.37 24.89 
TE  39.36 34.15 
ED  39.36 34.15 

Shape metrics 

LSI  38.39 33.44 
MSI 33.52 31.62 
AWMSI 10.02 14.71 

MPFD 2.62 2.24 
AWMPFD 0.75 0.78 
PAFRAC  5.85 3.44 

Core area metrics 

CPLAND 32.04  
TCA  32.04 28.53 
CASD1 295.93 206.32 

CACV1 49.86 52.64 
CASD2 144.68 56.24 
CACV2 22.02 35.74 
TCAI 39.92 45.91 
MCAI 358.28 1.72 

Contrast metrics 

CWED  35.91 29.26 

TECI  7.37 5.19 
MECI 6.63 5.03 
AWMECI 7.42 5.40 

Contagion and 
interspersion metrics 

AI  5.85 4.83 
IJI  3.03 0.40 
DIVISION  0.14 0.67 

CONTAG   9.77 
Connectivity metrics COHESION 1.15 0.44 

Diversity metrics 

SHDI   1.75 
SIDI   1.51 
MSIDI   3.32 
SHEI   1.76 

SIEI   1.51 
MSIEI   3.32 
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There are considerable differences in the sensitivity of each of landscape metrics to 
the adjustment of MMU size. This is consistent at both class and landscape level. 
Among the seven categories, area, density, and edge metrics are the most sensitive 
metrics to changing MMU size. For example, the NP, PD, MPS, PSSD, and PSCV 
have the higher percentage change in this group, among which the MPS and NP have 
been suggested as very poor indicators based on simulated landscape analysis[15]. 
The result is also consistent with the previous studies on the behaviors of landscape 
metrics to changing grain size [28]. In fact, a common feature of these metrics is that 
they are patch based metrics, which will be evidently affected by the elimination of 
small patches caused by increasing MMU.  

However, the TE and ED, which are both sensitive to grain size of the landscape, 
are relatively insensitive to changing MMU in this group because changing MMU just 
affects the edge length corresponding to small patches[15]. Therefore, the TE and ED 
are not as sensitive as the NP and MPS. At class level, the CA and CPLAND are of 
low sensitivity to changing MMU size and thus can be good composition metrics. 
However, this might be more related the statistical variation of each land use type 
during the processing of MMU adjustment since they are determined by the sum of 
the areas of the corresponding patch type. Similarly, core area metrics also have 
higher sensitivity as opposed to other categorized metrics. 

Shape metrics are of relatively low sensitivity to changing MMU size, especially 
for those area weighted metrics such as the AWMSI and AWMPFD. This might be 
the consequence of the little weight giving to the smallest patch in comparison to the 
bigger ones[15]. The AWMSI is also recommended as a robust indicator for 
comparing landscape pattern with different MMU sizes[15]. In this study, however, 
the AWMPFD appears to be more insensitive to changing MMU than the AWMSI 
and is more appropriate for comparing landscape pattern. Compared with the 
AWMSI, the AWMPFD is able to suppress somewhat the abrupt large 
fluctuation[10]. The PAFRAC provides information on the irregularity of patch 
types[23]. It is also not sensitive to changing MMU, thus it has an advantage over 
edge density and other edge measures[29]. The behaviors of some metrics shown here 
are also different from those obtained from changing spatial extent. For example, the 
AWMSI is very sensitive to map spatial extent while presents a very robust behavior 
with changing MMU[8, 15].  

Most of contagion and interspersion metrics are insensitive to changing MMUs. 
Study has demonstrated that contagion has a strong, negative correlation with the 
ED[29]. However, they have shown different sensitivity in the present study. 
Although contagion is affected by the number and evenness of patch types, spatial 
arrangement of patches, and grain size[3], its sensitivity to changing MMU seems to 
be relatively low in the present study. In contrast, the ED has higher sensitivity. At 
landscape level, the AI is computed simply as an area-weighted mean class 
aggregation index by weighting each class as its proportional area in the 
landscape[30]. The IJI and DIVISION are also insensitive to changing MMU, which 
can be used in landscape analysis when MMU issue is of concern.  

Edge contrast metrics are mainly based on the percentage of the total length 
between patches. As mentioned above, changing MMU just affects the edge length 
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corresponding to small patches[29]. Because the total length of the corresponding 
small patches is very small as compared with the large patches, the effect on the 
percentage variation is not so high. Thus, edge contrast metrics are relatively 
insensitive to changing MMU size. Similarly, diversity metrics are also based on the 
percentage variation of each patch. Their sensitivity to changing MMU is also very 
low in general. This is consistent with the report by Wickham and Riitters[6]. 
However, some studies suggested that the use of the SHDI and SIDI might not be 
appropriate for comparing landscape change [31, 32]. Thus, it is highly recommended 
to carefully select landscape metrics even if MMU issue has been concerned.  

4 Discussions 

4.1 Comparison of Responses of Landscape Metrics to Different Parameters 

The differences between changing grain size and changing spatial extent have been 
compared in some studies. Considering a variety of landscape metrics and their wide 
usefulness in practice, changing MMU should be considered based on both simulated 
image and real data. Based on literature review, comparison between changing MMU 
and changing grain size and spatial extent is well documented. The results are shown 
in Table 4. 

The above results show that there are some differences among changing grain size, 
changing spatial extent, and changing MMU. Patch based metrics are consistent with 
those from changing grain size as both processes result in the loss of small patches. 
When increasing both grain size and MMU size, decreasing trends are found for some 
of area/density/edge metrics, such as the NP, PD, PSCV, TE, and ED but increase for 
the MPS, PSSD, and LPI. However there are some differences for shape metrics 
between changing these two parameters. When changing grain size, decreasing trend 
is found for the MSI, AWMSI, and AWMPFD. But they show increasing or 
inconsistent responses with increasing MMUs. The different response can be also 
found for contagion and interspersion metrics. The IJI will increase with increasing 
grain size but decrease with increasing MMUs. The CONTAG declines with 
increasing MMUs in this study, but decline or no consistent behavior is found when 
increasing grain size[3, 33]. A great difference is found in diversity metrics. Most of 
them exhibit inconsistent behavior with changing grain size, but decrease with 
changing MMU. 

The above results further confirm that landscape metrics are very sensitive to scale 
issue and no one solution can solve all problems. Any landscape analysis should 
select the preferential metrics based on the specific requirement. It is strongly agreed 
with Baldwin et al.[24] that metrics responses should not be evaluated with the  
same threshold for all landscape metrics and for all locations. Similarly, metrics 
selection should also involve considering relevance for use in specific environmental 
monitoring application[34]. Thus, it is highly recommended that MMU issue  
should be firstly considered when landscape comparison between different data 
sources is of concern.  
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Table 4. Comparison of some reported landscape metrics responses from the literature 

Metrics 
Parameters 

Grain or pixel Spatial extent MMU 
NP Dec.[3] Inc. [3] Dec. 
PD Dec.[3]  Dec. or NC [3] Dec. 
TE Dec. [3] Inc. [3] Dec. 
ED Dec. [3] Inc. then Dec.[29] or NC[3]) Dec. 
MPS Inc. [3] Dec. or NC[3] Inc. 
PSSD Inc. [3] Inc.[3] Inc.  
PSCV Dec.[3]   Dec. 
LPI Inc.[3]  NC [3] Inc. 
PLAND   NC 
LSI Dec.[3] Inc.[3]  Dec. 
MSI Dec. or NC [3] NC [3] Inc. 
AWMSI Dec. [3]  NC 
PAFRAC NC [3] NC[3] Inc. 
MPFD Dec.[3]  NC[3] NC.  
AWMPFD Dec. [3] Dec. [9] NC 
TCA Inc. then Dec. Inc. Inc.  
IJI Inc. Inc. Dec. 
CONTAG Dec.[3, 33] or NC [10] Dec. or NC [3]; or Inc. [33] Inc. 
PR* Dec. Inc. Dec. 
SHDI NC or Dec. [3] NC or Inc.[3] Dec. 
SIDI NC Inc. Dec. 
SHEI NC Inc. Dec. 
SIEI NC Inc. Dec. 
Notes: “Inc.”—Increasing, “Dec.”—Decreasing, “NC”— Inconsistent or erratic. 
PR is not calculated in the present study 

4.2 Selection of Metrics Insensitive to Changing MMU 

To be useful for landscape comparison, landscape metrics must be both reliable and 
valid for the questions under investigation. As landscape pattern is sensitive to 
increasing MMU as demonstrated above, using landscape metrics that have low 
sensitivity to MMU effects and most sensitivity to the actual landscape pattern 
changes through time would be more appropriate in practice. From this point, patch 
based metrics might not be appropriate for landscape comparison when considering 
this criterion, although they are widely used to analyze landscape dynamics that are 
mainly derived from the same data set [35, 36]. Saura[33] selected the LD 
(DIVISION in the present study) and LPI among the six indices to directly compare 
landscape fragmentation using data with different spatial resolutions. These two 
metrics are also robust to variations in MMU size and thus can be used for 
comparison between different data sources. In addition, landscape metrics should 
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capture landscape variations through time and thus those metrics shown little 
temporal variability will be removed from further analysis. In this study, it is 
recommended to select shape metrics, contagion and interspersion metrics, 
connectivity metrics and diversity metrics. 

4.3 Integration of Empirical and Expert Knowledge 

The above criterion provides a basic for selecting landscape metrics used in this 
study. However, an object based method is still needed to provide more accurate 
information. Landscape pattern metrics are commonly compared between remote 
sensing data and simulation generated landscape[37]. The combination of landscape 
metrics, remote sensing, and modeling provides a new direction for understand of the 
spatial and temporal forms of land use changes. However, it also results in much 
uncertainty because policy dimension is not often linked well with the modeling 
process. It should be noted that remote sensing is based on raster data with texture 
different from that of human generated planning maps. Herzog and Lausch [32] 
identified the issues of “hard borders” and “soft borders” characterized by vector 
based map and digital satellite image, respectively.  

Expert knowledge should also be synthesized in selecting landscape metrics and 
conducting landscape comparison[32]. As landscape metrics have not been explicitly 
linked with ecological processes, experts could help to select the reliable and valid 
landscape metrics that are linked to ecological consequences under consideration. 
Study has also demonstrated that class level metrics are more appropriate for most 
ecological or planning consideration than landscape-level metrics [10]. In the present 
study, the effects of changing MMU to landscape metrics are well examined at class 
level, which can provide theoretical basis for landscape comparison. However, little 
consensus has been obtained at landscape level. This is partly because landscape 
metrics at landscape level will vary due to the differences of numbers of patch classes. 
The difference of MMU size for each patch class might also influence the behaviors 
of landscape metrics, which has not been systematically investigated. Thus, class 
level metrics might be more appropriate in the present study.  

4.4 To Maintain an Acceptable Level of Accuracy when Changing MMU  

In this study, both unsupervised classification and supervised classification algorithms 
are used to obtain land use categories. However, this traditional pixel-based 
classification process will result in a pixelised (salt and pepper) representation of land 
cover[38]. Many class patches with only one or two pixels will sharply increase the 
number of total patches and decrease the mean area of each land use class. This will 
further result in the fragmentation of land use[26, 39], and decrease the overall 
percent accuracy[20]. Thus, patches smaller than a certain number of pixels should be 
eliminated to avoid the “salt and pepper” phenomena without losing much specificity. 
Small patch types will be dissolved and merged into neighboring patch types. 
However, dissolving those small patch types will result in the statistical changes in 
each land use class, and thus might influence landscape pattern. In this study, the NP 
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will be greatly reduced if MMUs increase to a high level, for example at MMUs4 and 
MMUs5. This will also result in the great variation of land use statistics as compared 
with the original data, which cannot reflect the pattern of the original data. Thus, low 
MMUs might well reflect the actual landscape change in terms of both accuracy 
consideration and representation of landscape pattern.  

5 Conclusions 

Based on a real landscape, this paper investigates the response of commonly used 
landscape metrics to changing MMU size. The results suggest that changing MMU 
size will first result in the variations of land use statistics of each land use class. It has 
significant effects on landscape metrics, especially for those area/density/edge 
metrics. Patch based metrics appear the most sensitive to changing MMU and hence 
not recommended as indicators for landscape comparison, especially for different data 
source. In contrast, area weighted metrics and those that reflect relative values seem 
appropriate for measuring landscape pattern obtained from different data sources. 
Some new findings that are different from changing grain size and changing spatial 
extent are also obtained in this paper. The tendencies of landscape metrics variation 
are different between changing MMU size and changing grain/pixel size for most of 
shape metrics, contagion and interspersion metrics, and diversity metrics. 
Accordingly, the sensitivity of landscape metrics to different changing parameters is 
also different, which is then compared with some of the reported landscape metrics. 

The sensitivity of landscape metrics to changing MMU is also calculated in the 
paper. It is recommended that those metrics with low sensitivity can be used in 
landscape comparison study. Some principles for selecting the suitable metrics for the 
specific study objectives are suggested. However, it must be noted that the response 
of landscape metrics to changing MMU size is a very complex and difficult issue, 
which cannot fully be resolved in this paper. More systematic simulation and 
empirical studies are needed to further evaluate and verify the generality and 
robustness of landscape metrics responses to changing MMU. 
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Abstract. Grasslands occupy a great part of area in the global terrestrial 
landscapes and are important resources from both agronomic and ecological 
perspectives. Understanding vegetation dynamics is critical to make informed 
decisions for grassland management. Remote sensing technique has been 
widely applied in long-term grassland vegetation mapping. In this paper, we 
introduced the combination of remotely sensed data (including Landsat 
ETM+/China’s small environment satellite HJ-1A/B and MODIS NDVI) with 
the aid of ground data in the study of vegetation dynamics in a typical grassland 
area (Xilingol River Basin, Inner Mongolia, China) over multiple years (from 
2000 to 2012). The main work included two aspects. First, a differential 
association model (DAM) was proposed, which was able to reflect inter-annual 
above-ground biomass (AG-Biomass) fluctuations. Second, the remotely sensed 
imagery and field data were used to derive AG-Biomass fluctuation through the 
DAM with respect to time and space. Research findings from AG-Biomass 
fluctuation can provide key insight for administrators and local farmers to better 
understand vegetation growth and to take vegetation protection measures, 
which may have both economical and ecological benefit for the grassland. 

Keywords: remote sensing, grassland, biomass, NDVI. 

1 Introduction 

Grasslands are important resources from both agronomic and ecological perspectives, 
as more than 40% of the global terrestrial landscape consists of grasslands and 
savannas [1]. Because of climate variability and human disturbances, vegetation 
degradation on arid and semi-arid grasslands can lead to serious ecological problems 
[2, 3]. Above-ground biomass (AG-Biomass) is one of the indicators that reflect 
vegetation health. Understanding spatio-temporal AG-Biomass patterns can help make 
informed decisions for sustainable development of grassland ecology. Moreover, AG-
Biomass provides food for grassland pasture animals and animal feeding schema is 
primarily dependent on vegetation productivity. However, obtaining reliable estimates 
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of spatio-temporal dynamics of vegetation properties especially over a large area still 
remains a challenge [4]. The most direct method to get AG-Biomass data is to conduct 
field surveys, which is usually point-based and requires that field researchers have 
specialized training and rich field work experience. Thus the field direct survey is time-
consuming and expensive; therefore, biomass data acquired in such a way are scarce 
and often restricted to a very narrow scope [5]. Recent development of geo-spatial 
techniques raises the possibility for acquiring vegetation cover from remotely sensed 
data. A good case in geo-spatial techniques is remote sensing which offers an effective 
means to study grassland vegetation over large areas in a systematic way [5, 6].  

Remotely sensed imagery varies from spatial and temporal resolutions [7]. To map 
vegetation cover, various remotely sensed products can be selected for better 
performance based on their characteristics. For example, the Landsat series are in 
medium spatial resolution and is frequently used for mapping land cover at local or 
regional scale [8, 9]. However, due to the low temporal resolution of the product (16 
days), finding qualified Landsat scenes especially in vegetation growing season is 
always difficult due to heavy cloud cover, which makes such imagery unsuitable for 
continuous vegetation monitoring on grassland. Therefore, other studies are now 
resorting to remotely sensed imagery from platforms which may have higher temporal 
resolution while, at the same time, possesses similar or even higher spatial resolution. 
A good case in this point is China’s small environment satellite HJ-1A/B program 
which was launched on September 6th, 2008 [10]. HJ-1A/B provides the same spatial 
resolution of imagery as Landsat (30m) but has much higher temporal resolution than 
Landsat (re-visit cycle in 48 h) [11]. This high temporal resolution imagery can 
possibly avoid the limitation of cloud contamination in vegetation monitoring. Coarse 
spatial resolution satellite images like AVHRR or MODIS have been acquired 
routinely for years, and their acquisition will continue in the future. Multi-period 
analysis of surface reflectance based on those images allows the examination of 
changes in AG-Biomass on grassland because of the high temporal resolution.  

Grassland degradation has been observed in arid or semi-arid areas around the 
world [12]. In the semi-arid area in northern China, for example, grassland was 
experiencing degradation due to human activity and climate changes [3, 13]. To make 
informed decisions for grassland management (e.g., feeding schema for pasture 
animals), the grassland administrators and practitioners are interested to know spatial 
and temporal variability of AG-Biomass fluctuation. The aim of this study was to find 
a cost-effective and easy-to-apply solution for acquiring long-term AG-Biomass 
fluctuation in the typical grassland in Xilingol River Basin, Inner Mongolia, China. 

2 Methodology 

2.1 Study Area 

Xilingol River Basin, situated 43º26′-44º29′N and 115º32′-117º12′E, is one of the 
most representative steppe zones in northern China. More than 90% of the land in the 
region is covered by steppe grassland [3]. From southeast to northeast, the altitude  
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gradually decreases from the highest value of 1608m to the lowest 902m above sea 
level (Figure 1). The basin has a total area of about 18,000 square kilometers (km2) 
with an annual average temperature 1.71℃. In the past decade, the basin has an 
annual mean precipitation of 231 mm (from 288 mm in the south-east to 226 mm in 
the north), 60-80% of which occurs in May, June, July and August, almost coinciding 
with growing season. Over the last several decades, the human population keeps 
growing and urbanization becomes a critical concern for local government and 
grassland researchers due to its impact on vegetation degradation. The Xilingol river, 
which starts from three branches in the south-east, passes through Xilinhot city and 
ends at Chagan lake in the north. Herd husbandry is still the main income for the local 
farmers and important for the local economy. Over-grazing has been noticed and 
proper number of pasture animals based on vegetation capacity or an appropriate 
animal feeding schema is desired for sustainable development of the grassland. It is 
prerequisite for the local policy makers and practitioners (farmers) to have AG-
Biomass fluctuation as well as information about how the related factors influence the 
spatial pattern and temporal dynamics of the fluctuation.  

 
Fig. 1. The research region 

2.2 Data Source and Methods 

AG-Biomass data at field sites were collected in two separate years. The first field trip 
was done in the late August in 2004 (referred to as base period) and the second was 
done in the late July in 2012 (referred to as target period) which also used similar data 
collection approach as that of the first one to make sure that the collected samples 
were representative and comparable [14]. It took a few days to complete the field 
work for both periods. The dates were decided by local biologists on the evaluation 
that vegetation had reached peak greenness by data collection time. To inverse 
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regional AG-Biomass distribution, remotely sensed imagery from Landsat Enhanced 
Thematic Mapper (ETM+) and China’s small environment satellite HJ-1A/B were 
used with the field data for the year 2004 and 2012, respectively. For the year of 
2012, this study took use of HJ-1A/B. HJ-1A/B has comparable spectral bands to 
Landsat TM/ETM+. The HJ-1B image (Row: 05, Path: 60) on July 28th, 2012 was 
selected when there was little cloud; radiation correction was followed using 
Atmospheric Correction Of Hyperspectral/Multispectral Imagery (FLAASH) model. 
The HJ-1B image was geometrically corrected to the Landsat ETM+. MODIS/Terra 
MOD13A3 products (Vegetation Indices monthly L3 Global 1km, Collection 5), 
which contain, among other bands, monthly NDVI based on MVC and a Pixel 
Reliability criterion for pixels according to their quality, were downloaded from 
USGS (the United States Geological Survey) website in the study of mapping AG-
Biomass fluctuation from the beginning of year 2000 to end of 2012 on a monthly 
basis. Other data includes the digital elevation model (DEM) with spatial resolution of 
30m. Meteorological data (in monthly interval) were from the China’s Meteorological 
Bureau (CMB, http: //cdc.cma.gov.cn). Preliminary analysis on the climate data found 
that the average temperature in the growing season varied within a very limited scope 
(within 2.5℃) during the study period and thus only monthly precipitation was 
included. Because CMB collects monthly data from more than 700 meteorological 
stations, spatial interpolation was performed to produce areal precipitation maps from 
year 2000 to 2012 following the method proposed by [15] and the maps were then 
clipped using the study area boundary.  

The steps involved in the study were outlined in Figure 2. In the first step, the 
preprocessed Landsat ETM+ and HJ-1B images were used to derive NDVI maps 
(NDVIETM+ and NDVIHJ) following the function, 

REDNIR

REDNIR
NDVI

+
−=                         (1) 

where NIR and RED are reflectance from the near Infrared band and Red band of the 
images, respectively. In the second step, the derived NDVI maps were combined with 
field AG-Biomass data, along with DEM, DEM derived slope and aspect, and 
reflectance bands of the images (Landsat ETM+ and HJ-1A/B), to produce regional 
AG-Biomass map AGBETM+ (biomass map from ETM+ for August 2004) and 
AGBHJ (biomass map from HJ for July 2012) using artificial neural network (ANN) 
model, respectively. The performance of each ANN model was evaluated using 
RMSE (total root–mean–square errors) and RMSEr (relative RMSE) as the indicators, 
which were defined as follows. 

   (2) 

(3) 



 Inter-annual Above-Ground Biomass Dynamics 615 

where ŷi is the modeled AG-Biomass value, yi is the observed AG-Biomass value,
_

y is 

the mean of the observed values, and n is the number of samples. 

 
Fig. 2. Working flow used in the study 

To take use of MODIS high temporal feature and to study spatio-temporal 
vegetation dynamics of the region, the AG-Biomass maps (AGBETM+ and AGBHJ) 
were resampled to a coarser spatial resolution at MOD13A3 level (1km) based on 
pixel average strategy in the third step. Two 1 km × 1 km biomass maps, AGBMODIS-

ETM+ and AGBMODIS-HJ, were therefore generated in this step. In the fourth step, the 
AGBMODIS-ETM+ and AGBMODIS-HJ, along with MODIS/Terra MOD13A3 data for the 
base period (August 2004) and target period (July 2012), were used to obtain a linear  
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regression relationship between the differential AG-Biomass (ΔAGB) as dependent 
variable and differential NDVI (ΔNDVI) as independent. The process of preparing 
variables of the differential AG-Biomass (ΔAGB) and differential NDVI (ΔNDVI) as 
well as fitting the linear regression function for ΔAGB and ΔNDVI is termed as 
Differential Association Model (DAM) in this study. Both ΔAGB and ΔNDVI were 
processed through pixel differential with AG-Biomass and MOD13A3 NDVI, 
respectively, between the base period and target period. In this step, only pixels with 
Pixel Reliability marked as 0 (QA=0, indicating good data) in MOD13A3 for both 
periods were used. When the regression function was determined, the evaluation of 
the regression was followed using function (2) and (3) where the observed value was 
the original and the modeled value was the computed ΔAGB from the model.  

Available literature indicates that AG-Biomass could be directly estimated by 
NDVI from remotely sensed imagery through empirical mathematical functions  
[5, 16]. However, our preliminary study showed that to best estimate AG-Biomass for 
the years having field data support, various different functions could be fit, which 
makes it difficult to estimate AG-Biomass for other years in a long-term AG-Biomass 
study when no field data is available. This difficulty inspired us to find other ways 
and therefore the above mentioned differential association model was proposed.  

To map AG-Biomass dynamics for all periods in a long-term AG-Biomass study, 
we applied NDVI differential association from MOD13A3 between any two periods 
(in a monthly step) (Figure 3). Let ty0-mi be the base period, representing month i in 
year y0. For any other target period ty-mj (j

th month in year y), we have AG-Biomass 
fluctuation (ΔAGB) from the base period ty0-mi to target ty-mj 

ΔAGB (i.e., AGB-ty-mj – AGB-ty0-mi) = f(NDVI-ty-mj – NDVI-ty0-mi)        (4) 

where AGB-ty-mj and NDVI-ty-mj mean AG-Biomass and NDVI at period ty-mj, AGB-
ty0-mi and NDVI-ty0-mi mean AG-Biomass and NDVI at ty0-mi (the base period), and the 
function f is determined in Step 4. In this work, instead of using the absolute AG-
Biomass value (AGB-ty-mj or AGB-ty0-mi), relative AG-Biomass fluctuation was used 
to represent AG-Biomass increase (ΔAGB>0) or decrease (ΔAGB<0) for the target 
period relative to the base period and therefore can provide comparative AG-Biomass 
dynamics for different periods. Interannual AG-Biomass fluctuation was computed 
further by averaging the monthly AG-Biomass fluctuation in the growing season 
based on the result of monthly fluctuation of each year. After one year is set as base 
period, an average line relative to the base period (or the averaged ΔAGBs for all the 
years except the base period) can be calculated.  

 
Fig. 3. AG-Biomass fluctuation based on differential association model 
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3 Results 

3.1 Above-Ground Biomass Mapping from Landsat ETM+/HJ 

The remotely sensed imagery from Landsat ETM+/HJ was used to derive the regional 
maps of AG-Biomass distribution for each period (August 2004 and July 2012), 
respectively. The process and ANN model were explained in detail in the previous 
study [14]. Specifically, AG-Biomass map for both periods was modeled by ANN in a 
similar process, including training, testing, and producing ultimate AG-Biomass 
distribution maps until reasonable accuracy for both periods was obtained (Table 1). 
The ANN models selected for both periods had similar architecture which was 
decided by its performance balancing against its complexity and used to create final 
AG-Biomass maps. It can be seen from the coefficient of determination that the 
modeled biomasses showed much close to the observed biomasses (R2 = 0. 817, 
n=461 in 2004; R2 = 0.702, n=289 in 2012). 

Table 1. Result evaluation of AG-Biomass modeling from Landsat ETM+/HJ 

Year 
number of 
samples 

RMSE RMSEr(%) R2 * Note 

2004 461 60.01 40.61 0.817 ANN model in [14] 

2012 289 69.12 47.63 0.702 Current study 
* Coefficient of determination of linear regression between the observed biomasses 

and the modeled biomasses for entire dataset (n=461 in 2004 and n=289 in 2012) 

Both Landsat ETM+ and HJ-1A/B derived AG-Biomass maps have medium spatial 
resolution (30m). To facilitate the use of high temporal MODIS products, they were 
then resampled to a coarser level at spatial resolution as that of MOD13A3 (1km). To 
better understand the spatial distribution of vegetation productivity, the averaged 
NDVI for the study periods (from year 2000 to 2012) in the growing season is 
displayed together with two upscaled AG-Biomass maps (Figure 4). 

Generally vegetation shows better condition in the south-east area than that in the 
north and north-west area for both periods. When comparing the maps to the 
precipitation and DEM maps (Figure 1), those maps present similar spatial pattern, 
i.e., high vegetation density (indicated by high NDVI or high AG-Biomass) is mainly 
noticed in area with high DEM or high precipitation in the south-east. Another 
important phenomenon observed is the impact of Xilingol river on vegetation growth. 
This dominant river originates from three branches located in the south-east and 
extends to the north until Chagan lake (Figure 1). Along the two sides of the river 
beds (especially the branches in the upper stream in the south and south-east), the 
vegetation has obvious better cover than the area away from the river. Due to the dry 
climate in the study region, upper stream of the river usually is under alternate dry 
and wet conditions even in high precipitation season, which provides favorable 
environment for vegetation growth along the wide sides of river channel. When 
arriving at lower part after passing the urban area (Xilinhot city), the river becomes 
deeper and narrower; its influence to vegetation seems to become less significant. In 
addition to topography (DEM) and river, human activities to vegetation growth 



618 Z. Sha and Y. Bai 

deserve attention. It was reported that human activities had a complicated impact on 
vegetation dynamics, depending on spatial and temporal scales at which assessments 
were conducted [17]. In the current study, we only included road network in our 
analysis.  
 

 

 
(a) Upscaled AG-Biomass map estimated 
by ANN in 2004 

(b) Upscaled AG-Biomass map 
estimated by ANN in 2012 

 
(c) Average NDVI in growing seasons 

Fig. 4. Upscaled AG-Biomass distribution maps and average NDVI in growing seasons (from 
2000 to 2012) 
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Because road network can lead to easier accessibility to remote regions which were 
not accessible in the past, it is usually recognized as an important factor to reflect the 
intensity of human activities [18, 19]. Existing literature has proved that the road 
distribution demonstrated side effect on vegetation status in this region [13]. From the 
regional scale, however, the high density of road network in the central and south-east 
did not lead to poor vegetation growth if compared to other sparsely road-covered 
area. From micro-scale point of view, the influence of road network on vegetation still 
deserves further study. For example, the vegetation along the sides of road seemed to 
show lower vegetation productivity (low NDVI or AG-Biomass value). In summary, 
the vegetation status is controlled by many factors such as the climate (precipitation), 
river, topography (DEM) and road network, and those factors seem to have interacted 
impact on vegetation productivity. 

3.2 Above-Ground Biomass Fluctuation by the Differential Association Model 

The DAM conducted on NDVIs and the upscaled AG-Biomass maps between the 
base period (late August, 2004) and target period (late July, 2012) produced a nearly 
normal distribution of a differential NDVI (ΔNDVI) map which has mean value close 
to zero (0.022) and a standard deviation 0.91 (Figure 5). More than 99% pixels of the 
map have values between the range of -0.27 and 0.37. This map was further used to 
explain AG-Biomass increase/decrease (ΔAGB) from the base period to the target. 
Linear regression model was built for the study region using ΔNDVI as the 
independent variable and AG-Biomass fluctuation (ΔAGB) as the dependent. Since 
our objective was to evaluate relative AG-Biomass fluctuation (not the absolute AG-
Biomass) over the years, this regression model can serve the purpose well since 
ΔNDVI between any interested periods is readily available from MODIS product 
(MOD13A3) by DAM.  

Linear regression functions were established taking the formula as  

ΔAGB = a·ΔNDVI +b                             (5) 

where a is the coefficient for the differential NDVI (ΔNDVI) between any period 
interval (the base period and target period) and b is the intercept. Two regression 
models were built and their performance was compared. One is referred to as 
optimized model with the intercept b was set to 0, which is intended to facilitate 
consistent computation of AG-Biomass fluctuation for all pairs among multiple 
periods (regardless of which period is set as base period), and the other referred to as 
best fitting model in which b is set based on the best fitting function (by least square 
method). Both RMSE (total root–mean–square errors) and RMSEr (relative RMSE) 
were computed for performance comparison. In addition, statistical t-test was used to 
compare the difference between the estimated ΔAGB results from the two models 
(Table 2). Both of them show that ΔAGB is positively related to ΔNDVI (a>0). When 
the intercept was intentionally set to 0 (for the optimized model), the performance 
showed little decrease compared to the best fitting one (in terms of RMSE, RMSEr as 
well as R2). However, the t-test verified that there was no significant difference 
between ΔAGB either estimated by the best fitting model or by the optimized. 
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The fit model (regression equation with b=0) was selected to derive the AG-
Biomass fluctuations using the year 2000 as the base line year for the period from 
2000 to 2012. Because the differential NDVIs (ΔNDVI) between any year can be 
easily obtained from the MODIS/Terra MOD13A3 product, the inter-annual AG-
Biomass fluctuations over the years were acquired, which provides key insight to 
better understand vegetation growth. 
 

 
(a) Differential AG-Biomass (ΔAGB) 

 

 
(b)Differential NDVI (ΔNDVI) 

Fig. 5. Differential results (ΔNDVI for NDVI and ΔAGB for AG-Biomass) between the base 
period (August 2004) and target period (July 2012) 
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Table 2. Performance comparison of AG-Biomass estimation based on two linear regressions 
between the relative AG-Biomass fluctuation (ΔAGB) and differential NDVIs (ΔNDVI) 

Regression 
type 

Regression 
function RMSE RMSEr(%) R2 t-test* 

a b 
Best fitting 189.34 8.82 17.45 27.51 0.852 

0.07 
Optimized 232.73 0 20.87 31.32 0.821 

*t-test is used for evaluating the null hypothesis of "no difference" between two 
ΔAGBs estimated by each regression function (best fitting and optimized) at the 
significance level of p = 0.05. The t-test value (0.07) means acceptance of the 
hypothesis because it is much less than the critical value of t distribution (1.96, two-
tailed and n=18, 269) and thus the performance of the two regressions have no 
obvious performance in ΔAGB estimation.  

4 Conclusion 

Remote sensing technique has been widely applied in long-term grassland vegetation 
mapping. In this paper, we introduced the combination of remotely sensed data 
(including Landsat ETM+/China’s small environment satellite HJ-1A/B and MODIS 
NDVI) with the aid of ground data in the study of vegetation dynamics in a typical 
grassland area (Xilingol River Basin, Inner Mongolia, China) over multiple years 
(from 2000 to 2012). We first proposed a differential associaton model (DAM) which 
was able to reflect inter-annual above-ground biomass (AG-Biomass) fluctuations. 
Remotely sensed imagery and field data were then used to derive AG-Biomass 
fluctuations through the DAM over the years from 2000 to 2012 in the study area. 
Research findings from AG-Biomass fluctuation can provide key insight for 
administrators and local farmers to better understand vegetation growth and to take 
vegetation protection measures, which may have both economical and ecological 
benefit for the grassland. 

Acknowledgments. This work was Supported by the "Strategic Priority Research 
Program - Climate Change: Carbon Budget and Relevant Issues" of the Chinese 
Academy of Sciences (No. XDA05050402) and the Natural Science Foundation of 
China (Grant Nos. 41071249 and 41371371). 

References 

1. Blanco, L., Aguilera, M., Paruelo, J., Biurrun, F.: Grazing effect on NDVI across an aridity 
gradient in Argentina. J. Arid Environ. 72, 764–776 (2008) 

2. Beerling, D.: Long-term responses of boreal vegetation to global change: an experimental 
and modelling investigation. Global Change Biol. 5, 55–74 (2008) 

3. He, C., Zhang, Q., Li, Y., Li, X., Shi, P.: Zoning grassland protection area using remote 
sensing and cellular automata modelling: A case study in Xilingol steppe grassland in 
northern China. J. Arid Environ. 63, 814–826 (2005) 



622 Z. Sha and Y. Bai 

4. Cutler, N., Belyea, L., Dugmore, A.: The spatiotemporal dynamics of a primary 
degradation. J. Ecol. 96, 231–246 (2007) 

5. Moreau, S., Bosseno, R., Gu, X., Baret, F.: Assessing the biomass dynamics of Andean 
bofedal and totora high-protein wetland grasses from NOAA/AVHRR. Rem. Sens. 
Environ. 85, 516–529 (2003) 

6. Nordberg, M.L., Evertson, J.: Monitoring Change in Mountainous Dry-heath Vegetation at 
a Regional Scale Using Multitemporal Landsat TM Data. Ambio 32, 502–509 (2003) 

7. Xie, Y., Sha, Z., Yu, M.: Remote sensing imagery in vegetation mapping: a review.  
J. Plant Ecol. 1, 9–23 (2008) 

8. Mäkeä, H., Pekkarinen, A.: Estimation of forest stand volumes by Landsat TM imagery 
and stand-level field-inventory data. Forest Ecol. and Management 196, 245–255 (2004) 

9. Röder, A., Udelhoven, T., Hill, J., Barrio, G., Tsiourlis, G.: Trend analysis of Landsat-TM 
and -ETM+ imagery to monitor grazing impact in a rangeland ecosystem in Northern 
Greece. Rem. Sens. Environ. 112, 2863–2875 (2008) 

10. Li, Y., Xue, Y., He, X., Guang, J.: High-resolution aerosol remote sensing retrieval over 
urban areas by synergetic use of HJ-1 CCD and MODIS data. Atmospheric Environ. 46, 
173–180 (2012) 

11. Lu, S., Wu, B., Yan, N., Wang, H.: Water body mapping method with HJ-1A/B satellite 
imagery. Int. J. Appl. Earth Observation and Geoinformation 13, 428–434 (2011) 

12. Nakayama, T.: Factors controlling vegetation degradation in Kushiro Mire. Ecol. 
Modelling 215, 225–236 (2008) 

13. Xie, Y., Sha, Z.: Quantitative Analysis of Driving Factors of Grassland Degradation: A 
Case Study in Xilin River Basin, Inner Mongolia. The Scientific World J., Article ID 
169724, 14 pages (2012), doi:10.1100/2012/169724 

14. Xie, Y., Sha, Z., Yu, M., Bai, Y., Zhang, L.: A comparison of two models with Landsat 
data for estimating above ground grassland biomass in Inner Mongolia, China. Ecol. 
Modelling 220, 1810–1818 (2009) 

15. Deng, X., Dong, X., Bo, H.: Research on Rainfall Spatial Interpolation Based on SRTM 
DEM. Disaster and Control Eng. 67, 55–60 (2009) (in Chinese with English abstract) 

16. Yang, Y.H., Fang, J.Y., Pan, Y.D., Ji, C.J.: Aboveground biomass in Tibetan grasslands.  
J. Arid Environ. 73, 91–95 (2009) 

17. Xu, D., Kang, X., Zhuang, D., Pan, J.: Multi-scale quantitative assessment of the relative 
roles of climate change and human activities in desertification—a case study of the Ordos 
Plateau, China. J. Arid Environ. 74, 498–507 (2010) 

18. Peeters, D., Thisse, J., Thomas, I.: Transportation Networks and the Location of Human 
Activities. Geographical Analysis 30, 355–371 (1998) 

19. Fore, L.S., Karr, J.R.: Assessing invertebrate responses to human activities: evaluating 
alternative approaches. J. N. Am. Benthol. Soc. 15, 212–231 (1996) 

 
 



 

F. Bian et al. (Eds.): GRMSE 2013, Part II, CCIS 399, pp. 623–631, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

A New Spatial Interpolation Approach  
Based on Inverse Distance Weighting:  

Case Study from Interpolating Soil Properties 

Jiaogen Zhou1 and Zongyao Sha2 

1 Changsha Research Station for Agricultural & Environmental Monitoring,  
Institute of Subtropical Agriculture, The Chinese Academy of Science,  

Changsha 410125, China 
zhoujg@isa.ac.cn 

2 Wuhan University, Wuhan, 430079, China 
zongyaosha@wuhan.edu.cn 

Abstract. This paper analyzed and discussed the effect of three similarity measure 
modes, i.e., spatial distance measure (SDM), non-spatial attribute similarity 
measure (NSASM) and their hybrid (SDM+NSASM), on interpolation accuracy 
by inverse distance weighting algorithm (IDW). The newly proposed approach 
differed from the traditional IDW one in that it also took use of non-spatial 
information (or environmental co-variables, either NSASM or SDM+NSASM 
mode) in the weighting vector computation for known spatial samples which are 
used to make interpolation for unknown locations. The proposed approach was 
tested on a case study in soil property (soil pH) interpolation. The result from 
cross-validation demonstrated that the NSASM and SDM+NSASM helped to 
decrease the prediction error compared to traditional SDM method, with good 
correlation between its environmental variables and the interpolation variable. 
Meanwhile, the IDW modeling result by NSASM and SDM+NSASM revealed 
closer local spatial relationships between soil pH and its environmental factors in 
comparison with the result from the traditional SDM. 

Keywords: Attribute similarity measure, inverse distance weighting, spatial 
interpolation. 

1 Introduction 

Prediction of soil properties for interesting locations through a limited known soil 
samples at different locations has been interesting and attractive topic in the research 
field of spatial analysis and prediction. One typical approach for spatial prediction is 
through spatial interpolation. Most of spatial interpolation techniques involving with 
the hot issue are mainly based on spatial autocorrelation theory or soil-landscape 
model, as having been reviewed in literature [1-3]. The inverse distance weighting 
(IDW) method is considered as one of popular methods and has been implemented in 
many GIS software packages [4]. IDW is simple and easy to use, but has the apparent 
limitation of a constant distance-decay relationship [5-7]. Many methods were 
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proposed to solve the problems related to this limitation [7-8]. In the paper, we try to 
address the issue which leads to possible high predictor error in interpolation process 
through IDW. 

IDW method can be simplified to such a process that the estimation of an 
interesting spatial variable (e.g., soil property value) at an unmeasured location is 
calculated by the observations of a number of the measured samples spatially close to 
the objective location. Generally, the more similarity of soil properties between the 
close neighbors to the unknown location, the better prediction result will be obtained. 
Given an unobserved soil location, IDW method searches its k-nearest neighbors in 
the spatial space based on spatial distance measure (or SDM). An underlying 
assumption for SDM is that predicted variable of samples close to each other are more 
similar than the ones with larger distance. However, there have been reports that for 
spatial objects with spatial and non-spatial attributes, their non-spatial attributes may 
not be similar even close to each other in geographic space [9-10].  

Considering spatial (given by geographical coordinates) and environmental 
variables both influencing spatial variables (e.g., soil properties) at every measured or 
unmeasured soil point, we extended the IDW approach which considers spatial 
distance only and presented two new versions’ spatial similarity modes, i.e., AIDW 
and SAIDW for calculating IDW similarity metric. Different from IDW, AIDW and 
SAIDW search k-nearest neighbors in non-spatial attributes space (non-spatial 
attribute similarity metric, NSASM) and spatial and non-spatial attributes space 
(spatial and non-spatial attribute similarity metric, SDM+NSASM), respectively, and 
thus is believed to have more power in spatial interpolation. Our contributions are: (1) 
it first proves that NSASM and NSASM+SDM can present better the similarity of 
some environmental variables (e.g., soil properties) than SDM; (2) it proposes two 
new methods to build similarity measure metric in IDW modeling, i.e., AIDW and 
SAIDW. The following of the paper is organized as follows. Section 2 introduces 
three IDW similarity models based on different similarity measure modes. Section 3 
presents a case study on real soil pH data. Finally, section 4 makes a conclusion. 

2 IDW Models with Different Similarity Measure Modes 

The key idea of traditional IDW approach is to search k-nearest neighboring known 
samples in the spatial space and to build a weighting vector for those neighboring 
samples based on their spatial distance to the unknown locations. The close distance 
indicates higher weighting for that known sample in the spatial interpolation process 
for the unknown location. Clearly, this process for calculation the weighting vector 
only takes spatial distance (usually in the form of Euclidean distance). In this paper, 
we extended IDW method by proposing two new methods, AIDW and SAIDW, for 
calculating the weighting vector for known samples. The main differences between 
AIDW, SAIDW and the traditional IDW way lies in the different similarity measure 
modes during the estimation of the weighting vector for the found k-nearest 
neighbors. The AIDW searches k-nearest neighbors for the un-sampled soil points 
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based on non-spatial attributes space, and calculate weigh coefficients through the 
difference between the un-sampled points and their neighbors in non-spatial attributes 
space. For SAIDW, given an unknown location, it tries to find its k-nearest neighbors 
and to build weight vector based on both spatial and non-spatial attribute space.  

The above-mentioned three methods estimate the unknown value )(ˆ 0xz  at the 

location of 0x  can all be written by the following equation, 
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where p is a power parameter generally assumed to be 2, and 0id is the Euclidean 

distance of the location 0x to the measured location as Eq.(3). 
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Here 0Px  and iPx  stand for the row vector of attributes at the location 0x and 

one at ix , respectively. Noting that 0Px  and iPx differ in three interpolation 

methods, that is that 0Px  and iPx
 

are row vectors of geographical coordinates for 

IDW, ones of non-spatial attributes for AIDW, and ones of geographical coordinates 
and non-spatial attributes for SAIDW, respectively.  

Additionally, R*-tree index technology [11] is used to reduce the complexity of  
k-nearest neighbors query for the three methods. 

3 Case Study 

3.1 Data Preparation  

Two data sets were collected at landscape and watershed level, respectively, i.e., 
Pantang area (PTA) of 4.5km2 and Jinjing watershed (JJW) of 133km2 in Changsha 
County, both located in Hunan province, China (Fig.1). They were used as case study 
in this work. 
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Fig. 1. Sampling sites and the environmental factors selected for soil pH interpolation in PTA 
and JJW 

The most recent digital elevation model (DEM) with 5m spatial resolution for the 
two study areas and the land-use map in JJW were acquired from the land surveying 
department in Hunan province, China. Both the 523 soil points in PTA and the 955 
soil points in JJW have the attributes of geographical coordinates, environmental 
factors (elevation and slope) and interpolation variable (e.g., soil pH).  

Considering the field of land use is categorical not numeric, the averaged pH value 
of soil samples contained in each land-use patches was calculated, and then assigned 
to the corresponding land use class. To generate pH perdition map for JJW, a grid 
map with 20m×20m spatial resolution were generated. The environmental factors at 
the unmeasured points were achieved by overlaying the grid layer on corresponding 
raster maps, respectively. All operations on spatial data were implemented with 
Arcgis9.0 software. The pH value of the soil samples in PTA and JJW were first log-
transformed before entering prediction models, and then the predicted values were 
back-transformed. 
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3.2 Model Calibration and Validation 

To assess the performances of SDM, NSASM and SDM+NASDM on representing the 
similarity between the soil property (soil pH), the two real datasets were randomly split 
into two parts: 75% as training data and 25% as validation data, respectively. The 
mean similarity index (MSI) was calculated to assess how close the pH value of every 
soil point in validation dataset

 
was to that of its neighbors in training data in Eq. (4): 
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where k is the number of the nearest neighbors close to the jth sample, p for that of 
validation samples, jZ for the pH value of the jth validation sample, and ijZ is the pH 

value of the ith neighbor close to the jth sample. For a couple of soil samples, the 
smaller the value of MSI, the more similarity of their soil pH is. 

The ten-fold cross-validation was used to evaluate the prediction performance of 
three IDW models with different similarity measure modes. For this, the two real data 
sets were randomly split into ten equally sized sub-datasets, respectively. Of the10 
sub-datasets, a sub-dataset was retained as the validation data for testing the models, 
and the remaining 9 sub-datasets were used as training data. The cross-validation 
process was then repeated ten times, with each of the 10 subsamples used exactly 
once as the validation data. The prediction performance of the three models was 
evaluated by determining how close the predicted value )(ˆ 0xz was to the measured 

value at every point ix . The two indices of mean absolute error (MAE), and root 

mean square error (RMSE) were calculated as: 
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where n, )(ˆ ixz  and )( ixz  are the number of validated samplers, the values of the 

predicted and measured, respectively. 

3.3 The Effect of Different Measure Modes on Similarity between Soil 
Locations 

The smaller values of MSI indicate more similarity of the objective attribute (e.g., soil 
pH) between soil points. In PTA, the values of MSI with NSASM higher than those 
with SDM and SDM+NSASM at every KNN size, while the MSI values of 
SDM+NSASM are close to that of SDM (Fig.2-a). In JJW, SDM made higher MSI 
than SDM and SDM+NSASM, and NSASM and SDM+NSASM had similar MSI 
(Fig.2-b). Additionally, Due to the more heterogeneous soil points as KNN size 
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increases, the similarity of soil pH between soil points decreased. As a result, the 
values of MSI for SDM, NSASM and SDM+NSASM had upward trends in PTA and 
JJW with increasing of KNN size.  

Generally, SDM and SDM+NSASM helped to search more similar k neighbors for 
a given soil point than NSASM for soil pH in PTA, while NSASM and SDM+NSASM 
performed over SDM for soil pH in JJW. The comparative results indicate that the 
superiority of NSASM and SDM+NSASM over SDM may be limited by the 
correlation between its environmental co-variables and the soil pH variable. For 
example, the environmental factors of elevation and land use significantly correlated 
with soil pH in JJW, while a weak relationship among elevation, slop and soil pH was 
observed (Table.1). This implies that NSASM and SDM+NSASM can represent 
similarity between the pH variable of soil points with significantly good correlation. 

 

 

Fig. 2. Mean similarity index with different measure modes on two real datasets 

Table 1. Correlation coefficient between soil pH and its co-variables  

Soil pH 
 

Co-variables 

Elevation(m) Slope(degree) Land use 

PTA_pH 0.08 –0.03  

JJW_pH -0.20*  0.73* 

PTA_pH, JJW_pH are for soil pH in Pantang area and Jinjing watershed, respectively. * 

Significant at 0.05 probability level. 
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3.4 Comparison of Prediction Accuracy on Validation Sets 

The two indexes of MAE and RMSE were used to evaluate the prediction uncertainty 
of the three IDW models. Good prediction should have the lower values for MAE and 
RMSE. In the case of the dataset in PTA, IDW provided better predictions as lower 
MAE and RMSE than AIDW and SAIDW was observed and for the dataset of JJW, 
SAIDW gave a better prediction, followed by AIDW and IDW (Table.2). So, it is 
reasonably to believe that NSASM and SDM+NSASM helps to improve the 
prediction accuracy with good relationship between soil pH and its environmental co-
variables based on our analysis. 

Table 2. Root mean squared error (RMSE) and mean absolute error (MAE) on SOC and TSN 
of validation sets in Pantang area and Jinjing watershed  

Soil pH 
Items Prediction methods 

 IDW AIDW SAIDW 

PTA_pH 

MAE 0.26 0.29 0.30 

RMSE 0.33 0.38 0.38 

JJW_pH 
MAE 0.29 0.21 0.19 
RMSE 0.37 0.30 0.27 

 

PTA_pH, JJW_pH are for soil pH in Pantang area and Jinjing watershed, respectively. 

3.5 Comparison of Spatial Prediction Maps 

Good prediction map by a given spatial interpolation method should first give a range 
of the predicted inside the range of the certain soil property to be predicted, and it is 
more important that it should reflect the spatial patterns of its environmental factors 
influencing the soil property. For prediction of pH contents at un-sampled locations in 
JJW, three models gave various ranges, 3.3~5.6 for IDW, 3.3~4.6 for AIDW, and 
3.3~4.6 for SAIDW, respectively. In the comparison with the range of pH observation 
values (3.1~5.8) of the 955 soil points, the estimations of the three IDW models are 
inside the range of observations. There is a trend that high pH with paddy field 
(averaged value of 4.2), middle pH (averaged value of 3.8) with forest land and 
relatively low pH with tea field (averaged value of 3.5) across the JJW.  

The predicted map on soil pH by IDW model did not follow the trend (Fig.3-a), 
and it showed a high smoothing effect in the result of spatial interpolation. Different 
from IDW, AIDW and SAIDW reduced the smoothing effect because they took 
environmental variables into account in the prediction process (Fig.3-b and c). 
Meanwhile, AIDW and SAIDW produced pH maps with more reasonable and 
characteristic spatial patterns as influenced by the elevation and land use. First, the 
predicted pH values in the maps by AIDW and SAIDW generally followed the trend 
that soil pH is a significantly negative correlation ( p<0.05) with elevation across the 
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JJW, except some regions in the northern parts, that is, the low pH prediction values 
with high elevation and relatively high ones with low elevation. Second, the predicted 
maps by AIDW and SAIDW both reflected that the spatial patterns of land use 
affected soil pH across the JJW as well. It is very clear that high pH values appear 
mainly in paddy fields, middle ones in forest fields, and low ones in tea fields. From 
this perspective, it is reasonably believe that NSASD and SDM+ NSASM helped to 
improve prediction precision than SDM. 

 

 

Fig. 3. The prediction maps by IDW, AIDW and SAIDW 

4 Conclusions 

In the paper, we discussed and analyzed the effect of the three attribute-similarity 
measure modes of SDM, NSASM and their hybrid on the prediction performance of 
inverse distance weighting approach. The experimental results on real datasets proved 
that NSASM and SDM+NSASM not only presented a better similarity of soil 
properties between soil points when compared to traditional SDM, but also helped to 
produce interpolation maps which present spatial patterns of other environmental 
variables influencing on soil properties. Considering that above-mentioned results 
obtained at landscape and watershed scales, the larger spatial-scale data sets are 
required to test our results in the future. It is also worth further discussion that how to 
adaptively choose optimal model parameters.  
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