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LNCS Transactions on Computational Science

Computational science, an emerging and increasingly vital field, is now widely
recognized as an integral part of scientific and technical investigations, affecting
researchers and practitioners in areas ranging from aerospace and automotive re-
search to biochemistry, electronics, geosciences, mathematics, and physics. Com-
puter systems research and the exploitation of applied research naturally comple-
ment each other. The increased complexity of many challenges in computational
science demands the use of supercomputing, parallel processing, sophisticated
algorithms, and advanced system software and architecture. It is therefore in-
valuable to have input by systems research experts in applied computational
science research.

Transactions on Computational Science focuses on original high-quality re-
search in the realm of computational science in parallel and distributed en-
vironments, also encompassing the underlying theoretical foundations and the
applications of large-scale computation. The journal offers practitioners and re-
searchers the opportunity to share computational techniques and solutions in
this area, to identify new issues, and to shape future directions for research, and
it enables industrial users to apply leading-edge, large-scale, high-performance
computational methods.

In addition to addressing various research and application issues, the journal
aims to present material that is validated — crucial to the application and ad-
vancement of the research conducted in academic and industrial settings. In this
spirit, the journal focuses on publications that present results and computational
techniques that are verifiable.

Scope

The scope of the journal includes, but is not limited to, the following computa-
tional methods and applications:

Aeronautics and Aerospace
Astrophysics

Bioinformatics

Climate and Weather Modeling
Communication and Data Networks
Compilers and Operating Systems
Computer Graphics

Computational Biology
Computational Chemistry
Computational Finance and Econometrics
Computational Fluid Dynamics
Computational Geometry
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Computational Number Theory
Computational Physics

Data Storage and Information Retrieval
Data Mining and Data Warehousing
Grid Computing

Hardware/Software Co-design
High-Energy Physics

High-Performance Computing
Numerical and Scientific Computing
Parallel and Distributed Computing
Reconfigurable Hardware

Scientific Visualization

Supercomputing

System-on-Chip Design and Engineering



Editorial

The Transactions on Computational Science journal is part of the Springer series
Lecture Notes in Computer Science, and is devoted to the gamut of computa-
tional science issues, from theoretical aspects to application-dependent studies
and the validation of emerging technologies.

The journal focuses on original high-quality research in the realm of com-
putational science in parallel and distributed environments, encompassing the
facilitating theoretical foundations and the applications of large-scale computa-
tions and massive data processing. Practitioners and researchers share computa-
tional techniques and solutions in the area, identify new issues, and shape future
directions for research, as well as enable industrial users to apply the techniques
presented.

The current volume is devoted to recent advancements in the area of geomet-
ric algorithms, specifically Voronoi Diagrams and their applications. The issue
contains ten papers, presented at the International Symposium on Voronoi Di-
agrams 2012, held in June 2012 at Rutgers University, NJ, USA. These papers
provide an in-depth overview of current research on topological data structures
and a comprehensive evaluation of their application in cartography, physics, ma-
terial modeling, chemistry, GIS, motion planning, and computer graphics. The
issue also features a position paper by ISVD 2012 Conference Chair Prof. Bah-
man Kalantari.

We would like to extend our sincere appreciation to Guest Editor Prof. Kalan-
tari, to all of the authors for submitting their papers to this special issue, and the
associate editors and referees for their valuable work. We would like to express
our gratitude to the LNCS editorial staff of Springer, who supported us at every
stage of the project.

It is our hope that the fine collection of papers presented in this special issue
will be a valuable resource for Transactions on Computational Science readers
and will stimulate further research into the vibrant area of computational science
applications.

August 2013 Marina L. Gavrilova
C.J. Kenneth Tan
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The State of the Art of Voronoi Diagram
Research

Bahman Kalantari

Rutgers, The State University of New Jersey
New Brunswick, NJ, USA

The notion of Voronoi diagrams refer to a conceptually simple geometric con-
struct that is based on a finite set of points in a Euclidean space. Intuitively
speaking, it is such a simple notion that it can be described to a non-specialist.
Indeed even some social and cultural settings can be described that would con-
vey the essence of the concept. Consider for instance a number of strangers who
are standing still in a room at random locations. In what region of space can
an individual freely move his/her arms without appearing to be impolite to the
others? Without having a precise definition of this personal space, each individ-
ual would most likely have an intuitive notion of it. If each individual is reduced
to a single point occupying a specific location in the room, the personal space of
a particular point is its Voronoi cell, the set of all points that are closer to that
point than to any of the other points. Each Voronoi cell is a polyhedral region.
The Voronoi diagram of the set of points is the partitioning of the space into the
collection of Voronoi cells, together with their boundaries.

It is not surprising that such a simple geometric construct should find nu-
merous practical or theoretical applications in many fields of science. Voronoi
diagrams of sets of points in the Euclidean spaces are fundamental geomet-
ric constructs. They find natural connections to other fundamental constructs
appearing in computational geometry, e.g. Delaunay Triangulation, present in
many applications of Computer Graphics.

Over the past few decades the subject of Voronoi diagrams has been flourish-
ing through numerous research articles, turning it into a well-regarded area of
computational geometry, with numerous theoretical and practical applications in
diverse scientific areas. The 9th International Symposium on Voronoi Diagrams
in Science and Engineering (ISVD) 2012, took place during June 27-29 at Rut-
gers, The State University of New Jersey. It was the first time this international
event was held in the U.S.

ISVD 2012 addressed a wide range of research and applications related to
Voronoi diagrams. Forty submissions were refereed by anonymous reviewers from
among the program committee members. Out of thirteen full articles and seven
short ones that were selected for presentation at ISVD 2012, the top 20 percent
were invited to submit a revised and extended version of their article for further
review and consideration for the present issue. These papers have been selected
based on several criteria, including quality, reviewer’s comments, and feedback
from conference participants.

M.L. Gavrilova et al. (Eds.): Trans. on Comput. Sci. XX, LNCS 8110, pp. 1-ff] 2013.
(© Springer-Verlag Berlin Heidelberg 2013



2 B. Kalantari

The ISVD Symposia, originated by Kokichi Sugihara, Chair of ISVD 2004,
and Deok-Soo Kim, Chair of ISVD 2005, provides a platform to bring more vis-
ibility to Voronoi diagrams. These symposia help foster synergy and exchange
of ideas among researchers working in various areas who have found connec-
tions through Voronoi diagram methodology, its applications, generalizations or
variations. ISVD facilitates the state-of-the-art research on Voronoi diagrams by
bringing different applications of this concept into view and thus help increase
the possibilities of collaborations between researchers of diverse areas. The goal
of ISVD 2012 was to help contribute to the further development of the theo-
retical foundations of computational geometry, to bring about new innovations
and solutions to applied problems through the use of Voronoi diagram method-
ology, and to extend its boundaries by describing novel theoretical and practical
connections with other fields of science and art.

Indeed the connections of one of the Chairs of the ISVD 2012 to the notion
to Voronoi diagrams came about in a non-traditional manner: the relationship
between Voronoi diagrams and polynomial root-finding and Polynomiography.
Polynomiography pertains to algorithms for the visualization of polynomial root-
finding methods via iteration functions. It gives rise to images that are not
necessarily fractal. The field of polynomiography in particular gives rise to a
form of art that overlaps with Voronoi art, fractal art, and even fine art. For a
comprehensible source on polynomiography, see [I]. For a general introductory
and non-technical article, see [2].

One of the most famous of all algorithms, Newton’s method for polynomial
root-fining, when applied to a complex polynomial can indeed be viewed as a
mechanism for approximation of the Voronoi diagram of roots. This is in the
sense that the Voronoi diagram of the roots is roughly approximated by their
basins of attraction under Newton’s iterations. One can argue that the notion
of Voronoi diagram was in the minds of Cayley and Schréder who pioneered
complex polynomial root-finding in the late nineteenth century, before Georgy
Voronoy took a formal interest in the concept that was to be named after him.

Through polynomiography one can introduce concepts such as basins of at-
traction of polynomial roots and Voronoi diagrams, not only in the context of
education, but to artists and to the general public, making them realize that
some artwork by the most famous artists bring to mind connections to these
mathematical notions. Polynomiography helps introduce concepts related to dy-
namical systems and can help teach notions that are related to fractals, making
them much more meaningful and tangible than what generic characterizations
and approaches to fractals seem to offer. On the connections between Voronoi
diagram and polynomial root-finding, far beyond Newton’s method, the reader
is invited to examine [3/4].

Voronoi diagrams have given rise to many variations. One of these, the zone
diagram defined by Asano, et al. [5], is a new and rich variation of the Voronoi
diagram for a given finite set of points in the Euclidean plane. The notion of a
zone diagram and its existence was the main motivation behind defining mol-
lified versions in [6], called territory diagrams and mazimal territory diagrams.
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However, the study was also motivated by an intriguing relationship between
approximations to Voronoi diagrams and certain regions of attraction in poly-
nomial root-finding through iterations, see [B/4]. A mollified zone diagram can
be viewed as a relaxation of a zone diagram in the sense that a zone diagram is
a particular instance of the more general notion of maximal territory diagrams.
The geometric concept of forbidden zone is intrinsic in the characterization of
maximal territory diagrams in general and zone diagrams in particular. One of
the articles in this volume is dedicated to properties of forbidden zones, “On
properties of forbidden zone of polygons and polytopes.” The notion of forbid-
den zone promises to bring new and interesting lines of research and applications
into computational geometry. Indeed, the concept of forbidden zone has certain
connections to a fundamental convex hull problem which is also a special case
of the feasibility problem in linear programming, see [7].

The state of the art in Voronoi diagram applied research field was reported in
2008 in [8]. For applications of Voronoi diagrams in material sciences see [9I10], in
mechanical engineering see [I112], in biometrics see [1314], and for applications
in GIS see [15/16].

We would like to thank the NSF for a grant toward ISVD 2012, and DIMACS
for its administrative support. Finally, we would like to thank all researchers
who expressed interest in ISVD 2012, and the invited authors for this issue for
submitting extended versions of their article. We thank the Invited Speakers,
Chee Yap and Prosenjit Bose, and all conference attendants for making the
ISVD 2012 Symposium a premium event. We hope that the Voronoi diagram
community will continue to grow and mature, resulting in the development of
new concepts and ideas in Computational Geometry, as well as new connections
and applications in areas outside of Computational Geometry.
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DT-RANSAC: A Delaunay Triangulation Based
Scheme for Improved RANSAC Feature
Matching

Priyadarshi Bhattacharya and Marina Gavrilova

Dept. of Computer Science, University of Calgary, 2500 University Drive NW,
Calgary, AB, Canada

Abstract. The main objective in content-based image retrieval is to
find images similar to a query image in an image collection. Matching
using descriptors computed from regions centered at local invariant in-
terest points (keypoints) have become popular because of their robust-
ness to changes in viewpoint and occlusion. However, local descriptor
matching can produce many false matches. To improve the retrieval re-
sults, geometric verification is usually performed as a post-pocessing step.
RANSAC can robustly fit a model to data in presence of outliers and
has been widely used for the geometric verification stage. But obtaining
a good hypothesis may require many trial runs, particularly when the
proportion of inliers in the data is low. We introduce a novel geometric
verification scheme called DT-RANSAC based on topological informa-
tion in the Delaunay Triangulation of putatively matched keypoints to
construct a refined set of matches, that is presented to the RANSAC
algorithm to fit a homography. Experiments reveal that DT-RANSAC
is able to converge to correct hypothesis in very few trial runs and the
retrieval results are consistently better than geometric verification based
on plain RANSAC.

1 Introduction

Content-based image retrieval (CBIR) systems are usually based on query by
example, where the objective is to find images similar to a query image from an
image dataset. Most current CBIR systems extract local features in the form of
interest points (keypoints) from query image which are invariant to scale and
rotation changes. For a detailed description of local feature detectors, refer to
[20]. Typically, some measurements are taken from a region centered on a local
feature and converted into fixed dimension vectors called descriptors. Different
types of descriptors have been proposed in literature. See [14] for a performance
evaluation. Most state-of-the-art CBIR systems use the bag-of-words (BoW)
model introduced by [I8], which represents an image as a histogram of visual
words. The visual words are obtained by clustering the descriptors computed
from the image corpus or from an independent dataset and represent the cluster
centers. In order to represent an image under the BoW scheme, the descriptors
are mapped to the nearest visual word and the number of occurrences of each

M.L. Gavrilova et al. (Eds.): Trans. on Comput. Sci. XX, LNCS 8110, pp. 5-£1] 2013.
(© Springer-Verlag Berlin Heidelberg 2013



6 P. Bhattacharya and M. Gavrilova

visual word in the image is computed. This generates a frequency histogram
of an image which is then normalized. Matching between a pair images then
translates into determining the Euclidean or cosine distance between the corre-
sponding normalized histograms. But comparing a query image to all images in
corpus is prohibitively expensive. To scale the retrieval to large image corpuses,
an indexing approach is used based on inverted files [18], that can efficiently
determine the images in corpus that have common visual words with query im-
age. Figure [[lillustrates the BoW approach of finding images similar to a query

image.
Inverted
Index
Histogram of visual words
= | Query

Image encoding

Codebook
(Visual words) listof
: Images
L
‘ Geometric \
Re-ranked <:| verification
list of :

images

Fig. 1. Image retrieval using BoW approach

Query image Falure extraction

The BoW approach, despite its success, has a significant weakness. It discards
any spatial information about visual words when constructing the histograms.
This makes the model vulnerable to false matches as a pair of unrelated images
may have a number of visual words in common but with a widely different spatial
arrangement. In order to regain some of the discriminative power, spatial infor-
mation is typically introduced at a later stage through geometric verification.
The geometric verification stage ensures that the common visual words between
a pair of images agree on their spatial layout.

RANSAC [§] is a powerful estimation method used to robustly fit a model
to data in presence of outliers. It has been utilized to eliminate false matches
between local features in the geometric verification stage [5][19][23]. Iteratively,
RANSAC picks a random subset of matches from a putative match list and fits
a model (homography) to them. For fitting an affine homography, a minimum of
four element subset is required. This is usually termed a minimal subset. Then,
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the model is tested against all other correspondences in the putative match list.
Correspondences that fit the model are considered as hypothetical inliers. Those
that do not fit are considered as hypothetical outliers. After a fixed number of
iterations (I"), the model with highest number of hypothetical inliers is selected.
Higher values of I" are required to ensure a higher probability of finding a correct
hypothesis. I is also dependent on the proportion of inliers in the dataset. As
a result, with a lot of noise (false matches) in the data, RANSAC may require
many iterations before it can find a correct hypothesis. When the number of
inliers is < 50%, RANSAC may not be able to find a good hypothesis even after
a large number of iterations.

To overcome these limitations, variations of RANSAC have been proposed that
have been shown to produce better correspondences than standard RANSAC. Lo-
cally Optimized RANSAC [@] is one of the notable variations. See [I7] for a com-
parison of RANSAC variants. But the results have been tested on just a handful
of images and not in an image retrieval setting.

We introduce a novel geometric approach called DT-RANSAC based on utiliz-
ing topological information in the Delaunay Triangulation of putatively matched
keypoints to improve recognition results over RANSAC. The method is based
on the simple idea that putatively matched keypoints that have other puta-
tively matched keypoints in neighbourhood are more likely to be true positive
matches and hence should be prioritized for inclusion in the putative match list
for RANSAC verification.

The Delaunay Triangulation (DT) and its dual the Voronoi diagram (VD)
have found applications in a large number of areas such as robotics [23], com-
puter simulation [I2], network optimization [22], and clustering [4]. We construct
the DT of putatively matched keypoints for an image and to define the neigh-
bourhood of a keypoint, we simply consider the keypoints that are connected
to it by an edge in the DT. By virtue of DT properties, this defines a very
natural neighbourhood for a keypoint. The number of putative matches among
the neighbours of a keypoint acts as its support. A match with higher support
gets higher priority for inclusion in the minimal subset for RANSAC verifica-
tion. Thus, instead of random selection of putative match list, we prioritize the
order so that the probability of RANSAC converging on a good hypothesis in
very few iterations is maximized. The better matching using proposed approach
is observed to improve retrieval results. The performance of DT-RANSAC is
evaluated in an image retrieval setting, based on quality of final ranked list of
images.

2 BoW Framework for Finding Similar Images

In this section, we discuss the details of the implemented system and provide
some visual illustrations. Our content-based retrieval system is designed for find-
ing landmarks similar to a query image from a landmark image database. The
first step is extracting keypoints from all images in corpus and computing the de-
scriptors. We use the 20K and 100K codebooks of [9] computed from Flickr60K
dataset for our experiments.
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2.1 Local Features

We use the Hessian-Affine detector [15] for features as it is more robust to view-
point changes than other feature detectors. As part of background information,
the rotation invariant Hessian detector was introduced in [I]. It uses the deter-
minant of the Hessian matrix which reaches a maximum for blob-like structures
in the image. In [13], a scale-invariant blob detector, coined Hessian-Laplace was
introduced which was based on the Hessian detector but detected interest points
in scale space. Thus it was both rotation and scale invariant. The Hessian-Affine
detector is an affine adaptation of the Hessian-Laplace detector and has been
shown to perform well in [7]. It is relatively more robust to nonuniform scaling
and skew than scale invariant detectors. Each keypoint has four attributes - the
z and y coordinates in the image, the scale at which the keypoint was detected
and the orientation.

2.2 Feature Descriptor

The step represents the local neighbourhood centered at a keypoint with a de-
scriptor. A large number of descriptors have been proposed in literature [14]. We
use the SIFT [I1] descriptor. It is computed as a set of orientation histograms
(8 bins) on a 4 x 4 grid centered at each keypoint. So the dimensionality of the
descriptor is 4 x 4 x 8 = 128.

2.3 Tf-idf Weighting and Inverted Index

For BoW representation, we map each descriptor to the nearest visual word
in the codebook using the fast randomized kd-tree module of [21] with nearest
neighbour approximation. We utilize the term frequency-inverse document fre-
quency (tf-idf) weighting (similar to [16]) as it yields better retrieval results over
frequency histogram approach. Using the tf-idf weighting scheme, each image
I; is represented as a vector of weights w; = {w1;, wo;, ... wk;} where k is the
number of visual words in the codebook and w;; is represented as:

w 1. log N
ij = o
\Zifw, Z Inij > 0|
term freq. oo -

inverse doc. freq.

where n; ; is the number of occurrences of word ¢ in image j and N is the total
number of images in the image database. In the equation, |n; ; > 0| denotes the
number of images in which word 7 is present.

The L2-normalized tf-idf weight for each visual word occurring in a corpus
image is stored in the inverted index structure.
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2.4 Image Matching

Given a query image, the keypoints and corresponding descriptors are first com-
puted. The descriptors are assigned to visual words and a tf-idf representation is
computed for the image which is then L2-normalized. The initial ranked list of
images is computed using a voting mechanism [I6]. Scores of all images in corpus
is first initialized to zero. For each visual word in query image, we determine the
corpus images where this word occurs using the inverted index. The score for
each of these images in then incremented as:

s(i) + = tg*te
where s5(i) is the score for i'" image in corpus, ¢, is normalized tf-idf weight for
the visual word for query image and t. is the normalized tf-idf weight of the
visual word for corpus image (pre-computed and stored in inverted index file).
The score, in effect, represents the cosine similarity of the tf-idf representations
between query and corpus image and holds a value between 0 and 1. Based on
the computed score, the initial ranked list of images is generated.

2.5 Geometric Verification

Geometric verification using RANSAC is computationally expensive and so can
only be applied to a relatively small part of the ranked list of images. In our
experiments, we apply geometric verification up-to a maximum of 200 images in
ranked list. The geometrically verified images are re-ranked based on the number
of established correspondences in the verification stage.

RANSAC requires a putative list of correspondences as input. We access the
computed descriptors for images and derive a putative set of correspondences
based on the descriptor matching scheme described in [I1]. A pair of descriptors
is considered a match if the distance ratio between the closest match and second
closest one is below some threshold I

dz(fa fl“)
d2 (fa f2"“i)

where f is the descriptor to be matched and fist and fyna are the nearest and
the second nearest descriptors from the corpus dataset, with d(...) denoting the
Euclidean distance between two descriptors. A threshold I' = 0.8 was suggested
n [II]. We use a stricter threshold of 0.67 to eliminate more false matches.

Figure2lshows local features detected for two different views of the same land-
mark. The matches obtained using the descriptor matching scheme just outlined
is shown in figure Bl Because local features need to be repeatable in the face
of viewpoint changes and occlusion, they can only cover small neighbourhoods
around keypoints. This reduces their discriminative power resulting in many
false matches as evident in figure Bl

In standard RANSAC verification, these putative matches are input to the
RANSAC algorithm which iterates by considering four matches randomly from

<I?
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Fig. 2. Local features detected at various scales and orientations for two different views
of the same landmark (Courtesy: VLFeat library [21])

Fig. 3. Putative matches obtained from descriptor matching

the list and fits a model to these features. On each iteration, it computes the
number of inliers that conform to the model and the outliers that do not conform
and finally selects the model that has the highest number of inliers. Given a
proportion p of inliers in the dataset, the probability P of finding a correct
hypothesis after I' RANSAC iterations is given by []]:

P=1-(1-pm™"
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where m is the size of the minimal subset and set to 4. So given a desired
probability P, the number of iterations I" is given by:
_log(1-P)
log(1 —p™)

In reality, the actual number of trial runs required is much more than this

theoretical value. In next section, we detail the steps of our proposed algorithm
DT-RANSAC.

(1)

3 DT-RANSAC Methodology

DT-RANSAC derives a refined list of matches from the putative list of matches,
which is then input to RANSAC. Figure [ compares the correspondences ob-
tained by DT-RANSAC after 5 trials with 500 runs of plain RANSAC for a pair
of landmark images. As evident from the figure, the output of our method is as
good or better which indicates that the refinement helps significantly in enabling
RANSAC to find a correct hypothesis after very few runs.

Algorithm 1 outlines the proposed refinement scheme. The putative list of
matches L is input to our algorithm along with the computed features from the
two images being matched. Steps 2 and 3 reduce the feature list to just those that
putatively matched. Thus, 1 feature of f, matches 15 feature of f,, 2"¢ feature
matches 2"? and so on. Steps 5-8 compute the Delaunay Triangulations of the
matched feature locations. Step 9 invokes getRefinedList which is outlined in
Algorithm 2. If the number of correspondences with support = 2 is < 4, spatial
verification with RANSAC is not performed and number of verified matches is
reported as zero. If the number is > 4, minimal subsets are formed in sequence
from the refined list in groups of 4 and input to RANSAC. This eliminates
random selection and replaces it with a prioritized selection based on the support
value of a correspondence.

Algorithm 2 computes the refined match list input to RANSAC. The Hessian-
Affine detector can detect multiple keypoints at the same location that differ
in orientation. As Delaunay Triangulation is purely based on the location of
the features, it considers each location only once. Thus, a single vertex in the
Delaunay Triangulation can correspond to multiple features and it is necessary
to compute a mapping from features to Delaunay vertices and back.

The map function in steps 2 and 3 computes this mapping for the two trian-
gulations. F2VMap denotes the feature to vertex map while V2FMap denotes
the vertex to feature mapping. The map function constructs a kd-tree of the De-
launay vertices. For each feature, we utilize the kd-tree to efficiently determine
the Delaunay vertex closest to it.

We construct a mapping from features to Delaunay vertices which is many
to one and another from Delaunay vertices to features which is one to many.
The first is implemented as a simple array with length set to number of features
and each element holding the index of nearest Delaunay vertex. The second
is implemented as a cell array (matlab) having length equal to the number of
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(a) Output of plain RANSAC after 500 iterations.

(b) Output of DT-RANSAC after 5 iterations.

Fig. 4. Correspondences obtained between two views of the same landmark using DT-
RANSAC and RANSAC

Delaunay vertices. Each cell element of this cell array is a vector that holds the
indices of the features that share that location.

Steps 6-22 iterate over all the putatively matched features of one of the images.
Step 7 computes the vertex index corresponding to the current feature index.
Step 9 computes the indices of the vertices adjacent to this vertex in the Delau-
nay Triangulation using topological search while Step 10 translates these vertex
indices to corresponding feature indices. Note that a single vertex index can
translate into multiple features. Steps 11-13 perform the same task for the other
triangulation. Step 15 computes the intersection of the neighbouring feature lists
in the two triangulations which represents the neighbouring feature indices that
match in the putative match list. The size of the intersection represents the
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Algorithm 1. geoMatch (L, fa, fb)

Inputs:

L: 2 x N element matrix where N is the number of putative matches. The 1°¢ row of
L are the indices of the matching features in image I; and the 2™
of the matching features in image I>.

row are the indices

fa: Local features extracted from image I;. This is a 4 X n; matrix with each
column being of the form {z,y, scale,orientation} and ny is the total number of
features detected in I;.

fv: Local features extracted from image I». This is a 4 X ng matrix with each
column being of the form {z,y, scale,orientation} and no is the total number of

features detected in I.

Output: Number of verified matches

1: {Reduce features to just those matched:}
2t fa < fa(:, L(1, 2))

3 fo fb(:7 L(27 ))

4: {compute Delaunay Triangulation:}

5. X < fa(1, :); Y < fa(2, :)

6: DT} + DT(X, Y)

T X — fo(1, 2); Y+ fuo(2, 2)

8 DIy « DT(X, Y)

9: Lycfinead < getRefinedList(fa, fo, D11, DT5)

10: if Length(Lyefined) < 4 then

11:  Report 0 correspondences from geometric verification

12: else

13:  Select sets of 4 correspondences from L in sequence ((1 —4), (2 —5) and so on)
and use as minimal subset for RANSAC.

14:  Terminate RANSAC when L is exhausted or maximum number of trials is
reached.

15:  Report maximum number of inliers found so far.

16: end if

support for the correspondence. Steps 18-21 retain the index and support of all
correspondences with support > 2. Finally, Step 23 reorders the list of indices L
in descending order of support. This ensures that correspondences with highest
support are considered first as hypothetical inliers by RANSAC.

4 Datasets and Evaluation

The Oxford 5k landmarks dataset [16] has been used for experiments. The origi-
nal dataset consists of 5062 images collected from Flickr by searching for Oxford
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Algorithm 2. getRefinedList (fq, fp, D11, DT5)

1: {compute feature «+» vertex mapping:}

2: [F2V Mapl, V2F Mapl] < map(f., DT1)

3: [F2V Map2, V2F Map?2) < map(f,, DT3)

4 L ¢

5 S+ ¢

6: for i =1 to Size(fa, 2) do

7 v F2VMapl(i)

8:  {Find vertex indices adjacent to v (joined by an edge in the triangulation):}
9: nVers < findAdjVertexIndices(DT1,v)
10:  adjFy + cell2mat(V2F Mapl(nVers))
11: v« F2VMap2(i)
12:  nVers « findAdjVertexIndices(DT3,v)
13:  adjFs < cell2mat(V2F Map2(nVers))
14:  {Create a list of the neighbouring feature indices that match:}

15: s+ adjF1 () adjF»

16:  {Check for a minimum support of 2}

17:

18:  if Length(s) > 2 then
19: L« LU

20: S « S U Length(s)
21:  end if

22: end for

23: Reorder L according to descending order of support in S

landmarks. It has images of 11 different landmarks with a large number of dis-
tractor images. There are 5 query images for each landmark resulting in a total
of 55 different queries. Images in this dataset are classified in [16] as Good if a
clear picture of a query landmark is present in it, as Ok if > 25% of the landmark
is clearly visible, Junk if < 25% is visible or there is severe occlusion and Absent
if none of the query landmarks are present.

For our experiments, we created the corpus dataset with only the images that
were marked as Good and changed the evaluation code so that Ok images are
not considered. The query images are the same as used in [16].

Our RANSAC implementation is based on the Matlab code from [I0]. Our
Delaunay Triangulation implementation uses Matlab’s in-built functions. For
evaluation of the system, we utilize the evaluation scheme of [16]. For each query,
the retrieval quality is measured as the area under the precision-recall curve. This
measure is then averaged over all 55 queries to obtain a Mean Average Precision
(mAP) value. All experiments were performed with a single CPU on a Macbook
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Pro with 2.4 GHz Intel Core i5 processor and 16 GB memory. Except section
4.1, a codebook size of 100K is used exclusively for all experiments.

4.1 mAP vs. Vocabulary Size

We compare the retrieval performance of our method (referred to as
DT-RANSAC) in figure Bl with RANSAC and BoW for two different vocabulary
sizes (from [9]) and different number of max. trials. The geometric verification
was performed on top 200 retrieved results. For figure the max. number
of trials is set to 15 for both RANSAC and DT-RANSAC. As evident from the
figure, DT-RANSAC achieves much better retrieval results than both RANSAC
and BoW for both vocabulary sizes. Increasing the max. number of trials in fig-
ure to 50 improves retrieval results for both RANSAC and DT-RANSAC
with DT-RANSAC clearly outperforming RANSAC again for both vocabulary
sizes. This demonstrates the usefulness of the refinement strategy as the higher
precision indicates that DT-RANSAC is able to find better hypothesis in much
less trials.

065 0.66

0632 0.64

0613 0.62
o o
< 0495 :
< < os

0577 0.58

0.558 0.56

054 0.54

20K 100K 20K 100K
Vocabulary size Vocabulary size
B Bow M RANSAC DT-RANSAC H Bow B RANSAC DT-RANSAC
(a) Max. trials = 15 (b) Max. trials = 50

Fig. 5. mAP vs. vocabulary size

4.2 mAP vs. Top-N Verified Images

Figure [0l plots performance of the different methods for different number of ge-
ometrically verified images. For figure the max. number of trials is set to
15 while for figure the max. number of trials is set to 50. It is interest-
ing to note that the performance of DT-RANSAC steadily increases with more
number of geometrically verified images and is stable. On the other hand, the
performance of RANSAC does not increase much with more verified images and
degrades at times. This indicates that RANSAC is not able to converge on a good
hypothesis within the max. trails set and, as a result, performing verification on
more images does not necessarily improve retrieval results.
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Fig. 6. mAP vs. top-N verifications

4.3 mAP vs. Maximum Trials

Figure[fshows the performance of RANSAC and DT-RANSAC for various num-
ber of max. trails. Geometric verification is performed on top 100 retrieved re-
sults. As evident from figure, the precision of RANSAC increases with more num-
ber of max. trials allowed but even for a max. of 500 trials, the mAP achieved
is significantly less than DT-RANSAC. DT-RANSAC peaks at max. trials = 50
and then the precision no longer changes indicating saturation is reached. Even
for max. trials set to as low as 15, the mAP achieved by DT-RANSAC is
impressive.

0.64

0.628
% 0615
E

0603 —

0.59

15 50 100
Max trials
W RANSAC B DT-RANSAC

Fig. 7. mAP vs. max. trials (top N = 100)
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4.4 Actual Number of Trials

We performed retrieval with 5 queries from 5 different landmarks to measure
the actual number of trails run. Figure [ shows the actual number of trials for
RANSAC and DT-RANSAC when geometric verification is performed on top
100 retrieved images and max. trials set to 50. Note that the expected maximum
number of runs is 100 x 50 = 5000. As evident from figure, the actual number of
runs for RANSAC is close to 5000 for majority of queries. The actual number of
runs by DT-RANSAC is 1409 on average or ~ 71.8 % less than the maximum.
This is a significant gain and clearly indicates that DT-RANSAC yields better
retrieval results in much less trials. It is important to note that DT-RANSAC
does not perform any geometric verification if the value of support computed is
< 2. This avoids trying to find homography in unrelated images and saves on
trials run.

5000
3750
L]
o 2500
'_
1250
0
s & § £ &
s & 4 F &
s £
T & R é;
&
Queries (different landmarks)
B RANSAC B DT-RANSAC

Fig. 8. Number of trials (top N = 100 and max. trials = 50)

4.5 Retrieval Results by Landmark Category

Experiments were conducted to determine the performance for the different land-
mark categories. For the 5 queries per landmark, the mean precision was com-
puted. There are in all 11 different landmark categories. As evident from figure
@ DT-RANSAC performs better than RANSAC for all landmark categories ex-
cept “Keble”. The mAP for all 55 queries is 0.590 for BoW, 0.614 for RANSAC
and 0.644 for DT-RANSAC. Interestingly, BoW outperforms both RANSAC and
DT-RANSAC for some landmark categories. This is because, some queries per-
form poorly when geometric verification is performed. We have observed that
this is mostly for cases when viewpoint varies significantly (e.g. a side-view of
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a building is being matched with a frontal view) or the scale of query image
varies grossly from corpus image. This, in reality, is a test for the descriptor
robustness and the match quality depends on how well the descriptor is able to
handle wide-baseline changes. Figure shows some sample query images for
which geometric verification does not seem to improve results over BoW.
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Fig.9. mAP by landmark category (top N = 200 and max. trials = 50)

4.6 Processing Time

Figure [Tl shows the computation time for RANSAC and DT-RANSAC for all
55 queries with geometric verification being performed on the top 100 retrieved
results. This does not include computation time for creating putative match
list for either RANSAC or DT-RANSAC. For DT-RANSAC, this time includes
computation of Delaunay Triangulation, estimating the support value and then
performing RANSAC verification. Because of the additional processing required
for DT-RANSAC, it consumes more time than RANSAC when max. trials is set
more conservatively. However, for max. trials set to 100 or higher, DT-RANSAC
starts gaining on RANSAC as the additional processing is compensated by a
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(a) All Souls (b) Cornmarket (c) Magdalen

Fig.10. Example queries for which geometric verification does not work well (images
from Oxford 5k [16])
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Fig. 11. Processing time (sec.) vs. number of max. trials

much reduced number of trials required to converge to a good homography.
Also, it can be observed that the processing time for DT-RANSAC increases
much less steeply compared to RANSAC as the number of max. trials increases.

5 Conclusion

In this paper, we have proposed a novel approach named DT-RANSAC that
utilizes topological information from the Delaunay Triangulation of matched
keypoints to enable RANSAC to converge to a good hypothesis in very few trial
runs. The random selection of minimal subset by RANSAC from putative match
list is replaced with a sequential selection based on the computed support value.
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Experiments reveal that the DT-RANSAC consistently yields improved retrieval
results over plain RANSAC and is more stable. Since geometric verification and
re-ranking is an important step in the recognition pipeline, we expect our method
to find wide applicability in computer vision applications.
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References

10.

11.

12.

13.

14.

Beaudet, P.R.: Rotationally invariant image operators. In: International Joint Con-
ference on Pattern Recognition, pp. 579-583 (1978)

Bhattacharya, P., Gavrilova, M.L.: Voronoi diagram in optimal path planning. In:
ISVD, pp. 38-47 (2007)

Bhattachariya, P., Gavrilova, M.L.: Roadmap-Based Path Planning - Using the
Voronoi Diagram for a Clearance-Based Shortest Path. IEEE Robotics and Au-
tomation Magazine (IEEE RAM), Special Issue on Computational Geometry in
Robotics 15(2), 58-66 (2008)

Bhattacharya, P., Gavrilova, M.L.: CRYSTAL - A new density-based fast and
efficient clustering algorithm. In: ISVD, pp. 102-111 (2006)

Brown, M., Szeliski, R., Winder, S.: Multi-image matching using multi-scale ori-
ented patches. In: CVPR (2005)

Chum, O., Matas, J., Kittler, J.: Locally optimized RANSAC. In: Michaelis, B.,
Krell, G. (eds.) DAGM 2003. LNCS, vol. 2781, pp. 236-243. Springer, Heidelberg
(2003)

Mikolajczyk, K., et al.: A comparison of affine region detectors. IJCV 65, 43-72
(2005)

Fischler, M.A., Bolles, R.C.: Random Sample Consensus: A paradigm for model
fitting with applications to image analysis and automated cartography. Commun.
ACM 24(6), 381-395 (1981)

Jegou, H., Douze, M., Schmid, C.: Hamming embedding and weak geometric con-
sistency for large scale image search. In: Forsyth, D., Torr, P., Zisserman, A. (eds.)
ECCV 2008, Part I. LNCS, vol. 5302, pp. 304-317. Springer, Heidelberg (2008)
Kovesi, P.D.: MATLAB and Octave functions for computer vision and image pro-
cessing. Centre for Exploration Targeting, School of Earth and Environment, The
University of Western Australia,
http://www.csse.uwa.edu.au/~pk/research/matlabfns/

Lowe, D.G.: Distinctive image features from scale-invariant keypoints. IJCV,
91-110 (2004)

Luchnikov, V.A., Gavrilova, M.L., Medvedev, N.N., Voloshin, V.P.: The Voronoi-
Delaunay approach for the free volume analysis of a packing of balls in a cylindrical
container. Future Generation Comp. Syst. 18(5), 673679 (2002)

Mikolajczyk, K.: Scale and affine invariant interest point detectors. PhD thesis
(2002)

Mikolajczyk, K., Schmid, C.: A performance evaluation of local descriptors. In:
CVPR (2003)


http://www.csse.uwa.edu.au/~pk/research/matlabfns/

15.

16.

17.

18.

19.

20.

21.

22.

23.

DT-RANSAC: A Delaunay Triangulation Based Scheme 21

Mikolajczyk, K., Schmid, C.: Scale & affine invariant interest point detectors.
1JCV 60(1), 6386 (2004)

Philbin, J., Chum, O., Isard, M., Sivic, J., Zisserman, A.: Object retrieval with
large vocabularies and fast spatial matching. In: CVPR, (2007)

Raguram, R., Frahm, J.-M., Pollefeys, M.: A comparative analysis of RANSAC tech-
niques leading to adaptive real-time Random Sample Consensus. In: Forsyth, D.,
Torr, P., Zisserman, A. (eds.) ECCV 2008, Part II. LNCS, vol. 5303, pp. 500-513.
Springer, Heidelberg (2008)

Sivic, J., Zisserman, A.: Video Google: A text retrieval approach to object matching
in videos. In: ICCV, pp. 1470-1477 (2003)

Turcot, P., Lowe, D.G.: Better matching with fewer features: The selection of useful
features in large database recognition problems. In: ICCV Workshop on Emergent
Issues in Large Amounts of Visual Data, WS-LAVD (2009)

Tuytelaars, T., Mikolajczyk, K.: Local invariant feature detectors: A survey. Foun-
dations and Trends in Computer Graphics and Vision 3(3), 177-280 (2008)
Vedaldi, A., Fulkerson, B.: VLFeat: An open and portable library of computer
vision algorithms (2008), http://www.vlfeat.org/| (last accessed 2012)

Xuan, K., Zhao, G., Taniar, D., Srinivasan, B., Safar, M., Gavrilova, M.L.: Network
Voronoi Diagram Based Range Search. In: International Conference on Advanced
Information Networking and Applications, pp. 741-748 (2009)

Zhang, Y., Jia, Z., Chen, T.: Image retrieval with geometry-preserving visual
phrases. In: CVPR, pp. 809-816 (2011)


http://www.vlfeat.org/

On the Construction of Generalized Voronoi Inverse
of a Rectangular Tessellation

Sandip Banerjee!, Bhargab B. Bhattacharya!, Sandip Das!, Arindam Karmakar?,
Anil Maheshwari®, and Sasanka Roy*

1 ACM Unit, Indian Statistical Institute, Kolkata, India
2 Tezpur University, Tezpur, India
3 Carleton University, Ottawa, Canada
4 Chennai Mathematical Institute, Chennai, India

Abstract. We introduce a new concept of constructing a generalized Voronoi
inverse (GVI) of a given tessellation 7 of the plane. Our objective is to place
a set S; of one or more sites in each convex region (cell) t; € 7T, such that all
edges of 7 coincide with edges of Voronoi diagram V' (S), where S = |, Si, and
Vi, 4,1 # j,Si[)S; = 0. Computation of GVI in general, is a difficult problem.
In this paper, we study properties of GVI for the case when 7 is a rectangular
tessellation and propose an algorithm that finds a minimal set of sites S. We also
show that for a general tessellation, a solution of GVI always exists.

1 Introduction

1.1 Motivation and Problem Definition

In the design of Integrated Circuits (IC), the placement of modules is often guided
by thermal constraints, which have become important because of high amount of power
consumption per unit area and low thermal conductivities [12]]. During the design phase
it is thus required to estimate the thermal profile of each module and identify the lo-
cations for placement of heat sinks. A suitable geometry of heat sinks increases the
dependability of the chip as the hot spots and the subsequent thermal gradient across
the chip have a direct impact on its performance. The thermal environment around a
cell depends on the thermal resistance between its location and the heat sink and the
thermal contributions from other neighboring cells [24]], [25]. The thermal resistance
varies directly on the distance to the heat sink and inversely proportional to the thermal
conductivity of the material on the way to heat sink [[11]. Chen and Sapatnekar [13]
studied partitioning based thermal placement methods to determine the location of heat
sinks in each partition. In order to drain off the heat efficiently from a hot spot, ded-
icated heat sinks should be placed in the concerned partition so as to facilitate heat
dissipation predominantly for the components belonging to that partition. Similar prob-
lems may arise in placing reservoir wells on a digital microfluidic biochip [14], where
one or more reagents ought to be supplied independently to fluidic modules with least
transportation cost from a source placed within the same block. These engineering de-
sign issues mandate a formal analysis and motivate us to address the following problem

M.L. Gavrilova et al. (Eds.): Trans. on Comput. Sci. XX, LNCS 8110, pp. 22-B8] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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in rectangular tessellations. Before that, we introduce the concept generalized Voronoi
inverse problem described below.

The Voronoi diagram V'(S) of a point set (site) S = {s1, S2,..., S} is defined as
the partitioning of a plane into n convex regions (Voronoi regions). Any point in each
Voronoi region V' (s;), will be closer to s; € S than to any other site of S \ s;. The
edges of the Voronoi diagram are the set of points in the plane that are equidistant to
two nearest sites. The Voronoi vertices are the points equidistant to three (or more) sites.

Assume that we are given a tessellation 7 of the plane where each of its cell is
convex. In the inverse Voronoi diagram problem, the following question is asked: Given
T, does there exist a set of sites .S, one site for each cell of 7, such that the following
holds. If s; € S is placed in the cell ¢; € T, then the Voronoi cell of s; in the Voronoi
diagram of S (denoted by V'(.9)) is ¢;. Obviously, an inverse Voronoi diagram for any
T may not exist. Therefore, we consider the problem of constructing a generalized
Voronoi inverse (GV]) of a given tessellation 7 of the plane. Our objective is to place a
set S; of one or more sites in each of the cells of 7, such that each edge of T coincides
with edges of V/(S), where S = (J, S;, and Vi, j,i # j,5;()S; = 0. Observe that
any cell of V(.S) must not lie in more than one cell of 7. Furthermore in GVI, such
placement of sites ought to satisfy the following property: for any pointx € ¢;,ify € .S
is the closest site of « then y € .S;. Our objective is to identify such a set S of minimum
cardinality. We define the cell ¢; as the Voronoi cell of set S; and denote it by ¢(S;).

The layout of an integrated circuit can be viewed as a tessellation of a rectangular
region R. Given a layout the heat sinks in each block should be placed in such a fashion
that the heat generated in one block is drained off locally without affecting the thermal
load of adjacent blocks. Moreover, the number of heat sinks placed in a block should
be minimum. It turns out that for a rectangular tessellation, such an exclusive heat sink
placement problem is equivalent to finding a GVI.

1.2 Notations and Definitions

Given a rectangular bounding region R, a rectangular tessellation of R is a partition-
ing of the region R into isothetic rectangles. As in Voronoi diagrams we refer to each
rectangle in the tessellation as a cell whose boundary is defined by axis-parallel seg-
ments. These segments are defined as the edges of the tessellation. The intersection of
two orthogonal segments (edges) of a cell is defined as follows. A T- junction is a point
where two orthogonal segments form a T-like structure (do not intersect), and a cross
Jjunction is an intersection point where two orthogonal segments cross each other. Here
any intersection with the outermost boundary of the tessellation 7 is not considered as
junction. We define a rectangular tessellation without any cross or T junction as linear
rectangular tessellation.

In this paper we consider the GVI problem for a given rectangular tessellation 7 of
a rectangular region R. We need to locate a set .S consisting of minimum number of
points inside 7 such that for each rectangular cell ¢; € T, the set of sites S; € S that
lie inside ¢; satisfies the following:

a) for any point x € t; (x is not on a boundary) if y is its nearest neighbor in .S, then
y € S; and the closest neighbor y need not be unique.
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b) If point x lies on the edge adjacent to the cells ¢; and ¢, then it is the perpendicular
bisector between the two sites x and y such that x € S; and y € S; fori # j. Itis
assumed that there is no point on the boundary of the cells.

1.3 New Results

We study the generalized Voronoi inverse problem (GVI), i.e. we compute a set of points
S of minimum cardinality, so that the given rectangular tessellation 7 is a subgraph of
the 1-skeleton of the Voronoi diagram of S. We present the following results:

1. In Section 3] we present a linear-time algorithm for computing a GVI of optimum
size for a linear rectangular tessellation.

2. In Section [ we establish a combinatorial bound of O(n?) on the required number
of sites for a general rectangular tessellation where n is the number of rectangles
in the given rectangular tessellation. Here we propose an algorithm fore generating
point set S for any general rectangular tessellation 7~ which will provide a minimal
solution for GVI. Later, in this section we establish lower bounds on the required
number of sites for some special cases of rectangular tessellation.

3. In Section[§ we show that there always exists a feasible placement of sites that will
correspond to any given arbitrary tessellation 7.

1.4 Related Works

Balzer et al. [3l4] had worked on inverse Voronoi diagram with capacity constraints in
each Voronoi region. A close correlation of inverse Voronoi diagram with facility lo-
cation problem had been shown earlier [1,2]]. Hartvigsen [6] showed that the construc-
tion of an inverse Voronoi diagram problem can be mapped to a linear programming
problem. Discussions and literature survey on Generalized Voronoi diagrams have been
presented by Gavrilova [5]. GVI has also applications in biological growth model [[7]],
GIS system [8], and competitive facility location [9]].

2 Preliminaries

Let 7 be a tessellation of rectangular regions, where each cell is a rectangle (Fig. la)).
Let the vertices of a tessellation 7 be the junction points of segments either of type
T or cross type junction. A Hanan grid [10] is generated by constructing vertical and
horizontal lines through each junction point. The length of the vertical boundary and
the horizontal boundary of a cell (r) will be denoted by width(r) and breadth (r), re-
spectively. Let N (7) denote the minimum number of sites in the GVI for a tessellation
T. The existence of GVI for any rectangular tessellation follows from the following
theorem:

Theorem 1. For any rectangular tessellation T, there exists a point set S of size O(n?)
such that any cell V(s)(C V(S),s € S) lies in exactly one cell of T, where n is the
number of cells in T
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Fig. 1. Proof of Theorem[Il (a) Original tessellation (b) site placement on Hanan tessellation and
(c) site placement in original tessellation.

Proof. A Hanan grid can be constructed from the given rectangular tessellation 7 (See
Fig.[Ih) that produces a Hanan tessellation (Fig.[Ib). Here each cell of 7 is partitioned
into one or more parts. Moreover, each cell of Hanan tessellation must lie inside exactly
one cell of 7. Fix a small positive constant ¢ whose value is smaller than half of the
smallest length among breadths and widths of all rectangular cells of 7. For each grid
point of co-ordinate (a, b) of Hanan tessellation, place sites at positions (a + €, b + €),
(a—e€,b+¢€), (a—e, b—¢), (a+e€,b—ec) as in (Fig.[Tb) Observe that the junction points of
the Hanan tessellation are Voronoi vertices and the edges of the tessellation emanating
from the junction points are Voronoi edges. However, all Voronoi vertices and edges
may not coincide with junction points and grid edges respectively. The site placement
in the original tessellation can be obtained as in (Fig.[Ik) just by ignoring these extra
vertices or edges shown by dotted lines. For a point in a cell of Hanan tessellation, its
nearest sites must be one of the sites in the cell. Hence, in this Voronoi diagram, the
Voronoi region of a site must lie inside a cell of the tessellation. Thus, 7 is a subgraph
of Voronoi diagram of .S. Now we can bound the maximum number of sites required for
any given rectangular tessellation containing n cells. There are at most O(n?) junction
points in the respective Hanan grid. So, we can place four sites around each junction
points in order to construct the GVI. Hence, the maximum number of sites required is
of O(n?). In fact, N'(T) < 4n?. O

The above placement strategy may yield to a large number of sites compared to the
optimal solution. We will discuss some special cases where the number of sites can
be reduced significantly. In the next section, we consider only the linear rectangular
tessellation.

3 Locating Sites in a Linear Rectangular Tessellation

Here we consider the placement of sites .S in rectangular tessellation that is devoid of
cross- and T- junctions.

Observation 1. [f the widths of all the cells in T are equal then N (T) = n, where n
is the number of cells in the tessellation.

Proof. Placing the sites S in the intersection points of the diagonals of the rectan-
gles are alternately increasing and decreasing and widths of the rectangles are in such
order. |
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Observation 2. For a rectangular tessellation T containing two rectangles of different

widths, N'(T) = 2.

Proof. Let [ be the line containing the segment common to both the rectangles. Place
two sites on opposite halves of [ at € distance from [ (Fig.2\b)). O

Observation 3. For a rectangular tessellation consisting of three rectangles of widths
w1, wa, and wg respectively, N (T) < 4.

Proof. Let the three rectangles be of widths wy, we, and ws respectively such that (a)
w1 < wa, (b), ws < wa, (¢) (we/2 < wy)and (d) (w2/2 < ws). Observe that placing
one site in each rectangle is necessary and sufficient if all the above conditions hold
simultaneously. Suppose, all the above conditions do not hold simultaneously; in this
case, placing two sites in the rectangle of width w, and one site in each of the rectangles
corresponding to w; and ws, is necessary and sufficient (Fig. 2I(b)). a

(a) (b) (c)

Fig. 2. Placement strategy of a linear rectangular tessellation having (a) equal width rectangles
(b) 3 cells of different widths (c) arrangement of cells in non-decreasing width

Observation 4. Given a linear rectangular tessellation T where the widths of the rect-
angles are in non-decreasing (or non-increasing) order, then N'(T) = n where n is the
number of rectangles in T .

Proof. The placement of sites has to be made in sequential order starting from the
rectangle with smallest width. Place a site anywhere in the rectangle of smaller width
and then placement can be carried out for the next site in the adjacent rectangle, which
is the reflective image of the previous one with respect to adjacent boundary (Fig. 2l(c)).

O
Observation 5. For any given linear rectangular tessellation T, n < N(T) < | %]
Proof. The number of sites required will be maximum when the widths of the rectangles
are alternately increasing and decreasing and widths of the rectangles are such order
that for any 3 consecutive rectangles the reflective images of the outer boundary of
two rectangles do not overlap at the middle rectangle. In a tessellation consisting of n
rectangles there are | 7 | rectangles where two sites are enough in each rectangle (refer

. . . . _ 3

Observation[3]). Hence the total number of sites required will be (2« 5 |+ 5| = |5’ ]).
O
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Following observation leads to the tightness results of the bound of N (7).

Observation 6. There are tessellations where N'(T) = | %" ].

Proof. Consider an arrangement formed by concatenation of linear tessellation of the
basic pattern as shown in (Fig. 2(b)) where n is odd and there are ng rectangles of
width w interspersed with | %) | rectangles of width less than . Therefore, NV(7") will

be 2 [5]+ 5] =1%)).

Observation 7. For any k between n and |
sellation of size n such that N (T) = k.

3n

o |, there exists a linear rectangular tes-

Proof. The minimum number of sites required for any given tessellation is n and the
maximum number of sites required is LSZ"J Here it is shown that the required number
of (sites can be any positive integer (it is obvious as the number of sites cannot be
fractional)) between n and L32"J Suppose there exists a partition where the optimal
number of sites required is ¢ where ¢ is any number between n and L?’Q”j . Now, the claim
is: there exists a linear tessellation with n rectangles where the obtained number of sites
will be t41 or t— 1. This can be done by increasing the width of one particular rectangle
such that the reflective images of adjacent rectangles do not overlap, and as a result we
have to increase the number of sites in that rectangle. Similarly, a tessellation with
t — 1 sites can be obtained by decreasing the width of one particular rectangle (where
previously two sites are required because of non-overlapping of reflective images of the
adjacent rectangles). O

Theorem 2. The optimal placement of sites corresponding to any given linear rectan-
gular tessellation T can be found in O(n) time where T is a partition of size n.

Proof. Consider a linear rectangular tessellation 7 that consists of a sequence of con-
tiguous rectangles { A[0], A[1], ..., A[n]} of equal length but of arbitrary widths. Now
divide the sequence of rectangles into overlapping subsequences such that each one is
a maximal subsequence of rectangles with either non-decreasing widths or with non-
increasing widths. By maximal is meant that the subsequence is not contained in any
larger increasing or decreasing subsequence. Note that, if the tessellation consists of
rectangles of distinct widths, then the subsequences overlap at one rectangle. This divi-
sion can be done in O(n) time.

Consider the left-to-right order sequence of rectangles A[0], A[1],...., A[k] to be in
non-decreasing order of their widths followed by A[k + 1], A[k + 2], ..., A[t] in non-
increasing order of the widths. Let /; and r; denote the left and right boundary of rectan-
gle A[i] respectively. We denote I(A[i],[;) as the image of rectangle A[i] with respect
to line segment /; on the neighbor rectangle A[i — 1]. If the image I (A[i],[;) C A[i—1],
then for every possible location of a site in A[¢] there is a location for another site in
Ali — 1] that defines the line [;.

Now, consider the image Ry = I(I(...(I(A[0],11),12),...),lx) of A[O] on A[k].
Observe that Ry is a rectangle of the same width as A[0] lying inside the region of
Alk]. Now similar process can be done for the region A[t]. Thus, we have the image
Ry =I(I(...(I(A[t],r¢=1),71t—2),...), %) inside A[E].
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Now we define S, = Ry N Ry # 0 as safe region of the k' rectangle. If Ry N
Ry = (), we need two sites at A[k] and one site for Afi], : = 1,2,....k — 1,k +
1,...,t. Otherwise we have a placement of one site per rectangle in the GVI parti-
tion {A[0], A[1],..., A[t]}. Let Fy = I(I(...I1(I(Sk,lk),lk—1),...),01) and F} =
I(I(...I(I(Sk,Tk),Tk+1),---),Tt—1) be the propagated image of S, on A[0] and A[t]
respectively. Therefore Fy and F} are the feasible regions for placing sites such that each
rectangle requires at most one site. Note that, there may exist many such non-decreasing
followed by non-increasing maximal subsequences. Consider another sequence of rect-
angles {A[t], A[t + 1],..., A[z]} in non-decreasing order followed by {A[z], Alx +
1],..., A[#]} in decreasing order of the widths. Now there will be a safe region S,
at A[z] resulting from the sequence of rectangles { A[t], A[t + 1],..., A[x], ..., A[t]}.
Corresponding to S, there will be feasible region F} on A[t]. If F; N F} #  then it
is always possible to satisfy the tessellation with one site for each rectangle. For each
rectangle { A[t]} whose width is less than both of its neighboring rectangles At — 1]
and A[t + 1], compute the feasible regions F' = {F}}. If F} # () for all F;, € F, then
the tessellation 7 can be realized by n sites. These feasible regions can be generated in
O(n) time by traversing the partition once. Hence the theorem. a

4 Locating Sites in a General Rectangular Tessellation

Observation 8. If the tessellation consists of only identical square cells, then placing
one site in each of the cell is necessary and sufficient.

Proof. Place one site in each of the cell at the intersection point of the diagonals of each
cell (see Fig.[3). O

Fig. 3. One site is enough per rectangle

Theorem 3. N'(T) < (1% ] )2, where T is a tessellation generated from a Hanan grid
of sizen X n.

Proof. Consider a column of a Hanan tessellation. From Observation[3l we can generate
this part of the tessellation by placing at most L‘Z‘j sites. Let A represent this placement
of sites along a column. Similarly, we may consider a row of the tessellation. Here,
we can generate this part of the tessellation by placing at most L?’Z”j sites and let B
represent such a placement of sites along a row. Now replicate arrangement A in each
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x-coordinate location of the arrangement B. Now we claim that this way of placement
generates the given Hanan tessellation.

For justification, consider a site s of the placement and look at its four neighboring
sites and their neighbors. The Voronoi edges of V'(s) form a rectangular cell and the
cell must lie inside a cell of Hanan tessellation. Again observe that at least one vertical
and one horizontal edge of the Hanan cell must coincide with the edges of V'(s). Hence,
the placement is optimal. m|

[ 6D

Fig. 4. llustration of observation[9]

Observation 9. Consider a tessellation T (3) that consists of rectangular cells, H and
V with a common horizontal edge between them. The cell V' is further partitioned into
two rectangles by a vertical segment. Then N'(T (3)) is at least 4.

Proof. Consider Fig.[d] where the given rectangular tessellation 7 (3) consists of three
rectangles H,, V1 and V. Suppose the sites corresponding to V; and V3 are placed at
C and D respectively. We claim that we require at least two sites for H; to make AB
a Voronoi edge. We will prove this by contradiction. Assume that there is only one site
placed at O for the rectangle H;. Therefore C' and D should be at an infinite distance
from O to make AB a Voronoi edge. But the given tessellation is bounded. Hence the
contradiction. a

Now we describe an algorithm for generating a point set S for any general rectangu-
lar tessellation 7~ which will provide a minimal solution for GVI. A minimal solution
is a solution where the size of the solution set cannot be further reduced without repo-
sitioning the site locations in the solution.

Example: For the tessellation of Fig. Bla), the steps of Algorithm[Il are shown in
Fig. Blb) and [Blc). Theorem [3] concludes that for any rectangular tessellation of size
n, there always exists a feasible solution and that the upper bound on the size of sites
is O(n?). Algorithm [[ produces a valid minimal solution of GVI with rectangular tes-
sellation. From Observation [9] we can conclude that 4 sites are required around each
T-junction. These sites will form a square and a circle centering at the T-junction will
pass through all these 4 sites. Initially one can place 4 such sites around each T-junction;
however, Algorithm [ reduce the number of sites by sharing such placement in the ad-
jacent squares. Such a solution is shown in Fig. Blc). It may be noted that the solution
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Algorithm 1. GVI for any rectangular tessellation 7

Input: A rectangular tessellation 7
Output: GVIof T

foreach cross- and T-junctions j do
Extend the vertical and horizontal lines through j up to the boundary of T to

produce the Hanan Grid G
end
mainr =the row of minimum width in G;
mainc =the column of minimum width in G;
Following the placement strategy of Theorem[2] place sites in the minrt" row
and minct™ column of G;
Using the reflection principleﬁ, place sites in the adjacent columns or rows
starting from either minrt® row or minct® column;
foreach site s; do

Check its cell boundaries {b;;|k = 1,2,3,4};

if ;i is a virtual segmenﬂfor allk =1,...,4 then

remove the site s;;

end
end
Remove all virtual segments of the Hanan tessellation;

“ Consider two adjacent rectangles and let one of which contains a site. Then there must exist a
site in the other rectangle such that the euclidean distance of these two sites are equal from the
common edge of the two adjacent rectangles; thus the second site is the reflective image of the
first site.

b The segments which do not appear in the original tessellation.

ii‘::‘i::: ::‘Z‘Z:B
(0) (d)
Fig. 5. (a) Original tessellation 7 (b-c) Steps of Algorithm [Tl (d) tessellation with fewer number
of sites

produced by Algorithm[Ilmay not be optimum. An solution with fewer number of sites
is shown in Fig.[3(d). Determination of a minimum solution for GV is posed as an open
problem.
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Fig. 6. (a) Original tessellations 7 corresponding to VLSI floorplans (b) Site placement by
Algorithm/[I]

Results obtained by the proposed method for some well known VLSI benchmark
floorplans [22]], [23]] are shown in Fig.[d

4.1 Optimum Placement for Some Special Cases

In general, when the length and breadth of each of the rectangles are not equal, then
from Theorem [Tl we can derive an upper bound on the number of sites. In the next few
observations, we will discuss some cases where we can have tighter results.

Consider a stack of n rectangles (all congruent to the rectangle H1) on H; such that
the length of the new tessellation remains the same as 7(3). In such a case, two sites
are sufficient in each of the stacked rectangles, which are congruent to H; because of
the two base rectangles V7 and V5. The requirement of the base rectangle may prop-
agate to the other rectangles. The impact of propagation would be enormous if there
are m base rectangles (say, 7 (m)) on the top of which there are n stacked rectangles
(say, T (n)). For the tessellation T (m,n) ( n rectangles stacked above m rectangles),
N (T (m,n)) <n-N(T(m))+ N(T(m)). However, this provides only upper bound.
For some special instances, the required number of sites may not be much less. There
is a scope to reduce this propagation effect as discussed below.

Consider Fig. [7h, where the given rectangular tessellation 7 (2, 3) consists of three
stacked rectangles H;, Hs, Hs and two rectangles V7 and V5 at the base. Eight sites (refer
Fig.[7t) are sufficient for the tessellation to follow Voronoi properties, i.e, N (7 (2, 3)) <
8. Note that two sites placed at R and S in the rectangle H3 are necessary (Observation
[0). But if we place one extra site at () in the rectangle Hs, then rectangles Hy and H
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Fig. 7. Propagation depends on the aspect ratio

require 1 site each. This is possible since the perpendicular bisectors of the segments
RQ and SQ do not intersect with the line segment AB, which is the common boundary
between the rectangles Hs and H3. Therefore, placing one extra site in one rectangle may
reduce the number of sites in subsequent rectangles. The placing of extra site depends
upon the aspect ratio of the corresponding rectangle. This way of lowering down the
required number of sites in the tessellation is called blocking of the propagation effect,
which is illustrated next.

Observation 10. For any rectangular tessellation of type T (m,n), N (T (m,n)) de-
pends on the aspect ratios of the corresponding rectangles.

Proof. Consider H; to be one of the stacked rectangles in the tessellation 7 (m,n)
where Hy, Ho, ..., H, are stacked from top to bottom respectively. Suppose the rect-
angle H; requires a set S; of m sites to make the separating edge between H; and H; 11
a Voronoi edge, and those m sites are placed on a line, say [. As for instance, consider
Figll where H3 requires 2 sites that are placed on R and S to take care of the common
edge between H3 and base Voronoi. Let s; and s, be the extreme left and the extreme
right sites among S;. Let d be the distance between s; and s,.. We place another site s
in H; such that d(s, s;) = d(s, s,) and d(s,1) = d(s,s;) = d(s, s,), the site s will be
placed on the perpendicular bisector of the segment (s;, s,) and the perpendicular dis-
tance of s from the line will be g. Therefore, if such a placement of site s is possible in
a rectangle H; then the neighboring rectangles H;_1, H;_o, ..., H; will require fewer
sites in each of them. Thus the propagation effect in all the above rectangles is blocked.
It might happen that if we can place extra 7 sites in H; such that in each of the stacked
rectangles (from H;_4,..., H;) g sites are enough instead of n sites. For instance, in
Fig. [ where one extra site is placed in the rectangle Hs at (Q and as a result one site is
enough both at H, and H;. If such a placement is not possible, try to place two sites
considering half of the sites of S for each new site. Recursively following the above
procedure, we can reduce the required number of sites. a

By Observation[3] if the stacked and base tessellations 7 (n) and 7 (m) are consid-
ered separately then at most | " | and | %] sites will be required. Now we have the
following observation:

Observation 11. For all tessellations of type T (m,n), (2m + n) < N(T(m,n)) <
(L2 |4 %" ). There exists an instance where N'(T (m,n) is exactly (| " |+ | %' ),
and there also exists an instance where N (T (m,n)) is exactly (2m + n).
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Proof. First we will show that | %" | 4 [ 9"} sites are sufficient in the tessellation of
type N (T (m,n)) (See Fig[d). Initially we will place sites on the rectangles V;’s (here
i varies from 1 to n) ignoring the H;’s (here i varies from 1 to m). Now | 3" | sites are
sufficient to make all the edges between V;’s Voronoi edges (refer to Observation [6)).
We require exactly L?’Z”J sites to take care of the edge between H,, and V;’s (refer to
Observation0). Now there exists an instance (the worst case scenario) where among n
stacked rectangles placed vertically above (See Fig.[7) there are '} rectangles where in
each of them 2 x (| 7" |) sites are sufficient and in each of the remaining ) rectangles
L?’;”J sites are sufficient (follows from Observation [9). Hence, it follows that there
exists an instance where /(7 (m,n)) is exactly (*J" +2 x (2) x ([** )+ 2(1*7"]))
on simplification, we get V(7 (m, n)) = | *" ] + [ ¥ ].

Now in proving the lower bound, at least one site is required in each of the m rectan-
gles located in the base that is in 7 (m) to make the edges between each of the rectan-
gle in 7 (m) a Voronoi edge. Now to make the edge located in between H,, and 7 (m)
Voronoi m sites are enough in the rectangle H,, (follows from Observation Q). In the
best case the propagation effect can be stopped with the inclusion of one site in H,,.
There exists an instance where in each of the n — 1 stacked rectangles (H,,—; ... Hy),
one site is sufficient. Hence, it follows that there exists an instance where T (m,n) is

exactly (m + (m + 1) + (n — 1)), simplifying we get N (T (m,n)) = (2m +n). O

H3 Vh, 1 th th V/r, 1
Ho o o
H;
Hy Hy
7 TV [ T T T
° ° ° Vi€ Vo (Vi (Vi

(@) ®)

Fig. 8. (a) Observation [T1](b) Observation

Consider another variant of rectangular tessellation where the tessellation has an-
other set of base rectangles on top of the stacked rectangles, i.e, the stacked rectangles
are sandwiched between two set of base rectangles (See Fig. [8h). Denote this variant
as T (my, ma,n) where my, mo and n are the number of the top base rectangles, bot-
tom base rectangles and stacked rectangles respectively. Now we have the following
observation.

Observation 12. For all tessellations of type T (m1,mz,n), (2(m1 + m2) + n) <
N (T (m1,ma,n)) < (LQ"X7'Laximl’7'L2}j + | %)) There exists an instance where
N(T (m1,ma,n)) is exactly (Lgnxmaﬂ{ml’mﬂj + |%"]) and there also exists an in-
stance where N (T (m1,ma,n)) is exactly (2(m1 + mz) + n).
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Proof. First we will prove that the lower bound on the number of sites required for a
partitioning of 7 into H, V}, and V; (See Fig.[8b)) Suppose V}, needs m; sites and V]
needs my sites; then we have to place m1 (my) sites in the rectangle which is adjacent
to Vi (V7). In the best case we can block the propagation effect in the next adjacent
rectangle such that we require 1 site in all other horizontal rectangles. Hence, we need
at least (2(mq + ma2) + n) sites.

Now we will prove the upper bound on the number of sites required for partitioning
of T into H, V; and V;,. The number of sites required is at most (| 7™ {m-m2} | 4
L?’znj) (Observation [TT)). If V; and V}, are partitioned into m; and ms rectangles re-
spectively then at most L?”;lj and L372”2J sites are required in V; and V}, respectively
(Observation [3). Hence, the maximum number of sites required in the worst case is

(L9n><max4{m1,m2}J + I_SQnJ) O

Observation 13. For a tessellation T consisting of n rectangles with cross- and T
Jjunctions, there exists an instance where the minimum number of sites required will be

of 2(n?).

Proof. Consider Fig. [8(a) where the widths of Hy, Ho, H3 and Vi, V5, are such that
the reflective images of H; and H3 do not overlap at Hs, similarly the reflective image
of V1 and V3 do not overlap at Vo. Now from Observation [6] we require four sites
altogether in V7, V5, and V3. In order to make the common boundary between V; (where
1 =1,2,3)and H; an Voronoi edge, four sites are required. From the discussion made
in Observation[9] it follows that four sites placed in H; will replicate in Hy and Hs. The
optimality is proved by the fact that if we replace any one site from V; it will strictly
contradict the Observation[d] and if we replace any one site from H; it will contradict
Observation [0l We cannot further reduce the number of sites in Hy and H3 because of
the patterns of the aspect ratios of the corresponding rectangles. O

5 Locating Sites in a General Tessellation

In this section we will provide a feasible solution of GVI for any arbitrary tessellation
within a bounded region. In other words, 7 may be viewed as a partition of a bounded
two-dimensional space into polygons, or a plane graph with no pendant vertices (See
Fig. [0). Without loss of generality, assume that the bounded region is rectangular in
shape. This imposition does not restrict us in deriving general theoretical results.

Theorem 4. Given an arbitrary tessellation T there always exists a feasible placement
of sites, which is a GVI of the tessellation T .

Proof. To prove the theorem we will use some earlier results on acute and non-obtuse
triangulation of polygons and planar straight line graphs [[15] [[16] [17] [18] [19] [20]
[21]]. Consider a tessellation 7 that consists of n vertices. It is known that a tessellation,
which is a planar straight line graph, admits an conforming non-obtuse triangulation
if additional vertices and edges are included in 7 [[15]. A conforming triangulation is
defined as follows. Let V' be the set of vertices in 7 and suppose V" is a point set con-
taining V. We say a triangulation of V' conforms to T if the edges of the triangulation
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cover the edges of 7. A conforming non-obtuse triangulation of the tessellation 7 can
be obtained by adding O(n*®) new vertices [15]]. Once a non-obtuse triangulation of
T is obtained, we fix a small positive quantity € which is strictly smaller than half the
length of the smallest edge of the triangulation, and an angle § which is smaller than
half of the smallest angle between any two edges of the triangles. Construct a circle of
radius e around each of the vertices of the triangles. Place sites on the circumference of
the above circle such that each edge emanating from a vertex is a perpendicular bisec-
tor of the two neighboring sites (one in clockwise and another in anticlockwise) placed
on the circle. See Figs. [[0ha, [[0b. These two sites are so placed as the circle that they
subtend an angle 20 at the center. These sites are called e— neighbor of the correspond-
ing vertex. We repeat this site placement procedure for every vertex of the triangulated
graph.

We will prove the fact that the above procedure will return a feasible solution of GVI
by the following argument. Let ABC be one of the acute-angled triangle. Three circles
Cy,Cp, Cc centering at the vertices A, B, C respectively each of radius ¢, are drawn.
Let D be any arbitrary point inside the triangle ABC which lies outside the circles
Ca,Cp,Cc (See Fig. [[Th). Suppose D is unable to fulfill its Voronoi requirement
from any of the sites placed on the circumference of the circles Cy,Cp, Cc. On the
contrary D finds its nearest neighbor from outside the triangle ABC, say at site P; note
that by construction, P must be an e- neighbor of a vertex of an acute-angled triangle.
Then there will be two cases

1) Qs a vertex of the triangle whose one of its edge is BC (See Fig. [[1h);

Proof. A circle C'p is drawn centering at D and radius D). Now there will be 2
sub-cases.

a) If the circle Cp intersects any of the circles C'4, Cg, C¢ then it is obvious that
D will satisty its Voronoi requirement from a site placed on the circumference
of the corresponding circles. This contradicts that P is the nearest neighbor of
D.

b) Suppose the circle C'p intersects the triangle at the points .S, R. The segment
E'F subtends a right angle at ) since E'F' is the diameter. Note that ZSQR
is greater than ZFQF, and as a result ZSPR is obtuse. Therefore, the face
BQC is not a non-obtuse triangle. Hence, contradiction.

2) Q is not the vertex of the triangle whose one of its edge is BC';

Proof. Let XY be the edge of the triangle whose one of the vertex is M. The line
segment DM is joined. Consider a point M’ on the line segment DM such that M’
is just outside the face XY M (See Fig.[IIb). Note that there must be at least one
edge crossing the line segment D M otherwise triangulation will be contradicted. It
is easy to see that (Fig.[ITk) the nearest neighbor of M’ will be M as the circle Cp
(with center at D and radius D M) includes the circle Cjp;s (with center at M’ and
radius M’ M). Hence, with respect to the face XY M and the point M’, we land up
with a situation which can be contradicted as in Case 1. Thus M cannot be nearest
neighbor of M’. O



36 S. Banerjee et al.

Fig. 9. Example of an arbitrary tessellation

a

Fig. 10. (a) Applying theorem dlin star (b) Applying theorem Hlin the given tessellation (dotted
lines show extension of a segment in order to triangulate)

Fig. 11. Proof of Theorem £
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Now, we bound the number of sites required for a given arbitrary tessellation. The
total number of vertices formed after obtaining conforming non-obtuse triangulation
will be of O(n?:®), where n is the number of vertices in the tessellation 7. Since, a
triangulated graph is a plane graph, the number of edges will also be of order O(n?%).
The number of sites placed around each vertex can be bounded by the number of edges
as the number of sites placed is constant across each edge. Hence, the total number of
sites required in the given tessellation 7~ will be O(n?%).

6 Conclusion

We have introduced a new concept of Generalized Voronoi Diagram (GVI) of a given
tessellation, which was motivated from several engineering design problems of VLSI
and microfluidics. For a rectangular tessellation 7~ we derive several interesting prop-
erties of GVI and proposed an algorithm that constructs a solution of minimal size for
7. Finding an optimum solution of a GVI problem for rectangular tessellation in poly-
nomial time seems to be a challenging problem. We have also studied the GVI problem
for the general case and suggested a method of constructing a feasible solution. Finding
a minimal solution of GVI problem for an arbitrary tessellation is posed as an open
problem.

Acknowledgement. A preliminary version of this paper appears in the proceedings
of the 9th International Symposium on Voronoi Diagrams in Science and Engineering
(ISVD), 2012.
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Abstract. We show how to localize the Delaunay triangulation of a
given planar point set, namely, bound the set of points which are possible
Delaunay neighbors of a given point. We then exploit this observation in
an algorithm for constructing the Delaunay triangulation (and its dual
Voronoi diagram) by computing the Delaunay neighbors (and Voronoi
cell) of each point independently. While this does not lead to the fastest
serial algorithm possible for Delaunay triangulation, it does lead to an
efficient parallelization strategy which achieves almost perfect speedups
on multicore machines.

Keywords: Delaunay triangulation, Voronoi diagram, parallel compu-
tation.

1 Introduction

The Delaunay triangulation (DT) of a set of planar point sites and its dual, the
Voronoi diagram (VD), are among the most fundamental structures in compu-
tational geometry. DT is the triangulation of the sites such that each triangle
satisfies the empty circumcircle property, i.e. its circumcircle contains none of
the other sites, thus, intuitively, the DT has the ”fattest” triangles among all
possible triangulations of the sites. The VD is a partition of the plane into (pos-
sibly unbounded) convex polygonal cells, one per site, such that the points inside
each cell are closer to the site corresponding to that cell than any other site. Due
to their many desirable properties, DT and VD are widely used in many fields
of science.

Because of the duality relationship between them, DT and VD can be con-
verted to each other in linear time. The classical algorithms for computing DT
and VD in O(nlogn) time are Dwyer’s divide and conquer algorithm [1], For-
tune’s plane sweep algorithm |2], incremental construction [3] and variations
based on randomization [4], lifting to three dimensions and computing the con-
vex hull[5]. Su et al. |6] provide a thorough survey and comparison of these
algorithms.

Most of these serial algorithms achieve O(nlogn) time complexity. When the
input is drawn from a uniform spatial distribution of sites, more efficient al-
gorithms are possible. Bentley et al. [7] first proposed a linear expected time
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algorithm for the VD based on the idea of finding the Voronoi cell of each site
independently. Using a cell data structure and a spiral search [7, |&] technique,
the algorithm finds all other sites in the vicinity of the given site, and builds its
Voronoi cell from these. A rough estimate for the region that contains all the
possible neighboring Voronoi sites of each interior site is given. One of the tra-
ditional algorithms is used both for finding the VD of the periphery of the point
set, and also as a last resort for the rare cases where the algorithm fails on an
interior point. Using the same data structure, Maus |8] proposed another linear
expected time algorithm for the DT of sites drawn from a uniform distribution
by greedily finding all the Delaunay edges starting from an initial Delaunay edge
list. In addition to the sites, this algorithm requires the convex hull of the sites
as input, which serves as the initial Delaunay edge list.

Due to the increasing need to rapidly construct the DT in many applications
which may involve millions of points, there has been much research on computing
DT in parallel. Many of these [9-11), 13, [12-420] are based on the state-of-the-
art serial algorithms, such as divide and conquer and incremental construction.
They achieve parallelism by partitioning the set of sites into smaller subsets and
using parallel processing to construct the DT of each subset separately. The
separate triangulations are then combined by edge flipping where needed. These
algorithms make use of a ”"master” processor which assigns tasks to ”slave”
processors, attempting to balance well the load between processors. Thus the
master becomes a bottleneck at some stage, and the algorithms do not scale well
with the number of processors. Furthermore, these algorithms do not fit well
into the current model of multi-core processors and general purpose graphics
processing units (GPU), in which no master process should be present.

In this paper, we present a new algorithm to construct the VD and DT.
This is achieved by running an incremental half-plane intersection method to
compute the Voronoi cell and Delaunay neighbors of each site independently. A
key Locality Lemma, which may be of independent interest, allows us to limit
the candidate set of the Delaunay neighbors to be considered for each site, thus
we drastically reduce the O(n?logn) time complexity of the naive half-plane
intersection algorithm [21]]. For sets of uniformly distributed sites, the complexity
is O(1) per site. The algorithm is extremely simple and easy to implement.
Although this does not result in a serial algorithm which is any faster than
state-of-the-art serial algorithms, it does, as opposed to other algorithms, lend
itself to easy and efficient parallelization. With an extra (quite straightforward)
optimization as described in Section [B the resulting parallel implementation
achieves almost perfect speedups.

2 Related Work

Serial algorithms for computing the VD and the dual DT are well known, so
we will not survey them here. Instead, we will concentrate on the lesser-known
parallel algorithms.

Rong et al. [22] proposed a parallel algorithm to compute the DT using the
GPU and CPU in tandem. With the GPU they compute the DT of a modified
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point set constructed by snapping each original input point to the nearest grid
point (”pixel”). After computing the DT of the grid point set using the GPU,
they move each point back to its original coordinates and repair the triangula-
tion by edge flipping where necessary. Because of its inherent serial nature, the
edge flip step is done on the CPU, thereby making the complete algorithm only
partially parallel, with limited speedup over serial algorithms. Very recently, Qi
et al. |23] improved this algorithm by implementing also the edge flipping on
the GPU, thus making the entire algorithm GPU-based. They also extend the
algorithm to a constrained DT.

It is well known that the DT contains the nearest neighbor graph as a sub-
graph. Maus and Drange [24] generalized this property to the k nearest neigh-
bors, namely, they prove that for any point x in the point set X with k nearest
neighbors {b1,ba...b;} (b; are sorted by their distances to ), the j’th closest
neighbor b; is a neighbor of = in the DT of X if it is not contained in any of circles
having the segment zb;, {i = 1,2,...j—1} as its diameter. Based on this and the
nearest neighbor graph property, they presented two algorithms for construct-
ing the DT in parallel. With the nearest neighbor graph and k-nearest neighbor
graph as starting points, they use an incremental algorithm [8] and constrained
DT algorithm to find the Delaunay neighbors of each point independently in
the two algorithms respectively. However in both algorithms, a serial algorithm
is employed to compute the convex hull of the point set, which is necessary for
their algorithm to construct the DT, therefore making these algorithms also only
partially parallel.

Very recently, Reem [25] adapted his ray-shooting-based parallel algorithm
for computing the approximate VD in general settings [26] (general sites, and
general normed space) to compute the exact VD by carefully utilizing the in-
formation along the rays. A formal proof is given to show that the algorithm
will always terminate with the correct result within a finite number of steps. Ex-
perimental results show that this algorithm, equipped with appropriate spatial
data structures for the sites, achieves almost linear expected time complexity for
uniform distributions. However, since the VD is clipped to a rectangular domain,
an important component of the DT - the convex hull of the point set - will be
incomplete when transforming the VD into a DT.

Shewchuk [27] proposed the Star Splaying algorithm for transforming a tri-
angulation which is nearly DT into a DT. The algorithm seeks to adjust the
stars, the candidate Delaunay one-rings of all the vertices, so that they agree
with each other and therefore form a DT. Star Splaying is akin to the Delau-
nay edge flip algorithm, and it requires (near DT) connectivity in addition to
the point set as input. In this paper, we propose an algorithm which also seeks
to find the Delaunay one-rings for all the vertices. However, it does not check
the relation between different Delaunay one-rings, rather computes the Delau-
nay one-rings of the vertices independently of each other, making it inherently
parallelizable.
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3 Localizing the Delaunay Triangulation

First some terminology.

Delaunay edge: an edge xy is a Delaunay edge if it is contained in the DT.

Delaunay neighbor: a vertex x is a Delaunay neighbor of y if xy is a De-
launay edge.

Delaunay one-ring: the Delaunay one-ring of a vertex x is the set of all
Delaunay neighbors of x.

Voronoi vertex: a vertex of a Voronoi cell boundary

Half-plane: the half-plane between two points ¢ and v is the bisector of the
points.

The terms point, vertex and site are interchangeable through the paper.

In this section, we present a key Lemma, illustrated in Fig. [[, that leads to
the main algorithm of this paper. In general, Delaunay edges are short, because
they connect a site to other sites in close proximity. However, there is no strict
upper bound on the length of Delaunay edges, and in some extreme cases, edges
can span the entire point set. Furthermore, there is no easy rule of thumb that
can predict which sites exactly will be the Delaunay neighbors of a given site.
Thus, there is value in a rule which localizes the Delaunay triangulation, namely,
strictly bounds the set of possible Delaunay neighbors of a given site.

Lemma. Local Delaunay Lemma. Let X be a set of points in the plane. If the
ordered subset P = {p1,p2,...,pn} C X forms a simple polygon containing
¢ € X, then the Delaunay neighbors of ¢ are contained in the union of the
circumcircles of the n triangles formed by ¢ and every two consecutive points of
P (irrespective of the triangle orientation).

Proof. Let CC = U;cc;, where cc; is the circumcircle of Zep;p;it1.

For any point v € C'C, since P is closed and contains ¢, v must be contained
in some (at least one) closed sector defined by ¢ and an edge on P, say p;pit1.
The sector is defined as the unbounded region inside the angle Z/p;cp;+1, and a
closed sector includes the two defining rays, cp; and c¢p;, as shown in Fig.

Assume cv is a Delaunay edge. This implies that there exists a circle through
¢ and v which does not contain any other point of X, including p; and p;+1 [2§].
Obviously, cv cannot be at the boundary of the sector, as this would imply that
either p; or p;+1 is inside this circle. Therefore p; and p;11 are on opposite sides
of the chord cv that divides this circle into two arcs, as shown in Fig. 2. So, on
the one hand, for any point v; on the arc which is on the same side of cv as p;,
we have Zcviv > Zepgv. Similarly for any point vy on the complementary arc,
we have Zcvov > Zepi1v. Therefore

Zevv + Levgv > Lepiv + Zepipiv
Since v is outside the circumcircle of Acp;p;+1, we have

Zepip1v + Lepiv >
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Fig.1. The Local Delaunay Lemma. Only the black sites, inside or on the dashed
circumcircles, can be the Delaunay neighbors of the site c.

Fig. 2. Proof of the Local Delaunay Lemma

which leads to
Leviv + Levgu > Lepiv + Lepipv >

On the other hand, since v; and vy are on the two complementary arcs of the
chord cv:
Zeviv + Levgv =1

which is a contradiction. Thus cv cannot be a Delaunay edge. a

Note that by including the point at infinity, the Local Delaunay lemma can
be generalized to the case that the polygon P is unbounded, as is the case for
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points on the convex hull. Consider the ”closed” polygon PUoco, any point inside
the unbounded sector of P falls inside either or both of the circumcircles of the
two infinite triangles, which are essentially two halfspaces.

We also note an important special case of the Local Delaunay Lemma. If P is
exactly the set of Delaunay neighbors of ¢, then the union of the circumcircles
will contain no other points, as expected. The Local Delaunay Lemma allows us
to significantly limit the number of points we need to consider when searching
for the Delaunay neighbors of a point z. Indeed, none of the points outside the
union of the circumcircles of triangles incident to ¢ can be a Delaunay neighbor
of ¢. Therefore it suffices to consider only the points inside this union.

4 Delaunay Triangulation

Based on the Local Delaunay Lemma, we now outline an algorithm for computing
the Delaunay neighbors (and Voronoi cell) of a given point c.

Algorithm 1. LocDT(c)

1 Find a (simple) polygon Po = {p1,p2,...,Pk}, containing c
2 Initialize ¢’s candidate Delaunay one-ring: P = Py
3 Initialize ¢’s candidate Voronoi cell: Q = {q1, q2, ..., qx}, where g; is the
circumcenter of Acpipit1
4 Construct the list of Delaunay neighbor candidates
V={zeX:3i|z—ql < llc—al}
foreach v € V do
Compute the half-plane H, defined by the bisector of v and ¢, containing ¢
Q+—H,NQ
Update P, based on Q (See Algorithm [2])
end

© 0N o wm

To find the complete DT of a point set X, Algorithm[I]is run for each point cin X .

The core of the algorithm is half-plane intersection in the loop described
in Steps 5-9. Note that the candidate Voronoi cell changes (actually, shrinks)
between iterations, therefore the halfspace corresponding to a vertex in V may
not intersect it, thus not change it. This can be checked by inspecting whether
the candidate vertex v is inside any of the circumcircles defined by the current P
(or, equivalently, the current @). Actually, for each candidate v, we can find the
sector p;cp;1+1 that v resides in, then by comparing the distance ||¢; — v|| with
the distance ||g; — ¢||, we can tell if v is inside the current union of circumcircles.
Since the vertices in P are ordered (CCW), we can find the sector containing v
in O(log d) time, where d is the length of P. The intersection with half-plane H,
is now done easily, since, starting from the sector, we can find the two edges on
Q@ that H, intersects in constant time, as shown in Fig. Bl Then we can simply
keep the vertices of Q) that are closer to ¢ than v is, and replace the other vertices
of @) with the centers of the new circumcircles.
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Before After

Fig. 3. Intersecting the (solid gray) candidate Voronoi cell of ¢ with (dash dot) half-
plane H, associated with the candidate v. After the intersection, the previous (solid
black) circumcircle is replaced with two new (solid black) circumcircles, and v is added
to the (solid black) candidate Delaunay one-ring of c. The relevant sector is shaded in

gray.

Some of the initial triangles incident to ¢ could be very skinny and have large
circumcircles, which results in the list of Delaunay candidates V' constructed in
Steps 1-4 containing many points. Since the Local Delaunay Lemma holds for
any polygon containing ¢, we can optimize the routine by implementing the loop
of Algorithm [I in an incremental manner. Starting from the initial candidate
Delaunay polygon P, in each iteration we deal with one of its edges, p;p;+1. We
check whether the circumcircle of the corresponding triangle Acp;p;4+1 contains
a point. Only if it does do we run the half-plane intersection routine and update
P and @. Algorithms 2 shows the pseudo-code for the incremental update of P
and Q.

In Algorithm 2] m + 1 and j — 1 are computed modulus length(P).

For the algorithm to have good performance, we need a data structure that
supports efficient disk range queries on a set of points. We use the standard
cell/bucket data structure proposed by Bentley et al. [7] and Maus [§]: the do-
main, the bounding box of the point set, is partitioned into boxes of the same
size, and an index array is used to store the indices of the points inside each
box. The points inside each box can be retrieved in constant time, and the index
of the box containing any point can also be computed in constant time. For
point sets containing n points, we partition the domain into y/n x /n boxes.
Then each box contains a single point on the average, and we found that for
uniformly-distributed point sets it takes less than 10 half-plane intersections to
find the exact Voronoi polygon and Delaunay one-ring. To make the following
operations simpler, we scale the (square) domain to be the unit square.
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Algorithm 2. LocDT(c, P, Q)
1i=1
2 while i < length(P) do
s V={eeX:|o—ql <lle—al}
4 if V is empty then
5 i++
6 else
// half-plane intersection
v = any vertex in V'

8 j = index of first vertex of @) inside H,
9 m = index of last vertex of ) inside H,

10 01 = circumcenter(Pm+1, v, C)

11 02 = circumcenter(v,p;j—1, )

12 Q={q1,...qm,01,02,q5—1,...qend}

13 P={p1,...pm4+1,V,Pj-1,- . Dend}

14 t=m-+1

15 end

16 end

It remains to provide the details of Steps 1-3 in Algorithm [I i.e. building
an initial candidate Delaunay polygon Py and candidate Voronoi cell Qg for c.
Obviously, we would like Qg to be as tight as possible. Also, these steps should
be as fast as possible.

We use the ”spiral” search technique to find a fixed number, say 6, of non-
empty cells around ¢, and then sort all the points inside these cells in CCW
order around c to obtain the initial polygon Py. The dark dashed gray spiral in
Fig. [ shows the procedure of the ”spiral” search. However in some cases, this
initial polygon will not contain ¢. Worse still, when ¢ is on the convex hull of the
point set, there exists no polygon containing it at all. Luckily, as mentioned in
the previous section, we can always include the infinite point into Py, and make
it ”closed”.

The initial candidate Voronoi cell Q¢ can be constructed as the ”dual” of the
site ¢ by taking the ¢’th vertex of Qo to be the circumcenter of Acp;p;1+1 (the
circumcenter of infinite triangle is the infinite point). Unfortunately, this does
not always result in a simple polygon, as the triangulation inside the polygon
Py is not always Delaunay itself. This will interfere with the later half-plane
intersecting procedure, since the initial candidate Voronoi cell must be valid
(simple and convex) for it to be correct. Thus we must prune the polygon
Py in order to make @y valid. Obviously, this can be achieved by intersec-
tion of all the half-planes defined by ¢ and all the vertices of Py. To sim-
ply this process, we first construct P, to be the square formed by 4 virtual
points, {(—1/2,-1/2),(3/2,-1/2),(3/2,3/2),(—1/2,3/2)}, outside the domain
(the unit square), and take the candidate Voronoi cell Qq. to be the dual of Fy.
Then for each vertex of Py (without the infinite point), we run the same half-
plane intersection routine as in Step 5-9 of Algorithm [l to update P and Q.
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Caszspenppepunany

Fig. 4. (Solid black) Candidate Delaunay one-ring polygon P and corresponding (solid
gray) dual candidate Voronoi cell @ constructed from the points inside the cells inside
the dotted gray rectangles. The solid black quadrilateral is the initial candidate Delau-
nay polygon formed by 4 virtual ”infinite” points. The right portion shows a candidate
Delaunay one-ring containing one virtual ”infinite” point. Circumcircles involving the
”infinite” point are actually (dotted black) half-planes.

After this step, we will usually be left with a very tight containing polygon
P. This will rule out the majority of the point set from the Delaunay neighbor
candidate list V', In fact, quite a few of the circumcircles are already empty, as
shown in Fig. @, therefore the core of Algorithm [II Steps 5-9, needs to process
only a very small number of candidate neighbors.

Thanks to the introduction of virtual (infinite) points, we do not need to take
special care of the points on the convex hull. However, note that the circumcircles
of the triangles containing the virtual points are actually halfspaces, therefore the
Delaunay neighbor candidates list V' should be constructed slightly differently.
The point-in-circumcircle test in Algorithm [ should also be replaced with a
point-in-halfplane test.

The top row of Fig. [f shows the evolution of P and @ in a typical scenario.

Note that our algorithm does not take degenerate cases into account. When
such situations exist in the given point set, i.e. more than 3 points form an empty
circle, then the Delaunay one-rings of these points, as found by our algorithm,
may not agree with each other, rendering the complete DT invalid. In such cases,
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we can slightly modify the algorithm by perturbing each point randomly so that
the degeneracy disappears while the DT is preserved.

5 Parallel Delaunay Triangulation

The Delaunay triangulation algorithm can be parallelized in a straightforward
manner. In fact, since the same procedure is applied to each point, and the
processing of each point is independent of the others, we can simply parallelize
the loop applying Algorithm [ to all input points. Before running the main
algorithm, we need to partition the point set into uniform cells/buckets and
build the data structure. Due to its regularity and simplicity, this can also be
parallelized using standard thread synchronization techniques, such as atomic
operations. In any case, this preprocessing accounts for less than 0.1% of the
serial processing time.

5.1 Avoiding Redundancy

Each Delaunay triangle features in each of the three Delaunay one-rings of its
vertices, therefore simply applying Algorithm [Ilto each point independently will
compute each Delaunay triangle three times. A similar analysis reveals that each
Delaunay edge will be computed four times. When running the serial version of
the algorithm, some of this can be saved in an obvious manner by updating
the Delaunay neighbor information for each p; after finding P - the Delaunay
one-ring of ¢ - and then skipping the Delaunay neighbors already found when
applying Algorithm [Il on p;. Alas, it is difficult to apply this simple strategy
when running the algorithm in parallel, as this requires too much coordination
between processors when updating the Delaunay neighbor information.
Fortunately, it is still possible to reduce the redundant computation also in the
parallel case. Since a triangle is always intersected by one of the three vertical
lines through its vertices, we can construct the entire DT by computing only the
two Delaunay triangles that intersect the vertical line through each point. As shown
in Fig. B only the two gray Delaunay triangles need to be found for point c. To
implement this optimization, we modify Algorithm [ and 2] accordingly. In Algo-
rithm [Il we build the initial candidate Delaunay one-ring using only four points
(including virtual points if necessary); one in each of ¢’s four quadrants. In Algo-
rithm [2] we process only the two edges of the Delaunay polygon which intersect
the vertical through c¢. The bottom row of Fig. [6] shows the evolution of P and
Q in this optimized version of the DT algorithm, which may be compared to the
evolution in the serial version of the algorithm in the top row of that figure.

5.2 Load Balancing

To achieve the best performance of a parallel algorithm, it is important to balance
the workload of the parallel tasks, since the overall performance is determined
by the slowest processor. However, Algorithm [ performs quite differently for
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Fig. 5. Reducing the DT computation by computing only the two Delaunay triangles
incident on c that intersect the dashed black vertical through c

Fig. 6. Evolution of the (solid black) Delaunay one-ring P and (solid gray) Voronoi cell
Q as Algorithms [I] and [2] are running. (Top) Serial version. (Bottom) Parallel version
optimized to eliminate redundancy.

interior points and for boundary points, even in a uniformly distributed point
set. For most interior points, Algorithm [I] has constant time complexity w.r.t.
n, the size of the point set, while for points on the convex hull and some interior
points nearby, the time complexity is O(y/n). This is because the Delaunay
polygon P contains the infinite point, which indicates that the circumcircle of
some triangle is a half-space, meaning that O(y/n) cells of points must now be
checked. So although the serial version of the algorithm treated all points equally,
the parallel version must be wary of points on the convex hull.
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Since it is difficult to tell apriori which points are on the convex hull, we
adopt a strategy which disguises these points as interior points. This is done by
using a periodic DT @], which is the DT of a point set which is replicated in
tiles over the plane. Thus each point in the periodic DT may be considered as
an interior point and the time complexity of Algorithm [ will then always be
constant. Based on this, we may adjust Step 1 and 4 in Algorithm [ by replacing
the virtual (infinite) points with replicas of ¢ in different periods and build the
Delaunay neighbor candidate list in periodic space. Fig [l shows an example of
a periodic DT.
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Fig. 7. Transforming a periodic DT to a regular DT. The solid gray square marks
the original domain of the input point set and the dashed black polygon its convex
hull. Four periods are shown. The solid black polygon marks the boundary of the
DT after removing all triangles of the periodic DT crossing the original (solid gray)
domain boundary. Only the region between it and the (dashed black) convex hull,
which consists of the union of simple polygons, such as the gray shaded polygon, need
to be triangulated.
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It remains to describe a method to transform a periodic DT into a regular DT
in linear time. First we remove the triangles crossing the boundary of the domain
in the periodic DT, and find the resulting triangulation boundary vertices by
checking whether their Delaunay one-ring is closed. Since no new triangles are
introduced, all the existing triangles stay Delaunay, and we need only to find the
Delaunay edges between the triangulation boundary and the convex hull. The
latter can be traced from the boundary vertices in time linear in the number of
boundary vertices |30]. Then, as shown in Fig. [7 the region between the (solid
gray) boundary and the (dashed black) convex hull is the union of simple closed
polygons, which may be identified by ”walking” along the boundary. A simplified
version of our Algorithm [[lmay be used to triangulate these polygons by running
on their vertices in parallel. For each vertex ¢ on any of these simple polygons
G, we replace ¢ € G with the infinite point, to obtain the initial candidate
Delaunay one-ring P, and construct the Delaunay neighbor candidate list V' as
all the vertices of P.

6 Experimental Results

In this section, we demonstrate the efficiency of our DT algorithm, both serial
and parallel, for point sets drawn from a uniform distribution, and analyze the
complexity of the algorithm. Our experiments were run on a PC with an Intel
i7-i2720QM @ 2.2 GHz 4-core CPU and 8GB RAM.

For a uniformly distributed point set, the algorithm takes constant average
time to compute the Voronoi cell and the Delaunay one-ring for most interior
points and O(y/n) for each point on the convex hull and a very few points near
the convex hull. Since the number of points on the convex hull is O(logn) on
the average |31], the overall time complexity of the algorithm is O((n —logn) +
vnlogn) = O(n). Our serial implementation confirms this. As for the space
complexity, our algorithm needs to build and use the cell/bucket data structure,
which takes O(n) space. As discussed in Section ] we only need to output two
triangles for each vertices, therefore we need O(n) space to store the results. For
each parallel thread, we need to maintain both the candidate Delaunay one-ring
polygon and the candidate dual Voronoi cell for current vertex. Let the largest
valence of the DT be k£ and the number of parallel threads be p, then the overall
space complexity is O(n) + O(n) + O(kp) = O(n + kp).

Fig. @ shows the runtime of our DT algorithm with 1 to 4 CPU cores in
comparison with Qhull [32], CGAL|33] and Triangle [34] - the best (and most
popular) serial algorithms that we are aware of - and GPU-DT [23], for uniformly
distributed point sets of different sizes (between 10° and 10° points). Triangle
and CGAL have similar performance, and the serial implementation of our DT
algorithm is approximately 2 — 2.5 times slower.

The DT algorithm was parallelized on a multi-core CPU using OpenMP [35].
The atomic directive is used to build the cell data structure in parallel. Only
the point set and corresponding spatial data structure are shared among all the
threads. Fig 8. shows that the parallel DT gives an almost perfect speedup over
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Fig. 8. Runtime of parallel DT with different configurations compared to Qhull|32],
CGALJ33] and Triangle[34] - the state-of-the-art serial algorithms, and GPU-DT [23]
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Fig. 9. Speedup of parallel DT using multi-core CPU

the serial version, thus our parallel implementation on 3 cores and above outper-
forms Triangle and CGAL, and the same implementation on 4 cores outperforms
GPU-DT. Fig. @ shows the speedup using different numbers of CPU cores for
different point sets. This particular experiment was run on a Linux server con-
taining two Intel Xeon E5420@2.5 GHz 4-core CPUs with 32GB RAM. As can
be seen, our parallel implementation gives an almost perfect speedup over the
serial version for point sets under either uniform or non-uniform distribution.
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Our algorithm is designed primarily for uniformly distributed point sets. Al-
though it can also be used for non-uniform distributions, its performance will
not be as good. Table[Mlshows the timing of the algorithm run on some point sets
having irregular distributions. For point sets having ”reasonable” distributions,
such as the Gradient and Leaf examples, our algorithm still achieves reason-
able performance. However for point sets having extreme distributions, such as
the Ring example, our algorithm performs poorly. The reason is that most cells
in the underlying grids are either empty or very dense, causing the Delaunay
neighbor candidate sets V' constructed in Algorithm [l to be either very large or
empty. This significantly damages the load balance, increasing the complexity
of Algorithm [

Table 1. Runtime (sec) of parallel DT on non-uniform point sets

Point set Ring Gradient

(51,200 points)

Parallel DT 0.516 0.036

on 4 cores

CGALJ33] 0.091 0.089 0.091
Triangle[34] 0.055 0.055 0.057

7 Conclusion

We have presented a Local Delaunay lemma which allows to localize the Delau-
nay triangulation, namely, bound the points in a set which may be Delaunay
neighbors of a given point. This localization may be used to design an algorithm
to construct the Delaunay triangulation and Voronoi diagram, which may easily
be parallelized, since the Delaunay neighbors of any point may be found indepen-
dently and relatively quickly by process of elimination. Our experiments show
that speedup is linear in the number of processors, which means that Delaunay
triangulations may be computed arbitrarily quickly by adding computing power.
Future work includes implementation on modern graphic hardware (GPU), ex-
tending the algorithm to 3D space, optimizations for point sets with non-uniform
distributions and generalization to power diagrams and regular triangulations.
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Abstract. A simple formalism is proposed for a quantitative analysis of intera-
tomic voids inside and outside a solute molecule in solution. It can be applied
for the interpretation of volumetric data, obtained in studies of protein folding
and unfolding in water. In particular, it helps to divide the partial molar volume
of the solute into several components. The method is based on the Voronoi-
Delaunay tessellation of molecular-dynamic models of solutions. It is suggested
to select successive Voronoi shells, starting from the interface between the so-
lute molecule and the solvent, and continuing to the outside (into the solvent) as
well as into the inner of the molecule. Similarly, successive Delaunay layers,
consisting of Delaunay simplexes, can also be constructed. Geometrical proper-
ties of the selected shells and layers are discussed. The temperature behavior of
inner, boundary and outer shells is discussed by the example of a molecular-
dynamic model of an aqueous solution of the polypeptide hIAPP.

Keywords: Voronoi diagram, solvation shell, molecular dynamics of solutions,
Voronoi cells, Delaunay simplexes, partial molar volume.

1 Introduction

The volumetric properties of proteins in aqueous solution are most important for the
understanding of their thermodynamic and structural behavior [1]. In particular, they
help to understand the mechanism of protein folding in water at different temperatures
and pressures. The influence of temperature and pressure induces changes of the vo-
ids, both inside the solute molecule, at its boundary, and also in the surrounding
water. The knowledge of these contributions to the volume of the solution helps to
validate propositions about the occurring conformational changes. However, using
only experimental data, it is very difficult to separate these contributions.

Computer simulations help to solve this problem. Models of the solutions are gen-
erated usually by molecular dynamic simulations, see for example Ref. 2. The next
step is the analysis of the models: detection and characterization of interatomic voids
and local densities.

M.L. Gavrilova et al. (Eds.): Trans. on Comput. Sci. XX, LNCS 8110, pp. 56-f71] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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There are very different approaches used for the analysis of voids in atomic and
molecular systems. Some of them were developed for the investigation of the empty
space between the atoms in liquids and glasses [3-6], granular matters and colloids
[7,8], polymers and membranes [9,11]. Others are specialized to study cavities and
pockets in large biological molecules [12-13]. Solvation shells [15,16] and the boun-
dary region between proteins are also studied [17,18]. Consecutive shells, consisting
of Voronoi cells, were used for the analysis of the density of hydration shells around
polypeptides in Ref. 19. However, we are not aware of articles, where the voids both
inside and in the surroundings of a solute molecule were analyzed. Such investiga-
tions should be made by a single-stage method for all regions of the solution. Fortu-
nately, there is no necessity to develop a new method for such a work. At present,
there is no doubt, that the most suitable and general method for the selection and
analysis of voids and the local density in molecular system is an approach, which is
based on Voronoi diagrams (the Voronoi-Delaunay method) [20,21].

In this work, we present a simple technique for the decomposition of the Voronoi-
Delaunay tessellation of a solution into shells (layers) related with the solute. It allows
to characterize voids (local density) both inside, at the boundary, and outside the
solute molecule.

2 Voronoi-Delaunay Tessellation of a Solution

Fig.1 shows a two-dimensional illustration of a solution model and its Voronoi-
Delaunay tessellation. Note, the size of the atoms should be taken into account, if one
studies interatomic voids [3,22,23]. This means that the Voronoi tessellation should
be calculated, allowing for the surface of the atoms. Thus we should deal with
S-tessellation [24,25] (additively weighted [20]), instead of the ordinary Voronoi
tessellation (related with the atomic centers). In this case we make a more physical
assignment of the empty space to a given atom, i.e. we include all points of space,
which are closer to the surface of a given atom, than to the surfaces of all other atoms
of the system. A simpler variant, which considers the atomic surfaces, is the well-
known power or radical tessellation [20,23,26]. In this case the assignment of the
empty space to individual atoms is not quite physical, but it is easier to implement.
The known complexities of the S-tessellation (theoretically possible disconnectedness
of the tessellation and overlapping of Delaunay simplexes in some cases [21,25,27])
are not important for our molecular systems, where the size difference of the atoms is
rather small (usually less than a factor of 2). In addition, these peculiarities of the S-
tessellation can be easily taken in to account at the calculation of the tessellation. In
this work we use S-tessellation, however using radical, one obtains the same physical
results [19].

The molecules of the solvent (usually water molecules) are considered as uniform
spheres, as it is usually done in structure analyses of computer models of water and water
solutions. Note, the specific features of the interaction between water molecules (hydro-
gen bonds) are taken into account only in the stage of the molecular dynamics simulation,
when they are essential to create a realistic model, but not in the geometrical analysis.
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Fig. 1. Left: 2D illustration of a solution. Atoms of the solute molecule are shown by dark
disks. Atoms of the solvent are pink (light). Right: Voronoi-Delaunay tessellation of the model.
Thin (black) lines show Voronoi cells, thick (red) lines show Delaunay simplexes.

The Voronoi-Delaunay tessellation is calculated for every configuration of the stu-
died model. All atoms (both of the solute and solvent) are treated as a single, non-
subdivided system in this stage. The calculation of the tessellation is straightforward
now. Algorithms for the calculation of the S-tessellation were described in the litera-
ture, see e.g. [25]. Programs for the calculation of the power tessellation (as for ordi-
nary Voronoi-Delaunay tessellations) are available in standard geometrical libraries.

For the processing of the tessellation, it is convenient to use the Delaunay network.
The sites of this network are the atoms of the system, and the bonds connect adjacent
atoms. Remember, adjacency on the Delaunay network means, that the Voronoi cells
of a given pair of atoms have a common face, Fig.1. For the following applications it
is convenient to establish, which atoms determine the vertexes of the Delaunay sim-
plexes. In this stage of the work, we will differentiate between the atoms of the solute
and the solvent.

3 Voronoi Shells

Knowing the adjacency of the atoms (Delaunay network), one can begin the selection
of the Voronoi shells around the solute molecule.

3.1  Selection of the Boundary Voronoi Shells

The boundary Voronoi shell can be selected according to the following algorithm:

Go over all atoms of the solute molecule and find the atoms, which are adjacent to at
least one atom of the solvent. Record the numbers of these atoms.

Thus we establish the atoms of the solute molecule, which are in direct contact
with the solvent, and simultaneously, the atoms of the solvent which are in contact
with the solute. The former represent the boundary atoms of the solute, and the latter



Decomposition of a Protein Solution into Voronoi Shells and Delaunay Layers 59

define the nearest solvation shell. Let us assign indexes 0 and 1 to these atoms, and
call these groups of atoms (and their Voronoi cells) as 0-t2 and 1-st Voronoi shells,
see Fig.2. Let us denote the number of atoms in the shells as Ny and N;. The volume
of the shells (V, and V;) can be calculated as the sum of the volumes of the Voronoi
cells in a given shell.

Fig. 2. Illustration of the 1-s¢ and the 0-th Voronoi shells. All atoms with index 1 have at least
one atom of the solute as a neighbor. All atoms with index 0 have at least one atom of the sol-
vent as a neighbor. If there are no solvent atoms inside the solute, both Voronoi shells are simp-
ly connected (left). The existence of solvent atoms inside the solute results in a not simple
connectivity of the shells. See shells 1 and 1’ (right).

AN
BV

Fig. 3. The 1-st (red) and the 0-th (black) Voronoi shells are presented as clusters on the Delau-
nay network for the models shown in Fig.2. Selected atoms are shown by large points and
squares.

I

Usually both of these shells are simply connected, Fig.2 (left). However, if some
atoms are inside the solute (this means, that the set of solvent atoms is not simply
connected on the Delaunay network), the 1-st shell is also not simply connected.
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The existence of water molecules inside the solute protein molecule has a special
interest in biology. One can see, our technique can be used to find such molecules in
computer models. Simply, one should make a standard analysis of the clusters on the
Delaunay network. If the selected (colored) sites (the atoms with index 1) represent a
simply connected cluster, then water inside the solute is absent.

Fig.3 demonstrates our Voronoi shells as clusters on the Delaunay network. In the
first case they are simple connected, Fig.3 (left). If there is a water molecule inside
the solute, there is a more complicated situation Fig. 3 (right).

Note, it is obvious, that when the solute molecule is simply connected on the
Delaunay network, then the 0-th Voronoi shell is also simply connected.

3.2  Calculation of Subsequent Voronoi Shells

The 2-nd Voronoi shell is defined by the solvent atoms which are neighbors of the 1-
st shell (adjacent to atoms with index 1). Let us assign index 2 to these atoms. Ob-
viously, none of these atoms are in contact with atoms of the solute, else it could be
assigned to the 1-st shell.

Similarly, we can select outer neighbors of the 2-nd shell. They define the 3-rd Vo-
ronoi shell and get index 3. To continue further, all subsequent Voronoi shells can be
selected, and called the 4-th, 5-th, ... k-th ... and so on, up to the maximum, that is
permitted by the model.

Fig. 4. 2D illustration of Voronoi shells outside and inside a big solute molecule. Only boun-
dary atoms of the molecule are shown schematically. The digits show the numbers of the shells.
The inner shells have negative numbers. They may be not simply connected.

From a mathematical point of view, the Voronoi shells correspond to the consecu-
tive topological neighbors on the Delaunay network, see for example Ref. 28 and
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references there. However, the selection of the neighbors usually begins from a single
(central) site (Voronoi cell). In our case we start from the boundary atoms of the so-
lute molecule. If the 1-st Voronoi shell is simply connected, all subsequent shells are
also simply connected. However, the shape of the Voronoi shells can be very different
and is determined by the morphology of the solute molecule. Protein molecules have
usually a globular shape. In this case the O-th, 1-st and other Voronoi shells (unders-
tood as unions of the Voronoi cells with equal index) are isomorphic to a spherical
layer. However, in the case of a torus-like molecule, containing a ring of atoms, sol-
vent molecules can be located in the interior of this ring. In this case the first Voronoi
shells will also be tori.

Note, the Voronoi shells do not contain “through holes”, i.e. going from the (k-1)-
th to the (k+1)-th shell, one will be obligated to traverse the k-th shell. This is an ob-
vious consequence of the Voronoi shell definition. Indeed, the k-th Voronoi shell is an
obligatory “intercalation” between these shells: it is derived from the (k-7)-th, and
generates the (k+1)-th one.

Let us consider now the Voronoi shells, which are constructed, when proceeding
from the O-th shell into the interior of the molecule. All internal neighbors of the 0-th
shell represent the -1st (minus first) Voronoi shell, Fig.4. The atoms of this shell have
index -1. None of these atoms contact the solvent, else it would belong to the O-th shell.
Similarly, one can select inner neighbors of the -1st shell. They represent the-2nd
(minus second) Voronoi shell, and its atoms get the index -2. By continuing this, one
can determine all subsequent “negative” shells, until all atoms of the molecule are
covered. These shells can have a more complicate topology than the outer ones. In
particular, they can be not simply connected, in spite of a simply connected O-th shell,
Fig4.

Thus, we decomposed the solution into shells in relation to the surface of the solute
molecule. This decomposition is unambiguous: no atom (Voronoi cell) is unconsi-
dered, and none are taken into account twice.

For each Voronoi shell different characteristics can be calculated, e.g.: the number
of atoms N, ; the volume V,, defined as the sum of the volumes of all Voronoi cells of
the shell, the mean volume of the Voronoi cell v, = V,,/ N, the inner and outer surface
areas S;_; and S;, which are calculated as the sum of the area of the boundary Voronoi
faces. Since the outer surface of a given shell is the inner one for the following shell,
it is sufficient to speak of intermediate surfaces S;.;;. One can propose also other
characteristics of the Voronoi shells, e.g. the empty volume, and so on.

Every configuration of the solution is characterized by a set of numbers, in particular:
the numbers of atoms in the Voronoi shells

.. N3y N, No, Ni, N; ...,
the shell volume values
Vo, Vo, Vo, Vi, Vo o,
the areas of the intermediate surfaces
e S2.800 S0 Si2 S23 e ,

and so on.
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4 Delaunay Layers

4.1  Selection of the First (Boundary) Delaunay Layer

We can classify the Delaunay simplexes by using the indexes of the Voronoi shells.
Let us define thus the index 7 of a given Delaunay simplex as the sum of the Voronoi
shell indexes of the atoms at its vertexes:

I=i;+i+iz+iy

Remember, the Delaunay simplex is formed by “mutually close” atoms, all of them
are first topological neighbors. This means that the difference between the atomic
indexes i cannot be greater than 1.

Atoms of the 0-th and 1-st Voronoi shells can form the following simplex indexes:

I=0 (all simplex vertexes are located on the solute molecule: 0+0+0+0);
I=1 (three vertexes on the solute and one on solvent: 0+0+0+1);

I=2 (correspondingly: 0+0+1+1);

I=3 (correspondingly: O+1+1+1);

I=4 (all vertexes are on solvent molecules: 1+1+1+1).

We will call the union of Delaunay simplexes with the same index [ as Delaunay
sub-layer I. The sub-layers 0 and 4 are produced by atoms of the same Voronoi shells.
They are result of “folds” of the Voronoi shells, and do not play a principal role in our
analysis. Moreover they can be absent in some models. We will discuss such sub-
layers in more details below. More important are the sub-layers, whose vertexes are
both on the 0-th and 1-st Voronoi shells (/=1,2,3). The union of these simplexes
represents a shell (layer) between the atoms of solute and solvent. We call this shell
the 1-st Delaunay layer.

AN

Fig. 5. 2D-illustration of the first Delaunay layer for the model shown in Fig.2 (left). Separate
Delaunay sub-layers and their unions are shown at the right.

Fig.5 shows a two-dimensional illustration of these Delaunay constructions. In a
plane a Delaunay simplex has three vertexes, thus there are only four different
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simplex indexes: I=0, (0+0+0); I=1, (1+0+0); =2, (1+140) and /=3 (1+1+1), and
the first Delaunay layer is presented by two sub-layers, (/= 1 and 2).

It is significant that the union of Delaunay simplexes, the vertexes of which are
both on the solute and solvent, represent a solid shell, i.e. at no point its width is equal
to zero. For separate sub-layers this is not true. The thickness of a sub-layer degene-
rates into a point at the common vertexes, see Fig.5. (In 3D a zero width can also be
along a common simplex edge).

Fig. 6. Illustration of the first Delaunay layer of a one-atomic solute. It consists of Delaunay
simplexes with one index only: /=2, (0+1+1), and represents the area between the solute and
the solvent particles.

The first Delaunay layer characterizes the void space between the atoms of the so-
lute and solvent. This important feature of the Delaunay layer is also valid, if some
sub-layers are absent, see for example the one-atomic solute, Fig.6.

4.2  Calculation of the Subsequent Delaunay Layers

Let us consider Delaunay simplexes between the (k-1)-th and k-th Voronoi shells.
They produce the indexes:

[ = dk-4, (k- 14+k-1+k-1+k-1);
I=4k-3, (k- 1+k-1+k-1+k);

[ =4k-2, (k- 1+k-1+k+K);

[ =4dk-1, (k- 1+k+k+k);

I =4k, (ktk+k+k).

The simplexes with indexes 4k-3, 4k-2 and 4k-1, whose vertexes are positioned on
atoms of both Voronoi shells, represent a solid shell between the atoms, and define
the K-th Delaunay layer. In this case K=k. The simplexes with index /=4k-4 had been
obtained already in the calculation of the previous, (K-1)-th Delaunay layer, and the
index [=4k will appear once more in the calculation of the next (K+1)-th Delaunay
layer. For the sake of definiteness, we will assign sub-layer 4k to the K-th Delaunay
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layer. In this case all Delaunay simplexes will be assigned to the Delaunay layers
unambiguously.

We can also select Delaunay simplexes inside the solute molecule. They manifest
the inner Delaunay layers.

The 0-th and -1-st Voronoi shells define simplex indexes:

1= 0, (0+0+0+0);
I=-1, (-1+0+0+0);
I1=-2, (-1-1+0+0);
I1=-3, (-1-1-1+0);
I=-4, (-1-1-1-1).

The union of sub-layers -1,-2,-3 represents the 0-th Delaunay layer. We should al-
so add sub-layer I = O to this layer, and sub-layer I = -4 will be assigned to the -1-st
Delaunay layer. If there is a -2-nd Voronoi shell, then one can define the -1-st Delau-
nay layer, which consist of sub-layers -4, -5, -6, -7. Sub-layer -8 will be related to
the next “negative” Delaunay layer (-2-nd). We can continue this procedure until all
Voronoi shells inside the solute molecule are covered.

Thus, Delaunay layers are defined unambiguously by the Voronoi shells and
represent an additional method for the decomposition of the Voronoi-Delaunay tessel-
lation of the solution both inside and outside the solute.

Every Delaunay layer can be characterized, for example, by a volume Dy, calcu-
lated as the sum of its Delaunay simplex volumes. For physical applications it can
also be interesting to know the empty volume E of the layers. In this case one sums
the empty volumes of the simplexes (without the volume occupied by the atoms).

Every configuration of the solution can be characterized by sets of Delaunay layer
parameters, in particular, by the volumes:

. D, Dy, Do, Dy, D, ..,
and/or the empty volumes:
wo E5 E Eg E)Ey, ...

and so on.

5 Examination of an Aqueous Solution of the Polypeptide
hIAPP

Molecular-dynamic models of a single amyloidogenic polypeptide molecule (hIAPP)
(Fig.7) in aqueous solution had been generated in Ref. 29, and had been used for the
calculation of volumetric characteristics in Ref. 19. The solute molecule contains 462
heavy atoms (i.e. without hydrogen atoms) and is surrounded by 10843 water mole-
cules. Production runs of up to 500 ns each were performed for 11 different tempera-
tures from 250 to 450 K. For the analysis, 1000 independent configurations, equally
spaced over the last 200 ns (every 200 ps) of the equilibrated production runs, were
used for averaging.
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These models can be decomposed properly into five consecutive Voronoi shells: &
=-1,0, 1, 2, 3. Shell -2 appears not in every configuration, therefore we do not ana-
lyze it specially. We calculated also the 4-th and 5-th Voronoi shells. However the
linear dimension of these shells exceeds half of the model box in some configurations.
An analysis of these shells could be problematic, because of the periodic boundary
conditions used for our models. Although, as we found, all distant shells (beginning
from the 2-nd) behave similarly, and are in accordance with bulk water.
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Fig. 8. Voronoi shell volumes as a function of temperature. From bottom to top: the shells with
the numbers from -1 to 2. In the center (blue): the total Voronoi volume of the hIAPP molecule
(intrinsic volume).
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Fig.8 demonstrates the temperature dependence of the volumes for the Voronoi
shells with numbers -1, 0, 1 and 2. The total Voronoi volume of the molecule is also
shown in the central diagram of Fig .8. In our approach it is calculated as the sum of
the volumes of all inner Voronoi shells: -2, -1 and 0. It represents the intrinsic volume
of hIAPP [1,19,30], i.e. the volume “assigned” to a solute molecule in solution. It
includes the van der Waals volume of the molecule as well as the volume of voids
assigned to the molecule: all voids inside the molecule plus a part of the surrounding
empty space.

The volumetric calculations performed in Ref. 19 gave exactly the same behavior
for the intrinsic volume of hIAPP. The increase of this volume with temperature is
natural, however the growth rate (slope of the curve) is larger at temperatures higher
than 350K, see Fig.8 (and also Fig.16 in Ref. 19). The previous analysis cannot ex-
plain this change of the thermal expansion coefficient. The present decomposition
into selected Voronoi shells helps to clarify the situation.
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Fig. 9. Empty volume of the Delaunay Fig. 10. The number of atoms in the Voronoi
layers in aqueous solution of hIAPP as shells from k= -1 to k=2 (from bottom to top)
function of temperature. From bottom to

top: the layers from K=0 to K=2.

The following considerations can lead to an explanation of the observed tempera-
ture behavior of the intrinsic volume of hIAPP in aqueous solution. At first, one could
imagine, that some structural changes occur inside the molecule at higher tempera-
ture, which result in an additional increase of the interatomic voids. In our analysis,
the -1-st Voronoi shell and the 0-th Delaunay layer belong to the molecular interior.
However, there is no increase of the volume of these shells after 350K, see Fig.8 and
Fig.9. Instead, one can see an increase of the volumes of the O-th Voronoi shell and
the 1-st Delaunay layer, which are at the border of the molecule. This could be ex-
plained by assuming that more atoms of the solute come into contact with the solvent
at higher temperatures (for example by unfolding). In fact, the boundary atoms
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involve some volume from outside, thus an increase of the number of these atoms
should result in an increase of the intrinsic volume of the molecule. However, as one
can see in Fig. 10, the numbers of atoms in the Voronoi shells have no tendency to
increase with temperature. This means that the additional increase of the intrinsic
volume cannot be explained by conformational changes (as the unfolding of the
molecule). We calculated the gyration radius of the molecule and indeed, the fraction
of “elongated” configurations increases slightly with temperature. However, this
is not the reason for the change of the intrinsic volume: when calculating the correla-
tion coefficient between gyration radius and intrinsic volume, we found that it is
negligible. Its value is less than 0.01 at 350K and decreases at higher temperatures.

Based on these considerations, we suppose that the origin of the additional increase
of the intrinsic volume of hIAPP at high temperature is the density decrease of the
surrounding water. Indeed, the water density changes faster above 350K than at lower
temperatures, see Fig.11. This can be also seen for the 1-st and 2-nd Voronoi shell in
Fig. 8. The next shells (k=3,4,5) demonstrate a very similar increase for the same
temperatures (not shown here).
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Fig. 11. Temperature behavior of the density of bulk SPC/E water used in Ref. 29 (squares,
right axis) and the mean volume of the Voronoi cells of the water molecules, <vo> = 1/p (cir-
cles, left axis). Straight lines approximating the curve show schematically the stronger chang-
ing of density at higher temperature.

Fig.12 illustrates that the decrease of the water density results in an increased vo-
lume, assigned to the boundary atoms, and consequently to an increase of the intrinsic
volume of the solute molecule. A stronger change of the water density results in a
stronger increment of the volume in the O-th Voronoi shell. As one can see in Fig. 8,
the total changing (~ 0.6nm’) of the of the intrinsic volume of the hIAPP molecule in
the interval from 250 to 450K is practically the same as for its O-th Voronoi shell.
This confirms additionally that the structural changes in the closest surroundings are
responsible for the increase of the intrinsic volume of the molecule. Fig.12 illustrates
such a possibility.
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In accord with suggestions from molecular biology we subdivide the partial molar
volume (apparent volume) of a dissolved bio-molecule into two major contributions:
the intrinsic and the thermal volume. The intrinsic volume we calculate as the Voro-
noi volume of the solute molecule (see above). It contains small pores in the interior
of the bio-molecule as well as void space between the molecular atoms. The thermal
volume is considered to be the additional empty space surrounding the bio-molecule,
which results from mutual molecular vibrations and reorientational motions of solute
and solvent, or, in other words, extra voids in the interface between solute and solvent
due to imperfect packing of solvent molecules near the the solute [1, 30, 31]. In our
geometrical approach this area can be represented by the first Delaunay layer, see
Fig.13. The empty volume of the first Delaunay layer can be used to characterize the
thermal volume.

Fig. 12. Left: a fragment of the boundary area between molecule and solvent (from Fig.2). The
0-th Voronoi shell is marked and colored (light blue). Right: the same part of the boundary area
but with the lower density of the surrounding water. The dotted line shows the new border
between molecule and solvent. One can see, the volume of the shell is increased in comparison
with the previous situation.

Fig. 13. A fragment of the first Delaunay layer for the model in Fig.12 (between thick read
lines). Black thin line shows the Voronoi border between molecule and solvent. The empty
space inside the Delaunay layer is shown in green. The dark-green area belongs to the
molecule, light-green area belongs to the solvent.
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However in our Voronoi-Delaunay decomposition, each Delaunay layer belongs to
two neighboring Voronoi shells. Thus the intrinsic volume of the dissolved molecule
in our definition includes a fraction of the thermal volume (dark - green in Fig.13), the
other part of the intermediate free volume (light-green) belongs to the solvent.

Having said that, we can state, that the increase of the thermal expansion coeffi-
cient of hIAPP molecule in water is mainly related with a change of the thermal
volume, but not with conformational changes of the molecule itself.

6 Conclusion

A simple method for the construction of shells around a solute molecule for the analy-
sis of molecular-dynamics models of solutions is proposed. In the first stage, the
Voronoi-Delaunay tessellation is calculated for the total ensemble of atoms of the
solution. After that, consecutive Voronoi shells are defined, starting from the border
between molecule and solvent, proceeding to the outside (into the solvent), as well as
into the interior of the solute molecule. The shells are numbered by integers k = ... -2,
-1,0, 1,2, 3, ... . The O-th Voronoi shell corresponds to the atoms of the solute, which
are adjacent to the solvent, and the 1-st one is defined by the solvent atoms which are
nearest neighbors of the solute molecule. Positive numbers belongs to the shells out-
side the solute (in the solvent), negative numbers refer to shells inside the solute mo-
lecule. (It is assumed, that the solute molecule can be large). Each atom gets an index
equal to the number of the Voronoi shell to which it belongs. These indexes are used
to identify Delaunay simplexes, and to define Delaunay layers, which characterize the
void space between the atoms of neighboring Voronoi shells (also both outside and
inside the solute molecule).

Note, the proposed decomposition into Voronoi shells and Delaunay layers can be
performed very fast. In particular, it needs negligible extra computational time in
comparison with the calculation of the Voronoi-Delaunay tessellation, if the data
structures are represented as described in Ref. 25.

The temperature behavior of the Voronoi shells and Delaunay layers was investi-
gated, using a molecular-dynamic model for an aqueous solution of an amyloidogenic
polypeptide (hIAPP). The non-trivial change of the thermal expansion coefficient was
discussed. Our analysis suggests that this is the result of the influence of the surround-
ing water, but not of a conformational modification of the solute molecule itself. Spe-
cifically, the thermal volume, which is located in the boundary layer between solute
and solvent, plays a major role in the increase of the intrinsic volume of hIAPP with
temperature.

The situation can be different for other molecules. In particular, modification of in-
ternal voids and molecular morphology can also play a role. The presented method is
a formalized instrument for such investigations.
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Abstract. Motivated by an application to nanotechnology, Voronoi dia-
grams on periodic graphs with few orbits under translations and a motion
planning problem on /¢;-embeddable Archimedean tilings have been in-
vestigated by Fu, Hashikura, Imai and Moriyama. In this paper, through
the investigations on the geodesic fibers defined originally as invariants
on periodic graphs by Eon, we show fast geometric algorithms for Voronoi
diagrams and the motion planning on ¢;-rigid planar periodic graphs.

1 Introduction

Periodic graph is an infinite graph which has a translation group as a subgroup
of its automorphism. Periodic graph is researched as a model of various things;
crystal structure [10], VLSI circuits [17], systems of uniform recurrence equa-
tions [I8] and so on. By recent technology developments of handling real atoms
in a physical crystal surface [I], a reconfiguration problem on planar periodic
graphs, shown in Figure 1 of [I5], arises as a new discrete mathematical prob-
lem. Calinescu, Dumitrescu and Pach proposed an algorithm for this reconfig-
uration problem on general finite graphs [9]. They showed the problem can be
solved by first computing a minimum-weight bipartite matching between the
given configuration and the objective configuration and then computing the se-
quence of the moves of the atoms. The computation time depends not only on the
number of configured objects but the size of the underlying graph, which may be
time-consuming for large-scale crystallographic graphs as underlying graphs. Our
purpose is to construct fast algorithms for the reconfiguration problem whose
time complexity is free from the size of the underlying graph, by exploiting the
periodicity of crystallographic graphs. In this paper, we focus on ¢;-embeddable
planar periodic graphs. By the classification of ¢;-embeddable tilings by Deza,
Shtogrin and Grishukhin [IT], ¢;-embeddable planar periodic graphs are shown
to contain many crystallographic graphs.

The key tools are geodesic fibers and geodesics proposed by Eon [13], originally
proposed as topological invariants on periodic graphs. First, we investigate the
periodicity of the ¢1-embedding of the ¢;-rigid periodic graphs, i. e. the periodic
graphs with a unique ¢;-embedding. A sufficient condition for the ¢;-rigidity
is shown in [5]. An algorithm for the ¢;-embedding of possibly infinite planar
graphs using the alternating cuts, which are the set of the edges intersected by
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the paths with alternate turns in the dual graph, is shown by Chepoi, Deza and
Grishukhin [5]. Their algorithm is very useful, but to show the periodicity of the
{1-embedding, further investigation on the inclusion relation among alternating
cuts is necessary. In this paper, in an effort to construct an ¢;-embedding algo-
rithm for general periodic graphs, we choose to try the theory on the geodesic
fibers defined to have a nice property geodesically complete, which plays an im-
portant role in the theory on ¢;-embeddability of graphs [12]. Although some
results still requires the planarity, several fundamental lemmas which may be
useful for the £1-embedding of general periodic graphs are also shown.

Next, we investigate fast geometric algorithms for the minimum-weight bi-
partite matching on ¢;-embeddable periodic graphs. Vaidya constructed fast
geometric algorithms for the minimum-weight bipartite matching on the plane,
by regarding the repeated queries appearing in the execution of the Hungarian
method as proximity problems on the plane and constructing fast data struc-
tures for them [20]. To extend his algorithm, we investigate Voronoi diagrams
on {1-rigid planar periodic graphs, using the periodicity of the ¢;-embedding.
In [16], Fu, Imai and Moriyama studied a data structure for the nearest neigh-
bor search on periodic graphs using Voronoi diagrams on the plane under convex
distance functions and under convex polygon-offset distance functions [3], by a
computational algebraic approach. Their method is interesting, but in order to
cope with some nonlinear constraints, applies only to the periodic graphs such
that the number of the orbits of the vertex set by the translation group is at
most 3. In this paper, we show an O(nlogn) time algorithm for a data structure
for the nearest neighbor search on ¢;-rigid planar periodic graphs, including the
periodic graphs with more than 3 orbits. This result leads to an O(m?*?® logm)
time algorithm for the minimum-weight bipartite matching. We also show that
an O(m? longrl m) time algorithm for the minimum-weight bipartite matching
on ¢1-embeddable periodic graphs is possible, by pointing out that Vaidya’s dis-
cussion on the fast data structure for another proximity problem on the ¢; plane
can be almost naturally applied to the case in d-dimensional ¢; space.

Finally, we consider the problem to output the moves of the sequences for
the reconfiguration in a compact representation. For this problem, a compact
data structure to represent the shortest paths on periodic graphs is necessary.
We propose the primitive axis-path set on f1-rigid periodic graphs using the
geodesic infinite paths. If a periodic graph has the primitive axis-path set, then
the shortest paths on it can be represented in a compact way, as the z-axis and
the y-axis on the 2-dimensional orthogonal lattice do so. We show an algorithm
to compute the sequences of the moves made by the shortest paths with at most
one bend. We also show an algorithm to determine whether a given ¢;-rigid
planar periodic graph has the primitive axis-path set or not.

2 Preliminaries

Definition 1. Let G be a simple graph and T its automorphism. The pair (G,T)
18 called an n-periodic graph if T is a free Abelian group of rankn acting freely on
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G and the number of (vertex and edge) orbits of G by T is finite. The elements
of T are called the translations of (G, T).

In this paper, we consider only connected 2-periodic graphs. If not otherwise
specified, by “periodic graph” we refer to a connected 2-periodic graph. Tilings
are the skeleton graphs of edge-to-edge planar tilings by regular polygons. All
tilings with at most three orbits of one of tiles, vertices or edges and those
tilings which satisfy certain homogeneity criteria are classified and are shown to
be periodic graphs by Chavey [4]. We denote each tiling by its vertez type, which
encodes the faces around each vertex and is used in [4] to label each tiling.

Let V' be the vertex set of the periodic graph (G,T). Then there is a one-
to-one correspondence between V and (V/T) x Z? = {v(z) : v € V/T,z € Z*}.
Every periodic graph has a finite representation labeled quotient graph.

Definition 2 ([7]). For a periodic graph (G,T) with the vertex set V and the
edge set E, the labeled quotient graph G/T of (G,T) is the finite graph with the
vertex set V/T constructed by the following manner: For each edge e € E/T
connecting u(z) and v(z') on (G,T), if = = 2/, then connect u and v by an
undirected edge with no label, and otherwise, add a directed edge from wu to v
with the label 2/ — 2.

Ezample 1. In Figure[ll (a), the periodic graph (4.82) is shown. The orbits V/T
corresponds to the four vertices encircled by the box, and the resulting labeled
quotient graph is shown in (b).

(b)

Fig. 1. (a) The periodic graph (4.8%). and (b) its labeled quotient graph.

Definition 3. An countably many infinite graph G = (V, E) is £1-embeddable
if for some \,m € N, there exists a mapping ¢ : V — Z% such that X -
da(vi,v2) = [[$(v1) = S(va)lley = Sy |64 (V1) — dr(va)] with v; € V, $v;) =
(p1(vi), ..y dalvy)) (1 =1,2).

We call ¢ the ¢1-embedding of G and X the scale of the embedding ¢. Note
that the set Z¢ is naturally endowed with d-dimensional square lattice, whose
path-metric corresponds to the ¢;-distance.

Definition 4. An {i-embeddable graph G is {1-rigid if G has a unique
l1-embedding into Z%, up to the symmetry of Z2.

By Corollary 2 in [5], Chavey’s 165 tilings in [4] are ¢;-rigid.
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We consider the proximity and a motion planning problem on the ¢;-rigid
periodic graphs in this paper. The main tool is geodesic fibers and the geodesic
infinite paths lifted from a cycle on quotient graphs on the periodic graphs, orig-
inally defined by Eon [I3] to use as an invariant on n-periodic graphs.

Definition 5. A subgraph F of a graph G is geodesically complete in G if for
any pair of its vertices, it contains all geodesic paths between them in G. A vertex
set is convex if the subgraph induced by it is geodesically complete.

Definition 6 ([13]). A 1-periodic subgraph (F,S) of a periodic graph (G,T) is
a geodesic fiber if (a) the translation group S = (t) can be generated by some
local automorphism t of G, (b) F is geodesically complete in G, and (c) F is
minimal with respect to the conditions of periodicity (a) and completeness (b).

In this paper, we refer only to the geodesic fibers (F, (t)) such that t € T.
By Ext(t) we denote the maximal 1-periodic extension in T' of the subgroup (t)
generated by some translation ¢ € T'. Following Eon’s terminology [13], we say
that the geodesic fiber (F, (t)) runs along the direction ¢. Two geodesic fibers
(F1,(t1)) and (Fy, (t2)) such that Ext(t;) = Ext(t2) are said to be parallel.

Theorem 1 ([13]). The labeled quotient graph of a geodesic fiber (F, (t)) with
t € T in a periodic graph (G,T) is a subgraph of the labeled quotient graph G/T.

A cycle on the labeled quotient graph lifts to an 1-periodic infinite path (P, (t))
on (G,T). The 1-periodic infinite path is called a geodesic if any subpath of it
is a shortest path. A cycle C lifts to a geodesic (P, (t)) if and only if it has the
shortest reduced length [13], defined as the ratio |C|/k where |C| is the length of
C and k is the index of (t) in Ext(¢).

The net voltage of a cycle on a labeled quotient graph is the sum of the labels
on the edges in the cycle. By Algorithm 4.1 in [13], the labeled quotient graph
of a geodesic fiber in (G,T) along a direction in Ext(¢) can be computed from
G/T, by enumerating the cycles with net voltage in Ext(¢) and shortest reduced
length, and then adding recursively all cycles with zero net voltage if they provide
short-cuts to the paths already derived.

3 {;-Embedding of ¢;-Rigid Planar Periodic Graphs

In this section we show a periodicity of the ¢;-embedding of ¢;-rigid planar peri-
odic graphs, which plays a central role in the construction of Voronoi diagrams.

The cut semimetric with respect to a vertex set S on a graph, denoted by
4(5), is the semimetric defined as the next: §(S)(u,v) = 1if [SN{u,v}| =1 and
0(S)(u,v) = 0 otherwise. Since the proof is a similar as the proof in Proposition
4. 2. 2 in [12], we omit the proof of the next proposition.

Proposition 1. An countably infinite graph G has an f1-embedding ¢ : v +—
($1(v), ..., pa(v)) if and only if there exist a set of collections of cut semimetrics
{C1,...,Cq} where C; = {6(Sjk)}kez with --- € S; 1 C Sj0 € Sj1 C -+



76 N. Fu, A. Hashikura, and H. Imai

and a set of collections of non-negative real numbers {A, ..., Aq} where A; =
{ Nk trez such that [¢j(u)—¢;(v)] = > pcy Ajkd(Sjk)(u,v) for each j =1,...,d
and u,v € G, and for each C; and for each u(y) € G there exists S, with K € Z
with w(y) & Sj x and u(y) € Sj k' for all K' > K.

The decomposition of dg into a non-negative combination of cut semimetrics
is called an ¢;-decomposition of dg. Note that for each cut semimetric §(.5) in
the £1-decomposition, S and its complement S are both convex. If G is ¢;-rigid,
this decomposition is unique. Throughout this section, (G,T') is an arbitrary
{1-embeddable connected periodic graph, S is a set of vertices, ¢ : v(z) —
(d1(v(2)), ..., ¢a(v(2))) is an £1-embedding of G into Z? with scale .

Lemma 1. If (G,T) is planar and a geodesic fiber (F,(t)) is in (G,T), then
each vertex in (G,T) is contained in some geodesic fiber parallel to (F, (t)).

Proof. Tf there is no geodesic fiber parallel to (F, (t)) containing a vertex v(z)
in (G,T), then one of the follows holds for G/T": (a) there is no cycle containing
v with net voltage in Ext(¢) and shortest reduced length, or (b) such a cycle
exists and there is a combination of cycles containing a vertex in the cycle with
individual net voltages not all in Ext(t¢), reduced length equal to the cycle. In
F/(t), there is a cycle C with net voltage t' with ¢ € Ext(¢) and shortest reduced
length, beginning at a vertex w. If (a) holds, then for all a € Z, dg(v(2),v(z +
at’)) > dg(u(z),u(z+at’)). Thus for all a € Z, ¢p(v(2))—p(u(z)) # d(v(z+at’))—
d(u(z+at")) since otherwise Adg (v(z),v(z+at")) = ||¢(v(2)) —d(v(z+at’))||e, =
llp(u(z)) — p(u(z + at’))|le, = Mde(u(z), u(u + at’)). On the other hand, since
da(v(2),u(2)) = dg(v(z + at’),u(z + at’)) for all @ € Z by periodicity of (G, T),
o(v(2)) —p(u(z)) = d(v(z+at’)) — p(u(z+a’t’)) for some o’ € Z. Contradiction.
If (b) holds, then as shown in the proof of Lemma 4 in [I4] the geodesic lifted
from a cycle in the combination of cycles has an intersection with the geodesic
lifted from C. Thus C has a common vertex with the combination of cycles,
contradicting to the assumption that (F, (t)) is a geodesic fiber. O

For each geodesic fiber (F, (t)), we fix a vertex set g (F)) of (F, (t)) such that
the subgraph of (F, (t)) induced by it is connected and there is a bijection from
it to the vertex set of the labeled quotient graph of (F,(t)). By Corollary 2. 5
in [8], such a vertex set does exist. For a vertex set S of (G,T) and a vector
y € Z2, denote the vertex set {v(z +y) : v(z) € S} by S + y. By Theorem 4. 1
n [I3], for each a € Z, the vertex set g (F) + at is contained in (F,(t)). Let
sy = UbZa(Q(t} (F) + bt) and F., .= F \ sy,

Lemma 2. If S and S are both convez, then for some a € Z>o one of F NS
and FNS contains F>q or Feg.

Proof. Since the labels on the edges of the labeled quotient graph of (F, (t)) are
constants, for some k € Zsg, the graph (F, (t)) \ (Vi + at) have two connected
components Fy and F; for all b € Z>(, where Vj, = Uf:()(qm +it). Assume that
Vi+at is contained by S for some a € Z. Since the intersection of two geodesically
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complete graphs is again geodesically complete, FN.S cannot contain the vertices
both from F} and from F5. Thus S contains one of Fy and F3, and thus it also
contains either F>, or F,. The same argument holds for the case Vi +at C S.

Assume that Vi + at is not contained by S for any a € Z. Let [ be the number
of cycles with net voltage in Ext(¢) in the quotient graph of the geodesic fiber
(F, (kt)) and L be the maximum length of the cycles.There exists a vertex v(z)
and v(z’) such that dg(v(2),v(z")) > IL and both of them are contained in one of
FNS or FNS. Without loss of generality, assume v(z),v(z') € FNS. Since FN.S
is geodesically complete and dg (v(2), v(z’)) > L, FNS contains all shortest paths
between v(z) and v(2) including the one lifted from a cycle C(©) in the labeled
quotient graph. For each vertex u € C(©)| there exist two vertices u(y), u(y’)
contained in the shortest path lifted from a cycle C®) with dg(u(y),u(y’)) >
(I = 1)L. Again since F N S is geodesically complete and dg(u(y),u(y’)) > L,
F NS contains the shortest paths lifted from the cycles C’l(l), .. .,C’l((ll)) which
intersects C'(°) and are contained in the labeled quotient graph. By enumerating
the cycles which lifts to the shortest paths contained in F'N S recursively in this
manner, we finally obtain the set of cycles. Since F'NS is geodesically complete, it
also contains all cycles with zero net voltages providing short-cuts. By combining
these cycles, we obtain a labeled quotient graph of a geodesic fiber (F”, (s)) along
the direction parallel to (F, (t)). By the assumption, F” is properly contained by
F. This contradicts to the minimality (F, (t)). a

By Lemma 2] if S and S are convex and a geodesic fiber (F, (t)) is not con-
tained in S or S, then (F'NS) U (FNS) is a partition of F such that (F N .S)
contains one of Fs, or F, and (F N S) contains the other, for some a,a’ € Z.
We denote the one containing F-, by Fy and the other by F_.

Lemma 3. For two parallel geodesic fibers (F(V) () and (F®),(s)), if S is
conver and SN F®) s FS) (resp. Ffl)), then SN F® s Ff) (resp. F(2)).

Proof. Without loss of generality, we assume that (SNF(1)) = FJ(rl) and (SNF®)

is F®. Since the vertex set of F(I) U F® is convex, the vertex set of S N
(FW U F®) is also convex, and thus any shortest path P between u(y) € F()
and v(z) € F® is the concatenation of a path connecting u(y) and u'(y’),
an edge (v/(y'),v'(z')) and a path connecting v’(z’) and v(z) where u/(y’) €
FMU and o/(2') € F®). Suppose for some u(y) € F) and v(z) € F® there
exist r € (t) N (s) such that u(y + ) € F_f_l) and v/ (y +7r) & F_f_l). Obviously,
v(y +7r) € SN F® | contradicting to the fact that S N (FM U F®?)) is convex
since the path P + r is a shortest path connecting u(y + r) and v(y + r) not
containing u/(y’ + r). Thus there exists L > 0 such that for all u(y) € F(!) and
v(z) € F@ dg(u(y),u'(y')) < L. Taking u(y) and v(z) so that dg(u(y),v(z))
is sufficiently large, the shortest path connecting v'(z") and v(z) contains two
vertices w(x), w(z+r) such that v’ (y'+r) & FS). By the correctness of Algorithm
4. 1 in [13], da(v'(v'), v (v + 1)) = de(w(z),w(xz + r)). By the periodicity,
de(v'(y'), w(z)) = dg(u'(y'+r), w(z+r)). Thus the concatenation of the shortest
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paths connecting u(y) and u'(y’), v'(y') and '(y' +r), v'(v + r) and w(z +r),
and w(xz + r) and v(z) is also a shortest path. This again contradicts to the
convexity of SN (FM U F®), ]

Lemma 4. If (G,T) is planar and S and S are not empty, then each of S and
S contains at least one geodesic fiber.

Proof. Let ~ be the equivalence relation on the set of geodesic fibers such that
(FM (1)) ~ (F®, (s)) if and only if (F(M () and (F®), (s)) are parallel. By
Theorem 4. 1 in [I3], the number of the labeled quotient graphs of the geodesic
fibers is finite. Thus the quotient set @ of the set of all geodesic fibers by ~ is
finite. By Theorem 4. 2 in [I3], @ contains at least two elements, denoted by
A; and A,. Without loss of generality, assume S does not contain any geodesic
fiber. Then by Lemma [[] and Lemma B for ¢ = 1,2, (a) F NS = Fy for all
geodesic fiber F' € A;, or (b) FN.S = F_ for all geodesic fiber F' € A;. Without

loss of generality, assume that (a) holds for i = 1,2. Let (F(), (t)) € A;. By

Lemmal[ll each vertex in FJ(rl) is also contained in Ff)

where (F), (s)) is some
geodesic fiber in As. Thus for sufficiently large K € Z~, FS) — K s is contained

in S. Since Fﬁl) is contained in S, this contradicts to Lemma Bl a

By Lemmal[] either two parallel geodesic fibers (Fy, (t)) and (Fs, (s)) have an
edge (u(y),v(z)) on (G,T) with u(y) € F1 and v(z) € Fs, or they do not have
such an edge. If two parallel geodesic fibers have such an edge, we say that they
are neighboring. The next proposition is easy to verify.

Proposition 2. If (G,T) is planar, then a geodesic fiber has exactly two neigh-
boring geodesic fibers, and G \ F has two connected components.

We denote the vertex sets of the connected components in Proposition 2] by
GgF) and GgF). By Proposition 2] Lemma [II Lemma [Bl and Lemma (] the next
corollary can be obtained.

Corollary 1. If (G, T) is planar and S,S # () are conver, then S = GgF) and
S=aG\ GgF) for some geodesic fiber (F, (t)).

Theorem 2. For a vertex u in G/T, let ¢ : 72 — 7% 2 +— d(u(2)). If (G, T)
is planar and (1 -rigid, then for each u, the point set ¢*) (Z?) is on a 2 dimen-
sional hyperplane in Z°.

Proof. Without loss of generality, we can assume that ¢ (0) = 0. It suffices to
show that for any y,z € Z2, ¢ (y + 2) = ¢ (y) + ¢ (2) and that for any
z € 72, W (—2) = —¢pW(2). Let {C1,...,Ca} with C; = {5(S;x)}rez be the
set of collection of cut semimetrics and {A;,...,Aq} with A; = {\; x}rez the
set of collection of non-negative reals in Proposition [l For a vector 2’ € Z2, let
(G, T) be the periodic graph with the vertex set {v(z + 2) : v(z) € G}
and the edge set {(u(y + 2'),v(z + 2’)) : (u(y),v(2)) € G}. Then dg.y =
Z?Gl Y kez Njk0(Sjk+2"). Since G*) is isomorphic to G and (G, T) is ¢,-rigid,
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if Sj i+ 2" = Sji g then A\j i = Ajs . By Corollary [l if S; 5 + 2’ = S} v then
j = j’, since otherwise by using {C1,...,Cq, (C;UC;)}\{C;,C;j } an ¢1-embedding
into Z4~* can be constructed. Thus {S; x+2'}kez = {Sjk}rez forallj =1,...,d
and all 2z’ € Z2. This means that ¢(")(z + 2') — ¢(W(2) = ¢ (2) — (W (0) =
#™W(2) for all 2’ € Z2. Therefore, ¢(") (y + 2) = (W (y + 2) — ¢ (2) + ¢ (2) =
& (y) + ¢ (2). By a similar discussion as to the graph with the vertex set
{v(=2) : v(z) € G} and the edge set {(u(—y),v(—2)) : (u(y),v(z)) € G}, which
is isomorphic to G, ¢(*)(—z) = —¢(*)(z) can be shown. O

4 Voronoi Diagrams on ¢;-Rigid Planar Periodic Graphs

4.1 Voronoi Diagrams on the Plane under a Convex Piecewise
Linear Function Induced by a Set of Straight Lines

In this section, we give an O(|S|log |S|) time algorithm for the Voronoi diagrams
with respect to the point set S on the plane which is used in the nearest neighbor
search data structure on ¢;-embeddable planar periodic graphs later.

Definition 7. For a convex piecewise linear function fr : R> — R, such that
fr(0,0) = 0 and the partition of its domain is indiced by the arrangement of d
lines in L = {l1,...,lq}, define a distance function Dy, : R* x R? — Ry by
Dy, (p,q) = fr.(q—p). Dy, is called a convex piecewise linear distance function.

Barequet, Dickerson and Goodrich showed an O(|S|log |S|) time algorithm for
Voronoi diagrams on the plane under a convex polygon-offset distance function,
which is a distance function based on offsetting convex polygons [3]. They showed
that the convex polygon-offset distance function satisfies the conditions necessary
to apply the theory of the abstract Voronoi diagram [19]. Our convex piecewise
linear function is also a distance function based on offsetting convex polygons,
and thus their proofs for the Euclidean topology, the properties of the bisectors
and the completeness of the convex polygon-offset distance function are valid
also on our convex piecewise linear function. In Lemma [B] and Lemma [, we
prove remaining two conditions which are required by the theory of the abstract
Voronoi diagrams, but are not shown by the proofs in [3].

Lemma 5. For every pair of points p,q € R? there exists a point v € {p, q} such
that DfL (pv T) + DfL (Tv Q) = DfL (pa Q)'

Proof. Without loss of generality, we assume p = 0. Denote the line segment
connecting p and ¢ by pq. If pg is contained in a region induced by L, then
Dy, (p,7) + Dy, (r,q) = Dy, (p, q) for all r € pg and the theorem holds. Assume
that pg lies among more than one regions induced by L. Since the graph of fr,
is the boundary of an upper envelope of hyperplanes, there must exist a point
s € R? such that Dy, (p,s) > Dy, (p,q). Because Dy, (s,q) > 0, Dy, (p,s) +
Dy, (s,q) > Dy, (p,q). Let s’ € {p, ¢} be a point in pg. Again since the graph of
fr is the boundary of an upper envelope of hyperplanes, Dy, (p,s')+Dy, (s',q) <
Dy, (p, q). There exists a finite curve C' C R? connecting s and s’ such that p, g &
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C. Since Dy, is a continuous function, the function ¢t — Dy, (p,t) + Dy, (¢, q)
is also a continuous function. Thus in C' there must exist a point r such that

DfL(p7T)+DfL(T7Q):DfL(p7Q)' O

Definition 8. Let o, € [0, 7] and o # a. A distance function D has (o, «)-
support if for every pair of points p,q such that the line passes through them has
the slope «, all points r that satisfy D(p,r) < D(p,q) lie on the same side of
as p, where [ is the line with slope o that passes through q.

Lemma 6. There exists angles o, 8 and & # B such that Dy, has both (o, &)-
support and (53, B)-support.

Proof. By the definition of fr,, at least one line [ in L passes through the origin.
Without loss of generality, we can assume that [ has the slope v in [0, 7r]. Let P
be the graph of the function fr,. By the convexity of f,, P is a convex polyhedron
in R3. The projection of each edge of P onto the domain plane corresponds to
one of the line segments induced by L. Let £ be the union of the edges in P
whose projection into the domain plane is in [. Since the number of lines in
L is finite, there is an unbounded edge in £. The two faces F; and Fy of P
incident to it are infinite. Let « (resp. 8) be the slope of the line obtained as the
intersection of the hyperplane containing Fj (resp. F») and the domain plane.
Since P is a convex polyhedron, for any point s = (s1, 2, s3) € L, the polyhedron
Pn(x,y,2): 2z < s3 is contained in the same side of F; — s (or F» — s) as the
origin. This means that for any point ¢ on [, all points r in the domain that
satisfy Dy, (0,7) < Dy, (0,¢) lies on the same side of the line passing through
(s1, s2) with slope a (resp. ). Since Dy, is invariant under any translation, Dy,
has (v, a)-support and (v, 8)-support.

Proposition Bl and Proposition ] show the time complexity of each step in the
algorithm for the abstract Voronoi diagrams.

Proposition 3. For every p,q € R?, Dy, (p,q) can be computed in O(d) time.

Proof. We can compute Dy, (p,q) = fr(q—p) as the following. First, among the
regions induced by L, determine in which region the point ¢ — p is. This can be
done in O(d) time. The value fr,(¢ — p) can be computed in a constant time by
computing the value of the linear function endowed with the region. a

Proposition 4. For every p,q,r € R2, the point equidistant from p,q,r accord-
ing to Dy, in O(23%) time.

Proof. We show that a point s € R? satisfying fr.(s—p) = fr(s —q) = fr(s—7)
can be found in O(23?) time by the following brute force search. Assume that P
(resp. @, R) be the region induced by L such that s — p (resp. s —¢q, s — ) is in
P (resp. Q, R). Denote the affine function endowed with P (resp. Q, R) by f*
(resp. f¥, ff). Solve the system of equations f¥(s—p) = fQ(s—q) = fE(s—7).
If it has a solution, the solution is the point equidistant from p, ¢, 7. By trying
all possible combinations of the three regions P,Q, R, we can find the point
equidistant. The d straight lines in L induce at most 2¢ regions in the plane.
Thus the number of the combinations of three regions is at most (2%)3. O
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Combining the results in [3], Lemma [B Lemma [6 Proposition Bl and Propo-
sition @ by Theorem 5. 1 in [19], we obtain the next theorem.

Theorem 3. Let L be a set of d straight lines and Dy, be a convex piecewise
linear distance function. Regarding d as a constant, the Voronoi diagram with
respect to the point set S under Dy, can be computed in O(|S|log|S]) time.

4.2 Nearest Neighbor Data Structure on ¢;-Rigid Planar Periodic
Graphs

Let (G,T) be an ¢;-rigid planar periodic graph with an ¢;-embedding ¢ with
scale A and V = {1,...,n} the vertex set of the labeled quotient graph. Let
S C V x Z? be the set of sites. In this section, we regard n and d as a constant
endowed with a given (G, T'). The main purpose of this section is to show that an
O(log|S|) query time data structure for the nearest neighbor problem with sites
S on (G, T) can be constructed in O(]S|log |S|) time, using n? Voronoi diagrams
on the plane under a convex piecewise linear function. First we see the geometric
property of the path-metric dg of (G,T). For v € V, let ¢ : 2z — ¢(v(2)) =
( gv)(z)7 . gv)(z)). For u,v € V, let fu_v(2) = dg(u(0),v(2)) : Z* — Z>o.

Lemma 7. For any u,v € V, the function f,—,(z) can be naturally extended to
a piecewise linear function with regions induced by d straight lines on the plane.

Proof. Without loss of generality, we assume ¢ (0) = 0. Then f,_.,(2) =
}\(\gﬁgv) (2)]+-- ~+|¢((1v) (2)|). By Proposition[2 each qbz(v) : 7% — 7 can be naturally
extended so that it has the domain R? and the range R. Thus, f,_,,(2) can also
be extended to a piecewise linear function in which the domains correspond to

the division of the plane by the d lines ¢gv)(z) =0,..., Elv)(z) =0. O

With some abuse of notation, in the rest of this section we will refer to these
expansions in the proof of Lemma [{] whenever we write ¢§u) or fu—y-

Lemma 8. For any u,v € V, the graph of the function f,_,, is the boundary of
the upper envelope of hyperplanes in R3.

Proof. Without loss of generality, we assume ¢(*) (0)=0. Since |c¢| =max{—c, +c},

for any p € R?, fus(p) = Xy 167" (0)] = M{E, max{=o{" (p), +0;" (1)} }.
Since each ¢Z(»v) is an affine function on R?, the lemma, follows. O

Let r = argminf,_,(p). Let us define Dy, : R2xR2 — R by Dy, (r,p) =

Su—v (pJFT)*quv (T) and Dy, (pa Q) =Dy (Ta Q*PJFT)- Note that Dy, (pa Q):
Dy—(0,q—p) for all p,q € R?, and D,,_,,, is normalized so that Dy, (p,p) = 0.

Lemma 9. Foru,v €V, Dy_,, is a convex piecewise linear distance function.

Proof. Let g(p) = fu—sv(p+71) = fumsu(r). Since Dy (p, q) = g(g—p), g(0) =0
and the graph of ¢ is a translation of the graph of f,_,,, the lemma follows by
Lemma [7] and Lemma [ O
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Remarkably, the next lemma holds and we can also use the Voronoi diagram
algorithm for a convex distance function [6].

Lemma 10. For any u € V, Dy, is a convex distance function.

Proof. Foragiven c € Rxq, we denote the convex polygon {p € R? : D, (0,p) =
¢} by P.. To show the lemma, we verify that for any ci,co € Ry the con-
vex polygons P., and P., are congruent. Without loss of generality, assume
¢(“)(0) = 0. Since fy,—4(0) = 0 by the definition of f,u, Dusu(0,p) =

Jusu(p) = Z?zl |¢z(»u) (p)|. Hence for k = 1,2

¢ (Pe,) = {6 (p) : p € R, |8 (D) le, = e} (1)

Let H = {¢(p) € R? : p € R?}. Since ¢(*) is an affine function on R? and
#™(0) = 0, H is a 2-dimensional hyperplane passing through the origin in R9.
The point set ¢*) (P.,) is the intersection of H and the boundary of the polytope
Qc, = {a € R?: ||alls, < cx}. Since the polytopes Q., and Q., are congruent,
the intersections of H and them are also congruent. By (), each P, is an affine
transformation of the intersection of H and @),. Thus the claim follows. O

Ezample 2. Consider the tiling (4.6.12) and the labeling to its vertex set shown
in Figure[2l Vertices in the same period are indicated by gray faces. Coordinates
are omitted except the vertices vq(z). Its £1-embedding into Z° is given in [I1].
With appropriate translation in Z%, assume that the ¢;-embedding ¢ satisfies
#(v1(0)) = 0. Then, for 2z = (x,y) € Z%, ¢(v1(2)) = z—y,2—y, 22y, y, T+Y, T)
and ¢((vs, 2)) = Rz —y+1,2—y,x—2y+1,y,2+y+1,2). For p = (p1, p2) in R?,
Dy, 50, (0,p) = [2p1 — pa| + |p1 — p2| + |p1 — 2p2| + |p2| + [p1 + p2| + |p1|. The loci
{p €R?: Dy, 4y, (0,p) = c} for ¢ = 0,1,2,3,4,5,6 are shown in Figure Bl The
2-dimensional hyperplane containing the point set {¢(v1(2)) : z € Z5} passes
the origin and by Lemma [0 D,,, ., is a convex distance function. On the other
hand, Dy, 0, (0,p) = [2p1 — p2 + 1|+ |p2| + [p1 — 2p2 + 1| + |p1 — p2| + [p1 +p2 +
1| + |p1| — 2. The loci of {p € R? : D, ,,(0,p) = ¢} for ¢ =0,1,2,3,4,5,6 are
shown in Figure[dl In this case, the 2-dimensional hyperplane H containing the
point set {¢(v4(2)) : z € Z5} does not pass the origin. Thus the topology of the
intersection of the polytope {a € R : ||a||s, < ¢} and H does change as ¢ varies.
This is why the distance D,, ., is not a convex distance function.

Theorem 4. An O(nlog|S|) query time data structure for the nearest neighbor
search for the site set S on (G,T) can be constructed in O(n?|S|log|S|) time.

Proof. For v € V, let S, := SN {v(z) : z € Z*}. By N(u,v), we denote the
data structure which answers the nearest vertex in S, from a given query vertex
in {u(y) : y € Z?}. If we have N(u,v) for all u,v € V, the nearest neighbor
query with respect to the sites S on (G,T) can be dealt with as the follow-
ing. For a given query point u(y), compute the nearest neighbor vertices using
N(u,1),...,N(u,n). The nearest neighbor vertex among them is the nearest
neighbor vertex to u(y) among S. Consider the Voronoi diagram V (u,v) with
respect to the sites T, := {z € R? : v(z) € S} on the plane under D,,_,,. By
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P I/

[

Fig. 2. The tiling (4.6.12) Fig. 3. Dy, 0, Fig.4. Dy, 0,

the definition of Dy_,,, if V(u,v) answers the site 2’ € T, for the query point
y, then the vertex v(z’) € S, is the nearest site from the query vertex u(y) on
(G,T). Thus V(u,c) can be used as the data structure N(u,v). By Corollary
and Theorem Bl N(u,v) can be constructed in O(]S|log |S|) time. O

Finally, we mention to the application of our data structure to the minimum-
weight bipartite matching. Let D : S x S — R be a distance on the point
set S. Vaidya showed that if an O(logk) query time data structure for the
nearest neighbor search problem with additive weight can be constructed in
O(klogk) time, the minimum-weight bipartite matching of 2m points in S can
be computed in O(m?-logm) time [20]. Our construction of the data structure
for periodic graphs is available in the additive weighted case, using additively
weighted Voronoi diagrams. Thus we have the next proposition.

Proposition 5. If the Voronoi diagram with respect to k sites with additive
weights under a convexr piecewise linear distance function can be constructed in
O(klogk) time, then the minimum-weight bipartite matching of 2m points in an
{1-rigid planar periodic graph can be computed in O(m?®logm) time.

5 Nearest Pair Problem on ¢;-Embeddable Tilings

In this section we show an O(m? log(@+1) m) time algorithm for the minimum-
weight bipartite matching problem in d-dimensional /; normed space by pointing
out that Vaidya’s algorithm for the minimum-weight bipartite matching problem
on the ¢; plane can be naturally extended to d-dimensional case.

Definition 9. Let S, T be point sets in d-dimensional space. For each point p in
SUT a non-negative integer weight w(p) is assigned. Denote by shortest[S,T)]
the pair of points (s,t) € S x T which minimizes ||s — t|l¢, — w(s) — w(t). The
nearest pair problem is the problem to find shortest[S,T] for given S and T.

Let S,T be the point sets in d-dimensional ¢;-space. Vaidya’s O(m? log? m)
time algorithm for the minimum-weight bipartite matching in ¢;-plane [20] sug-
gests that with a data structure which maintains shortest[S, T| such that it can
answer a nearest pair query in O(1) time and a point in S or 7' can be inserted in
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(or deleted from) it in O(log'**) m) time, we can construct an O(m?2 log!* m)
time algorithm for the minimum-weight bipartite matching problem in the d-
dimensional £ normed space. In the rest, we construct such data structure based
on Vaidya’s construction of the data structure.

For ag € R, let hg(aq) be the hyperplane {(z1,...,74) € R? : 24 = a4} and
by Hy_)(ad) and Hé_)(ad) denote the two half-spaces defined by hg(aq). For the
nearest pair s € S and t € T, one of the follows holds: (1) s € SN HC(lJr)(ad) and
t e TNHS (aq), (2) s € SNH ) (ag) and t € TNHY ) (aq), (3) s € SNH (ag)
andte TN Hé_)(ad), and (4) s€ SN Hé_)(ad) andte TN Hy)(ad).

By solving the nearest pair problem for all these 4 special cases, we can solve
the original one. Since the case (1) and the case (2) are problems made by
partitioning the space where the point sets exist, it can be solved by divide-
and-conquer method. To solve the case (3) (or the case (4)), let us consider
the projection pg_1 : RY — R (21,...,2q-1,24) + (21,...,74_1) Of the
points in S N HC(lJr)(ad) and T'N Hé_)(ad). With update of the weights of the
points w(p) := w(p) — d(p) where d(p) is the distance from the point p € R? to
ha(aq), the case (3) (or the case (4)) can be solved by solving the nearest pair
problem with respect to the projected points, because the distance between two
points are measured by f1-distance and the distance is adjusted by the updates
in the weights. By considering the four problems and the projection to lower
dimensional space recursively, finally we reach the d = 1 case.

In d = 1 case, again the case (1) and the case (2) can be solved recursively. The
case (3) (or the case (4)) can be solved by finding the point s € H1(+)(a1) CcR
which minimizes ||s — a1]l¢; — w(s) and the point ¢ € Hl(_)(al) C R which
minimizes ||t — a1 ¢, — w(t). Corresponding data structure can be made by d
level nested binary trees, and priority queues storing the points in S (resp. T')
with priority ||s—a1ll¢, —w(s) (resp. ||t —a1]le, —w(t)) so that it store the nearest
pair at its root node. The addition (or deletion) of a point in this data structure
can be done in O(log!“*V) time since it takes O(log?n) time for the binary
search of d level nested tree and O(logn) time for the updates of the priority
queue. Note that the space complexity of the data structure is O(n logd_1 n).

Thus we have the next theorem.

Theorem 5. Let S, T be point sets in the d-dimensional {1 normed space, with
|S| = |T| = m. The minimum-weight bipartite matching of S and T can be
computed in O(m?log! ™ m) time.

Provided an #1-embedding of a periodic graph, the minimum-weight bipartite
matching of 2m points on the tiling also can be solved in O(m? log(d+t) m)).

6 Motion Planning Problem on ¢;-Embeddable
Archimedean Tilings

Consider the following reconfiguration problem on a periodic graph (G,T): let
A and D be n-element subsets of the vertices of (G, T') respectively. The aim of
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the reconfiguration problem is moving all atoms in A to their destinations in D
by minimum number of moving, with the rules that we can move an atom to
adjacent site in one move and more than one atom cannot be on the same site.
Using the algorithm shown by Cilinescu, Dumitrescu and Pach [9], the size of
the output sequence of moves equals to the sum of the cost of the minimum-
weight bipartite matching between A and B. Our motion planning problem is
the problem of finding a more compact representation of the sequence of moves
which is a solution to the reconfiguration problem, under the assumption that a
minimum-weight bipartite matching between A and D is given.

6.1 1-Dimensional Orthogonal Lattice Case

In this subsection we consider a motion planning problem in the case that all m
atoms and n destinations exist on a path. Karp and Li [2] proved that the match-
ing in which the i-th atom from the left is matched with the i-th destination
from the left is a minimum-weight bipartite matching when m = n. The solution
to the motion planning problem can be described using such minimum-weight
bipartite matching as follows: Move the atom first if the destination assigned to
it is left to it, and move the atom last if the destination assigned to it is right
to it. Karp and Li [2] also showed O(nlogn) algorithm for the minimum-weight
bipartite matching on the case m > n. Thus the motion planning problem on a
path can be solved in O(nlogn) time.

6.2 2-Dimensional Orthogonal Lattice Case

In this subsection, we consider the motion planning problem in 2-dimensional
orthogonal lattice, which is the most fundamental ¢;-embeddable tiling using the
result of the 1-dimensional case described above. Our strategy is focusing the
rows where the destinations exist and treating them from top to the bottom.

We attach numbers, beginning with 1, to the rows (the columns) on the lattice
from above (from the left). We denote the atom (the destination) which exists
on the row ¢ and the column j by a; ; (by d; ;). We denote the atoms which are
assigned to the destinations on the row ¢ and exist on the lower rows than the
row ¢ by LA(7) and the atoms which are assigned to the destinations on the row
¢ and be not in LA(4) by UA(1).

Lemma 11. Let M be a minimum-weight bipartite matching between A and
D, and A" = {a;, j, iy j,---, 0 ;} be a set of atoms which are on the same
column j (i, < iq if p < q.) And suppose D' := {dg, t,,dss tss---,ds, 1, } @ S€t Of
destinations matched to the atoms in A" (sp < sq if p < q.) Then a new matching
M = (M —A x D) U{(ai, j,ds; 1) (Qig.j,dsnts)s -+ (Qiy, iy dsp 1) T 15 also a
minimum-weight bipartite matching between A and D.

Proof. We divide the matching cost into horizontal cost and vertical cost. The
horizontal cost in M equals to that of M’ since the atoms in A’ exist on the
same column. The vertical cost between A’ and D’ in M’ is minimum from the
Karp and Li’s algorithm. Thus the lemma holds. a
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Similarly, the following lemma holds.

Lemma 12. Let M be a minimum-weight bipartite matching between A and D,
and D' :={d; j,,di j,,...,dij.} be a set of destinations which are on the same
row i (jp < jq if p < q.) And suppose A" = {Gs; 11, sy tyy- -5 0sy t, f & S€t Of
atoms matched to the destinations in D' (s, < sq ifp < q.) Then a new matching
M = (M — A" x D/) U {(a«"‘l,tudiﬂ'l)v (a82,t27di7j2)7 LR (asmtkvdi,jk)} is also a
minimum-weight bipartite matching between A and D.

We show the algorithm for finding a new minimum-weight bipartite matching
between atoms and destinations. The input of the algorithm is an arbitrary
minimum-weight bipartite matching M.

Algorithm ASPg

1. For each column j, M := M’ where M’ is the minimum weight
matching obtained in lemma[Id] by fixing D’ to the set of destinations
which exist on the column j.

2. For each row i, M := M’ where M’ is the minimum weight matching
obtained in lemma [[2 by fixing A’ to LA(%).

3. For each row i, M := M’ where M’ is the minimum weight matching
obtained in lemma [I2 by fixing A" to UA(%).

Theorem 6. With the minimum-weight bipartite matching obtained by ASPo,
we have a solution to the motion planning problem on the 2-dimensional orthog-
onal lattice.

Proof. We use induction to prove this. Let k& be the number of the row where
destinations exist. When k& = 1 we can move atoms by moving LA(1) first,
then UA(1). We can move atoms in the manner showed in Section If an
atom a meets another atom o’ in its move, we can avoid a collision by leaving
a on the position of a’ and moving a’ to the destination of a instead. When
k > 1 and we assume that the theorem holds for all ¥ < k. An atom d' €
A—-(LAQ)U---ULA(k—1)UUA(1)U---UUA(k — 1)) can disturb the move
of another atom a . However, we can reduce the matching cost by swapping
the destination of @ and o/, so it contradicts. We can move UA(1), LA(1), ...,
UA(k), LA(k). Thus, the theorem holds for any k& > 1. O

The reassignments performed in each step of ASPp can be computed in
O(n'logn') time, where n’ is the number of the atoms we focusing on. Thus
the following lemma holds.

Theorem 7. ASPp is an O(nlogn) algorithm.

6.3 General Case

Definition 10. Let C be a disjoint cycle cover of the labeled quotient graph of a
periodic graph. We call C' an azis-path when each cycle in C' lifts to a geodesic.
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By 7C we denote the set of all geodesics to which an cycle in an axis-path
C lifts. Since C covers the vertices of the labeled quotient graph, 7C' covers all
vertices of the periodic graph. We remark that the geodesics in T C are parallel.

Definition 11. Let A = {C1,...,Cx} be a finite set of axis-paths on a peri-
odic graph (G,T). A is a primitive axis-path set if A satisfies that (a) for any
two vertices u,v in G a shortest path between them can be made by concatenat-
ing at most two geodesics in TC1 U ---UTCy and that (b) Any path made by
concatenating more than two geodesics in TCyLU---UTCy is not a shortest path.

If a shortest path is made by a geodesic in T C; (resp. two geodesics from T C;
and 7C;), then it is said to be made by C; (resp. C; and Cj).

Theorem 8. Let (G,T) be a periodic graph which has a primitive axis-path set.
Given an arbitrary minimum-weight bipartite matching between atoms and des-
tinations and the primitive axis-path set, then a solution to the motion planning
problem on can be constructed in O(n?) time, where n is the number of atoms.

Proof. Let {Ci,...,Ci} be the primitive axis-path set. Denote the given
minimum-weight bipartite matching by {(a1,d1), ..., (an,dn)} where{a1, ..., an}
is the set of the atoms and {dy, ..., d,} is the set of the destinations. We describe
an algorithm for the motion planning problem and the time complexity of each
step.

First, for each s € {1,...,n}, compute the axis-path C; or the axis-paths C;
and C; making the shortest path p, between as and d,. This takes O(n) time.

Next, for all non-ordered pair {i,j} € {1,...,k}, let S% be the set of the
atoms as such that p, is made by C; and C};. Let S be the set of the atoms a,
such that the shortest path ps is made by one axis-path. For each as € S, do
the followings: Determine the set T of all ¢ € {1,...,n} such that p; is made
by two axis-paths and ps Np; # (). If for all ¢ € T the paths p; are made by
the same two axis-paths C; and Cj, then add as to S™/. If not, then for all
t € T, the atoms a; is on ps. (Indeed, if a; is not on p, for some ¢t € T, taking
t" € T such that py is made by different axis-paths as those making p;, the
matching cost can be reduced by setting (as, ds) := (as,d:), (ar,d¢) := (as,dyp)
and (ay, dy) := (ap, ds) because of the definition of the primitive axis-path set.)
Suppose a, (r € T') is the nearest atom from d, and p, is made by C; and Cj. Set
(as,ds) = (as,d,) and (a,,d,) := (a,,ds), and add as to S*7. This step takes
O(n?) time and after this step, we can assume that for all s € S, if s € §%/ and
{i,5'} # {i,j} then s does not have intersection with any path in %",

Then for all s € {1,...,n}\ S, determine the set T" of all ¢t € {1,...,n} such
that psNp; # 0. Suppose p; is made by C; and C; and let P € TC; and Q € TC}
be the geodesics making p respectively. Then by the definition of the primitive
axis-path set, exactly one of the followings holds: Either (a) p; is made only by
C; or by C; and Cjr and the atom a; is on P for all t € T, or (b) p; is made only
by C; or by Cy and C; and the atom a; is on @ for all ¢t € T'. If (a) holds, for
each t € T' let d} (resp. d) be the end of p; N P (resp. ps N P) and move all a,
and as to d; and d, by the algorithm for the motion planning problem on the
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path shown in Section V. A. of [I5]. Set a; := d} for each t € T". If (b) holds,
do a similar operation. This step takes O(n?) time and after this step we can
assume that for all {i,5} # {i’,j'}, the paths in S/ do not have intersections
with the paths in S%+7". N

As in the paragraph just before Theorem 7 of [15], by ASP// we denote the
algorithm obtained from AS Py, an algorithm for the motion planning problem
on the orthogonal lattice given in [I5], by replacing the “rows” and the “columns”
of the orthogonal lattice by the geodesics in 7C; and TCj. By running ASPj/
for S(9) | the moves of the atoms a; € S to their destinations ds can be
computed in O(nlogn) time. Now, by running ASP/5/ for each {i,j}, we can
output the solution to the motion planning problem. This step takes O(k*n logn)
time. Regarding k£ as a given constant, the time complexity in the statement is
obtained. O

We next present an algorithm to determine whether an ¢;-rigid periodic graph
has the primitive axis-path set. For a directed path P := ug,u1,...,u, on an £;-
embeddable graph with vertex set V' and the embedding ¢ : V' — Z™, define the
set @(P) := {p(uir1) — d(u;) € 24 : 0 < i < p}.

Proposition 6. On ¢1-embeddable graph, the next two are equivalent:

1. An directed path P is a shortest path. 4
2. Foralll1 <i,7<pandl <l <m, vl(z)vl(]) > 0 where &(P) = {vM, ... 0P},

Proof. Let P = uyg,...,up, ¢ be the ¢1-embedding and A be the scale of ¢;-
embedding. For each i € {1,...,p}, }[|#(u;) — ¢(ui—1)|le, = 1 by the definition
of {1-embedding. P is a shortest path if and only if | [|¢(up) — ¢(ug)|le, =p—1=

P 1 3 1lé(ui) — ¢(ui—1)|le, . This equation holds if and only if 2 holds. a

Let (G,T) be an ¢;-rigid periodic graph with vertex set V and ¢ : V. — Z™ be
the embedding and {C1,...,Cy} the primitive axis-path set. Fix two axis-paths
C;,Cj € {C1,...,Ck} and two vertices u and v. Denote by S(4, j, u, v) the set of
(z,y) € Z? such that the shortest path between u(0,0) and v(x,y) is made by
C; and C;. By some abuse of the notations, for a path p, by ¢(p) we denote the
image of the vertices in p by ¢.

Proposition 7. On {;-rigid planar periodic graph, S(i, j,u,v) is computable.

Proof. We give a sketch of an algorithm. Let ¢,, € C; (resp. ¢, € Cj) be the cycle
containing u (resp. v) and p, (resp. p,) be the geodesic to which ¢, (resp. ¢,)
lifts. Let wy = u(0,0),...,wi (resp. w| = v(x,y),...,w},) be a subpath of p,
(resp. py) such that k (resp. k') be the length of ¢, (resp. ¢,). By Proposition 2]
¢(pu) = {¢(wi) + 2(Pp(wi) — p(wr)) : i € {1,...,k}, z € Z} and ¢(p,) = {¢(w;) +
z(p(wy,) — o(wy)) 14 € {1,...,k'}, 2 € Z}. By solving linear equations, a com-
mon point of ¢(p,,) and ¢(p,) can be computed as a function of z and y. Thus also
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a common vertex r(z’,y") can be computed as a function of z and y. Using
Proposition [f] we can determine the set of x,y such that the path from «(0,0)
to v(x,y) via r(z',y") along p, and p, is a shortest path. O

Now we present an algorithm which outputs all the sets of axis-paths on an
£1-rigid periodic graph (G, T) satisfying the condition (a) in Definition [[1l Let
Q be the quotient graph. First enumerate all disjoint cycle cover of Q) consisting
of simple cycles which can be lifted to geodesics. Denote by A the set of enu-
merated disjoint cycle covers. Let S be the set of all subsets of A. Then for each
{C1,...,Cr} € S, check whether U; jeqi,.. 13S(i, j,u,v) = Z? holds for all two
vertices u,v € Q. If the result of the check is true, then output {Cy,...,Ck}.

For a set of vectors H, by —H we denote the set of vectors {—h : h € H}. Let
¢ be a cycle of length k£ on the quotient graph which can be lifted to a geodesic p.
For any subpath p’ and p” of p with length k, {®(p), —@(p)} = {P(p),—P(p')}.
We denote this pair of vectors by {V.,—V.}. Using the next proposition, we
can determine whether the set of axis-paths output by the previous algorithm
satisfies the condition (b) in Definition [Tl

Proposition 8. Let {C1,Ca,...,C.} be a set of axis-paths with r > 3. On {£1-
rigid periodic graph embeddable into Z™, the followings are equivalent:

1. {C1,Cy,...,C.} does not satisfy the condition (b) in Definition [Tl

2. For some set of indices I C {1,...,r} with |I| > 3 and cycles ¢; € C; where
i € I, there exists a set of vector sets {U; : Uy € {Ve,,— Ve, },4 € I} such that
for any two vectors v, v3) € Uiy and 1 < j < m, v§1)v§2) > 0.

Using the above two algorithms, we can determine whether an ¢;-rigid periodic
graph has the primitive axis-path set.

Ezample 3. The tiling (3.4.6.4) shown in Figure[flis an ¢;-rigid periodic graph.
The sets of cycles {Q1,Q2}, {Qs,Q4} and {Qs5,Qs} are axis-paths. The set of
axis-paths {{Q1, Q2}, {Q3,Q4},{@5,Qs}} is a primitive axis-path set.

Ezxample 4. The tiling (3 — 4.6) has no primitive axis-path set. All axis-paths
of (3.6) are shown in (c), (d), (e) of Figure [fl The bold edges of the labeled
quotient graph in (b) are not covered by the quotient graphs in (c), (d), (e).
This fact shows that (3%.6) cannot have a primitive axis-path set because the
shortest path using the bold edges cannot be made by (c), (d), (e).

Finally, we examine whether ¢1-embeddable tilings have primitive axis-path
sets. The results are shown in Table[Il Each column shows the number of tiling
we assign, the vertex type, the £;-embedding of tilings shown in [I1] and whether
each tiling has at least one axis-fibers or not from the left. It is turned out that
24 f1-embeddable tilings have at least one primitive axis-path set. All these 24
tilings are embeddable into Z2, Z3 or %ZS.



90 N. Fu, A. Hashikura, and H. Imai

(a) (b)

Fig. 5. (a) is the tiling (3.4.6.4) and (e) Fig.6. (a) The tiling (3".6). (b) The
is its quotient graph. (f), (g), (h) are labeled ~quotient graph of (3%.6).
axis-paths. Each cycle Q; can be lifted (c)(d)(e) The axis-paths of (3".6)

to the geodesic F; in (b), (c), (d).

Table 1. Properties of [;-embeddable tilings

. q - 1N 5 axis- ?
No. the vertex type £1-embeddable [[T] has axis-path No. the vertex type {1-embeddable [IT] has axis-path?

1 (4% 7?2 es P
2 Eﬁ“; z? zes 16 (38°.4%), 22 yes
3(3%) 173 yes 17 (3% 3%.4%4"), 22 yes
4 (;t 8%) 78 yno 18 (3%.4% 4% 4%), 22 yes
5 (32.4.3.4) 174 no 19 (35;3°4% 40 oL yes
6 (33‘ 4'2>‘ iy ves 20 (3%;3%.42%; 44)‘ YA yes
7(3.464) izs yes 21 (3737453740, .z ves
8 (;1'6‘1'2) 46 es 22 (3%.4%;3° pen ;4% 123 yes
9 (546 VAS }1]10 (33 4% 44)2 ;ZJ yes
10 (3*.6;3%.6%) i 1o 2 <32 3 3; £ o2 yes
11 (3* 45,44)1 fzs yes 25 (3°%;3%.4%;4%) A yes
12 (3% 32.4.3.4) 16 o Zb (3°.4%8°.4% 4%), 1z yes
13 (3% 3%.42), iz yes 27 (35502 5.) )z yes
3 2. 44 23 i 28 (3%;3%.4%;3.4.6.4) VA yes

14 (3°.4%4%), 2L yes 29 (35,35, 3%.42), 1y3
15 (3%.4%,3.4.6.4) A yes 2 yes
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Abstract. Molecular external structure is important in understanding
molecular interaction with its solvent environment and is useful in de-
veloping drugs. Important examples of external structures are tunnels,
pockets, caves, clefts, voids, etc. This paper presents algorithms to ex-
tract tunnels and voids from molecular structures. The algorithms are
based on the the Voronoi diagram of atoms in molecules and their time
complexity are both O(m) time in the worst case, where m represents the
number of entities in the Voronoi diagram. The algorithms are mathe-
matically correct, computationally efficient, numerically robust, and easy
to implement.

Keywords: Voronoi diagram of spheres, quasi-triangulation, van der
Waals region, simplexes, bounding state, simplicial complex, union of
spheres, union of disks, molecular structure, external structure, beta-
shape, beta-complex.

1 Introduction

Molecular structure determines molecular function. While the notion of molec-
ular structure frequently applies to molecular internal structure, its external
structure is equally important. Molecular external structure usually implies a
cavity such as a tunnel, void, cave, pocket, cleft (or crevice), etc. and is closely
related with important molecular function. For example, potassium and sodium
ions pass through the channel structure (or also called pore) of proteins in cell
membrane; Water molecules passes through the channel structure of aquaporin
protein in cell membrane; Proteins are synthesized in the tunnel structure of
ribosome; Useless proteins are recycled by disassembled in the tunnel structure

* Corresponding author.
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of proteasome; Drugs function by binding at a pocket, void, or tunnel of a recep-
tor molecule such as protein or ribosome. Therefore, the accurate and efficient
recognition of voids, tunnels, and pockets in biomolecules is important.

From a geometric point of view, a tunnel is a hole (penetrating a molecule)
with two or more openings toward the exterior space. A void is an interior cavity
that is not accessible to bulk solvent and is not connected to the infinity. A void
can be either hydrated or free from a solvent molecule. A cave or pocket is a
blind hole with one opening. A pocket has a wider opening compared to a cave.
A cleft (or crevice) can be regarded as a pocket with a stretched wide opening
such as a valley of the Grand Canyon on molecular boundary. The distinction
between tunnels and pockets (including caves and clefts) is topological whereas
that among pockets, caves, and clefts is rather geometrical. From topological
point of view, we thus use the term “pocket” to denote cave and cleft as well,
unless otherwise stated.

In this paper, we present efficient algorithms to recognize molecular tunnels
and voids of van der Waals molecule using the Voronoi diagram, the beta-
complex, and the quasi-triangulation where molecular structure is given. The
tunnels and voids of the offset of molecule can also be recognized by the pre-
sented algorithms. Despite of simplicity, the algorithms are guaranteed to be
mathematically correct, computationally efficient, and numerically robust pro-
vided that the Voronoi diagram of molecule is available. The efficiency and
correctness of the proposed algorithms have been verified by the developed soft-
wares, BetaTunnel and BetaVoid, which are freely available from the Voronoi
Diagram Research Center website [I]. The presented algorithms take O(m) time
in the worst case where m is the number of entities in the Voronoi diagram. The
preliminary version of this paper was presented in the International Symposium
on Voronoi Diagrams in Science and Engineering 2012 [2].

This paper is organized as follows. Section 2] presents literature review; Sec-
tion [l summarizes the computational constructs necessary for presenting the
algorithms; Section [ presents the problem definition and the basic theory for
recognizing tunnels and voids in molecules; Section [l presents the algorithmic
details; Section [6] presents experimental results with some molecular structure
publicized in the Protein Data Bank (PDB) using the implemented program;
Section [7 presents discussions of the proposed algorithms; Then, the paper
concludes.

2 Literature Review

Efforts for understanding molecular external structure were focused mostly on
pockets. We refer to [3] for the brief history and review on the automatic recogni-
tion of pockets. Despite of its importance, computational recognition of molec-
ular tunnels has received relatively less attention compared to other types of
molecular external structure. One of the important reasons was the absence of
an appropriate computational representation of molecular exterior space.
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The earliest effort of molecular tunnel recognition that we are aware of was the
study by Smart et al. during mid 90s which developed a computational method
for the pore dimension of ion channels [4]. Given an initial location within a
tunnel and the direction of the tunnel, both specified by user, this approach
used the Monte Carlo simulation to recognize the tunnel. This research was
later developed into the software HOLE [5]. Other studies such as VOIDOO by
Kleywegt and Jones [6] and SURFNET by Laskowski [7], where both were based
on a grid-approach, had a similar function but focused more on pockets.

Most related studies on tunnel recognition were reported relatively recently. In
2006, Voss et al. showed, from biologist’s point of view, that tunnel geometry was
important for ribosomal polypeptide in determining biomolecular functions [§].
In 2006, Petrek et al. reported a grid-based method to extract pockets and cav-
ities and developed a software CAVER [J], as a plug-in to PyMOL [10/T1], by
tracing routes from buried active sites to the external solvent. After filling the
convex hull of van der Waals molecule, they computed routes from buried active
site to the external to the convex hull using Dijikstra algorithm among the grid
points located outside the molecule. CAVER was also used for analyzing tunnels
in proteins [12]. In 2007, Petrek et al. improved their earlier method using the
ordinary Voronoi diagram of atom center points and reported another software
MOLE [13]. In this study, they first assigned a weight defined by the edge length
to each Voronoi edge and applied the Dijikstra algorithm to find the paths. While
this approach was an improvement over their previous effort, there were still two
limitations: i) the ordinary Voronoi diagram of atom centers was an approxima-
tion to the true molecule, and ii) the method to assign the weight to each edge
is somewhat arbitrary. In 2007, Medek et al. reported an idea meaningful in two
perspectives for tunnel recognition [I4]. First, they proposed to use the Voronoi
diagram of molecular atoms to precisely represent molecular structure. Second,
they proposed to use the dual structure of the Voronoi diagram even if they
mistakenly used the Delaunay triangulation instead of the quasi-triangulation.
In 2007, Kozlikova et al. also reported an idea of tunnel extraction using the
ordinary Voronoi diagram of atom center points and the Delaunay triangula-
tion [I5]. In 2008, Yaffe et al. reported a method using the alpha-shape (which is
a derivative structure of the ordinary Voronoi diagram of points) and developed
the software MolAxis [T6/T7IT8] which attempted to reflect the size differences
among different atom types by an approximation with a number of identically
sized balls (thus this approach inevitably produced an approximated solution).
In 2008, Ho and Gruswitz used a grid-based approach to tunnel extraction and
developed a software HOLLOW [19]. In 2009, Coleman and Sharp presented a
software CHUNNEL that requires a heavy computational requirement to detect
tunnels [20]. Recently, in 2011, Hege and colleagues presented an algorithm and
its implementation using the Voronoi diagram of atoms [21I]. Even if the void
issue is also important, we more focus the review on previous works on tunnels
except mentioning [22[23].
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3 Voronoi Diagram, Quasi-triangulation, and
Beta-Complex

Let A = {a1,a2,...,a,} be a set of three-dimensional spherical atoms such
as a molecule where a; = (¢;,7;) is an atom with the center ¢; and radius
r;. Let VD be the Voronoi diagram of A where the distance is defined by the
Euclidean distance from the atom boundaries. VD can be represented as VD =
(VY,EY,FV V) where VV is the set of Voronoi vertices, EY is the set of
Voronoi edges, FY is the set of Voronoi faces, and CV is the set of Voronoi cells.
vY € VV corresponds to the center of the sphere tangent to the boundaries of
four nearby atoms; e” € EY corresponds to the locus of the center of the sphere
tangent to the boundaries of three nearby atoms; f¥ € FY corresponds to the
locus of the center of the sphere tangent to the boundaries of two nearby atoms;
c¥ € CV corresponds to the center of an atom. The topology among vertices,
edges, faces, and cells in VD are properly maintained. VD is usually called the
additively weighted Voronoi diagram in computational geometry. There are many
properties, particularly topological properties, that makes VD different from
the ordinary Voronoi diagram of points and the power diagram. VD can be
computed in O(n?) time for general spheres in the worst case but takes O(n)
time for molecules on average. For the details of VD, see [24] and for the Voronoi
diagram in general, see [25].

The quasi-triangulation Q7 is the dual structure of VD and represented as
QT = (V2,EQ, F2,C9) where v2 € V< is mapped from ¢¥ € OV, e € E9
is mapped from fY € FY, f€ € F< is mapped from ¢¥ € EY, and ¢ € C2
is mapped from vY € VY. All mappings are one-to-one. The topology structure
of VD can be different from that of the ordinary Voronoi diagram of points or
power diagram. For example, consider a tiny atom located between two rela-
tively large atoms in R®. Then, the Voronoi edge defined by these three atoms
is an ellipse, possibly without an intersection with other Voronoi edges in the
entire Voronoi diagram of the atom set. In such case, the three atoms define a
degenerate, dangling triangle in Q7 and is called an anomaly because it makes
the quasi-triangulation different from the ordinary simplicial complex such as the
Delaunay or regular triangulation. There are three types of anomalies in QT [26]:
i) the adjacency anomaly: two cells may share two faces in common (2-adjacency
anomaly), three faces in common (3-adjacency anomaly), or all four faces in com-
mon (4-adjacency anomaly); ii) the inter-world anomaly: the quasi-triangulation
may have more than one face-connected clusters of cells where the clusters are
not face-connected; iii) the dangling-face anomaly: the quasi-triangulation may
have a dangling triangular face which does not have any incident cell. 0QT is
called the squeezed hull and is usually different from the convex hull of the atom
centers. The conversion between VD and QT can be done in O(m) time in the
worst case where m represents the number of simplexes in Q7. For the details
of QT see [26127I2829].

The beta-complex of an atom set A is defined when a real value 3 is given.
The semantics of 3 is the radius of a probe that approaches the molecule from
free space. Then, the beta-complex for the given (-value is the subset of the
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quasi-triangulation where each simplex denotes the proximity among the atoms
corresponding to the simplex. Then, the corresponding beta-shape is the region
of the space bounded by the boundary of the beta-complex. Hence, the boundary
of the beta-shape determines the proximity among the atoms on the boundary
of the molecule. The set of the simplexes of the beta-complex is a subset of the
simplexes of the quasi-triangulation and the set of the simplexes of the beta-
shape is a subset of the set of the simplexes of the beta-complex [30]. Hence,
the beta-shape represents the proximity among the atoms on the boundary of a
molecule and the beta-complex represents the proximity among all atoms within
the molecular boundary. We emphasize here that the beta-complex can be com-
puted very efficiently from the quasi-triangulation by the following three steps:
i) the computation of the Voronoi diagram of a molecule, ii) the conversion from
the Voronoi diagram to the quasi-triangulation, and iii) the simplex query for
the beta-complex. For the details, see [29/30].

The timing for the computation of the quasi-triangulation for molecular struc-
tures in PDB, the Protein Data Bank, is of importance. For most applications
of molecules, a target molecule is usually fixed prior to performing any type
of analysis. In addition, many users around world may need to frequently use
the quasi-triangulation of the same target molecule. Hence, in such cases, it
is convenient to compute the quasi-triangulation in a preprocessing and store
in a database so that the quasi-triangulation file can be downloaded to be in-
put to a user’s application problem. We have computed the quasi-triangulation
of all molecular structures stored in the PDB and created a database called
the quasi-triangulation database (QTDB) [I] which can be freely downloaded
with a document explaining the file format which stores the quasi-triangulation,
the gquasi-triangulation file format (QTF). Note that the QTF format is very
straightforward to interpret once the quasi-triangulation theory is understood.
Therefore, if the structure file of a particular molecule exists in PDB, one can
load the corresponding quasi-triangulation file from QTDB. Once a QTF file is
loaded with the corresponding PDB file, the computation of the Voronoi diagram
for the molecule is straightforward and efficient. However, if an input molecular
structure does not exist in PDB because it is a new molecule, then we need to
compute the Voronoi diagram of the molecular structure and transform it into
the quasi-triangulation.

This approach is significant because the quasi-triangulation (and thus the
Voronoi diagram) is used not only for extracting tunnels but also for many other
shape-related problems. Some applications are as follows: the computation of
the Connolly surface [3132], the docking simulation [3334], the computation of
the molecular volume [35], the computation of the molecular sphericity [36], etc.
We anticipate that many more shape-related problem that are not known today
will also be solved efficiently using the quasi-triangulation of molecules.

4 Molecular Complement

Suppose that A = {aj,a9,...,a,} is a molecule where a; = (¢;,r;) € Ais a
spherical atom with the center ¢; and the van der Waals radius r;. Let vdW (A)
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be a geometric model, called the van der Waals model (also abbreviated as vd W-
model), of A stored in the boundary-representation [37]. Hence, vdW (A) takes
the region in R? that is the union of the regions that the atoms in A take and
has an oriented boundary dvdW (A). In general, dvdW (A) may consist of more
than one oriented shell because vdW(A) may have one or more void: one and
only one for the external boundary and one for the boundary of each internal
void.

OvdW (A) consists of spherical polygons on the boundary of atoms in A. Let
Conv(A) be the convex hull of vdW(A). Then, 0Conv(A) consists of planar
triangular faces, spherical polygons, and cylindrical segments. The deficiency

AW = Conv(A) — vdW (A) (1)

is called the vd W-deficiency that can be used to understand the external struc-
ture of the vdW-molecule. The vdW-model vdW (A) frequently has too detailed
information than necessary for interpreting molecular structure for application
problems and the same observation usually holds for AW as well.

Let E be the entire three-dimensional Euclidean space, U(x) C E the under-
lying space that is occupied by a geometric object “#”, and U(A4) = U(a;) U
U(az)U...UU(ay). Hence, vdW (A) is the geometric modeling representation of
the molecular space U(A).

Definition 1. U(A) is the molecular space and U°(A) = E—~U(A) is the molec-
ular complement.

Biomolecule such as DNA, RNA, or protein consists of a set of atoms which
are connected via covalent bonds. It is well-known that the length of a covalent
bond is shorter than the sum of the radii of the two covalently bonded atoms.
For example, the most frequently used Bondi’s radii of the four most common
atoms in biomolecules are as follows (A) [38]: H(1.20), C(1.70), N(1.55), C(1.52).
The lengths of some covalent bonds between atom pairs are as follows (A):
CH(1.06-1.12) and CC(1.20-1.54). This implies that covalent-bonded van der
Waals atoms intersect each other. Thus, the following assumption is reasonable
for biomolecules.

Assumption 1. The van der Waals model vdW (A) is connected.

This assumption implies that vdW (A) is a connected single component and
is valid for all biomolecules because any biomolecule consists of a set of atoms
which are connected via covalent bonds that force related van der Waals atoms
intersect. However, it is necessary to verify whether this assumption holds for
a particular molecular structure data such as those in the PDB because a data
file may be incorrect or incomplete due to technical reasons in determining the
structure using X-ray crystallography or NMR and storing in database. Other
types of chemical interactions such as a hydrogen bond may also result in an
atomic intersection.

If a vdW-model has an interior void, its complementary space U (A) is ob-
viously not connected but consists of more than one component: one, and only
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one, component is unbounded and the others are bounded. Suppose that

UC(A) = {&1,&, .- &m} 2)

where ¢; € UY(A) denotes a component. Suppose that &; is unbounded. Then, all
the other components & € UY(A), i # 1, in Eq. (@) are bounded and correspond
to interior voids. The unbounded component &; corresponds to the unbounded
external region. Recall that the Voronoi diagram of molecule is represented by
VD = (VY,EY,FY,CY). Let Vor = (VY,EY,FY) be an abstraction of VD
without V-cells. Let

Vor® = VornU%(A) = Vor — U(A) (3)
where “—” denotes the Boolean subtraction. In Eq.(@), we slightly abuse Vor
in that it means here the geometric realization (without the notion of topology)
of the Voronoi diagram. Thus, this equation implies that Vor® corresponds to
the geometric realization of the Voronoi diagram trimmed off by the molecule.
Hereafter, we will ignore “(A)” in symbols as far as its meaning is clear.

Definition 2. Vor® is called the Voronoi complement.

Therefore, the Voronoi complement corresponds to the molecular complement.
The construction of the Voronoi complement is done as follows. Suppose that
Vor® = (V¢,E€ FY) where V¢, E¢, and FC are the sets of vertices, edges,
and faces, respectively. Vor® can be obtained by trimming the Vor as follows.
For all v € VC, if v is contained within any atom a € A, we remove v from
VY. For all e € EC, if e is entirely contained within any atom, we remove e
from EC. If e is partially contained within an atom, we trim off the interior
portion of e. When e is partially trimmed, one (or more) new vertex(es) is
created at the extreme of the remaining part of e and is inserted into V¢. This
new vertex is called the phantom Voronoi vertex vP**™°™ For all f € FC if f
is entirely contained within any atom, we remove f from FC. If f is partially
contained within an atom, we trim off the interior portion of f. When f is
partially trimmed, a new phantom Voronoi edge(s), say ePh@™t°™ is created at
the boundary of the remaining part of f and is inserted into E. Note that in
this case a new phantom Voronoi vertex(es) is also created and is inserted into
V¢, if necessary. The topological consistency is also appropriately maintained.

There are two types of Voronoi edges in VorC: those intersecting molecu-
lar boundary and those non-intersecting molecular boundary. Similarly, there
are two types of Voronoi faces: those intersecting and those non-intersecting
Voronoi faces. There are Voronoi vertices from the Voronoi diagram and there
are (phantom) vertices not belonging to the Voronoi diagram. Similarly, there
are Voronoi edges from the Voronoi diagram and there are (phantom) edges not
belonging to Voronoi diagram.

Lemma 1. Suppose that a face fY is defined by atoms a' and a”’. Then, fY is
trimmed if, and only if, o’ Na" # (.
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Let p be a point in Vor®. If p € f € FC, it has two defining atoms. If
p € e € E€ is on a V-edge, it has three defining atoms. If p is a phantom vertex,
it is the intersection point among the boundaries of three atoms defining the
edge. If p is a Voronoi vertex, it is equi-distant from four atom boundaries.

Lemma 2. The Voronoi complement Vor® can be computed in O(m) time in
the worst case, where m represents the number of entities in the Voronoi diagram.

The following theorem is the basis of this paper.

Theorem 3. The Voronoi complement Vor® and the molecular complement UC
are homotopy equivalent.

Proof: Vor® is the skeleton of the molecular complement. Thickening a point
q € Vor® by an appropriate amount can transform Vor¢ to UC. g

Therefore, Vor® and U have an identical topological property. If U consists of
multiple components, so does V or®. Suppose that Vor® = {¢Vor, &¥or ... ¢Vor)
where a Voronoi component 52/07" corresponds to §; € UC(A). Then, 53/07", 1 # 1,
corresponds to a void and £}°". Suppose that £}°" corresponds to the external
space containing tunnels, if any.

5 Recognition of Molecular Complement

We want to recognize the molecular complement U . Due to Theorem 3, we can
do the recognition using the Voronoi components in Vor®. Given Vor®, we first
classify the Voronoi components corresponding to the unbounded external region
and voids as follows. First, starting with an arbitrary edge e € E¢ emanating to
infinity, we collect all vertices, edges, and faces in Vor® = (V¢ E¢, F) con-
nected to e. Then, this collection is unique and becomes the Voronoi component
€Y °" and corresponds to the unbounded external region. The vertices, edges, and
faces of £}°" are appropriately removed from the data structure of Voor®. Then,
the rest in the data structure is for voids.

Sometimes, the recognition of pockets, caves, and clefts is useful. This recog-
nition can be also facilitated in a similar way. Suppose that we compute £} °" N
Conwv(A) to result in several components. Then, larger components usually cor-
respond to tunnels whereas the other smaller components correspond to pock-
ets, caves, and clefts. Note that JudW (A) consists of spherical polygons on the
boundary of atoms in a molecule A.

Hence, ignoring other features such as pockets, caves, or crevices, we are
eventually left with two sets of components: = = {ZTunrnel Z2Voidl for tunnels

and voids, respectively. Note that Z7%""¢! has one and only one component.

5.1 Void Recognition

Lemma 4. Let £V°" be a Voronoi component corresponding to a void. Then,
there exists a non-phantom vertex v € VC in €V°" which belongs to the void.
Hence, v is a Voronoi vertez.
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Proof: There should be at least four atoms to define a void. Each triplet of
the four atoms define a Voronoi edge and these four Voronoi edges must meet
at a Voronoi vertex which is the center of an empty sphere tangent to the four
atoms. g

The following corollary immediately follows because a void is closed.
Corollary 5. The vertex v in Lemma[{] is not connected to co.

Thus, we arbitrarily select one vertex v € V¢ and collect all vertices, edges,
and faces in Vor® connected to v. Here, V© is after the vertices in £}°" is
removed. This collection forms one component and corresponds to a void. Those
vertices, edges, and faces connected to v is removed from V¢, E¢ and F¢,
respectively. Thus, repeating this process until the data structure of Vor® is
empty finds all voids.

Let £ be a Voronoi component corresponding to a void. Being a subset of
Vor?, ¢ is represented by (V¢, ES, F¢) for vertices, edges, and faces, respectively.
Suppose that V¢ = (Vg

phantom’
the Voronoi vertices in the original Voronoi diagram VD; Vpghant om denotes the
set of the new-born phantom vertices (during the trimming process) that are not
the Voronoi vertices but are computed by the intersection among the boundaries
of the three atoms defining the edge where v € V,$,,, lies.

Due to Lemma [ and Corollary [l £ can be easily computed and completely
defines the shape of the corresponding void. Hence, the Euler characteristic of
& provides the topology information of the void. A void can have its own han-
dle. However, a void does not have a void of its own because the molecule is
connected.

The computation of mass property is in order. It is easy to see that the
boundary of a void can be found by searching the atoms that correspond to
the vertices in V,C,, and this property can be used in the computation of mass
property. We developed a different yet more efficient and better approach called
the Beta-decomposition which was reported very recently [35]. The idea of the
Beta-decomposition is as follows. First, we collect the vertex, edge, face, and
cell simplexes of the quasi-triangulation corresponding to a void. Second, we
compute the volume of all cell simplexes and then appropriately subtract and
add the intersection volumes among some atoms. A variation of this algorithm
can compute correct void volume in the linear time of the number of simplexes

of the void.

V]ED): VSD denotes the set of vertices that are also

5.2 Tunnel Recognition

Let S be a beta-shape and assume that S has one component bounded by one
(external) shell. We can ignore void shells because voids are separately recognized
above. Then, the Euler-Poincare formula for S holds as

X° = VS| = |ES| +|FS| = 2(s° - h¥). (4)
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where VS is the set of vertices, E® is the set of edges, and F*° is the set of faces,
all on OS. s& denotes the number of shells and hS denotes the genus (i.e., the
number of handles) of S. s®=1because S has no void. [V|, |E®|, and |FS| can
be counted from the data structure storing S. Therefore, hS can be computed
from Eq. @) and provides information about the topological structure of the
entire S. For the details about the Euler-Poincare formula, see [37/39/40].

Let ¢ = (V&, E¢, F¢) be a Voronoi component corresponding to the unbounded
exterior region UY(A). Suppose that the molecule A has m > 0 tunnels. The
Euler characteristic x = |[V¢| — |E¢| + |F¢| is a topological invariant and reveals
the topological property of a geometric model. Note that x = hg — h1 + ho where
the Betti number hg corresponds to the number of components, hy corresponds
to the connectivity number, and hs corresponds to the orientability of the model.
Note that hg = 1 because ¢ is connected. It is also known that x = 2(s — g)
where s denotes the number of shells and g denotes the genus of €. In &, s = 1.
Because | V¢ |, | ES |, and | F¢ | can be counted, g can be easily found. For
the details of Euler characteristic of the geometric models, readers are referred
to [37].

A face is called simple (or simply connected) if it is a single component and
does not have any hole inside. A face is called non-simple (or non-simply con-
nected) if it has a hole(s) inside.

Theorem 6. Let f be a face in Vor® and suppose that f is simple. Then, f
is homotopy equivalent to a simple curve segment o’ € f and o' is homotopy
equivalent to a point o’ € o’.

Hence, a simple face can contract to an edge and an edge can contract to
a vertex. Thus, based on Theorem [6, Vor® can be transformed to a homotopy
equivalent yet more compact, concise, and convenient structure via a contraction
which consists of two kinds: a face contraction and an edge contraction.

Practical consideration on trimming: It is not necessary to perform an explicit
trimming of a Voronoi face f. It is sufficient to determine if f has to be trimmed.
For practical purposes, we simply tag f as “trimmed” if f is to be trimmed and
consider as if it were not there. If we remove f from data structure, it can create
a set of disconnected Voronoi edges which indeed belong to a single, connected
region of the space.

Let f = {e1,€2,...,em} € F& be an untrimmed simple face in Vor®, where
e; € f is an edge. Let deg(e) be the number of untrimmed simple faces incident
to an edge e in the trimmed structure Vor®. Hence, deg(e;) > 1, e; € f. A
face contraction is as follows. If deg(e;) > 1, Ve; € f, we contract f to one
of its edges. During the contraction, some entities may change their shapes,
some entities may disappear, and some entities may have neighbors different
from those before the contraction. The contraction should not affect the Euler
characteristic of £. Therefore, we maintain the consistency in both geometry of
and topology among the faces, edges, and vertices so that the Euler characteristic
remains after a contraction. It is also necessary to take care of the non-simple
face case.
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(a) (b) ()

Fig. 1. Face contraction. (a) Given Voronoi structure, (b) after one Voronoi face is
contracted, and (c) after the other one is contracted.

Lemma 7. Let f be a face in Vor® which has exactly one interior hole. Then,
f is homotopy equivalent to a loop consisting of its edges on one of its two
boundaries.

Suppose that f has m holes inside. Then, we decompose f into a set of m — 1
faces {¢1, P2, ..., dm—1} where each ¢; corresponds to each hole. In other words,
each ¢; has one hole inside. Then, by Lemma [l we consider ¢; as if it were
trimmed meaning that we simply ignore the face from the topology structure;
we keep the edges of ¢;.

A hole of f in Vor® can be made by either one of the following two ways: i) A
Voronoi face fY in VD itself can have a hole, or ii) a hole can be created by the
trimming of fY. In addition, the Voronoi face fY can be a segment of bisector
surface between two atom boundaries. In molecules, there exist cases that fY is
non-simple. From our experience with biomolecular structures, however, we are
only aware of the case that a Voronoi face has one, and only one, interior hole.
In such a case, we can simply ignore the corresponding face from data structure.

After the face contraction, £ transforms to a graph with vertices and edges,
without any faces. All edges to infinity are hooked up to an infinity vertex v>°.
Then, all edges belong to one of two types: one where each of both vertices has
an incident edge(s) and the other where only one vertex has an incident edge(s).
The second type is called a hairy edge. Fig.[Ilshows several hairy edges after face
contraction. Let v, be a vertex (called an anchor vertez) of a hairy edge that
is incident to another edge and vy a vertex (called a free vertex) without any
incident edge. We contract each hairy edge to its anchor vertex. After a hairy
edge is contracted, each of its incident edge may or may not become another
hairy edge. This edge contraction repeats until there is no hairy edge left.

The contraction process consisting of these two types of contraction operations
eventually transforms the Voronoi component ¢ to a graph G = (V¢ E¥) from
which tunnels can be recognized. Suppose that a molecule A does not have any
tunnel. Then, £ eventually contracts to a graph degenerated to a single vertex v>°,
called the infinite vertex implying that the exterior space emanates to infinity.
Suppose that A has a tunnel. Then, £ contracts to a graph which has both v>
and edges defining cycles.
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Suppose that a molecule has more than one tunnel which are independent of
each other. The graph G is connected and cannot distinguish distinct tunnels. Let
G* be the graph obtained from G by removing v>°. Then, G* is a forest consisting
of trees where each tree corresponds to a distinct tunnel. Each tree may have its
own handles. Mass properties of each tunnel can be computed in a way similar to
voids if tunnel entrances are appropriately defined. Each component, consisting
of vertices and edges only, is called the spine of the corresponding tunnel and
shows tunnel topology. The following lemma follows.

Lemma 8. Given the Voronoi complement Vor®, the tunnels and voids can be
recognized in O(m) where m represents the number of entities in the Voronoi
diagram.

6 Experiment

The proposed algorithms have been entirely implemented and tested with several
bimolecular structures available in the protein data bank (PDB) [4I]. We have
selected a test set consisting of one hundred structures which are well-distributed
in their sizes. The smallest structure has 268 atoms (PDB accession code: 1¢26)
and the largest one has 5071atoms (PDB accession code: 1rf8). The computa-
tional environment was Windows 7 on Inter Core2 Duo CPU E6850 3.0GHz with
2GB RAM.

The genus of a van der Waals molecular structure is usually very high. In
other words, a molecule has usually too many tunnels from the geometric and
topological points of view where most of them are insignificant at all from bio-
logical or biochemical point of view. For example, the genus of a van der Waals
molecule shown in Fig. Pl(a) is 526 while there are only very few biologically
meaningful tunnels as shown in Fig. 2(b) and (e). Biologically or biochemically
meaningful tunnels are usually those that allow small molecules such as water or
chemical compound can pass through (for both practical and visualization pur-
poses). Thus, in this experiment, we compute such meaningful tunnels and voids
which are in fact identical to compute the tunnels and voids for offset molecule
that is the union of the enlarged atoms by the probe radius. We emphasize,
however, that the Voronoi diagram of the original van der Waals molecule can
be identically used for this computation because the Voronoi diagrams of both
the van der Waals molecule and the offset molecule are identical. This is one of
the powerful features of the Voronoi diagram of atoms over the power diagram
of the atoms for applications in bimolecular structure.

Fig.2la) shows the space-filling model of one of the protein structures in the
test set. This protein is called carbonic anhydrase XII (PDB accession code:
1jd0) and has 4699 atoms (505 residues in 2 chains). Fig. 2(b) shows the recog-
nized tunnels where different colors denote different tunnels; Fig. 2(c) shows the
voids in addition to the tunnels; Fig. [A(d) shows the Voronoi complement cor-
responding to the tunnels; Fig. [2(e) shows one of the tunnels, the green tunnel;
Fig. Bf) shows the component of the Voronoi complement that corresponds to
the green tunnel.
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(e) ()

Fig. 2. Tunnel extraction from a protein called carbonic anhydrase XII (PDB accession
code: 1jd0). (a) The Connolly surface with respect to water molecule (the radius: 1.4A),
(b) the recognized tunnels, (c) the tunnels with voids, (d) the Voronoi complement, (e)
one of the major tunnels, and (f) the Voronoi complement corresponding to the major
tunnel.

Fig. Blshows the computation time for recognizing tunnels in the test set using
the probe with the radius 1.4A (corresponding to water molecule). Each data
point corresponds to a molecular structure. The blue diamond shows the com-
putation time taken for computing the Voronoi diagram of each structure: The
curve in general shows a strong linearity with respect to molecular size and it
can be said that approximately one thousand atoms can be processed in a sec-
ond. The lower, red rectangle shows the computation time taken for recognizing
tunnels from the Voronoi diagram. It shows a strong linear behavior and the
tunnels of the largest model can be recognized within a second.
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Fig. 3. The computation time. The blue diamond above is for the Voronoi diagram
and the red rectangle below is the tunnel recognition time after the Voronoi diagram
computation.

Fig.M(a) shows the structure of an important protein called proteasome (PDB
accession code: 3shj, 50,877 atoms in 7,363 residues forming 28 chains) which
recycles a protein by disassembling into a set of amino acids. Fig. d(b) shows the
voids in the proteasome structure corresponding to the probe with the radius
1.4A (corresponding to water molecule) and Fig.E(c) shows the voids correspond-
ing to a probe with the radius 3.0A. Note that there exists a huge empty space
inside proteasome.

(a) (b) (c)

Fig. 4. Voids in the proteasome for different probes.. (a) The proteasome, (b) voids
corresponding to water molecule (the radius: 1.4A), and (c) voids corresponding to a
larger probe (the radius: 3.0A).
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Fig. Bl(a) shows the tunnels recognized from the proteasome corresponding to
the probe with radius 2.3A. Note that there are one big tunnel along with several
tiny, insignificant tunnels. Fig. Blb) shows the biggest tunnel and Fig. El(c) shows
the tunnel boundary with some transparency so that the tunnel spine is visible.
Note that the tunnel topology in the large region has branches. Fig. B(d), (e),
and (f) are the case for the probe with radius 2.5A. Note the difference with
their counterparts in Fig. Bl(a), (b), and (c).

The computation of the Voronoi diagram of the proteasome took 100.091 sec
and both the conversion to the quasi-triangulation and the extraction of the
beta-complex took 31.044 sec. Table [I] shows the relationship among the probe
size, the number of tunnels, and the computation time taken to extract tunnels
in the proteasome structure. Fig. [@lis drawn from this table; Fig. [6(a) shows the

(d) (e) (f)

Fig. 5. Tunnels in the proteasome for different probes. (a) Tunnels corresponding to a
probe 71 with the radius 2.3A, (b) the largest tunnel for 71, (c) the spine of the largest
tunnel for 71, (d) tunnels corresponding to a probe 72> with the radius 2.5A, (e) the
largest tunnel for 72, and (f) the spine of the largest tunnel for 7.
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Table 1. The computing time and the number of tunnels in proteasome (PDB accession
code: 3shj) for probes of different sizes. The time is for computing the tunnels after the
Voronoi diagram is available.

probe radius probe radius

# tunnels time (sec) # tunnels time (sec)

(B-value) (B-value)
1.1 63 56.706 2.1 28 12.402
1.2 43 29.282 2.2 28 11.746
1.3 43 25.818 2.3 19 11.029
14 36 22.997 2.4 9 10.498
1.5 40 20.810 2.5 8 9.968
1.6 33 18.907 2.6 7 9.048
1.7 31 16.974 2.7 6 8.798
1.8 37 15.850 2.8 3 8.487
1.9 35 14.524 2.9 9 8.330
2.0 25 13.416 3.0 7 8.080
70 60
60 50
. 50 < 40
< 40 2
i
= 20 =
10 10
0 0
1.0 L5 2.0 2.5 3.0 0 10 20 30 40 50 60 70
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(¢)

Fig. 6. Computing time of tunnels in proteasome (PDB accession code: 3shj). (a) the
time vs. the beta-value, (b) the time vs. the number of tunnels, and (c¢) the number of
tunnels vs. the beta-value.
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inverse relationship between the number of tunnels and the probe size. Fig. [G(b)
shows an loose linear relationship between the computation time vs. the number
of tunnels; Fig. [B(c) shows the inverse relationship between the computation
time vs. the probe size;

7 Discussions

Given a molecular structure, there can be many questions that biologists want
to find answers. We speculate that possibly all such questions can be correctly,
efficiently, and easily answered using the Voronoi diagram of atoms, its quasi-
triangulation, and the beta-complex corresponding to a probe.

There are many even if we limit the questions for tunnels and voids. For
example, is there any void for water molecule can be placed within molecular
structure? How many such voids are there? What is the volumes of each void?
What is the area of the void boundary? Which atoms in which residues contribute
to the boundary of a particular void? What is the topological and geometric
property of this void?

In addition to the questions similar to the above, there are additional questions
for tunnels. Given a particular tunnel, what is the bottleneck and which atoms
in which residues define the bottleneck? What is the topological structure of a
particular tunnel? What is the entrance of a tunnel? What is the volume of a
particular region in the tunnel?

The answers to some of the questions can be immediately given. For example,
there exists no tunnel if the graph G has nothing but the infinite vertex; Other-
wise, there exists at least one tunnel. The number of components in the graph G
is the number of distinct tunnels. Suppose that the tunnels corresponding to a
probe 7 with the radius p; is recognized. Then, we can easily select the subset
of these tunnels that remain for another probe ms with the radius p2. This can
be done by selecting the tunnels whose bottleneck radius is larger than py where
the bottleneck can be computed by solving a quadratic equation for the edges
on spine. Tunnel entrance can be similarly found.

8 Conclusion

Tunnels and voids are important features for biomolecules. In this paper, we in-
troduced algorithms to recognize tunnels and voids from molecular structure and
to measure their mass properties such as volumes and boundary areas. The idea
of the algorithms is to compute the Voronoi complement which corresponds to
the skeleton of the molecular complement. Then, tunnels and voids were recog-
nized by analyzing the Voronoi complement. Despite their algorithmic simplicity,
the proposed algorithms extract tunnels and voids correctly, efficiently, and ro-
bustly. The algorithms compute all tunnels and voids in O(m) time in the worst
case, where m represents the number of geometric entities of the Voronoi diagram
of molecule. The softwares implementing the proposed algorithms, BetaTunnel
and BetaVoid, are freely available from the Voronoi Diagram Research Center
website [I].
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Abstract. Given a region R in a Euclidean space and a distinguished
point p € R, the forbidden zone, F(R,p), is the union of all open balls
with center in R having p as a common boundary point. The notion of
forbidden zone, defined in [2], was shown to be instrumental in the char-
acterization of mollified zone diagrams, a relaxation of zone diagrams,
introduced by Asano, et al. [3], itself a variation of Voronoi diagrams.
For a polygon P, we derive formulas for the area and circumference of
F(P,p) when p is fixed, and for minimum areas and circumferences when
p ranges in P. These optimizations associate interesting new centers to P,
even when a triangle. We give some extensions to polytopes and bounded
convex sets. We generalize forbidden zones by allowing p to be replaced
by an arbitrary subset, with attention to the case of finite sets. The
corresponding optimization problems, even for two-point sites, and their
characterizations result in many new and challenging open problems.

1 Introduction

The notion of the Voronoi diagram of a finite set of points in a Euclidean space
is a rich concept with numerous applications. For a survey of results on Voronoi
diagrams, see [4]. Voronoi diagrams have given rise to many variations. One of
these, the zone diagram defined by Asano, et al. [3], is a new and rich variation
of the Voronoi diagram for a given finite set of points in the Euclidean plane.
The notion of a zone diagram and its existence was the main motivation behind
defining mollified versions in [2], called territory diagrams and mazimal territory
diagrams. However, the study was also motivated by an intriguing relationship
between approximations to Voronoi diagrams and certain regions of attraction
in polynomial root-finding through iterations [56].

A mollified zone diagram can be viewed as a relaxation of a zone diagram in
the sense that a zone diagram is a particular instance of the more general notion
of maximal territory diagrams. The notion of a forbidden zone is intrinsic in the
characterization of maximal territory diagrams in general and zone diagrams in

* This paper is an extended version of [I] and is dedicated to the memory of Sergio
de Biasi.

M.L. Gavrilova et al. (Eds.): Trans. on Comput. Sci. XX, LNCS 8110, pp. 112-[37] 2013.
(© Springer-Verlag Berlin Heidelberg 2013



On Properties of Forbidden Zones of Polygons and Polytopes 113

particular. In what follows in this section, we will briefly describe these notions
in R™.

Given an n-tuple of point P = (p1,...,pn), where p; € R™, and R =
(R1,...,R,), where R; C R™ with p; € R;, we say (P,R) is a territory dia-
gram if for each ¢ = 1,...,n we have

J#i

where for a given set X C R™ and a point p in R™, the dominance region of p
with respect to X, dom(p, X), is defined as

dom(p, X)={z € R" : d(z,p) < d(z,X)}, (2)
where d(z,y) = || — y|| is the Euclidean distance between points = and y, and
d(z,X) = wlg)f( d(z,x) (3)

In other words, each R; must be contained in the set of all points that are
closer to p; than to all R;,j # i. Given two territory diagrams (P,R) and
(P,S) for the same tuple of sites P, we write (P,R) =< (P,S) if R; C S, for
all ¢ = 1,...,n. Additionally, we define (P,R) < (P,S) if (P,R) =< (P,S) but
R #8S.

A territory diagram (P,R) is a mazimal territory diagram if it is maximal
with respect to the partial order =, i. e. if there exists no territory diagram
(P, S) for the same tuple of sites such that (P,R) < (P,S). The forbidden zone
F; with region R; and a given site p; € R; is the set of all points that are closer
to some point y € R; than y is to p;, that is:

F,={z:d(z,y) <d(y,p;) for some y € R;}. (4)

In [2] it was shown that any maximal territory diagram (P, R) satisfies

R; = dom(p;,| JR;) — | F; - (5)

i i

We thus see that forbidden zones arise in a natural way in mollified zone di-
agrams. However, one can note that they also arise in the study of Voronoi
diagrams. Given a set of sites P = (p1,...,pn), we note that the Voronoi cell
of each particular site p;, denoted by V(p;), is the largest set containing p; for
which the corresponding forbidden zone does not contain any other site.

In the following sections, we will formally define forbidden zones and state
some of their basic properties. Next, we focus on the forbidden zones of various
convex polygons. We develop formulas for the area, circumference, and particular
regions within the forbidden zone when the site p is fixed in a convex polygon.
Next, we consider optimization of each when p is allowed to range in the polygon.
The optimization problems associate interesting centers to a polygon (even to a
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triangle), different from its classical sense of center. We extend our formulas for
p € P. We also develop a formula for the area of the intersection of circles having
a common boundary point. Aside from geometric interest, applications could be
described. Finally, we extend some of the above results and optimizations to
arbitrary polytopes and bounded convex sets.

2 Forbidden Zone of a Set with Respect to a Site

Definition 1. The forbidden zone F(R,p) for a region R C R™ and site p € R
is the set of all points that are closer to some point y € R than y is to p, i.e.,

F(R,p) ={z:d(z,y) <d(y,p) for some y € R}. (6)

For an example, see Figure [Il

Fig. 1. The forbidden zone for a hexagonal region and a site

Theorem 1. For a polytope P with vertices v;, i = 1,...,n, the forbidden zone
is the union of the open balls centered at each v; with radius d(p,v;). That is:

n

F(P,p) = | J{z : d(z,v;) < d(z,p)}. (7)
i=1

Proof. See [2]. |

The forbidden zone of a convex polygonal region and its site gives rise to
several interesting problems in itself.

Calculating the sum of the areas of the related discs is simple, but the area
of the union of the discs will be less than that sum due to overlap. However,
we do not need to calculate the overlapping areas, because we can partition the
forbidden zone into a set of non-overlapping triangles and regions.
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Remark 1. In an recent, independent work on molecular structure, Kim, et al.
[7], consider the more general problem of finding the area of several overlapping
disks. Their approach differs from ours in emphasis: they begin with overlapping
disks and derive an underlying polygon; we begin with a polygon and derive the
overlapping disks based on a site. The structure of the forbidden zone allows us
to simplify the area calculation and to optimize positions for the site based on
different objectives.

2.1 The Forbidden Zone of a Convex Polygon

Consider a polygon P and a site p € P. We will show how to divide the forbidden
zone F'(P,p) into almost disjoin triangles and sectors whose areas will sum up
to the area of the forbidden zone.

For the following definitions and lemmas, we will assume that the polygon P
has vertices v; and angles 6;, i =1,...,n.

We know from Theorem [ that F(P,p) is the union of open discs centered at
each vertex v; with radius r; = d(p, v;). We will write C; for the circle centered
at v; with radius r;.

Lemma 1. The boundary of F(P,p) consists of arcs from the circles C;. Specif-
ically, the boundary of the portion of C; which is not overlapped by any other
circle Cj, along with the points on the boundary where each C; intersects with
its neighbors C;_1 and Cit1.

We write g; for the point on the boundary where C; and C;y; intersect. In
the case where p lies on the line segment v;v;41, ¢; = p; otherwise, this ¢; is the
reflection of p across v;v;41.

Next, we partition F'(P,p) by drawing lines connecting ¢; to v; and to v;41.
We write S; for the sector of C; bounded by ¢;v; and ¢;—1v;. We write T; for the
triangle formed by g¢;, v;, and v;11. (See Figure 2l)

Lemma 2. The sectors S;, triangles T;, and polygon P almost partition F(P,p)
into non-overlapping regions.

Now draw lines from p to each vertex v;. These will almost partition P into
triangles. We will write T} for the triangle formed by p, v;, and v;41.

Lemma 3. The triangles T; and T} are congruent with the same area.

Proof. Tt is sufficient to show that T; and T} have corresponding sides of the same
length. Since p and ¢; both lie on the circles C; and Cj41, the corresponding sides
pv; and pv;4+1 must have the same length as g;v; and q;v;+1, respectively. The
remaining side, v;v;41, is shared by the triangles. a

! By “almost disjoint” and “almost partition”, we mean that the intersections are only
the edges of a triangle, which have measure zero. Note also that by “triangle” and
“polygon”, we refer to the union of the interior and edges of the same.
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Fig. 2. Three adjacent vertices of a polygon, v;_1, v;, and v;41; the site p; the reflections
of p across vi—1vi, gi—1, and v;vi+1, g;; the triangles T;_1 and T;; their reflections inside
P, T/_, and T}; and the sector S; of C;

Lemma 4. The angle of the sector S; is 2w — 20;.

Proof. Recall that the angle of P at v; is 6;. The line segment pv; divides that
angle into two parts, a and 3, such that o + 8 = 6;. These two parts are
the angles of the triangles T/ ; and 7} at v;. By Lemma [3 the angles of T;_;
and T; at v; must be a and (3, respectively. These four triangles, along with
the sector S;, all share the vertex v; and share both of their sides with their
neighbors; so the sum of their angles must be 27. Thus, the angle for .S; must
be 27 — 2a — 28 = 27 — 20;. O

Now that these definitions are in place, we can calculate |F(P,p)|.

Theorem 2. Given a convex polygon P with vertices v; and interior angles 0;,
i=1,...,n, and a site p € P,

|F(P.p)| = 2|P|+) (7 — 6;)r7, (8)
i=1
where r; = d(p, v;).
Proof. We know from Lemma [2] that

[F(Pop)l =P+ Y |Ti + 1S, 9)
i=1

i+1
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Furthermore, we know from Lemma [ that |T;| = |T/|, and therefore

YA =Y 1T =PI (10)
i=1 i=1

We know that S; is a sector of a disc of radius r;, and from Lemma @ we
know its angle is 2m — 26;. Therefore,

|Si| = (m — 0:)r. (11)
Substituting these values into (@) gives (&]). |

We can also use this partition of F'(P,p) to determine its circumference,
Circ(F (P, p)).

Theorem 3. Given a convex polygon P with vertices v; and interior angles 0;,
i=1,...,n, and a sitep € P,

Cire(F(P,p)) =2 (m — 0;)r. (12)
i=1

Proof. From Lemmalll we can see that the boundary of F/(P, p) consists of arcs,
one from each circle C;. By construction, these arcs must correspond to the
sectors S;, as the triangles T; and 7} can only intersect the boundary of F'(P, p)
at a reflected point g;.

From Lemma M, we know the sector angle of S; is 2 — 26;, and therefore
its arc must have length (27 — 26;)r;. Simplifying and summing over all sectors

gives (I2)). |

2.2 Moving the Site Outside the Region

The normal definition of a forbidden zone requires the site p to lie within the
region R, but what if we relaxed that condition? We know from [2] that F'(.S, q),
q € S, is equal to F'(conv(S), q), where conv(S) is the convex hull of S. Therefore,
for a region R and a site p ¢ R, we can define F(R,p) to be F(conv(RU{p}),p).

If R is a polygon P, we can simply take the convex hull of p and the vertices
v;, getting a new convex polygon with vertices v}, and proceed from there.

3 Optimal Forbidden Zones for a Convex Polygon

Now that we know how to calculate the area and circumference of the forbidden
zone of a convex polygon P and site p € P, we can consider how F'(P,p) changes
as we select different positions for p. In particular, we will consider how to choose
p S0 as to minimize the area or circumference of F(P,p), as well as a few other
measures (see Figure [3 and Table [I))



118 R. Berkowitz et al.

Fig. 3. Several “centers” of a triangle, including its center of mass (¢), its Fermat point
(m), and sites which minimize each of the area of the forbidden zone (p*), overlap of
the forbidden zone (p.), the circumference of the forbidden zone (p°), and the “fower
circumference” (po)

Table 1. Quantities Minimized by Various Polygon Centers

Centroid Geometric Median (%
n 2 n

Do Ti i Ti

Forbidden zone area Forbidden zone circumference &

» (= 0:)r? o (m—0i)rs
Flower area Flower circumference Y
Z?:l 91'7“1‘2 Z?zl 0ir;

3.1 Minimal Area

Imagine that we have a set of n radio transmitters, placed one at each of the
vertices of a convex polygon P, and we want to set their strength so that every
point in P will receive a signal from at least one transmitter. Assuming our
transmitters broadcast in all directions up to some distance, r;, and that the
power required to transmit is proportional to 72, then choosing r; = d(c,v;),

where c is the centroid
1 n
‘ nia ’ (13)

will produce a set of r;’s which minimizes the total power, Z?=1 r2. (Note that
we are treating the vertices as vectors here.)

However, total power might not be the appropriate measure to minimize. For
example, we might want to minimize the total area where signal can be received
(assume we are under some constraint to minimize broadcasts outside P). In
this case, we want to choose p € P to minimize the total area of the forbidden
zone.
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To do this, we will reformulate that area in terms of the coordinates of the
site p. Let P be a convex polygon with vertices v; = (x;,y;). The area of the
forbidden zone with respect to a site p = (x,y) is:

|F(P,p)| =2|P|+ ) (7 — 0)[(zi — x)* + (y: — v)*]. (14)

i=1

Note that |P| does not depend on the choice of p, so its contribution to the area
can be ignored for this pursuit.

Since P is convex, 6; < m, meaning |F'(P,p)| is a convex function in p. Its
minimizer is a solution of partial derivatives with respect to z,y set to zero.
This gives,

n n

Z(ﬂ' —0;)(x; —x) =0, Z(ﬂ' —0:)(yi —y)=0. (15)

i=1 i=1

Solving for z,y gives

= Z?:1(7T —0;)x; y = Z?:1(7T —0,)y;
D (m—0;) i (m—0;)

We can write these as

x:zn:aixi, y:zn:aiyi, (17)
i=1 i=1

where ( 6, 0
™ — U ™ — U
A = . 18
VTN r0) " o 1)
The last equality holds because the sum of the angles of P is (n — 2)7. So we
have,

n
p* = Zaivi. (19)
i=1

Note that a; > 0 for all s and > ; @; = 1. Hence p* is a convex combination
of v;’s. We call it the forbidden zone center of the polygon. In contrast to the
centroid ¢, p* takes into account the overlap of the discs and minimizes the area
of their union, rather than their sum.

3.2 Minimal Overlap

As we saw, the centroid ¢ minimizes the area of the discs and the forbidden zone
center p* minimizes the area of the union of the discs. We may also ask which
site minimizes the difference between these areas, which we will call the overlap
or flower (because it often resembles a flower, as in Figure [)).

Extending our radio example, we might want to minimize the overlap be-
tween the broadcast ranges if the transmitters are made directional to avoid
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Fig. 4. Two hexagonal regions, with the discs for each vertex shaded to show their
overlap, or “flower.” Note that overlaps of four and even five discs occur when the site
is off-center.

broadcasting outside P. Assuming the power needed is proportional to the area
of the broadcast region, the minimal power requirement is one where the broad-
cast regions overlap the least.

Define O(P,p) as the difference between the sum of the areas of the discs
centered at v; with radius r; and the area of the forbidden zone with site p =

(z,y).

O(P,p) = (Z 777“?) —|F(P.p)|
(i air,?) —2|P| (20)
i=1

Since | P| is independent of p, it is sufficient to minimize -, 6;77. This gives

> iy Ois i iy

T = n

y Y= n .
Zi:l 0; Zi:l 0;

(21)

We can write these as .
Py = Za;vi, (22)
i=1

where 9 0
’ i %
ol = = . 23
TSI (-2 29)
Note that O(P,p) is the difference between the sum of the areas of the discs
and the area of the union of the discs. It is not necessarily the area of the
overlapping region, as subregions where more than two discs intersect will be
counted more than once.
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3.3 Minimal Circumference

While |F(P,p)| and O(P,p) can be thought of as weighted centroids, since they
minimize quantities of the form Y., w;r?, the circumference of the forbidden
zone depends on r; rather than r2. This turns out to be an example of a weighted
geometric median [§],

m(X) = argmin Z w;d(p, x), (24)
PER* zeX
where the weights w; are non-negative and sum to one.

In the circumference, the radii are weighed by the sector angle, 2w — 26;, so
we can produce a set of weights by dividing by their sum, as in (I8]). This gives
an optimal solution

n
. T—0;
p° € argmin ;. (25)
pEP ; 27T !

In the case where P is a triangle, p° is a weighted Fermat point [9], and can
be found using the methods discussed in [I0]. More generally, p° can be found
using the methods for finding weighed geometric medians given in [I1].

3.4 Minimal Flower Circumference

Just as the flower’s area was minimized by p,, we can find a minimizer of the
“flower circumference”:
n
. 0;
Po € argmin

peP 3 (n—2)m " (26)

4 General Bounds on the Area of the Forbidden Zone

In this section, we find some general bounds on the area of the forbidden zones
of arbitrary regions in the plane. We will assume throughout that our site p is
contained in the region R. Otherwise it is not hard to check that choosing remote
sites will yield arbitrarily large forbidden zones.

A few quick words on notation. For the remainder of this paper, given a set .S,
we will use |S| to denote its Lebesgue measure. We will also use B(z, ) to denote
the ball of radius r about the point x with respect to the standard Euclidean
norm.

Theorem 4. For a convex region R C R™ with site p € R™,
2"|R| < [F(R,p)|- (27)

Proof. If |R| = 0 or R is infinite, this is obvious.

Otherwise, we assume without loss of generality that our site p is the origin.
For any ¢ € R and z € R, it is clear that d(cz,0) = ed(x,0). When 0 < ¢ < 2,
we have d(czx,z) = |c — 1|d(x,0) < d(z,0) and therefore cx € F(R,0). This
means that ¢cR C F(R,0) (see Figure Bl). Since |cR| = ¢™|R|, we conclude that
¢™| R| < |F(R,0)]. In the limit as ¢ approaches 2, 2™|R| < |F(R, 0)]. O
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Fig. 5. Lower bound of forbidden zone in terms of volume

Corollary 1. The volume of the forbidden zone of a ball is minimized when the
site is the center of the ball.

Proof. First, we show that if we take our site to be the origin and our region to
be R = B(0,r), then F' = B(0,2r). It is clear by the previous argument that
B(0,2r) C F'. For the other direction, we again recall that F' = |J, . B(z, ||z])).
Therefore, we have that any point z € F must have the form =+ y, where x € R
and |ly|]| < ||lz|| < r, and so we have by the triangle inequality that

121 = llz + yll < llzll + llyll < 2[J] < 27 (28)

So we must have that F' C B(0, 2r), completing the argument that B(0,2r) = F.
Therefore, |F| = 2™|B(0,7)| = 2™|R|, which is minimal by our bound proven
above. O

Another problem is bounding the minimal possible and maximal possible areas
of the forbidden zone of a fixed region R with respect to choosing a site p € R.
First we recall a definition and then we proceed to prove our result.

Definition 2. The diameter of a set S C R™ is

6(S) = sup [l —yll. (29)

x,ye
Theorem 5. If F' is the forbidden zone of a region R C R™ with respect to any

site p € R, then
Wm,

2m716m(R)m < |F| < OJQOém(R), (30)
where wy, s the volume of the unit m-ball.

Proof. For the upper bound, we repeat the fact that F' = (J, . B(z, [z — pl|)
and note that because p € R for any z € R we have ||z —pl|| < 6(R). So, for each
z € R, we have

B(a, [lz = pl) € B(p, 2|z = pll) < B(p,26(R)). (31)
(See Figure[dl) So we therefore have that F' C B(p,25(R)) and as a consequence,
[F| < [B(p,20(R))| = 2"6™ (R)wnm. (32)



On Properties of Forbidden Zones of Polygons and Polytopes 123

Fig. 6. Upper bound for the forbidden zone in terms of its diameter

For the lower bound, fix € > 0. By the definition of §(R) there exist x,y € R
such that ||z — y|| > 6(R) — €. Because we know that the forbidden zone of R is
the same as the forbidden zone of the convex hull of R we may assume that

(={tz+(1—ty:0<t<1} (33)

is contained in R. In particular we have F'(R,p) 2 F(¢,p). So we have reduced
this to the problem of computing the minimal forbidden zone of a line of length

d(R) (see Figure[T).

V

Fig. 7. Lower bound for the forbidden zone in terms of its diameter

To do this we note that for any site p we have, by the triangle inequality, that
o = yll < lle - pll + lly - pll- Let B, = B(z, | - pl), By = By, lly - pll) and
s € (0,1] such that s(|lz — p[| + [[y — pll) = ||z — y[|. We have, by the reverse
triangle inequality, that sB; N sBy, = &.

|F| = UB(x,Ip—Z||)|

zel

> |sBy U sB,|

> _min |B(z,7)[ +[B(y, |z -yl — )]
r€[0,]lz—y]]
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lz =yl o wm(d(R) — €)™
= 2wm ( 9 > gm—1 (34)
And since € > 0 was arbitrary this completes the proof. O

Corollary 2. Let R be a fixed region in R™. We have

1 < minyer |F(R,p)|

35
22m=1 = maxper |F(R,p)| — (35)

We note that both the upper and lower bounds established above could use
considerable improvement. This is especially true for the upper bound. Based
on limited experimental evidence, we suggest the following tighter bound:

Conjecture 1
1 _ minger|F(R,p)|

36
9m-1 = maxyer |F(R,p)| (36)

5 Arbitrary Regions

Up until now our formulas have been generally restricted to regions whose convex
hull is a polytope. However we can extend these results to arbitrary regions by
taking limits of polytopes. To define our limits we recall the following definition:

Definition 3. The Hausdorff distance between two sets X, Y C R™ is defined
to be

dp(X,Y) = max { sup d(z,Y), supd(y, X)} . (37)
reX yey

We will say that a sequence of sets X,, C X converges to a set X if

lim dg (X,, X) = 0. (38)

n—oo

We denote this by X, — X.

A brief word of notation: if S is a set, we will use x s to denote its characteristic
function. We now use this notion of distance to prove the following result on the
convergence of forbidden zones when a convergent sequence of sites is considered.

Theorem 6. Let X,,, X C R™ such that the sequence X, — X and p, — p €
R™. We consider the associated sequence of forbidden zones F,, = F(X,,pn).
The following hold:

1. F, > F(X,p)=F
2. XF, — XF pointwise.



On Properties of Forbidden Zones of Polygons and Polytopes 125

Proof. For a given € > 0, pick N large enough so that for n > N we have
du(Xn,X) < € and ||p, — p|| < €. Fix such an n > N and let y € F. Because
F = ,cx B(z, ||z — pl|), we know that there must be some 2 € X such that
lly — x| < ||x —pl||- Because dp (X,, X) < €, we can pick some 2’ € X, such that
lx — 2'|| < e. We use the triangle inequality repeatedly to note

ly —2'| < lly =zl +llz — 2"l <[lz—pl +e
< ||z’ — pull + 3e. (39)

Combining the observation that B(z', ||z’ — p,||) € F, with the result above
that y € B(2/, ||2' — pnl|| + 3€), we have that d(y, F,,) < 3e. Because y € F was
arbitrary, this completes the proof that sup, ¢ d(y, [},) < 3e.

A similar computation will show that sup,cp d(y', F') < 3e. Therefore, we
have shown that dy (F,, F) < 3¢, and so we have F,, — F.

For the proof of the second statement, fix some y € F and again find z € X
such that ||y — z|| < |Jz — p||. Because this inequality is strict, we can find
a 0 > 0 such that ||y — | < |z — p|| = J, and therefore we will have that
y € B(z, ||z — p|| + 9). Following the argument above, let n be large enough for
€= g and pick 2’ € X,, such that ||z’ — x| < e. We then obtain, in the same
fashion, that

ly =2 < |ly — 2| + [lz — 2|
<l|lz—pll-d+e
< HZ‘/ —pnll +3e—0
= ||z’ — pal|- (40)

So we have y € B(z',p,) C F,, and therefore y € F), for n large enough, which
yields xr, — xr pointwise. a

A few immediate corollaries follow.

Corollary 3. Using the notation introduced above, if we have X,, — X where
X is bounded, then lim,,_,~ |F,| = |F|.

Proof. Because X is bounded, we have X C B(0,r) for some r > 0. Using our
above bounds on the forbidden zone, we therefore have that F' C B(0, 2r) as well.
By Theorem [6 we will also have that, for n large enough, dy(F, F,,) < 1. and
therefore F,, C B(0,r 4 1). So after throwing away finitely many terms we have
that xr, < XB(0,2r+1) is integrable. We also know from the above theorem that
XF, — XF pointwise, so we can apply the Lebesgue Dominated Convergence
Theorem to get

lim |F,| = lim /XFW, :/XF = |F|. (41)
n— o0 n—oo
O

Corollary 4. The forbidden zone minimizer of a circle is its center, and the
mazimizer lies on the boundary.



126 R. Berkowitz et al.

Proof. Let P, denote the regular n-gon with vertices on the unit circle, S*.
We have shown previously that the forbidden zone maximizer of the polygon
P, occurs at a vertex, while the minimizer occurs at the center of P,. Letting
n — oo we see that P, — S! and therefore applying our theorem above on
the convergence of forbidden zones we will have as a consequence that the for-
bidden zone of S* is minimized at the origin, and maximized at a point on its
boundary. O

6 Union and Intersection of Balls Having a Common
Boundary Point

We note that the forbidden zone provides a new way to compute the volume of
the union of m-balls. For two balls with nonempty intersection, take R to be
a triangle with the following vertices: the centers of the balls, and an arbitrary
point in the intersection of the boundaries of the balls. Placing the site at this
intersection vertex (see Figure [B) gives us a forbidden zone equal to the union
of the two balls, since the disc at the vertex of the intersection will have radius
Zero.

p

[
\/

Fig. 8. Finding the area of two intersecting circles as a forbidden zone

For arbitrarily many balls, so long as all of the boundaries of the balls have a
common point of intersection p we can essentially repeat the above construction.
We create a forbidden zone with its region the convex hull of the centers of the
balls along with the intersection point p. We also take the site to be p. The
volume of this forbidden zone will be exactly that of the union of the balls. The
proof of this uses the characterization of the forbidden zone as a union of balls
about the vertices of the convex hull. We state this as a theorem.

Theorem 7. Let {S1,52,...,S,} be a set of m-balls with centers {vi,...,v,} =
V. Assume that there is some point p € (), 0S;. Then we have F({p} UV, p) =

US:.

We can use our formula for unions of balls, combined with the principle of
inclusion-exclusion to obtain formulas for the intersections of the balls in terms
of forbidden zones.
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Theorem 8. Let {S1,52,...,S5,} be a set of m-balls with centers {vy,...,v,} =
V' such that the intersection of their boundaries contains the point p € () 0.S;.
The volume of their intersection can then be expressed as a sum of the volumes
of the associated forbidden zomes. Specifically,

n

As.

=1

= > (~)FTHE({py U T p)l, (42)

TCV

where #T is the cardinality of T .

Proof. We will proceed inductively. Let S1,.S2 be two balls with centers at vq, vo
respectively, whose boundaries intersect at a point p. By Theorem [l we can
write S1 U Sy = F({v1,v2,p},p). It is also easy to see that F({v;,p},p) = Si. So
by the principle of inclusion-exclusion we have

151N Sa| = [F({vr, p}, p)| + [F({va, 0}, p)| = [F({v1, v2, 0}, )| (43)

We now extend this inductively to arbitrarily many balls.

For ease of notation, we write F(X,p) = F(X) in this computation and
assume all forbidden zones are with respect to the site p. We use inclusion-
exclusion and the inductive hypothesis to compute

+ 3y (-

n

(s

n

Us

(-t e

i=1 i=1 TCS i€T
=[FWV)[+ > > (~)*#UH R, (44)
TCVUCT

Reversing summation and gathering terms we obtain

=[F(V)| = Y IF(U)] Y (-)#+#Y

n

As.

(-1

i=1 Ucv UCTCV
n—#U—1 .
—1Fv) - S iro > o (")
Ucv m=0
= V) = Y 1F@)][(1 - 1)+ — (-1)=#)
Ucv
= Y |F)|(-1)"#Y. (45)

Ucv

O

7 General Forbidden Zones

Until now, the forbidden zone has been defined by a region and a distinguished
point, called the site. We can easily generalize that definition to sites which are
arbitrary subsets of the region.
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Definition 4. The forbidden zone for a region R C R™ and site S C R is the
set of all points that are closer to some point y € R than y is to any point in S.
That is:

F(R,S) ={z:d(z,y) <d(y,S) for some y € R}. (46)

Note that our definition refers to the entire set S as the site. However, in
the case where S has multiple, disconnected parts it is reasonable to speak of a
forbidden zone generated by a region and multiple sites.

Many properties of forbidden zones still apply in this more general setting,
but not all. For example, in general F(R,S) # F(conv(R),S) (see Figure [I.
The work of determining which properties apply under what circumstances is
still ongoing.

L
[ ]

Fig. 9. Two forbidden zones with respect to two-point sites. The region on the right
is the convex hull of the region on the left. Note that the forbidden zones are not the
same.

In between the cases of an arbitrary subset S C R and a single point p € R,
there are several interesting types of site, including convex polytopes, general
polytopes, and closed sets. A site may also comprise several disconnected points,
polytopes, or closed sets. In the case where S has multiple disconnected sub-
sites, we can divide R into subregions dominated by each sub-site and treat each
subregion and sub-site separately. This turns out to be a special case of a more
general theorem about dividing the site into (possibly overlapping) sub-sites.

Definition 5. Given a region R C R™ and site S C R and sub-site T C S, we
write Rg(T) for the subset of R which is as close to T as it is to S. That is,

Rs(T) = {z€ R:d(z,T) = d(z,9)}. (47)

Note that Rg(T") can be considered the intersection of R with the closure of
the Voronoi cell for T'.

Theorem 9. For a region R C R™, site S C R, and sets T1,Ts such that
TWUTy, =8,
F(R,S)=F(Rs(T1),T1) U F(Rs(T3), T2). (48)
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Proof. For an arbitrary = € F(R, S), there must be a y € R such that d(z,y) <
d(y,S). Since Ry U Ry = R, y must be in Ry, Rg, or both. If y € Rg(T1), then
d(y,Th) = d(y,S) and therefore x € F(Rg(T1),T4). Similarly, if y € Rg(T%),
then x € F(Rg(T2),T). Therefore F(R,S) C F(Rs(T1),T1) U F(Rs(T2), Ts).
For an arbitrary @ € F(Rg(T1),T1), there must be a y € Rg(T1) such
that d(z,y) < d(y,T1). Since y € Rg(T1), d(y,Th) = d(y,S) and therefore
x € F(R,S). Similarly, F(Rgs(T2),T2) C F(R,S). Therefore F(Rg(T1),T1) U
F(Rs(T»),T>) € F(R,S). D

Corollary 5. For a region R C R™, site S C R, and sets Ty, ..., Ty such that
TWU...UT, =S,

k
F(R,S) = | F(Rs(T)), T)). (49)
i=1
Proof. By induction. O

Corollary 6. For a region R C R™ and site {p1,...,p} C R,

k
F(R,{p1,...,px}) = _UF(RﬂV(pi),pi) (50)

where V (p;) 1is the closure of the Voronoi cell for p;.

Note that in Corollary [ the sub-regions R; are the intersection of R and the
closure of the Voronoi cell for p;. Since the sub-sites are now individual points,
this means that we can find the forbidden zone by dividing R along the Voronoi
boundaries and then finding the forbidden zones for each sub-region and point. In
the case where R is a polytope, the resulting sub-regions will also be polytopes,
so the forbidden zone will be the union of balls centered on each vertex, as seen
in Figures [0 and [T}

Fig. 10. The forbidden zone for a square and a two-point site depicted as the union of
overlapping disks. The Voronoi boundary is shown as a dashed line.
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Fig. 11. Forbidden zones for various polygons and two- or three-point sites depicted
as overlapping disks. The Voronoi boundaries are shown as dashed lines.

Since each subregion contains a single-point site, we can take the convex hull
of the subregions without changing the forbidden zone. That is,

k

F(R,{p1,....px}) = UF(COM(RHV(pi)),pi)- (51)

In particular, disconnected portions of the region may become connected when
the convex hull of each sub-region is taken, as seen in Figure

Fig. 12. The forbidden zone for a region comprising three disconnected squares and a
two-point site. The Voronoi boundary is shown as a dashed line. The dotted lines show
the additional boundaries of the convex hulls of the sub-regions. Note that the union
of the convex hulls of the subregions is not itself convex.
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Fig.13. The forbidden zone for a triangular region with a three-point site located
outside the region, depicted as four overlapping disks. The dashed lines are the Voronoi
boundaries, and the dotted lines indicate the convex hull of the sub-regions.

This also suggests that the definition of forbidden zones with respect to a
region and a site not in the region from Section can also be extended to the
case where the site may contain several points not-necessarily inside the region
(See Figure[I3]). As before, we first take the union of the region and the site as a
new region, and then find the forbidden zone with respect to that. Equivalently,

k
F(R {p1,....p}) = | Fleonv((RNV(p:)) U{pi}), pi)- (52)

i=1

7.1 Sites Which Generate Similar Forbidden Zones

For a fixed region R C R™ and points p1,p2 € R, it is clear that F(R,p;) =
F(R,p2) if and only if p; = p2. When the site is allowed to be an arbitrary subset
of R, we can ask whether there are multiple sites which will produce “the same”
forbidden zone. Naturally, since the forbidden zone excludes the site itself, it is
trivially true that any change to the site will change the forbidden zone, but
we can instead consider the union of the forbidden zone and the region and ask
when that union does not change.

Theorem 10. For a region R C R™ and site S C R where 0S C R, the portion
of the forbidden zone with respect to R and S excluding R does not depend on
any point in the interior of S. That is, for a set T C S,

F(R,08)\ R = F(R,0SUT)\ R. (53)

Proof. Consider a point z € F(R,9S) \ R. There must be a point y € R such
that d(z,y) < d(y,0S). We must have y ¢ S, because y € S and d(z,y) <
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d(y,d8S) can only hold if z € S, which contradicts our assumptions. Therefore,
d(y,d8) = d(y,0SUT), since T C S, and z € F(R,dSUT). Thus, F(R,0S)\R C
F(R,0SUT)\ R.

By a similar argument, F(R,0SUT)\ R = F(R,05) \ R. O

The implication of Theorem [0l is that any point in the interior of a site can
be removed without changing the portion of the forbidden zone which extends
beyond the region. Conversely, any gaps or holes in the site can be filled in with-
out changing the exterior shape of the forbidden zone. Thus, the only differences
between the forbidden zones shown in Figure [[4] are the points in the interior of
the site, which are part of the forbidden zone if and only if they are not part of
the site.

Fig. 14. Forbidden zones for square regions with square sites: filled on the left, and
hollow on the right. The sites are shown in white, as they are excluded from the
forbidden zones.

It may also be possible to expand the site outside its boundary without chang-
ing the forbidden zone outside the region. For example, in a U-shaped, it is pos-
sible to expand the site slightly into the bottom of the U without significantly
changing the forbidden zone (see Figure[IH]). It remains to be seen how large the
site may grow before it significantly changes the forbidden zone.

Fig. 15. A region and U-shaped site. If the area bounded by the dotted line is added
to the site, the forbidden zone will not change outside the region.
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7.2 Minimizing the Volume of Forbidden Zones

Allowing sites to be arbitrary subsets of their region greatly simplifies the task of
finding the site which yields the smallest forbidden zone for a particular region:
simply set the site equal to the region, making the forbidden zone empty. A more
interesting problem is to find a k-point site which minimizes the forbidden zone
for some region. As expected, even the area of the forbidden zone with respect
to a polygonal region and k-point site in R? has proven difficult to express in
terms of the site locations.

There is however one important, if simple, case which we have been able to
resolve.

Theorem 11. Let ey be the first standard unit basis vector (1,0,0,...,0) € R™.
The problem of minimizing the area of the forbidden zone of the line between
0 and e; in R™, m > 2, with k sites is solved by placing the sites at p; =
r*(142m=1 (i —1))ey forr* = L1+ (k — 1)2m1—1 )1

Proof. First we note that choosing the k sites at points p; = tie1, p2 = toeq,. . .,
pr = trer with t; <it9 < ..., <ty yields a forbidden zone given by the union of
k+1 balls: Two centered at the endpoints 0, e; with radii rg = t; and r, = 1 —t,
and the rest centered in the middle of two consecutive sites at ;(tZ + tit1) with
radii r; = é(tiJrl —t;) for i = 1,2,...k — 1 respectively. We note that choosing
these k points on the line is equivalent to choosing the radii of these k + 1 balls
with the restriction that ro + ri + Zf:_ll 2r; = 1.

Given this restriction the volume we are minimizing is » w,, " where wy, is
the volume of the unit ball in R™. Applying the method of Lagrange multipliers
we find that our minima must be critical points of

k k—1
Aroy ... TRy A) = (Zwmrzm> —)\<—1+T0+Tk+22ri> (54)
i=1

i=1

Taking partial derivatives with respect to the r; we find that the only critical
1

point of A occurs where rg =7, = (3)m—tr; for i = 1,2,...k — 1. From this we

findro = J(1+ (k- 1)27"1—1 )~1. We can check that this point is a minimum, and

because our objective function is convex this local minimum must in fact be a

global one. Solving back for p; = t;e; we note that

i—1
ti=ro+ Y 2r; =10 (1 +(2i— 2)2m1—1) (55)
j=1
and so noting rg = r* we have our result. a

Applying this result, we can calculate that the two-point site which minimizes
the forbidden zone for the line segment [0,1] x {0} in R? will be {je1, Ze1},
the minimizing three-point site is {11061, ;el, 19061}, the minimizing four-point
site is { €1, [ e1, €1, j5e1}, and so forth (see Figure [[E). As we move to
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Fig. 16. Minimal-area forbidden zones with respect to line segments and 2-, 3-, and
4-point sites, in R

higher dimensions, the optimal sites. For R?, the minimizing two-point site is at
{\/2271617 372\/261}.

We can also consider a given region and site and determine which point will
produce the smallest forbidden zone when added to the site. First, we will note
that adding one or more points to the site will never add points to the forbidden
zone.

Theorem 12. Given a region R C R™ and site S C R, the forbidden zone with
respect to R and S will not increase if T C R is added to the site. That is,

F(R,SUT) C F(R,S). (56)

Proof. Consider a point z € F(R,S UT). There must be a y € R such that
d(z,y) < d(y,SUT). Since d(z,SUT) < d(z,S) for any x € R™, we have
d(z,y) <d(y,S) and z € F(R,95). O

In the case of a line segment and a k-point site, adding an additional point to
the site has the effect of replacing one of the balls with two smaller ones. We can
simply examine each ball to determine how much the area can be reduced by
replacing it, and then replacing the ball with the largest reduction. For an interior
ball with radius r, the minimal replacement would be two balls of radius ;, giving
a reduction of 57"2. For an edge ball of radius r, the minimal replacement is an

interior ball of radius (1 +2=-1)~" and an edge ball of radius (2 + 2 mo1 )L

7.3 General Bounds on the Volume of Generalized Forbidden Zones

In Theorem Bl we were able to put a lower bound on the volume of the forbidden
zone of an arbitrary region with diameter §. We did this by noting that the line
segment corresponding to the diameter of the set was, by convexity, contained
in our region. We then applied our lower bound on the forbidden zone of a line.
Here we have an appealing solution to minimizing the forbidden zone of a line



On Properties of Forbidden Zones of Polygons and Polytopes 135

segment with k sites, however we cannot use this directly to achieve a similar
lower bound because we can no longer assume the convexity of our region R.

An easy counterexample would be the case of minimizing the forbidden zone
of R = {0,1} with respect to placement of 2 sites. Of course we can see that
letting our sites be 0 and 1 themselves yields an empty forbidden zone, far less
than the minimal forbidden zone of the line segment [0, 1].

However, we are able to extend several previous results concerning the stabil-
ity of forbidden zones to our consideration of more general sites. Recalling our
notation that xr denotes the characteristic function of a set R, and R,, = R
denotes R,, converges to R with respect to the Hausdorff distance we have the
following generalization of Theorem

Theorem 13. Let R,, R, S,,S C R™ such that R, =+ R and S, =+ S. We con-
sider the associated sequence of forbidden zones F,, = F(R,,,Sy). The following
hold

1. F, > F(R,S)=F
2. XF, — XF pointwise.

We note that the only difference here is that our convergent sequence of sites
has been replaced by a sequence of sets which converge with respect to the
Hausdorff distance. The proof is only a very minor variation of the argument
from the original result. We present only the proof of the first statement, but
the modifications needed for the second half are the same.

Proof. For a given € > 0, pick N large enough so that for n > N we have
dg (R, R) < € and dg(S,,S) < e. Fix such an n > N and let y € F. By the
definition of the forbidden zone we know that there must be some r € R such
that ||y — r|| < d(r,S). Because dg(Rn, R) < €, we can pick some 1’ € R,, such
that ||r —r'|| < e. Additionally, because dg(Sy,S) < € we see that for any points
x, 2" we have d(z, S) < d(z,S,) + € < d(2',S,) + 2¢ and so we can compute

ly =l < lly = rll + Ir — "l
<d(r,S)+e
<d(r',Sy) + 3e. (57)

Combining the observation that B(r’,d(r’,S,)) C F, with the result above
that y € B(a/,d(r',Sn) + 3€), we have that d(y, F,) < 3e. Because y € F was
arbitrary, this completes the proof that sup, ¢ d(y, [},) < 3e.

A similar computation will show that sup, ¢ d(y', F') < 3e. Therefore, we
have shown that dgy(F,, F) < 3¢, and so we have F,, — F with respect to the
Hausdorff distance.

O

From this result we also obtain the analogue of Corollary Bl about the volumes
of forbidden zones with respect to multiple sites

Corollary 7. Using the notation introduced above, if we have R, — R where
R is bounded and S, — S, then lim,_,o0 |Fy| = |F|.



136 R. Berkowitz et al.

8 Conclusion

In this article, we have developed many properties of the forbidden zone of a
given region R in a Euclidean space with respect to a specified site p. First, we
assumed that R is a closed, convex polygon and the site p belongs to R. In this
special case we developed formulas for computing the area of the forbidden zone,
for the area of the overlapping of circles, for the circumference of the forbidden
zone, as well as for optimal cases of these as the site is allowed to range in
R. These optimization problems, aside from their theoretical interest, associate
interesting geometric “centers” to a polygon, even in the case of a triangle.

We extended our formulas for the computation of the forbidden zone’s area
to the case when p is outside of the convex hull. In other words, our formula
allows computing the area of the intersection of a set of circles having a common
boundary point.

Aside from geometric interest, practical applications could also be described.
For instance, the minimization of the area or the circumference of the forbidden
zone could be considered as a problem of computing optimal locations of sensors
for communication or security purposes.

It is also possible to define problems with multiple forbidden zones. For in-
stance, consider the case of two given non-overlapping triangles where the objec-
tive is to place two sites, one in each, so that the corresponding forbidden zones
do not intersect. One may even define games of strategy based on forbidden
zones. We will consider these in future work.

In this article, we have also extended some of the above results and optimiza-
tions to arbitrary polytopes and bounded convex sets. From the computational
point of view, or in terms of computing closed formulas, even simple cases in
the three dimensional space become more challenging. For instance, consider the
case of the forbidden zone where our region R is a tetrahedron. Our partition-
ing scheme for a triangle is extendable to a tetrahedron, however the compu-
tational formulas need to be examined. We will study these in future work as
well.

Finally, in this article we have given a considerable generalization and charac-
terization of the forbidden zones by allowing a singleton site to be replaced with
an arbitrary subset of points. In particular, we considered the case when the site
consists of a finite set of points. The corresponding optimization problems, even
for two-point sites, and their characterizations result in many new and challeng-
ing open problems that are interesting from the theoretical and practical points
of view. The results in this article is testimonial to the richness of the notion
of forbidden zone. We anticipate that the results will lead to many new lines of
research.
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to Daniel Reem for suggesting a simplification to our proof of Theorem [El
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Abstract. Continuous curves are approximated by sample points, which carry
the shape information of the curve. If sampling is sufficiently dense, the sample
points can be used to extract the structural properties of the curve (e.g., crust,
medial axis, etc.). This article focuses on approximation of medial axis from
sample points. Especially, we review the methods that approximate the medial
axis using Voronoi diagram. Such methods are extremely sensitive to noise and
boundary perturbations. Thus, a pre- or post-processing step is needed to filter
irrelevant branches of the medial axis, which are introduced in this article. We,
then, propose a new medial axis approximation algorithm that automatically
avoids irrelevant branches through labeling sample points. The results indicate
that our method is stable, easy to implement, robust and able to handle sharp
corners, even in the presence of significant noise and perturbations.

Keywords: Sample points, Medial axis approximation, Pruning, Voronoi diagram,
Delaunay triangulation.

1 Introduction

The Medial Axis (MA) was first introduced by Blum to describe biological shapes,
and it is used as a tool in image analysis [1]. The MA is intuitively defined as follows:
consider starting a fire at the same moment everywhere on the boundary of a shape in
the plane. The fire propagates with homogeneous velocity in all directions. The MA is
the set of points where the front of the fire collides with itself, or other fire front. Al-
ternatively, in mathematical language, the MA is the set of points that are equidistant
from at least two points on the boundary of the shape (Fig. 1).

The MA is used in a variety of applications including pattern analysis and shape
recognition [2, 3], image compression [4], surface fitting [5], font design [6], path
planning [7], solid modeling [8, 9], feature extraction in geometric design [10, 11] and
Geospatial Information System (GIS) [12-14].

The methods proposed for the MA extraction are classified into discrete, semi-
continuous and continuous (exact). In discrete case, the input and output are images.
Different algorithms based on thinning [15], Voronoi diagram [16], distance trans-
form [17] and mathematical morphology [18] are proposed in this class. In semi-
continuous methods, the shape is approximated by a set of sample points on the shape

M.L. Gavrilova et al. (Eds.): Trans. on Comput. Sci. XX, LNCS 8110, pp. 138-57]2013.
© Springer-Verlag Berlin Heidelberg 2013
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boundary and, then, the MA is extracted using these points based on different struc-
tures, say, Voronoi diagram of the sample points. The quality of the approximated
MA directly depends on the sampling rate. Finally, in continuous algorithms the con-
tinuous shape is known and the exact MA is extracted. However, this is a complex
problem and so far, the solution is known only for some geometrical shapes [19, 20].

Fig. 1. The MA of some 2D shapes

A major issue of the MA is its inherent instability under small perturbations. The
MA is very sensitive to small changes of the boundary, which produce many irrele-
vant branches in the MA corresponding to non-significant parts of the boundary, so as
two very similar shapes can have significantly different MAs (Fig. 2). Filtering extra-
neous branches is a common solution to handle this issue. Some of the filtering me-
thods work as a pre-processing step through simplifying (smoothing) the boundary
before computation of the MA; The others prune the irrelevant branches of the ex-
tracted MA in a post-processing step.

The purpose of the filtering methods is to remove irrelevant branches, in order to
preserve only the meaningful parts of the MA. In general, however, they may alter the
topological or geometrical structure of the MA.

Fig. 2. Similar shapes may have significantly different MA due to boundary perturbations.

This article reviews the semi-continuous methods that use Voronoi diagram to ap-
proximate the MA from sample points. Furthermore, we introduce the most common-
ly used methods for filtering irrelevant branches of the MA, and discuss their main
issues. This investigation has led us to proposing a new MA approximation algorithm
that automatically avoids irrelevant branches through labeling the sample points. The
results illustrate that our method is stable, easy to implement, robust and able to han-
dle sharp corners, even in the presence of significant noise and perturbations.

The rest of the article is structured as follows: Section 2 presents some related
geometric definitions, including the MA, sampling, Delaunay triangulation as well as
Voronoi and power diagrams. In Section 3, the Voronoi-based algorithms proposed in
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the literature for the MA approximation are reviewed. Some of the commonly used
filtering methods are introduced in Section 4. In Section 5, we introduce our proposed
algorithm for the MA approximation through labeling the sample points. Finally,
Section 6 concludes the article and represents ideas for future work.

2 Geometric Preliminaries

This section represents some geometric definitions that are referred to in the follow-
ing sections. It starts by a more detailed description of the MA. Two definitions
related to sampling are then presented. Finally, Delaunay triangulation, Voronoi dia-
gram and power diagram are introduced. In this section, O is a 2D object, 00 is its
boundary and S € 00 is a dense sampling of 00.

2.1 Medial Axis

Definition 1. The medial axis is (the closure of) the set of points in O that have at
least two closest points on the object’s boundary 00 [21].

In 2D, the MA of a plane curve O is the locus of the centers of circles that are tan-
gent to curve in two or more points, where all such circles are contained in O (Fig.
3.a). This article concentrates on the 2D MAs. However, this structure is also defined
for objects of higher dimensions (Fig. 3.b).

(@) (b)
Fig. 3. The MA of (a) a curve in R?and (b) a surface in R

The skeleton is a concept closely related to the MA. Some literatures consider the
skeleton equivalent to the MA [22], while some others believe they are similar, but
are not equal [23]. In this article, we consider both the MA and the skeleton as equal
terms and use the terms, interchangeably.

2.2 Local Feature Size and r-Sampling

Continuous curves are approximated by sampling. If sampling is sufficiently dense,
the sample points carry the shape information of the curve, i.e., they can be used to
reconstruct the original curve and approximate its MA. The quality of sample points S
has a direct effect on curve reconstruction. Local feature size is a quantitative measure
to determine the level of details at a point on a curve, and the sampling density needed
for curve reconstruction.
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Definition 2. The local feature size of a point p € 00, denoted as LFS(p), is the dis-
tance from p to the nearest point m on the MA [21].

Note that LFS(p) is different from radius of the medial circle, which is the tangent
to curve at p (Fig. 4).

Fig. 4. The local feature size of a point p (pm) is not necessarily the same as the smallest radius
of the medial circle touching p (pm') [24]

Definition 3. The object O is r-sampled by a set of sample points S if for each point p
€ 00, there is at least one sample point s € S that || p-s || <r % LFS(p) [21].

The value of r is less than 1; and usually =0.4 is considered a reasonably dense
sampling [21]. Fig. 5 shows an example where sample points around the center are
denser to provide a proper sampling.

(@) (b)
Fig. 5. (a) A curve with its MA; (b) An r-sampling of the curve [24]

The r-sampling factor is a lower bound for sampling that guarantees a proper re-
construction, but no upper bound was defined. Furthermore, such theoretical criteria
may not be useful in practice. For instance, from a theoretical point of view, for sharp
corners and noisy samples, infinite dense sampling is needed to guarantee the proper
reconstruction, which is not practically possible [25, 26].

2.3  Delaunay Triangulation

Definition 4. Given a point set S in the plane, the Delaunay triangulation (DT) is a
unique triangulation (if the points are in general position) of the points in S that satis-
fies the circum-circle property: the circum-circle of each triangle does not contain any
other point s € S [27, 28]. Fig. 6.a illustrates a 2D example.
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2.4  Voronoi Diagram

Definition 5. Let S be a set of points in R°. The Voronoi cell of a point p € S, denoted
as V, (S), is the set of points x € R’ that are closer to p than to any other point in S:

Vy$)={x e R —pl<fr—glgeS.q % p] M

The union of the Voronoi cells of all points s € S forms the Voronoi diagram of S,
denoted as VD(S):

VD)= JV,)pes 2)

Fig. 6.b shows the Voronoi diagrams of a set of 2D points.

Delaunay triangulation and Voronoi diagram are dual structures: the centers of
circum-circles of Delaunay triangulation are the Voronoi vertices; and joining the
adjacent generator points in a Voronoi diagram yields their Delaunay triangulation
(Fig. 6.c) [29].

(a) (b)

Fig. 6. (a) Delaunay triangulation and (b) Voronoi diagram of a set of points in the plane; and
(c) their duality

For Voronoi diagram of sample points S, the Voronoi vertices are classified into
inner and outer vertices, which lie inside and outside O, respectively. Then, the Voro-
noi edges are classified into three groups: edges between two inner vertices (inner
Voronoi edges), edges between two outer vertices (outer Voronoi edges), and edges
between an inner and an outer vertices (mixed Voronoi edges).

A Voronoi ball is centered at a Voronoi vertex and its radius is its distance to the
closest sample point. Again, Voronoi balls are classified into inner and outer balls
depending on type of their center points [30].

2.5 Power Diagram

Power diagram is a weighted Voronoi diagram introduced by Edelsbrunner [31]. Sup-
pose ball B, as a point ¢ with weight . The power distance between a point x € R’
and B, , is:

d oy (5B, )= = =12 3)
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Then:

Definition 6. Let S be a set of points in R°. The power diagram is the subdivision of
R’ into cells and each cell of a point p € S is a set of points x € R’ that are closest, in
power distance, to p (Fig. 7).

Fig. 7. The power diagram of four weighted points. A point ¢ with weight /7 is represented by a
ball centered at ¢ with radius r [32].

3 Voronoi-Based Algorithms for Medial Axis Approximation

This section introduces four Voronoi-based algorithms proposed in the literature to
approximate the MA, including “Voronoi ball’, ‘Voronoi edge‘, ‘crust’ and ‘one-step
crust and skeleton’ algorithms.

3.1 Voronoi Ball Algorithm

This algorithm was proposed by Amenta et al. for the shape and MA approximation
[32, 33]. Suppose B ={bl,b2,...,bn }is the set of inner Voronoi balls and U=U;"_, b;

is the union of these balls. The boundary dU of the shape U is composed of circular
arcs, whose intersection points are referred to as V(U). We also need to construct the
dual of the union of the balls. For this, the power diagram of the points is computed
(Fig. 8.a), and it is restricted to the union of the balls (Fig. 8.b). To compute the dual
structure, for every edge in the restricted power diagram, an edge between the corres-
ponding balls is added, and for every vertex in the corresponding restricted power
diagram, a triangle constructed by the corresponding balls is created (Fig 8.c).

(b) ©

Fig. 8. Restricted power diagram and its dual: (a) Power diagram of the weighted points; (b)
Power diagram restricted to the union of the balls; (c) Dual of the restricted power diagram
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The Voronoi ball algorithm starts by constructing the Voronoi diagram of the sam-
ple points (Fig 9.b). Having computed the inner Voronoi balls (Fig 9.d), their union
approximate the boundary of the shape (Fig 9.e). On the other hand, constructing the
power diagram of the inner Voronoi vertices by assigning the radius of the balls as the
weights results in the dual of the union of the balls (Fig 9.f). Finally, intersection of
this dual structure with the Voronoi diagram of V(U) is an approximation of the MA
of the shape (Fig 9.g and 9.h).

(c) (d
(e) ® (® (h)

Fig. 9. The MA approximation using Voronoi balls method: (a) Sample points of the shape
boundary; (b) Voronoi diagram of the sample points; (c) The inner Voronoi vertices; (d) The
inner Voronoi balls, (¢) Union of inner Voronoi balls, which approximates the shape, (f) Dual
of the union of the balls; (g) Intersection of the dual and the Voronoi diagram of V(U); (h)
Approximation of the MA of the shape.

This method is very computationally expensive. Furthermore, it is very sensitive to
floating point arithmetic: A lot of Voronoi balls can intersect in one single point (Fig.
10.a) and a degenerate position in computation destroys the final results (Fig. 10.b).

(a) (b)

Fig. 10. Floating point arithmetic problems: (a) A lot of Voronoi balls can intersect in one
single point and (b) degenerate position in computation destroy the MA.
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3.2  Voronoi Edge Algorithm

Attali and Montanvert [34] has suggested that the union of the inner Voronoi edges
can be interpreted as the MA (Fig. 11). It means that the MA edges are a subset of the
Voronoi edges of the sample points (For more details and proofs, see [35]). The
advantage of this algorithm is that it only needs computing a Voronoi diagram.

Fig. 11. The MA is a subset of the Voronoi edges

In another similar study, Tam [36] proposed the following steps for the MA ap-
proximation:

1. Compute the Delaunay triangulation of the sample points (Fig. 12.a).

2. Discard any triangles that are outside of the object (Fig. 12.b).

3. Compute the center of the circum-circles of remaining triangles (Fig. 12.c).

4. Construct the MA by connecting the centers of the circum-circles of the neigh-
boring triangles (Fig. 12.d).

(a) (b) (©) (@

Fig. 12. The MA approximation using Inner Voronoi edges: (a) DT of the sample points; (b)
Discarding triangle that are outside the shape; (c) The circum-circles of remaining triangles; (d)
Connecting the centers of the circum-circles of the neighboring triangles, which approximate
the MA

3.3  Crust Algorithm

Amenta et al. [21] proposed a Voronoi-based algorithm (called crust algorithm) to
reconstruct the boundary from a set of sample points forming the boundary of a shape.
In this algorithm, the crust is a subset of the edges of the Delaunay triangulation of the
sample points.
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To compute the crust, let S be the sample points and V be the vertices of the Voro-
noi diagram of the sample points. Then:

1. Compute the Voronoi diagram of the sample points S (Fig. 13.a).

2. Compute the Delaunay triangulation of SU VV(Fig. 13.b).

3. The edges of the above Delaunay triangulation whose endpoints belong to S
form the crust, which is an approximation of the shape (Fig. 13.b).

This algorithm can also be used for the MA approximation: the Voronoi edges ex-
tracted in step 1 whose dual Delaunay edges do not belong to the crust form the MA
(Fig. 13.b).

The crust algorithm is based on the fact that an edge e of the DT belongs to the
crust if e has a circum-circle that contains neither sample points nor Voronoi vertices
of S. It means that a global test is needed to check the position of every sample points
and Voronoi vertices respect to this circle.

(a) (b)

Fig. 13. Curve reconstruction and the MA approximation using the crust algorithm: (a) Voronoi
diagram of the sample points; (b) Delaunay triangulation of the sample points and Voronoi
vertices

3.4  One-Step Crust and Skeleton Algorithm

Gold and Snoeyink [13] improved the crust algorithm so that both the boundary
(crust) and the MA (skeleton) are extracted, simultaneously; and coined the name
“one-step crust and skeleton” for this algorithm.

In the one-step crust and skeleton algorithm, every Voronoi/Delaunay edge is ei-
ther part of the crust (Delaunay) or the skeleton (Voronoi), which can be determined
by a simple inCircle test. Each Delaunay edge (DD, in Fig. 14.a) belongs to two
triangles (D\D,D; and D\D,D, in Fig. 14.a). For each Delaunay edge, there is a dual
Voronoi edge (V| V, in Fig. 14.a).

Suppose two triangles D,D,D; and D,D,D, have a common edge DD, whose dual
Voronoi edge is V| V,. The InCircle(D,, D,, V\, V,) determines the position of V, re-
spect to the circle passes through D, D, and V. If V, is outside the circle, DD, be-
longs to the crust (Fig. 14.b). If V, is inside, however, V|V, belongs to the skeleton
(Fig. 14.c).
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The value of InCircle(D,, D,, V|, V,) test is calculated using the following
determinant:

Xp1 YD1 xp1? + VD1
Xpz VD2 xp2% + VD2
Xy1  Yvi xvi? + Yvi
Xyz  Yv2 xva® + Y2

InCircle (D), D,,V,,V,) = “

BNONNN

Y

DD, belongs to the crust if this determinant is negative, otherwise V,V, belongs to
the skeleton [13, 28, 37, 38].

“\Skeleton (Medial Axis)

Delaundy Triangulation

Voronoi\Diagram

(a) (b) (©

Fig. 14. One-step crust and skeleton extraction algorithm: (a) Delaunay triangulation and Voro-
noi diagram of four sample points D; to Dy; (b) V, is outside the circle passes through D, D,
and Vy, so DD, belongs to the crust; (c) V, is inside the circle passes through Dy, D, and V1, so
V1V, belongs to the skeleton.

The pseudo-code of the one-step crust and skeleton algorithm is as follows:

One-step crust and skeleton extraction
Input : Sample point S
Output: Crust and skeleton of the shape approximated by S

1.DT <« Delaunay Triangulation of §

2.E <« Edges of DT

3. Forevery e € E do

4.5, 8, < triangles that contain e

5. D\,D, <« endpointsof e

6. V,V, « centers of the circum-circles of S, and S,
7. H <« InCircle(Dy, D,, Vi, V5)

8.If H<O0then DD, € Crust

9. else V,V, € Skeleton

As mentioned earlier, the global circle test used in the crust algorithm is replaced
with a local test in the one-step crust and skeleton algorithm to assign the Delau-
nay/Voronoi edges to the crust and skeleton. Although it is simpler and faster, it may
lead to assigning wrong edges to the crust. For example, in Fig. 15 the edge e is in the
locally-defined crust because the circle passes through e does not contain the other
Voronoi vertices of its dual Voronoi edge. However, e is not in the globally-defined
crust because the circle passes through e includes some Voronoi vertices [13]. This
problem is solved by satisfying the sampling conditions (see section 2.2).
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Fig. 15. The edge e (bold line) is in the locally-defined crust but it is not in the globally-defined
crust [13]

4 Filtering the Extraneous Edges in the Medial Axis

As stated, the MA is sensitive to boundary perturbations. It results in many irrelevant
branches in the MA corresponding to non-significant parts of the boundary, which
must be filtered out. Such filtering may be applied as a pre-processing step through
simplifying (smoothing) the boundary; or as a post-processing step through pruning,
which eliminates the irrelevant branches of the extracted MA.

4.1  Simplification

Some of the filtering methods simplify the boundary before computing the MA by
removing perturbations or boundary noises [39-42]. Although these methods aim to
remove unwanted boundary noise, they may not provide the ideal results: the distinc-
tion between boundary data with noise could be difficult. In addition, these methods
alter the topological structure and thus the MA position.

4.2  Pruning

The purpose of the pruning algorithms, as a post-processing step is to remove irrele-
vant branches in order to preserve only the stable parts of the MA. Different criteria
were proposed in such algorithms to assign an importance value to each branch, and
then the branches with the importance values less than a given threshold are removed
[16, 43-48]. Typically, these criteria are based on angle, distance, area, etc.

Pruning algorithms have some drawbacks; (1) Some irrelevant branches may not
be eliminated entirely. (2) Eliminating irrelevant branches usually shorten the main
branches as well. (3) A disconnection in the main structure of the MA may be oc-
curred. (4) Many of the pruning methods cannot preserve the topology of a complex
shape. (5) In some cases, even multiple parameters are required and it is difficult to
determine appropriate thresholds, simultaneously. Finally, most pruning methods do
not work automatically and they require user checks at the end.

4.2.1 A-medial Axis
Chazal and Lieutier [45] introduced the A-medial axis pruning method. As Fig. 16
shows, they assign the importance values based on the distance between the contact
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points (i.e., any Voronoi ball touches the boundary at contact points). They showed
that the A-medial axis preserves topology for a restricted range of values of A and
proved geometric stability with respect to small perturbations. However, A is a global
threshold and does not adopt the local size of the object.

Fig. 16. Importance values assigned by A-medial axis method [49]

4.2.2  Angle Filtration

Attali and Montanvert [46] proposed an algorithm to prune the MA using an angular
parameter. This angle is the maximum angle formed by the MA point, and its contact
points (Fig. 17). They observed that the vertices of irrelevant branches have smaller
bisector angles. No geometric stability guarantee has been presented for this method
and its threshold depends on the distribution of sample points.

Fig. 17. Importance values assigned by angle filtration [49]

4.2.3 Discrete Skeleton Evolution

Bai and Latecki [47] introduced the discrete skeleton evolution as an area-based prun-
ing method. The threshold in this method is the difference between the area of initial
shape and the shape reconstructed from the simplified skeleton (Fig. 18). This method
considers a weight w; for each end branch, which is an edge of skeleton that has one
junction point:

_I-ARE -P(L))
’ A(R(S))

&)

Where A is area function, S is the original skeleton, P(L;) is an end branch and R(S)
is the shape reconstructed from the skeleton.
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(@) (b)

Fig. 18. Shape reconstruction from the MA: (a) Original shape and its MA; (b) The shape re-
constructed from the MA [47]

Generally, an end branch with a small weight w; has a little influence on the re-
construction, since the area of the reconstruction without this branch is nearly the
same as the area of the reconstruction with it, so it can be removed [47]. Fig. 19 is the
results of this algorithm for different thresholds.

() (b) (© (d (e) ®

Fig. 19. The skeleton evolution process results in iterative pruning of the skeleton of a bird: (a)
The original skeleton; (b) to (f) The pruned skeletons with different thresholds [47]

This method shortens the main branches. Furthermore, finding an appropriate thre-
shold is difficult.

4.2.4  Scale Axis Transform

In the A-medial axis method, some main branches of the MA may be eliminated be-
cause the radius of their corresponding balls are smaller than the threshold. Replacing
the global parameter for the whole shape with local parameters for each part of the
shape is a solution to deal with this issue.

Giesen et al. [48] presented a different method called scale axis transform. They
multiply the radius of all inner Voronoi balls by a certain simplification factor and
consider their union as the grown shape. Then, the MA of the grown shape is consi-
dered as the simplified MA. Fig. 20 illustrates the steps of this method. The radius of
the Voronoi balls is multiplied by a coefficient (multiplicative scaling) (Fig. 20.b).
The Voronoi balls correspond to the less important branches are covered by larger
balls (Fig. 20.c) and therefore small balls are eliminated. Thus, the MA of the grown
shape keeps the whole main branches (Fig. 20.d). However, the result of this method
may still contain some tiny extraneous branches (Fig. 21).

(a) (b) © (d)

Fig. 20. The steps of the scale axis transform algorithm: (a) The original MA and the inner
Voronoi balls; (b) The radius of Voronoi balls is multiplied by a multiplicative scaling factor;
(c) small balls are covered by larger balls; (d) The MA of the grown shape [48]
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Fig. 21. Tiny extraneous branches in the MA after using the scale axis transform algorithm [48]

5 Proposed Approach for the Medial Axis Extraction

In this section we propose an improvement to the one-step crust and skeleton algo-
rithm through labeling the sample points as a pre-processing; and show how our pro-
posed approach improves the results [50].

Fig. 22.a illustrates the MA of a shape extracted using the one-step crust and skele-
ton algorithm. As this figure shows, this algorithm detects some extraneous edges as
parts of the MA, which are filtered using simplification or pruning. However, we
observed that such extraneous edges are the Voronoi edges created between the sam-
ple points that lie on the same segment of the curve. It led us to the idea of labeling
the sample points in order to automatically avoid such edges in the MA (Fig 22.b).

[ ] Sample Point
Junction
Crust Edge
Delaunay Edge

Vorenoi Edge

Fig. 22. (a) One-step crust and skeleton algorithm detects some extraneous edges as parts of the
MA. They are the Voronoi edges created between the sample points that lie on the same seg-
ment of the curve; (b) our proposed method automatically avoid such edges in the MA.

We consider the shape boundary as different curve segments 00, and:

20| J0,
U1 (6)

Inner and outer Voronoi edges do not intersect with 60, but mixed Voronoi
edges do [30]. The same applied to the Delaunay edges: Delaunay edges of the
sample points S are classified into three classes: Mixed Delaunay edges that join two
consecutive points and belong to the crust; and inner/outer Delaunay edges that join
two non-consecutive points and are completely inside/outside O (all Delaunay
vertices lie on the 00). Note that the inner/outer/mixed Voronoi edges are dual to the
inner/outer/mixed Delaunay edges.
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We observed that the extraneous MA edges are the inner Voronoi edges (or its dual
inner Delaunay edges) whose both end points lie on the same curve segment. Howev-
er, the dual of the main MA edges are the inner Voronoi edges (or its dual inner De-
launay edges) whose end points lie on two different curve segment. Therefore, the
main idea of the proposed approach is to remove all the MA edges whose correspond-
ing Delaunay vertices lie on the same boundary curve.

We start with labeling the sample points: Each segment of the shape is assigned a
unique label; and all of its sample points are assigned the same label. The points that
are common between two curve segments are called junctions, which are assigned a
unique negative label to distinguish them from other sample points.

Filtering in our proposed method is not a pre- or post-processing step, but it is per-
formed simultaneously with the MA extraction. To extract the crust and MA, each
Delaunay edge passes the InCircle test: If the determinant is negative and the corres-
ponding Delaunay vertices have the same labels or one of them is a junction, that
Delaunay edge is added to the crust. Otherwise, if the determinant is positive and the
corresponding Delaunay vertices have different labels, its dual is added to the MA.

To apply our proposed approach in the one-step crust and skeleton algorithm, the
lines 8 and 9 of the pseudo-code presented in section 3.4 are modified as follows:

8. If H < 0 and label(D;)=label(D,) or label(D;)*label(D,)<0 then DD, €
Crust
9. else if label(D,) ~= label(D,) then V,V, € Skeleton

Fig. 23 compares the result of one-step crust and skeleton algorithm and our pro-
posed method. As it is illustrated, the resultant MA depends on the segmentation
strategy: more junctions will result in a more complicated MA.

(d)

Fig. 23. The MA approximation: (a) One-step crust and skeleton algorithm; (b), (c) and (d) our
proposed method for different segmentations: The more junctions, the more complicated MA

5.1  Stability

Stability is important because few sources of data are ideal. For stable algorithms, the
MA should not be sensitive to the small changes of the boundary; in other words,
small perturbations in the input data should not lead to large changes in the MA.
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While existing methods apply a filtering process to remove the irrelevant branches,
this issue is automatically solved in our labeling approach: The dual of proper edges
in the MA are inner Delaunay edges whose end points lie on two different curve seg-
ments. Thus, if the end points of an inner Delaunay edge lie on the same curve seg-
ment, its dual inner Voronoi edge will be an irrelevant edge, which does not appear in
the MA. Fig. 24 illustrates the results of one-step crust and skeleton algorithm and our
approach for an example, before and after addition of boundary perturbations. As this
figure shows, the perturbations do not have any effects on the final results.
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Fig. 24. The MA approximation before and after the addition of boundary perturbations: (a) and
(c) One-step crust and skeleton algorithm; (b) and (d) our proposed method

5.2 Flexibility

Efficient algorithms for exact computation of the MA are only known for a few num-
ber of shapes [30]. Flexibility of proposed method increases the variety of shapes that
can be used for the MA computation (Fig. 25). The shape and its complexity do not
have any effect on the final results. This flexibility is due to labeling the sample
points.
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Fig. 25. The MA extraction: (a) and (c) One-step crust and skeleton algorithm; (b) and (d) our
proposed method

A

5.3 Accuracy and Precision

The MA computation methods are classified into discrete, semi-continuous and conti-
nuous methods. The accuracy of semi-continuous methods depends on the density of
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sample points: the more sample points, the more exact MA. The disadvantage of most
existing methods is their low precision. Simplification and pruning which is done in
most of the algorithms can alter the topological or geometrical structure of the MA.
This problem is solved in the proposed method.

5.4  Complexity

Pruning algorithms are complex and repetitive, and does not work automatically,
which results in high complexity and low speed of the MA extraction algorithm. Fil-
tering in our method is not a pre- or post- processing step, but is integrated in the MA
computation as a simple check and does not affect the running speed of the algorithm.
Furthermore, complexity of all algorithms depends on the amount of noise and per-
turbation, while the complexity of our proposed method only depends on the number
of sample points.

5.5 Handling Sharp Corners

Crust algorithm sometimes has problems in reconstructing curves at sharp corners,
where the MA is very close to the boundary (Fig. 26). Based on sampling criteria, it
requires infinite density sampling to guarantee the reconstruction process, which is
not practically possible (high density of sample points leads to increasing the data
volume and decreasing the speed of the algorithm). Another solution is arranging the
sample points around all corners in an appropriate way, which is time-consuming for
high volume data.

In our proposed approach, we detect the problematic shape corners through a post-
processing step and only the sample points around these problematic corners needs
rearrangement: After computing the crust, the number of crust lines joined at each
junction is counted. If this number is less than a predefined threshold (usually 2 or 3),
a rearrangement of sampling points is needed around this corner [51, 52].

Fig. 26. Different states that may occur at sharp angles

6 Conclusion and Future Work

This article reviewed the MA approximation methods that use Voronoi diagram in their
approach and improved one of the Voronoi-based MA extraction algorithms through
labeling the sample points. It leads to a solution that is simple and easy to implement,
robust to boundary perturbations, and able to handle sharp corners. The results show that
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our proposed approach deals elegantly with different cases of sample points and solves
the problems that may occur in other algorithms.

Simplification and pruning which is done in most of the algorithms can alter the

topological or geometrical structure of the MA. The results illustrate that our method
is stable, even in the presence of significant noise and perturbations, and have the
same topology as the original MA.

In the future, we will extend the approach for surface reconstruction and 3D MA

extraction. We will also study in more details the relationship between curve recon-
struction and the MA extraction, as well as their applications in other fields.
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Abstract. The rigidity theorems of Alexandrov (1950) and Stoker (1968)
are classical results in the theory of convex polyhedra. We prove analogues
of them for ball-polyhedra, which are intersections of finitely many con-
gruent balls in Euclidean 3-space.
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1 Introduction

First, we recall the notation of ball-polyhedra, the central object of study for
this paper. Let E? denote the 3-dimensional Euclidean space. As in [4] and [5]
a ball-polyhedron is the intersection with non-empty interior of finitely many
closed congruent balls in E3. In fact, one may assume that the closed congruent
3-dimensional balls in question are of unit radius; that is, they are unit balls of
E3. Also, it is natural to assume that removing any of the unit balls defining
the intersection in question yields the intersection of the remaining unit balls
becoming a larger set. (Equivalently, using the terminology introduced in [5],
whenever we take a ball-polyhedron we always assume that it is generated by a
reduced family of unit balls.) Furthermore, following [4] and [5] one can represent
the boundary of a ball-polyhedron in E3 as the union of vertices, edges, and faces
defined in a rather natural way as follows. A boundary point is called a vertez if
it belongs to at least three of the closed unit balls defining the ball-polyhedron.
A face of the ball-polyhedron is the intersection of one of the generating closed
unit balls with the boundary of the ball-polyhedron. Finally, if the intersection
of two faces is non-empty, then it is the union of (possibly degenerate) circular
arcs. The non-degenerate arcs are called edges of the ball-polyhedron. Obvi-
ously, if a ball-polyhedron in E? is generated by at least three unit balls, then
it possesses vertices, edges, and faces. Clearly, the vertices, edges and faces of
a ball-polyhedron (including the empty set and the ball-polyhedron itself) are
partially ordered by inclusion forming the vertez-edge-face structure of the given
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ball-polyhedron. It was noted in [5] that the vertex-edge-face structure of a ball-
polyhedron is not necessarily a lattice (i.e., a partially ordered set (also called
a poset) in which any two elements have a unique supremum (the elements’
least upper bound; called their join) and an infimum (greatest lower bound;
called their meet)). Thus, it is natural to define the following fundamental fam-
ily of ball-polyhedra, introduced in [5] under the name standard ball-polyhedra
and investigated in [4] as well without having a particular name for it. Here a
ball-polyhedron in E? is called a standard ball-polyhedron if its vertex-edge-face
structure is a lattice (with respect to containment). This is the case if, and only
if, the intersection of any two faces is either empty, or one vertex or one edge, and
every two edges share at most one vertex. In this case, we simply call the vertex-
edge-face structure in question the face lattice of the standard ball-polyhedron.
This definition implies among others that any standard ball-polyhedron of E3 is
generated by at least four unit balls. For a number of important properties of
ball-polyhedra we refer the interested reader to [4], [5], and [10].

Second, we state our new results on ball-polyhedra together with some well-
known theorems on convex polyhedra. In fact, those classical theorems on convex
polyhedra have motivated our work on ball-polyhedra a great deal furthermore,
their proofs form the bases of our proofs in this paper. The details are as fol-
lows. One of the best known results on convex polyhedra is Cauchy’s celebrated
rigidity theorem [g]. (For a recent account on Cauchy’s theorem see Chapter 11
of the mathematical bestseller [1] as well as Theorem 26.6 and the discussion
followed in the elegant book [11].) Cauchy’s theorem is often quoted as follows:
If two convex polyhedra P and P’ in E3 are combinatorially equivalent with the
corresponding faces being congruent, then P is congruent to P’. It is immediate
to note that the analogue of Cauchy’s theorem for ball-polyhedra is a rather ob-
vious statement and so, we do not discuss that here. Next, it is natural to recall
Alexandrov’s theorem [3] in particular, because it implies Cauchy’s theorem (see
also Theorem 26.8 and the discussion followed in [I1]): if P and P’ are com-
binatorially equivalent convex polyhedra with equal corresponding face angles
in E2, then P and P’ have equal corresponding inner dihedral angles. Some-
what surprisingly, the analogue of Alexandrov’s theorem for ball-polyhedra is
not trivial. Still, one can prove it following the ideas of the original proof of
Alexandrov’s theorem [3]. This was published in [4] (see Claim 5.1 and the dis-
cussion followed). Here, we just state the theorem in question for later use and
in order to do so, we need to recall some additional terminology. To each edge
of a ball-polyhedron in E3? we can assign an inner dihedral angle. Namely, take
any point p in the relative interior of the edge and take the two unit balls that
contain the two faces of the ball-polyhedron meeting along that edge. Now, the
inner dihedral angle along this edge is the angular measure of the intersection of
the two half-spaces supporting the two unit balls at p. The angle in question is
obviously independent of the choice of p. Moreover, at each vertex of a face of a
ball-polyhedron there is a face angle which is the angular measure of the convex
angle formed by the two tangent half-lines of the two edges meeting at the given
vertex. Finally, we say that the standard ball-polyhedra P and P’ in E? are
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combinatorially equivalent if there is an inclusion (i.e., partial order) preserving
bijection between the face lattices of P and P’. Thus, [4] proves the following
analogue of Alexandrov’s theorem for standard ball-polyhedra: If P and P’ are
two combinatorially equivalent standard ball-polyhedra with equal correspond-
ing face angles in E3, then P and P’ have equal corresponding inner dihedral
angles.

An important close relative of Cauchy’s rigidity theorem is Stoker’s theorem
[14] (see also Theorem 26.9 and the discussion followed in [I1]): if P and P’ are
two combinatorially equivalent convex polyhedra with equal corresponding edge
lengths and inner dihedral angles in E3, then P and P’ are congruent. As it turns
out, using the ideas of original proof ([14]) of Stoker’s theorem, one can give a
proof of the following analogue of Stoker’s theorem for standard ball-polyhedra.

Theorem 1. If P and P’ are two combinatorially equivalent standard ball-
polyhedra with equal corresponding edge lengths and inner dihedral angles in E3,
then P and P’ are congruent.

Based on the above mentioned analogue of Alexandrov’s theorem for standard
ball-polyhedra, Theorem [ implies the following statement in straightforward
way.

Corollary 1. If P and P’ are two combinatorially equivalent standard ball-
polyhedra with equal corresponding edge lengths and face angles in E3, then P
and P’ are congruent.

In order to strengthen the above mentioned analogue of Alexandrov’s theorem
for standard ball-polyhedra, we recall the following notion from [4]. We say
that the standard ball-polyhedron P in E3 is globally rigid with respect to its
face angles (resp., globally rigid with respect to its inner dihedral angles) within
the family of standard ball-polyhedra if the following holds. If P’ is another
standard ball-polyhedron in E3? whose face lattice is combinatorially equivalent
to that of P and whose face angles (resp., inner dihedral angles) are equal to the
corresponding face angles (resp., inner dihedral angles) of P, then P’ is congruent
to P. We note that in [4], we used the word “rigid” for this notion. We changed
that terminology to “globally rigid” in [6] (p. 62) because also the related but
different term “locally rigid” makes sense to introduce and investigate (for more
details on this see [7]). Furthermore, a ball-polyhedron of E3 is called simplicial if
all its faces are bounded by three edges. It is not hard to see that any simplicial
ball-polyhedron is, in fact, a standard one. Now, recall the following theorem
proved in [4] (see Theorem 0.2): if P is a simplicial ball-polyhedron in E3, then
P is globally rigid with respect to its face angles (within the family of standard
ball-polyhedra). This raises the following question.

Problem 1. Prove or disprove that every standard ball-polyhedron of E? is glob-
ally rigid with respect to its face angles within the family of standard ball-
polyhedra.

We do not know whether the condition “standard” in Problem [is necessary.
However, if the ball-polyhedron Q fails to be a standard ball-polyhedron because
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it possesses a pair of faces sharing more than one edge, then Q is flexible (and
S0, it is not globally rigid) as shown in Section 4 of [4].

In this paper we give a positive answer to Problem [ within the following
subfamily of standard ball-polyhedra. In order to define the new family of ball-
polyhedra in an elementary way, we first take a ball-polyhedron P in E? with
the property that the center points of its generating unit balls are not on a
plane of E3. (We note that this condition is necessary as well as sufficient for
having at least one vertex in the underlying farthest-point Voronoi tiling of the
center points of the generating unit balls of P. For more details on farthest-
point Voronoi tilings see Section 3 of this paper.) Then we label the union of
the generating unit balls of P by P" and call it the flower-polyhedron assigned
to P. Next, we say that a sphere of E3 is a circumscribed sphere of the flower-
polyhedron PV if it contains P¥ (i.e., bounds a closed ball containing P“) and
touches some of the unit balls of PY such that there is no other sphere of E?
touching the same collection of unit balls of PY and contaning P". Finally, we
call P a normal ball-polyhedron if the radius of every circumscribed sphere of the
flower-polyhedron PV is less than 2. For the sake of completeness we note that
the above definition of normal ball-polyhedra is equivalent to the following one
introduced in [0] (p. 63): P is a normal ball-polyhedron if and only if P is a ball-
polyhedron in E? with the property that the non-empty family of the vertices of
the underlying farthest-point Voronoi tiling of the center points of the generating
unit balls of P is a subset of the interior of P. (Actually, the latter condition
is equivalent to the following one: the distance between any center point of the
generating unit balls of P and any of the vertices of the farthest-point Voronoi
cell assigned to the center in question is strictly less than one.) In the proof
of the following theorem we show that every normal ball-polyhedron is in fact,
a standard one. On the other hand, it is easy to see that there are standard
ball-polyhedra that are not normal ones. The following construction is a general
one however, for the sake of simplicity we introduce it here for the case of four
unit balls only: Take four points in convex and generic position in E2. Construct
the farthest-point Voronoi tiling of the four points in E2, and let [ be the largest
distance between a vertex of a Voronoi cell and the corresponding point assigned
to the Voronoi cell in question. If 0 < r; <[ < 79 and 7 is sufficiently close to [,
then the intersection of the four balls having radii vy (resp., r2) centered around
the original four points is a standard (resp., normal) ball-polyhedron apart from
the normalization of the radius r; (resp., r2). More importantly, the standard
ball-polyhedron obtained in this way is not a normal one. The following theorem
is a stronger version of the relevant theorem announced without proof in [6] (see
(#9¢) in Theorem 6.5.1), which is stated here as a corollary. We call them the
global rigidity analogues of Alexandrov’s theorem for mormal ball-polyhedra.

Theorem 2. Every normal ball-polyhedron of E3 is globally rigid with respect
to its inner dihedral angles within the family of normal ball-polyhedra.

Theorem [l combined with the above mentioned analogue of Alexandrov’s
theorem for standard ball-polyhedra yields the following
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Corollary 2. Every normal ball-polyhedron of E? is globally rigid with respect
to its face angles within the family of normal ball-polyhedra.

Theorem [ leads to a stronger version of Problem [ as follows. Clearly, a
positive answer to Problem Bl would imply a positive answer to Problem [ (just
use the above mentioned analogue of Alexandrov’s theorem for standard ball-
polyhedra) , but not necessarily the other way around.

Problem 2. Prove or disprove that every standard ball-polyhedron of E? is glob-
ally rigid with respect to its inner dihedral angles within the family of standard
ball-polyhedra.

The rest of the paper is organized as follows. In Section 2 we give a proof of
Theorem [Il Section 3 introduces the underlying truncated Delaunay complex of
a ball-polyhedron that plays a central role in our proof of Theorem 2] presented
in Section 4.

2 Proof of Theorem (1]

We follow the ideas of the original proof of Stoker’s theorem [I4] (see also the
proof of Theorem 26.9 in [II]) with properly adjusting that to the family of
standard ball-polyhedra. The details are as follows.

First, we need to introduce some basic notation and make some simple ob-
servations. In what follows x stands for the notation of a point as well as of its
position vector in E? with o denoting the origin of E®. Moreover, (-,-) denotes
the standard inner product in E3 and so, the corresponding standard norm is la-
belled by || - || satisfying ||x|| = \/(x,x). The closed ball of unit radius (or simply
the unit ball) centered at x is denoted by B[x] := {y € E3 | |[x—y|| < 1} and its
boundary bd(B[x]) := {y € E? | ||x — y|| = 1}, the unit sphere with center x, is
labelled by S(x) := bd(B[x]). Let P := ﬁf;:lB[xk] be a standard ball-polyhedron
generated by the reduced family {B[xx] | 1 < k < f} of f > 4 unit balls. Here,
each unit ball B[xy] gives rise to a face of P namely, to Fj := S(xx) Nbd(P) for
1 <k < f. Clearly, as P is a standard ball-polyhedron, each edge of P is of the
form Fj, NFy, for properly chosen 1 < k1, ko < f and therefore it can be labelled
accordingly with Eyy, r,y. Furthermore, let {Ey; 5y | i € Ir C {1,2,..., f}} be
the family of the edges of Fj,. Moreover, let {v; | 1 < j < v} denote the vertices of
P. In particular, let the set of the vertices of Fy, be {v; | j € Jy C {1,2,...,v}}.
Next, let ayg, k) (resp., Bjx) denote the inner dihedral angle along the edge
Efi, b,y of P (resp., the face angle at the vertex v; of the face F, of P). Finally,
let Ckz,v] :={y € S(xx) | (z —xk,y — Xi) > cos~y} denote the closed spherical
cap lying on S(x) and having angular radius 0 < v < 7 with center z € S(xy).
Then it is rather easy to show that

F, = ﬂ Ck [Zi,ka a{i’k}} , (1)

: 2
i€l
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where z; == xj + ”xiixk” (xi — xi). As " < T therefore () implies that
F}, is a spherically convex subset of S(xj) (meaning that with any two points
of F) the geodesic arc of S(xj) connecting them lies in F}). Furthermore, ()
yields that the edges {Eyixy | @ € I} of Fj are circular arcs of Euclidean
radii {sin “5* | i € I;}. Now, let the tangent cone Ty, of P at the vertex v;
be defined by Ty, := cl(v; +pos{y —v; | y € P}), where cl(-) (resp., pos{-})
stands for the closure (resp., positive hull) of the corresponding set. Then it
is natural to define the (outer) normal cone T of P at the vertex v; via
T, =v+{y e E? | (y —vj,z—v;) <0 for all z € Ty, }. Clearly, Ty, as well
as T3 are convex cones of E3 with v; as a common apex. Based on this, it is
immediate to define the vertez figure Ty, := Ty, NS(v;) as well as the normal
image Ty = T3 N S(v;) of P at the vertex vj Now, it is straightforward
to make the followmg two observations. The vertex figure Ty, of P at v; is a
spherically convex polygon of S(v;) with side lengths (resp., angles) equal to

{5j,k | Vi € Fk} (resp., {a{k1,k2} | Vi € E{khkz}}) (2)

The normal image Ty of P at v, is a spherically convex polygon of S(v;) with
side lengths (resp., angles) equal to

{7 — by ko) | Vi € Eppy k) } (vesp., {m— Bjk | vj € Fi}) (3)

Having discussed all this, we are ready to take the standard ball-polyhedron
P = ﬂile[xk] that is combinatorially equivalent to P. The analogues of the
above introduced notations for P’ are as follows: {F], := S(x},) Nbd(P’) | 1 <
k< fEAEG i€ Ik (v |1 <5 <ol (V5 17 € Ids iy Bl
Tyi; T3, and Clz' v = {y' € S(x},) | (2 —x},,y’ — x},) > cosv} with 2z’ €
S(x},),0 < v < 7r By assumption, P and P’ have equal inner dihedral angles,

Le., Qg ky) = {k s} Thus, the analogue of (I]) reads as follows:
a .
Fo= () ¢ |z 5 (4)
i€l
where z; ; = x}, + Hx x| (x; — x},). In particular, the normal image 77, of P’

J
at v’ is a spherically convex polygon of S(v’;) with side lengths (resp., angles)

equal to
{7 =y koy | Vi € By ko) (vesp., {m— 5}, | v; € Fi}) (5)

Second, we need to recall the two main ideas of the original proof of Cauchy’s
rigidity theorem [§]. The following is called the (spherical) Legendre-Cauchy
lemma (see Theorem 22.2 and the discussions followed in [I1] as well as [12] for
a recent proof and the history of the statement).
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Lemma 1. Let U and U’ be two spherically convex polygons (on an open hemi-
sphere) of the unit sphere S? :== {y € E3 | |lo—y| = 1} with verticesuy,ug, ..., u,,
anduj,ub, ..., v}, (enumerated in some cyclic order) and with equal corresponding
spherical side lengths (or, equivalently, with [[w;11 — w|| = [[uj ; — uj|| for all
1 < i < n, where upq1 = wy and u),, := uy). If v; and v; are the angular
measures of the interior angles Zu;_ju;u; 1 and Zu;_juju;, , of U and U’ at the
vertices u; and uj for 1 < i < n, then either there are at least four sign changes
in the cyclic sequence y1 — Y, Y2 — Yoy -« - Yn — Vb, (in which we simply ignore the
zeros) or the cyclic sequence consists of zeros only.

The following is called the sign counting lemma (see Lemma 26.5 in [I1] as
well as the Proposition in Chapter 10 of [I]). For the purpose of that statement
we recall here that a graph is a pair G := (V, E), where V is the set of vertices,
FE is the set of edges, and each edge e € E “connects” two vertices v,w € V. The
graph is called simple if it has no loops (i.e., edges for which both ends coincides)
or parallel edges (that have the same set of end vertices). In particular, a graph
is planar if it can be drawn on S? (or, equivalently, in E?) without crossing edges.
We talk of a plane graph if such a drawing is already given and fixed.

Lemma 2. Suppose that the edges of a simple plane graph are labeled with 0, +
and — such that around each vertex either all labels are O or there are at least
four sign changes (in the cyclic order of the edges around the vertex). Then all
stgns are 0.

Now, we are set for the final approach in proving Theorem [Il By assumption
P and P’ are two combinatorially equivalent standard ball-polyhedra with equal
corresponding edge lengths and inner dihedral angles in E3. Thus, Ok ks) =
a’{kth} and (IJ) implies that the corresponding edges of the families {Ey; 3 | i €
I} and {Ef{z K} | i € I} of the edges of Fj, and F} are circular arcs of equal

Euclidean radii (namely, sin a{;”“} ) and of equal length (with the latter property
holding by assumption). Hence, in order to complete the proof of Theorem [I] it
is sufficient to show that the corresponding face angles of P and P’ are equal,
ie., Bjr = 5] So, let us compare those face angles by taking 3; 5 — 5] - Now,
applymg the Legendre-Cauchy lemma (i.e., Lemma/[l]) to the normal images 1y,
and T, and using ([B) as well as (&) we obtam the following result.

J

Lemma 3. Let v;,1 < j < v be an arbitrary vertex of the standard ball-
polyhedron P. Then either there are at least four sign changes in the cyclic
sequence of the face angle differences {f5;r — B;k | vj € Fi} around the vertex
v; of P or the cyclic sequence in question consists of zeros only.

According to (@) (resp., @) Fy (resp., F}) is a spherically convex subset of the
unit sphere S(xy) (resp., S(x},)) for any 1 < k < f and therefore the spherical

convex hull F, (resp., F;c) of the vertices {v; | j € Ji} (vesp., {V} | j € Ji}) of
Fj, (resp., F{) on S(xy) (resp., S(x},) clearly possesses the property that F', C Fj
(resp., F;c C Fy,). Moreover, if 3, ;. (resp., B;k) denotes the angular measure of
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the interior angle of F'j (resp., F;c) at the vertex v; (resp., v’), then (I)) and
@) imply again in a straightforward way that the corresponding side lengths of

Fj and F; are equal furthermore, §; 5 — 5;’,6 =Bk — 5;7k holds for any vertex

v;,j € Ji of Fj. Thus, Lemma [I] applied to F'; and F;c proves the following
statement.

Lemma 4. Let Fy,,1 < k < f be an arbitrary face of the standard ball-polyhedron
P. Then either there are at least four sign changes in the cyclic sequence of the
face angle differences {B;x — 5;’,6 | v; € Fi} around the face Fy, of P or the
cyclic sequence in question consists of zeros only.

Finally, let us take the medial graph G of P with “vertices” corresponding to
the edges of P and with “edges” connecting two “vertices” if the corresponding
two edges of P are adjacent (i.e., share a vertex in common) and lie on the same
face of P. So, if the “edge” of G “connects” the two edges of P that lie on the face
F, of P and have the vertex v; in common enclosing the face angle §; x, then
we label the “edge” in question of G by sign(8;  — B},k)7 where sign(d) is +, —
or 0 depending on whether § is positive, negative or zero. Thus, using Lemma [3]
and Lemma [l one can apply the sign counting lemma (i.e., Lemma [2) to the
dual graph G* of G concluding in a straightforward way that 3; — 5;’,6 = 0.
This finishes the proof of Theorem [

3 Underlying Truncated Delaunay Complex of a
Ball-Polyhedron

In this section we introduce some additional notations and tools that are needed
for our proof of Theorem (2

First, recall that a convex polyhedron of E? is a bounded intersection of finitely
many closed half-spaces in E3. A polyhedral complex in E3 is a finite family of
convex polyhedra such that any vertex, edge, and face of a member of the family
is again a member of the family, and the intersection of any two members is
empty or a vertex or an edge or a face of both members.

Second, let us recall the so-called truncated Delaunay complex of a ball-
polyhedron, which is going to be the underlying polyhedral complex of the
ball-polyhedra in Theorem 2l The rest of this section is a somewhat shorter
version of the similar section in [7] and it is included here for the convenience of
the reader. (For more details we refer the interested reader to [2], [13], and [9].)

The farthest-point Voronoi tiling corresponding to a finite set C' := {cq,
..., ¢y} in B3 is the family V := {V1,...,V,,} of closed convex polyhedral sets
V, ={xeB|x—ci| > |x—cj|| forallj#i1<j<n} 1<i<n. (Here
a closed convex polyhedral set means a not necessarily bounded intersection of
finitely many closed half-spaces in E®.) We call the elements of V farthest-point
Voronoi cells. In the sequel we omit the words “farthest-point” as we do not use
the other (more popular) Voronoi tiling: the one capturing closest points.
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It is known that V is a tiling of E3. We call the vertices, (possibly unbounded)
edges and (possibly unbounded) faces of the Voronoi cells of V simply the ver-
tices, edges and faces of V.

The truncated Voronoi tiling corresponding to C is the family V! of the closed
convex sets {V1 N BJci],...,V,NBJc,]}. Clearly, from the definition it follows
that V! = {V;NP,...,V,, NP} where P := Blc1]N...N Blc,]. We call the
elements of V! truncated Voronoi cells.

Next, we define the (farthest-point) Delaunay complex D assigned to the finite
set C = {ci,...,c,} C E3. It is a polyhedral complex on the vertex set C. For an
index set I C {1,...,n}, the convex polyhedron conv{c; | i € I'} is a member of
D if and only if there is a point p in N;c;V; which is not contained in any other
Voronoi cell, where conv{-} stands for the convex hull of the corresponding set.
In other words, conv{c; | i € I} € D if and only if there is a point p € E? and
a radius p > 0 such that {c; | i € I} C bd(B(p,p)) and {c; | i ¢ I} C B(p, p),
where B(p, p) stands for the open ball having radius p and center point p in E2.
It is known that D is a polyhedral complex moreover, it is a tiling of conv{cy,
...,Cp} by convex polyhedra. The more exact connection between the Voronoi
tiling V and the Delaunay complex D is described in the following statement.
(In what follows, dim(-) refers to the dimension of the given set, i.e., dim(-)
stands for the dimension of the smallest dimensional affine subspace containing
the given set.)

Fig.1. Let us take four points, ci,...,c4 as in Fig. 1 of [7]. The bold solid lines bound
the four Voronoi cells, V1, ..., V4. The bold dashed circular arcs bound the planar ball-
polyhedron — a disk-polygon. (We note that for the sake of simplicity, the generating
disks of the disk-polygons constructed here are not necessarily of unit radius.) The part
of each Voronoi cell inside the disk-polygon is the corresponding truncated Voronoi cell.
On the first example, the truncated Delaunay complex coincides with the non-truncated
one. On the second example, the Voronoi and the Delaunay complexes are the same as
on the first, but the truncated Voronoi and Delaunay complexes are different.

Lemma 5. Let C = {ci, ...,c,} C E? be a finite set, and V = {V1,..., V,}
be the corresponding Voronoi tiling of E3.
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(V) For any vertex p of V there there exists an index set I C {1,...,n} with
dim({c; | i € I'}) = 3 such that conv{c; | i € I} € D and p = NierV,;. Vica
versa, if I C {1,...,n} withdim({c; | i € I}) =3 and conv{c; |i € I} € D,
then N;erV; is a vertex of V.

(E) Forany edge E of V there exists an index set I C {1,...,n} withdim({c; |i €
I}) = 2 such that conv{c; | i € I} € D and E = N;jerV;. Vica versa, if
Ic{l,....,n} withdim({c; | ¢ € I}) = 2 and conv{c; | i € I} € D, then
Nier Vi is an edge of V.

(F) For any face F of V there exists an index set I C {1,...,n} of cardinality
2 such that conv{c; | i« € I} € D and F = NijerV;. Vica versa, if I C
{1,...,n} of cardinality 2 and conv{c; | i € I} € D, then NicrV; is a face
of V.

Finally, we define the truncated Delaunay complex D! assigned to C similarly
to D. For anindex set I C {1,...,n}, the convex polyhedron conv{c; |i € I} € D
is a member of D! if and only if there is a point p in N;er (V; N B[c;]) which
is not contained in any other truncated Voronoi cell. Recall that the truncated
Voronoi cells are contained in the ball-polyhedron P = Bc;]N...NBJc,]. Thus,
conv{c; | i € I} € D' if and only if there exists a point p € P and a radius
p > 0 such that {c; | ¢ € I} C bd(B(p,p)) and {c; | i ¢ I} C B(p,p). For the
convenience of the reader Fig. 1 gives a summary of the concepts of this section
in the 2-dimensional case.

4 Proof of Theorem

Let P := ﬂile[xk] be an arbitrary normal ball-polyhedron of E? generated
by the reduced family {B[xg] | 1 < k& < f} of f > 4 unit balls. We note that
the condition being reduced implies that the center points {x1,...,xs} are in
(strictly) convex position in E3. Let Cp := conv{xy,...,xs} be the center-
polyhedron of P in E? with the face lattice induced by the Delaunay complex
D assigned to the point set {x1,...,x;}. (Recall that D is a tiling of Cp.) The
following is the core part of our proof of Theorem 2

Lemma 6. Any normal ball-polyhedron P of E? is a standard ball-polyhedron
with its face lattice being dual to the face lattice of its center-polyhedron Cp.

Proof. First, let us take an arbitrary circumscribed sphere say, S(x,9) of the
flower-polyhedron PY = Uile[xk] having center point x and radius §. By
definition there exists at least one such S(x, §) moreover, by assumption 0 < ¢ <
2. Let I C {1,..., f} denote the set of the indices of the unit balls {B[xy] | 1 <
k < f} that are tangent to S(x,d) (with the remaining unit balls lying inside
the circumscribed sphere S(x,d)). Also, let V and D (resp., V! and D!) denote
the Voronoi tiling and the Delaunay complex (resp., the truncated Voronoi tiling
and the truncated Delaunay complex) assigned to the finite set {x1, ..., x¢}. It
follows from the definition of S(x, d) in a straightforward way that dim({x; | ¢ €
I}) = 3 and conv{x; | i € I} € D. Thus, part (V) of Lemma [ clearly implies
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that x = N;er V; is a vertex of V. Furthermore, 0 < § < 2 yields that x € int(P)
and therefore x is a vertex of V' as well and conv{x; | i € I'} € D', where int(-)
stands for the interior of the corresponding set. Second, it is easy to see via part
(V) of Lemma[Bl that each vertex x of V is in fact, a center of some circumscribed
sphere of the flower-polyhedron P“. Thus, we obtain that the vertex sets of V and
V! are identical (lying in int(P)) and therefore the polyhedral complexes D and
D! are the same, i.e., D = D*. Finally, based on this and using Lemma [] again,
we get that the vertex-edge-face structure of the normal ball-polyhedron P is
dual to the face lattice of the center-polyhedron Cp = conv{xy,...,xs} induced
by the polyhedral complex D = D!. This completes the proof of Lemma@ O

Now, let P = ﬂile[xk] and P’ = O£=1B[x;c] be two combinatorially equiv-
alent normal ball-polyhedra with equal corresponding inner dihedral angles in
E3. Our goal is to show that P is congruent to P’.

Let Cp := conv{x1,...,Xs} (resp., Cp: := conv{xy,...,x}}) be the center-
polyhedron of P (resp., P’) in E3 with the face lattice induced by the underlying
Delaunay complex D (resp., D). By Lemma [6] each edge of Cp (resp., Cp-)
corresponds to an edge of P (resp., P’) furthermore, the length of an edge of
Cp (resp., Cp/) is determined by the inner dihedral angle of the corresponding
edge of P (resp., P’). Thus, Lemma [0 implies that the face lattices of Cp and
Cp: are isomorphic moreover, the corresponding edges of Cp and Cp: are of
equal length. As each face of Cp (resp., Cp/) is a convex polygon inscribed in
a circle, the corresponding faces of Cp and Cp: are congruent. Hence, bd(Cp)
(resp., bd(Cp/)) are convex polyhedral surfaces in E3, which are combinatorially
equivalent with the corresponding faces being congruent. Thus, by the Cauchy—
Alexandrov theorem for polyhedral surfaces (see Theorem 27.6 in [I1]) Cp is
congruent to Cp: and therefore P is congruent to P’, finishing the proof of
Theorem
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Abstract. We describe the structure of the Voronoi diagram of lines for
a set of points in the plane, thereby making use of an extra dimension. In
contrast to previous results in this respect, which were based on the dual
representation of the Voronoi diagram under consideration, our approach
applies to the primal plane. We also generalize it to higher-dimensional
hyperplane spaces.

Keywords: generalized Voronoi diagrams, planar line space, higher-
dimensional hyperplane spaces.

1 Introduction

A Voronoi diagram is arguably the most widely known and applied geometric
structure. Much on its history, properties, and applications can be derived from
the survey by Aurenhammer [I] and the book by Okabe et al. [10]. At the same
time, a serious effort is now being put on investigating various kinds of generalized
Voronoi diagrams—see [4] for recent achievements. One of the directions explored
when generalizing the concept of Voronoi diagrams is consideration of novel
underlying spaces. In the present work, we shall follow this very way.

A two-dimensional line space is formed by all the lines in the Euclidean plane.
For a set P of point sites in the plane, its Voronoi diagram in the line space is
defined as a partition of the latter into Voronoi regions, each corresponding to a
distinct site p € P and consisting of the lines being closer to p than to any other
site from P. This kind of Voronoi diagrams was first introduced by Riviere and
Schmitt [I2]. In particular, they pointed out that such Voronoi diagrams can be
easily computed and visualized in dual space (where lines map to points), and
subsequently used for processing line localization queries.

One year later, Riviére [I3] introduced and examined Voronoi diagrams of
order k in the line space, thereby also exploiting the concept of geometric duality.

Recently, an onion diagram was introduced by Bae and Shin [2], being a
Voronoi-like structure defined in a parametric space associated with the primal

M.L. Gavrilova et al. (Eds.): Trans. on Comput. Sci. XX, LNCS 8110, pp. 170-{[30] 2013.
(© Springer-Verlag Berlin Heidelberg 2013



On Voronoi Diagrams in the Planar Line Space and Their Generalizations 171

plane. The onion diagram can be used, in particular, for efficiently processing
nearest-neighbor line queries for weighted points.

In our opinion, though the line space Voronoi diagram obviously cannot be
visualized in the primal plane, it is worth analyzing its primal structure as
well, for two reasons. First, such investigation may highlight some properties
of this Voronoi structure, which are more difficult to observe in the dual plane.
Second, the duality-based approaches do not generalize to higher-dimensional
line spaces, while it would be interesting to understand the respective—rather
sophisticated—Voronoi structures in higher-dimensional spaces as well.

The goal of this work is to provide a description of the structure of a Voronoi
diagram in the primal plane, making use of an extra dimension. We also give an
algorithm to construct and visualize the three-dimensional representation of the
planar line space Voronoi diagram. Finally, we show how to extend our method
to higher-dimensional hyperplane space Voronoi diagrams.

2 Two-Dimensional Case

Let £ denote the set of all lines in R2. Consider a set P of n points in the plane,
to which we shall also refer as to sites. For any p € P, its Voronoi region V(p)
in the Voronoi diagram Vor,(P) in £ consists of all the lines in the plane being
closer to p than to any other site. Obviously, Vor, (P) cannot be visualized in the
plane. However, if we consider a duality transform that maps a point p = (pz, py)
toaline p* : (y = py-x+py), and aline ! : (y = m-x+0b) to a point I* = (m, —b),
then the dual structure of Vorg(P) can be easily visualized (in the dual plane).

Despite the lack of a possibility to “see” Vorg(P), it will be useful to under-
stand its structure (in the primal plane).

To simplify the exposition, we shall assume that the points from P are in
general position (i.e. no three points lie on the same line and no two lines defined
by the points from P are parallel).

In order to provide a description of Vor (P), we shall need to move from R? to
a three-dimensional space SL = R? x [0, 7] with a cylindrical topology, meaning
that points (x,y,0) and (z,y,7) are identified. For any ¢ € [0,7), the plane
be = R? x ¢ will contain the subset L, of lines from £ forming the angle ¢ with
the z-axis, and each point p € P with coordinates (ps, py) will be mapped to an
interval pS% = (ps, py) x [0,7) in SL. For any ¢ € [0,7), let py = p°~ O’Ri.

Observe that pS% is perpendicular to any line under consideration. Conse-
quently, for any ¢ € [0, 7) and for any line I, € Ly, the distance from Iy to pS~E
equals the distance from l4 to pg.

The Voronoi diagram Vorg(P) gets a natural representation Vorge (P) in SL.
For any ¢ € [0,7), the intersection Vor‘éﬁ(P) of Vors,(P) with the plane Ri
has a fairly simple structure: it represents the Voronoi diagram of the set Py, =
{pg|p € P} of points in the space of lines composing L4. Unless some two points

from Py lie on the same line from Ly, Vorfé - (P) is formed of n — 1 lines from L
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a) b)

©) d)

Qe

lag? lpg | Lo»

Fig. 1. The structure of Vor.(P) for the given set P of points: a) ¢ = 37/10, b)
¢ = 2n/5,¢) ¢ = w/2,d) ¢ = 3n/5. While ¢ increases from 37/10 to 37/5, the
sites p and ¢ remain Voronoi neighbors, and the edge incident to their Voronoi cells is
represented by their bisector line I, in L£4. In the plane, 4 rotates around the middle
point of the segment pq as ¢ changes from 37 /10 to 37/5. When ¢ = 7/2, the line lpq
passes through p and ¢, and the gray vertical infinite strip is composed of the vertical
lines, for which p and ¢ are the closest neighbors in P.

(Fig.[Th,b,d); in case the line through some two points py, g4 € P belongs to Ly,
Vorfg ~(P) contains an infinite strip filled by the lines from L4, for which both
pe and gy are the closest points from P, (Fig. [Ik).

If we examine the structure of Vors,(P) bottom-up (i.e. starting from ¢ =0
and increasing it towards 7), and attempt to interpret its evolution in terms
of R?, we shall observe the following. Unless some two points from P fall on
the same horizontal line, Vor% . (P) is represented in R? by a set of (horizon-
tal) bisectors of consecutive points from P with respect to their vertical order.
As we move upwards, each line ! being a Voronoi edge rotates in R? counter-
clockwise around the middle point of the segment connecting the two sites, the
Voronoi cells of which [ bounds, thereby sweeping a two-dimensional face of
Vorse (P), until one of those lines happens to pass through some two points
p,q € P. Let I, denote this line, and let i, (resp. lgq) be the other line bound-
ing the Voronoi cell of p (resp. of ¢), if this line exists (see Fig. [Ib). Clearly,
one of I, and Iy does not exist if and only if pg is an edge of the convex hull
conv(P) of P. None of them exists if n = 2. At that very moment when p, g € l,,q,
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two horizontal (i.e. perpendicular to the direction of our movement) faces, each
being an infinite strip bounded on one side by l,4, are introduced in Vors,(P);
thus, l,q represents their common edge. Together those two faces form an infinite
strip containing [,, inside. If [,/, exists, one face is delimited by the line I,
which thus introduces another edge in Vorse(P) (see Fig. [[k). Otherwise, the
respective face is unbounded on one side of [,,. The same happens on the other
side of l,,, depending on the fact whether [, exists or not. Hence, one, two,
or three edges are introduced in Vorsz(P) when p,q € l,,. Immediately after
that, the rotating line [,,, starts tracing out the next curved two-dimensional face
of Vors,(P). The line [, (if it exists) is replaced by the line I/, that passes
through the midpoint of p’q and will trace out a new face of Vors,(P), and at
this moment, coincides with I, (see Fig.[IH). In the same way, l4¢ is replaced
by l,q. Every other line [ being a Voronoi edge in R?, continues tracing out a
same face of Vors,(P), until some line hits some two points of P. And so on.
In case P contains two points lying on the same horizontal line, Vorg ~(P) will
contain a horizontal infinite strip composed of two horizontal faces sharing an
edge.

Note that in the space SL, the vertical segment representing a point p € P
will intersect the structure Vorg,(P) at the horizontal edges corresponding to
the lines through p and each of the points ¢ € P\ {p} (and namely, the edges
contained inside the infinite horizontal strips and splitting those into two faces).
Hence, each such vertical segment will intersect Vors,(P) at precisely n — 1
points (see Fig. ).

Moreover, observe that if we direct the sweeping lines in such a way that their
angles ¢ with the z-axis belong to [0, 7], then at each moment of the sweeping, we
can sort from right to left the n — 1 lines sweeping the curved faces of Vors,(P).
Throughout the process, the lines that occur at the i** place together sweep
a connected set of faces of Vors,(P), thus producing a ruled surface, which is
piecewise helicoidal with vertical axis. The n — 1 surfaces defined that way are
pairwise disjoint. To retrieve the topological structure of the diagram, we shall
need, in particular, to identify the i'" line for ¢ = 0 with the (n — 4)** line for
¢ = 7, thus forming [n/2] annuli.

Now, it is easy to compute the size of Vors,(P), using the above description.
For every ¢ being an angle between a line through some two points p,q € P and
the z-axis, the plane Ri contains exactly two horizontal faces of Vorg,(P). Since
all horizontal faces are contained in those planes, there are n(n — 1) such faces.
Each pair of faces is delimited by two or three edges of Vors,(P) depending on
whether pq is an edge of conv(P) or not (here we assume n > 2). Since all the
edges are defined that way, Vors,(P) admits 3(n(n — 1))/2 — n’ edges, where
n’ is the number of vertices of conv(P). These edges split the annular ruled
surfaces into the helicoidal faces of Vors, (P), thus defining 3(n(n —1))/2 — n/
such faces. Finally, we note that the n(n — 1) horizontal faces are the “floors”
and the “ceilings” of the n(n — 1) regions of Vorgss(P). Thus, the total size of
Vorsc(P) is in ©(n?).
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3 Algorithm in Two Dimensions

A natural way to construct Vors,(P) consists in simulating the sweeping of the
plane by a set of oriented parallel lines, by varying the angle ¢ they make with
the z-axis from 0 to 7 (7 left out). The events of the sweeping are the n(n—1)/2
moments when a sweep-line hits two points of P. All the respective ordered pairs
of points (p,q) are first placed in the positions [1,...,n(n — 1)/2] of an event-
array E (here, p and ¢ are ordered in such a way that the straight line (pq) is
oriented in the same direction as the sweep-lines). The array E is then sorted
by increasing ¢ angles, resulting in an O(n?logn) initialization step.
The algorithm also needs three additional arrays:

— an array T[1,...,n] that contains at each moment ¢ of the sweeping, the
points of P in the order in which they are encountered by an oriented sweep-
line with angle ¢ moving from right to left. For ¢ = 0, the points in T" are
sorted by increasing y-coordinates. The position of every point of P in T is
also maintained.

— two arrays first[1,...,n—1] and last[1,...,n — 1] whose positions i contain
respectively the first and the last edge of Vorg,(P) already created on the
ith ruled surface (i.e., the ruled surface swept by the line that constantly
“separates” the cells of the i'" and (i+1)* points in T'). Initially, all positions
of these arrays are NULL.

Once the four arrays are initialized, the following algorithm then constructs
VOI"SL(P):

For every e € [1,...,n(n —1)/2]
let (p,q) «— Ele]
let 7 be the current position of p in T' //here, ¢ is necessarily in T'[i + 1]

if last[i] = NULL
initialize first[i] and last[i] with the line (pq)
else
add a face to Vors,(P) between the lines last[i] and (pq), which is a
helicoidal surface with axis the vertical through the midpoint of pq
lastli] +— (pa)
endif

if i =1 // pq is an edge of conv(P)
add a face to Vorgz(P), which is the horizontal half-plane on the right
of (pq)
else
let p' «— T[i — 1]
let I,y be the line parallel to (pg) passing through the midpoint of p'p
if last[i — 1) = NULL
initialize first[i — 1] and last[i — 1] with the line I,/
else
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add a face to Vorge(P) between the lines last[i — 1] and l,,, which
is a helicoidal surface with axis the vertical through the midpoint
of p'p
last[i — 1] <— lpp
endif
add a face to Vorsg (P), which is the horizontal strip delimited by the
lines (pq) and Iy,
endif

if i+1=mn// pqis an edge of conv(P)
add a face to Vorg,(P), which is the horizontal half-plane on the left
of (pq)
else
let ¢ «— T'[i + 2]
let ;4 be the line parallel to (pg) passing through the midpoint of gq’
if last[i+1) = NULL
initialize first[i + 1] and last[i + 1] with the line l4q/
else
add a face to Vorge(P) between the lines last[i + 1] and 44, which
is a helicoidal surface with axis the vertical through the midpoint
of q¢'
last[i + 1] «— lqg
endif
add a face to Vorse (P), which is the horizontal strip delimited by the
lines (pq) and lgq
endif

swap p and ¢ in T
done

For every i € [1,...,n — 1]
add a helicoidal face to Vors,(P) between the lines last[i] and firstn — i]
done

Obviously, the complexity of this algorithm is in O(n?), that is, linear in the
size of Vorg,(P). Hence, the overall complexity of the construction of Vorg,(P)
is dominated by the sorting of the event-array F.

In [12], it has been shown that, in dual space, the line space Voronoi diagram
of a set of points P can be constructed in O(n?) time, by first computing the
arrangement of the dual lines of P. Clearly, this algorithm can be adapted to con-
struct Vorse(P) in O(n?) time. However, if we want to construct the line space
Voronoi diagram in O(n?) time without having to compute the dual line arrange-
ment, we have to use topological sweeping methods like those implemented to
sweep line arrangements [5]. Consider an ordered pair (p, q) of points that are
consecutive in T' at a moment ¢ of the sweeping in our algorithm. Let p’ and ¢’
be the points that respectively precedes and follows p and ¢ in T' (the case when
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one of these points does not exist can be treated in a similar way). Suppose that,
while sweeping by increasing angles, the four points p’, p, ¢, and ¢’ remain con-
secutive in this order in T until the moment ¢’ when a sweep line passes through
p and q. Clearly, the pair (p, q) can be treated by our algorithm at any moment
between ¢ and ¢', even if there exist pairs (s,t) making an angle with the z-axis
between ¢ and ¢'. This shows that a topological sweep applies to our algorithm.
However, the usual topological sweeps only respect the following constraint: if
two pairs of points share a common point then the one defining the line making
the smallest angle with the x-axis must be treated first [I1]. This constraint
is not sufficient for our algorithm, as shown in Fig. 2l Hence, the problem of
generating a sweeping order in O(n?) time to construct the line space Voronoi
diagram without calculating first the dual line arrangement remains open.

»

lp P
,

D

Fig. 2. Let ¢ and ¢’ be the respective angles that the lines (rp’) and (pg) make with
the z-axis. In Vorsz(P), the ruled surface that contains I, is composed, between the
planes R2 and Rz, by a helicoidal face with axis the vertical through the midpoint of
p’p and, between the planes Ri and Ri,, by a helicoidal face with axis the vertical
through the midpoint of rp. If our algorithm treats the pair (p,q) before (r,p’), it
constructs a single helicoidal face containing [, between R and ”Ri,.

We implemented a procedure for visualizing the Voronoi structure Vorgs.(P)
in the space SL; two examples of the respective structures representing a Voronoi
diagram Vorg(P) in the line space £ for a set P of 4 points and 6 points,
respectively, are provided in Fig. [3

4 Higher-Dimensional Case

In the three-dimensional case, we consider the space H of all planes in R3, and
address the problems of interpreting the Voronoi diagram Vory (P) of a set P
of three-dimensional points in the space H. Again, we assume that the points
from P are in general position, meaning that no four points lie in the same plane.

As in the planar case, Vory (P) can be represented by simpler Voronoi struc-
tures, as described below.

Recall that a direction in R® can be specified by two angles (Fig. ). For any
plane h in R3, let us assume that its outer normal n is defined by a pair of angles
(¢, 0), such that ¢,0 € [0,7). In what follows, when referring to a normal of a
plane, we shall mean its outer normal.
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Fig. 3. The Voronoi structure Vorsz(P) in the space S£ = R? x [0, 71] representing the
Voronoi diagram Vor (P) in the line space £ for a set P of 4 points (above) and 6 points
(below), restricted to the interior of a cube. The points from P are represented in SL£
by vertical segments depicted green; to a point p € P, a segment p%* = (ps, py) X [0, 7)
corresponds.

Let us fix some ¢, € [0, 7), and consider a subset H4 ¢ of H consisting of all
the planes, the normal of which is defined by the pair (¢, ). Unless some two
points from P fall in the same plane from H¢4 ¢, the Voronoi diagram Vorf_ig(P)
of P in the subspace H¢ ¢ is represented by n — 1 planes, the normal ng ¢ of
each of which is defined by (¢, 6), and which pass through the middle points of
the segments connecting the consecutive points in a sequence obtained from P
by sorting it with respect to the direction m4¢. If P does contain two points
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<A

Fig. 4. A direction 7 in three-dimensional space can be specified by two angles ¢ and 6

p and ¢ belonging to the same plane from Hg g, then Vor%’a(P) will contain
an infinite region consisting of the planes from H g, for which p and ¢ are the
closest neighbors in P.

Consequently, Vory (P) can be represented in a five-dimensional space SH =
R3 x [0, ] x [0, 7], periodic on both “angular” dimensions, in such a way that for
any fixed ¢,0 € [0,7), the intersection of Vory(P) with the three-dimensional
subspace of SH defined by ¢ and 0 represents Vor%’a(P).

In the general case, we consider the space H of all hyperplanes in R, and
are interested in the structure of the Voronoi diagram Vory(P) of a set P of
d-dimensional points in the space H. Here we assume that no d+ 1 points from P
belong to the same hyperplane.

First, let us recall the formulae defining the generalized polar transform:

T1 = 1rCosP1
To = 7 Sin ¢1 COS o

T3 = 7 Sin @1 sin ¢ cos ¢3

Tg—1 = Tsin ¢y sings . ..sin¢g_o coSpq_1
Tq =rsin¢y sings...sin¢g_osinog_1.

To a ball x%+x%+~~~+xfl < R? in the space 2125 ...24, a d-box 0 < r < R,
0< <m0< ¢ <7 ...,0< @g2 <7 0 < ¢g—1 < 27 in the space
rO1P2 . .. pg—1 corresponds.

A direction in the d-dimensional space can thus be defined by a point on the
sphere z3 + x3 + --- + 22 = 1, or, equivalently, by a (d — 1)-tuple of angles
(¢1,¢2,...,¢d_1), where 0 < ¢1 < , 0< ¢2 < Ty oeey 0< ¢d—2 < , 0<
Pa—1 < 27.

As in the three-dimensional case, we shall decompose H into sets of hyper-
planes having the same outer normal, thereby assuming that the outer nor-
mal is the one defined by a (d — 1)-tuple of angles (¢1,ds,...,¢pq—1), where
b1, P2, - . .,¢d_1 S [0,71').

Let us fix some ¢1, ¢2, ..., ¢a—1 € [0,7) and consider a subset Hg, ¢, ... ¢, 1 Of
‘H consisting of all hyperplanes with the outer normal defined by the (d—1)-tuple
(¢1, b2, ..., ¢d—1). As before, unless two points from P lie in the same hyperplane
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from He, ¢,..... 64, the Voronoi diagram Voriz’d)"’""’da‘i’1 (P) of P in the subspace
Hey.bs,....64_, 1s Tepresented by d—1 hyperplanes with the outer normal n defined
by (¢1,¢2,...,¢04—1), which pass through the middle points of the segments
connecting the neighbor points in a sequence obtained from P by ordering it
with respect to the direction n. In case some two points p,q € P happen to
lie in the same hyperplane from Hg, ¢,.....4, ., the restricted Voronoi diagram

Vorle 1$2r0enrPa—1 (P) will contain an infinite region filled with the hyperplanes from
Hepy ba,....64_1, for which p and ¢ are the closest neighbors in P.

We conclude that the Voronoi diagram Vory (P) of hyperplanes for a set of
points in the d-dimensional space can be represented in a (2d — 1)-dimensional
space SH = R% x [0,7] x --- x [0, 7], periodic on each of the d — 1 “angular”
dimensions, so that for any fixed set of angles ¢1,da,...,0q-1 € [0,7), the
intersection of Vory (P) with the d-dimensional subspace of SH defined by ¢1,

-+ ®a—1 represents Voril’¢2’..~,¢d—1(P).

5 Conclusion

In this work, we have proposed a new way of interpreting the Voronoi diagram
of a planar set of points in the line space, which allows to visualize its structure
in a three-dimensional space. Our ideas extend to the three-dimensional case, in
which a Voronoi diagram of a set of points in the space of all planes is examined,
and generalize further to higher dimensions. Though these Voronoi structures are
unlikely to allow for a more efficient processing of the nearest neighbor queries
than by the existing methods (see [3I7/9] for two-dimensional case, [§] for three-
dimensional case, and a very recent work [6] for a novel general framework), our
results may help to develop a better intuition in regard of their properties, and
to admire their inherent beauty. We also hope that our approach will help to
study Voronoi diagrams in higher-dimensional line spaces (instead of hyperplane
spaces), where the methods based on the concept of duality do not work.
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