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Preface

On behalf of the Organizing Committee, I would like to welcome you to the pro-
ceedings of the 7th International ICST Wireless Internet Conference (WICON
2013) held in Shanghai, China. Shanghai,“Paris of the Orient,” is one of the most
prosperous Chinese cities. The featured architecture, cloud-capped skyscrapers,
and large-scale shopping malls are a perfect combination of Chinese and Western
cultures.

In co-sponsorship with the IEEE Computer Society, the goal of the conference
is to bring together technical experts and researchers from around world to
discuss and exchange novel ideas in the field of future Internet, wireless, mobile,
and vehicular technology.

I would like to sincerely thank everyone who performed reviews for papers or
helped to manage the review process.

It is fitting to express here our deepest appreciation for the commitment and
hard work of all who were involved in making this conference a success, including
the EAI, the IEEE, the Organizing and Technical Program Committees.

April 2013 Hua Qian
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Pilots Aided Channel Estimation for Doubly

Selective Fading Channel in Vehicular
Environment

Sunzeng Cai1,2, Haiping Jiang3, Hua Qian4, and Weidong Xiang5

1 Shanghai Institute of Microsystem and Information Technology, CAS
2 Key Laboratory of Wireless Sensor Network and Communication, CAS

3 Shanghai Research Center for Wireless Communications
4 Shanghai Internet of Things Co., Ltd.

5 Department of ECE, University of Michigan-Dearborn
{sunzeng.cai,haiping.jiang,hua.qian}@shrcwc.org, xwd@umd.umich.edu

Abstract. In vehicle communications, channel characteristic experiences
time and frequency selective fading due to high velocity of vehicle and
rapid changes of surrounding scatters. The packet format for IEEE
802.11p standard limits the choice of channel estimation algorithms. Con-
ventional channel estimation algorithms perform the channel estimation
based on the long preamble training sequence, then applies the estimated
channel response to compensate for the entire packet. These algorithms
are not optimal for a doubly selective channel in vehicle communica-
tions. In this paper, to overcome the effect of doubly selective channel,
we propose a novel pilot insertion scheme that covers all subcarriers in
both the time and frequency domains simultaneously. Adaptive chan-
nel estimation and equalization algorithms are then developed based on
the new system architecture. Simulations show significant improvements
comparing to other exiting methods.

1 Introduction

In recent years, road construction is not an economic solution to improve
the traffic condition any more. The Vehicle-to-vehicle (V2V) and vehicle-to-
infrastructure (V2I) communication systems can help to improve the traffic,
provide vehicle information service and safety enhancement, as well as deliver the
vehicle entertainment service. Wireless access for vehicle environment (WAVE)
is launched recently to realize the vehicle communications. Among all candidate
technologies, the orthogonal Frequency Division Multiplexing (OFDM) based
IEEE 802.11p [1], which is published in 2010 by extending the IEEE 802.11
standard [2], is the most promising one.

In V2V and V2I communications, the signal may be shadowed by building,
scattered and diffracted by vehicle and roadside infrastructure. In these situ-
ations, the frequency selectivity of the received signal can be worse than that
for the indoor scenarios. In addition, the movement of vehicle leads to different
doppler shift in each path, which causes the doppler spread in frequency. The

H. Qian and K. Kang (Eds.): WICON 2013, LNICST 121, pp. 1–13, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013



2 S. Cai et al.

received signal is also selective in time domain. The wireless channel is doubly se-
lective in high velocity vehicle communications. The wireless channel estimation
and equalization are critical for the receiver performance.

Traditional Wi-Fi is targeting at stationary and indoor environment. In
IEEE802.11 standard, two long preamble sequences are included. The location
of the known preamble and pilots of the IEEE802.11 standard is shown in Fig.
1(a). The channel estimation is applied based on the long preambles. Since the
channel for a stationary and indoor environment does not change over time, the
channel estimation based on the preambles can be applied to the entire packet.
The pilots inserted in the subsequent OFDM symbols are not designed for the
channel estimation purpose. While in V2V and V2I communications, the channel
coherence time is short, the channel estimation results obtained by the preamble
is not valid for the entire packet. The channel response must be estimated and
updated in corresponding to the changes of the environment.

In [3], a dynamic channel equalization scheme is proposed, which exploits data
subcarriers aided channel estimation method. This method, on the other hand,
may lead to error propagation in low Single-to-Noise Ratio(SNR) region. In [4], a
system enhancement algorithm is used to update the channel response. However,
the convergence velocity of the coefficients estimation cannot track the channel
changes. Pseudo-Random-Postfix OFDM (PRPOFDM), which inserts additional
pseudo-random sequences before guard intervals, has been proposed in [5] [6].
However, adding additional training sequence sacrifices the data rate. In [7] [8],
it proposed a method that insert training sequence for block transmissions over
doubly selective wireless fading channels, this will not only change the structure
of the frame, but also reduce the data rate. In [9], a pseudo-pilot scheme is
proposed. The pilot location is shown in Fig. 1(b). This scheme overcomes the
shortcomings of the original IEEE802.11a standard by substituting pilots in
selected data slots for channel equalization. On the other hand, this algorithm
does not take into consideration of the channel coherence time, thus may not be
appropriate when the vehicle velocity changes.

In this paper, we propose a new pilots aid channel equalization method. The
conventional fixed pilots in the symbol are replaced with shifted pilots as shown
in Fig. 1(c) and Fig. 1(d). The pilot shifts are determined based on coherence
time and coherence frequency bandwidth defined in [10]. The channel estima-
tion and equalization is updated adaptively for the data symbols based on the
shifted pilots. The rest of this paper is organized as follows: in section 2, OFDM
system model in IEEE802.11p standard is described. In section 3, we present
the proposed channel estimation method. Section 4 shows the simulation results
and compare the system performance with other channel estimation algorithms.
Finally, conclusion is drawn in section 5.

2 Conventional IEEE802.11p System

For the IEEE802.11p standard, the OFDM is applied in physical (PHY) layer.
The norminal channel bandwidth is divided into 64 subcarriers, with 48 data



Pilots Aided Channel Estimation 3

Fig. 1. IEEE802.11p standard pilot structure and the proposed pilot structure

subcarriers, 4 dedicated pilot subcarriers and zeros for other subcarriers. The
system is operating at 5.9GHz frequency.

The transmitter components and configuration for IEEE802.11p standard are
shown in Fig. 2. The information bits are firstly scrambled by a length-127
frame-synchronous scrambler. A convolutional code is applied to the scrambled
data. To protect against burst errors, a block interleaver is applied. The mod-
ulator is applied to the interleaved sequence to get the data subcarriers. With
additional inserted pilot subcarriers and zero subcarriers, the frequency domain
OFDM symbol is constructed. The time domain transmitter output is obtained
by performing the inverse fast Fourier transform (IFFT) to the OFDM symbol
and appending cyclic prefix before each OFDM symbol.

Conv.
encoder Interleaving Modulation

Pilot
insertion

IFFT CP
insertion

Preamble
insertion

Scramble

Channel

Synchro
nizationFFTEqualization

Estimation

DeModDeinterleavingViterbi
decoderDescramble

Pilot
extraction

 

Fig. 2. The transceiver structure in IEEE 802.11p standard

The transmitted signal propagates to the receiver after passing through the
channel response, mixing with thermal noise and possible interferences. At the
receiver, the cyclic prefix can be removed from the receive data after synchro-
nization. Denoting the OFDM symbol index by M and the subcarriers number
by k (k ∈ {0, 1, ..., 63}), the received data at the kth subcarriers of the Mth
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transmitted OFDM symbol can be obtained by performing fast Fourier Trans-
form(FFT) to the received time-domain signal:

FFT {rn,M} = Rk,M = Hk,MSk,M + Zk,M , (1)

where Rk,M and Sk,M denote the receive and the transmit signals at the kth
subcarriers of Mth transmitted OFDM symbol in frequency domain, Zk,M is the
additive white Gaussian noise(AWGN), and Hk,M represents channel frequency
response

Hk,M =

l=L−1∑
l=0

hn,Mej2πnkl/K , (2)

where L denotes the number of multipath components.

3 Channel Estimation

Fig. 3. An example of simulated doubly selective Rayleigh channel

In the vehicle communications environment, the channel response is selective
in both time domain and frequency domain. An example of the channel response
is shown in Fig. 3.

The conventional approach for channel estimation is to estimate the chan-
nel response with a training sequence. For IEEE802.11p standard, the 2 long
preambles can be applied for channel estimation. Zero-forcing(ZF), minimum
mean-square error (MMSE) [11], and maximum likelihood (ML) [12] channel
estimation are typical for channel estimation. The MMSE channel estimation
algorithm, which provides a satisfactory trade-off between the complexity and
the performance, is selected in our study. MMSE channel estimation method [13]
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is to minimize the mean square error (MSE) of the estimated channel responses,
which is given by

E[e2[k,M ]] = E[‖Sk,M − Ĥ∗
k,MRk,M‖2]. (3)

To minimize the MSE, we have

∂[e2[k,M ]]

∂Ĥk,M

= 0

E[(Sk,M − Ĥ∗
k,MRk,M ) ·Rk,M ] = 0. (4)

The solution to (4) is [13]

ĤMMSE = Φ(Φ +
β

SNR
I)−1Rk,M

Sk,M
, (5)

where Φ is the covariance matrix and the (k1, k2) element is given by

Φ(k1, k2) =
N−1∑
i=0

αi exp [
−j2π(k1 − k2)i

N
], (6)

β is a constant value based on the modulation type,

β = E[|Sk,M |2]E[| 1

Sk,M
|2], k = 0, 1, ..., 63, (7)

SNR is the signal-to-noise ratio and I is an Nk ×Nk identity matrix.
With the preamble training sequences, the channel can be estimated. However,

given the doubly selectivity of the channel characteristics, the initial channel
estimation results are not suitable for the entire packet. Moreover, since the
coherence frequency bandwidth of the channel is limited, the channel responses
for the data subcarriers cannot be interpolated from the dedicated pilot tones in
the subsequent OFDM symbols. The traditional IEEE802.11p packet structure
may not be suitable for the doubly selective channel.

From [10], we know that the coherence frequency bandwidth can be calculated
as

Bc ≈ 1

50στ
, (8)

or

Bc ≈ 1

5στ
, (9)

where στ denotes root mean square (rms) delay spread, Bc denotes the coher-
ence frequency bandwidth. Eq. (8) is valid when frequency coherence function is
above 0.9, and eq. (9) is valid when frequency coherence function is above 0.5.
In a typical open space multi-path Rayleigh channel [14], the rms delay spread
can be στ = 250 ns. The coherence frequency bandwidth is only Bc = 80 kHz
from eq. (8), or Bc = 800 kHz from eq. (9). In contrast, the tone spacing for
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the IEEE802.11p subcarriers is 156.25kHz. If the tone spacing is larger than
the coherence frequency bandwidth, the correlation between subcarriers is lim-
ited. In this case, all data and pilot subcarriers are uncorrelated in the sense of
strict coherence frequency bandwidth of 80 kHz. In IEEE802.11p standard, the
4 dedicated pilot subcarriers are separated apart by 1.875 MHz. Interpolating
the channel response for data subcarriers from pilot subcarriers is not feasible.

The coherence time can be calculated as [10]

Tc ≈ 9

16πfm
, (10)

where fm is the Doppler spread given by fm = υ/λ = υfc/c.
The number of coherent OFDM symbols NOFDM can be calculated from

NOFDM =
Tc

TOFDM
=

9c

16πυfcTOFDM
. (11)

Given the length of one OFDM symbol TOFDM of 8.0us, we can infer that
NOFDM = 41 for 100 km/h velocity and NOFDM = 20 for 200 km/h velocity.

For the traditional IEEE802.11 structure, the channel is estimated by two
preamble symbols. The 4 dedicated pilot tones in the subsequent symbols are
used to calibrate the frequency drift or the common phase error. This approach
does not apply to the IEEE802.11p when doubly selective channel exists. An ex-
ample is shown in Fig. 5. Given a NLOS (Non-Line-of-Sight) channel with rms
delay spread of 100 ns, the original channel estimation method can only sup-
port the velocity upto 30 km/h. The channel response must be updated timely
with pilot tones or midambles. However, the four dedicated pilot subcarriers in
IEEE802.11p standard are not enough to achieve satisfied performance as the
correlation among subcarriers is limited.

To improve the channel estimation in subsequent OFDM symbols, a pseudo-
pilot scheme that scrambles the location of the pseudo pilot is proposed [9]. As
shown in Fig. 1(b), this pilot structure takes in to consideration of the frequency
diversity. However, this scheme does not consider the channel coherence time,
thus may not be efficient when the vehicle moves in high velocity.

To compensate for the doubly selective channel, we need to take into con-
sideration the limitation of both coherence frequency bandwidth and coherence
time. Therefore, we propose a new pilot subcarriers structure, assuming that
we can manipulate the position of the two dedicated pilots. The position of the
pilot subcarriers are determined by the coherence time Tc and coherence fre-
quency bandwidth Bc. When the velocity of the vehicle is less than 100 km/h,
the coherence time Tc is approximately 41 TOFDM long. We may shift the pi-
lot subcarriers by one in each OFDM symbols as shown in Fig. 1(c). The pilot
subcarriers traverse all 52 subcarrier locations. The channel frequency response
of current OFDM symbol can be obtained by updating the history frequency
response with the pilot information from adjacent 12 OFDM symbols. In this
case, regardless the coherence frequency bandwidth Bc, the channel frequency
can be obtained.
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When the vehicle moves faster than 100km/h, the coherence time Tc is less than
41 OFDM symbols, shifting the 4 subcarriers by one subcarrier in each OFDM
symbol cannot cover the entire frequency band. Shifting by two or more subcar-
riers is needed to meet the coherence time constraint. The coherence frequency
bandwidth Bc needs to be verified in order to interpolate the frequency response
of data subcarriers from adjacent pilot subcarriers. For example, if velocity of the
vehicle is 200 km/h, the coherence time Tc ≈ 6∗TOFDM and coherence frequency
bandwidth isBc = 800kHz by eq. (9) for the NLOS channel with rms delay of 250
ns. The pilot insertion scheme is shown in Fig. 1(d). At each OFDM symbol, the
frequency response of the pilot subcarriers can be obtained directly. The frequency
response of adjacent 4 data subcarriers can be updated by linearly interpolating
the channel response of the pilot subcarriers in current and previous OFDM sym-
bols. The overall channel response can then be obtained by combining the history
channel response from the previous 5 OFDM symbols.

In summary, the proposed channel estimation algorithm with pseudo pilots is
given by:

Step 1 Initialization. The initial channel estimation is given by the two long
preamble training sequences. For example, if we choose the MMSE channel
estimator,Hk,0 is given by (5), whereHk,M denotes the channel estimation at
the kth subcarrier and the Mth data symbol. Furthermore, denote by Hkp,M

the channel estimate of pilot subcarriers and Hkd,M the channel estimate of
data subcarriers.

Step 2 Pilot subcarrier estimation. For M > 0, the channel estimate of the
pilot subcarriers Hkp,M can be obtained similarly by (5).

Step 3 Data subcarrier extrapolation. For the data subcarriers adjacent to the
pilot subcarriers, the channel estimate can be obtained by interpolating the
pilot subcarriers. When |kp − kd| ≤ �Bc/(156.25kHz)�, the correlation be-
tween subcarriers exists. The channel estimate updating equation is given by

Hkd,M =
∑
i

ωiHkpi
,M , (12)

where the pilot subcarrier kpi is chosen such that |kpi − kd| ≤ �Bc/
(156.25kHz)�, and ∑

i ωi = 1.
If kd is not correlated to any pilot subcarriers, we may reuse the channel
update from previous iteration, i.e.,

Hkd,M = Hkd,M−1, (13)

Step 4 Coherence in time. To consider the channel coherence in time, the cur-
rent channel estimate can be updated from the previous estimate by

Hk,M = (1− α)Hk,M−1 + αHk,M , (14)

where α is determined by the channel coherence time [10], or

(1 − α)NOFDM = 0.5. (15)

In reality, α may be changed to account for the noise in the estimation.
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To understand the above channel estimation procedure, an example is pro-
vided. We assume that velocity of the vehicle is 200 km/h, which gives the
coherence time Tc ≈ 20 ∗ TOFDM . For a NLOS channel rms delay of 100 ns [14],
the coherence frequency bandwidth is Bc = 200 kHz by eq. (8). In this case,
the channel response of data subcarriers right next to the pilot subcarriers can
be inferred from the pilot channel estimate. In this case, i = 1 and ωi = 1. To
consider the correlation in time, we know that α = 0.11 from eq. (15).

With the proposed algorithm, we may apply the pilot structure shown in
Fig. 1(c) to the IEEE802.11p system in low velocity. In this case, we do not need
the data interpolation as shown in eq. (12), and only need to update the current
OFDM symbol one by one to track the variable channel response. In general cases
when the vehicle velocity is unknown, we may apply the pilot structure as shown
in Fig. 1(d), channel response in data subcarriers can be linear interpolated by
the adjacent pseudo pilot subcarriers.

The standard symbol architecture for IEEE802.11p does not guarantee a ro-
bust reception in doubly selective channels. The proposed algorithm changes 4
fixed pilot tones in the existing standard to 4 cyclically shifted pilot tones as
shown in Fig. 1(c) or Fig. 1(d). The changes only occur when assemble and dis-
assemble the OFDM symbol. The data rate and other OFDM parameters are
not affected. In addition, the cyclically shifted pilot subcarriers can still be used
to track the frequency drift or the common phase error as the 4 fixed pilots in
the standard.

4 Simulation Result

In order to show the performance of the proposed pilot structures, we compare
the system performance in terms of packet error rate (PER) for the four cases
shown in Fig. 1: (a) the standard IEEE802.11p pilot structure, (b) the scram-
bled pilot structure proposed by [9], (c) the proposed pilot structure for low
velocity scenario, (d) the proposed pilot structure for high velocity scenario. In
simulation, we chose 10 MHz frequency bandwidth mode for the IEEE802.11p
standard, the carrier frequency is set to be 5.9 GHz. The length of each transmit-
ted OFDM symbol is 8.0 us, including 1.6 us-long cyclic prefix. The modulation
scheme is BPSK and the coding method is rate-1/2 convolutional code. The
structure of the simulation system is shown in Fig. 2. 300 Byte packet length
(100 OFDM symbols) for different pilot structures, the only changes in the ar-
chitecture exist in the pilot insertion block and the pilot extraction block. The
channel applied in the simulation is a time-varying TGn 802.11n channel model
B [14] which is an open-space channel model for NLOS conditions with average
rms delay spread 100 ns. The mathematical model is given by

h(t; τ) =

L∑
l=0

αl(t)e
jθl(t)δ(t− τl), (16)
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where L denotes the number of multipath components, τl denotes the delay
for the lth path, αl(t) denotes time-varying amplitude and θl(t) denotes time-
varying phase. The normalized delay power profile for this channel is shown in
Fig. 4.
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Fig. 4. The normalized delay power profile for the time-varying TGn 802.11n channel
model B for NLOS condition with 100ns rms delay spread

In the first experiment, we study the system performance in terms of PER
at different velocities varying from 0 km/h to 200 km/h with 30 dB SNR in
Fig. 5. From top to bottom, the blue dash-dotted line shows the PER perfor-
mance using conventional channel estimation method with the pilot structure in
Fig. 1(a); the green dotted line shows the PER performance using channel esti-
mation method with the pilot structure in Fig. 1(b); the red dashed line shows
the PER performance using channel estimation method with the pilot structure
in Fig. 1(c); the black solid line shows the PER performance using channel es-
timation method with the pilot structure in Fig. 1(d). From Fig. 5, we observe
that for a doubly selective channel shown in Fig. 4, the conventional channel
estimation method that just utilize the preamble of the IEEE802.11p standard
does not perform well. To meet a standard 10% PER requirement, the highest
velocity that the conventional channel estimation method can support is only
27 km/h. The channel estimation method utilizing the pilot insertion scheme
shown in Fig. 1(b) provides better performance than the conventional approach
at a cost of additional inserted pilots. On the other hand, this method can only
support a vehicle velocity of 82 km/h at the 10% PER threshold. Considering a
typical vehicle velocity of 120 km/h, this method is not satisfactory. In contrast,
channel estimation methods with the proposed pilot insertion schemes achieve
better performance than the above two algorithms. The channel estimation al-
gorithm based on the pilot insertion scheme shown in Fig. 1(c) can support a
vehicle velocity of 126 km/h at 10% PER, while the other works at a vehicle
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velocity of 150 km/h. The pilot insertion scheme in Fig. 1(d) is slightly better
than that in Fig. 1(c) at high velocity as the pilot insertion scheme in Fig. 1(d)
provides additional correlation in frequency among different OFDM symbols.
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standard pilot structure in Fig.1(a)
pilot structure in Fig.1(b)
proposed pilot structure in Fig.1(c)
proposed pilot structure in Fig.1(d)

Fig. 5. Channel estimation method for standard pilot structure in Fig. 1(a), pilot
structure Fig. 1(b), proposed pilot structure in Fig. 1(c), proposed pilot structure in
Fig. 1(d) with different velocity (doppler spread) in 30dB SNR

In the next examples, we study the system performance in terms of PER at
different SNR when velocity of the vehicle is fixed at 30 km/h, 90 km/h and 120
km/h, respectively. When velocity of the vehicle is 30 km/h, the system perfor-
mance is shown in Fig. 6. We observe that the conventional channel estimation
method experiences a PER floor and cannot meet the 10% PER requirement at
30 dB SNR. The rest three channel estimation methods work well in this case.
We also notice that the pilot insertion scheme in Fig. 1(c) is slightly better than
that in Fig. 1(d). At low velocity, the coherence time is relatively long, both
pilot insertion scheme in Fig. 1(c) and pilot insertion scheme in Fig. 1(d) pro-
vides enough protection in channel coherence time. The pilot insertion scheme in
Fig. 1(c) does not need to extrapolate the channel response from the know pilot
subcarriers, which delivers better performance and the pilot insertion scheme
in Fig. 1(d) that requires extrapolation of the channel response. When velocity
of the vehicle is 90 km/h, the system performance is shown in Fig. 7. We ob-
serve that in addition to the conventional channel estimation method, the pilot
insertion scheme in Fig. 1(b) cannot meet the 10% PER requirement at 30 dB
SNR. This result show that the channel estimation method [9] cannot work well
when the coherence time constraint becomes dominate. In this case, our pro-
posed channel estimation methods can work well. When velocity of the vehicle
is 150 km/h, the system performance is shown in Fig. 8. We observe similar
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trend that only the channel estimation method using the pilot insertion scheme
in Fig. 1(d) can meet the 10% PER requirement at 30 dB SNR.
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Fig. 6. Channel estimation method for standard pilot structure in Fig. 1(a), pilot
structure Fig. 1(b), proposed pilot structure in Fig. 1(c), proposed pilot structure in
Fig. 1(d) with 100OFDM symbols in 30km/h environment

0 5 10 15 20 25 30
10

−2

10
−1

10
0

SNR

PE
R

 

 

standard pilot structure in Fig.1(a)
pilot structure in Fig.1(b)
proposed pilot structure in Fig.1(c)
proposed pilot structure in Fig.1(d)

Fig. 7. Channel estimation method for standard pilot structure in Fig. 1(a), pilot
structure Fig. 1(b), proposed pilot structure in Fig. 1(c), proposed pilot structure in
Fig. 1(d) with 100OFDM symbols in 90km/h environment
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Fig. 8. Channel estimation method for standard pilot structure in Fig. 1(a), pilot
structure Fig. 1(b), proposed pilot structure in Fig. 1(c), proposed pilot structure in
Fig. 1(d) with 100OFDM symbols in 150km/h environment

5 Conclusion

The rich scatters and fast velocity in vehicle wireless communication make the
channel doubly selective in the course of a packet transmission. An adaptive
channel estimation is critical to track the channel variation to guarantee robust
data transmission. We first analyze the relationship between channel coherence
time and velocity, and the relationship between channel coherence frequency
bandwidth and delay spread. A new pilot insertion scheme is proposed to pro-
vide channel response in both time and frequency domain. The location of the
pilots can be determined by the target coherent time and coherent frequency
bandwidth. An adaptive channel estimation algorithm is proposed based on the
pilot insertion scheme. Simulation results show that the proposed pilot insertion
scheme and the channel estimation algorithm is effective and performs better
than other existing channel estimation algorithms at high velocity.
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Abstract. In vehicle wireless communications, channel characteristics
vary rapidly due to the high velocity of the vehicle and rich surround-
ing scatters. To guarantee a reliable transmission, dynamic channel esti-
mation needs to track the channel changes in the duration of a packet.
Within the framework of IEEE802.11p standard, we propose a new chan-
nel estimation algorithm that combines data subcarriers and pilot sub-
carriers to equalize channel response in both frequency domain and time
domain. Depending on the changes of the channel, the channel response
can be further dynamically equalized by combining the channel response
of previous OFDM symbols. Simulations show significant improvement
in terms of packet error rate (PER) comparing to the existing methods
with little additional computation.

1 Introduction

Wireless Access for Vehicle Environment (WAVE) [1,2] is launched in recent
years to realize both vehicle-to-infrastructure (V2I) and vehicle-to-vehicle (V2V)
telematics services. Reliable and low-latency data transmission plays a key role
in fast varying vehicle communication environment. The Orthogonal Frequency
Division Multiplexing (OFDM) based IEEE802.11p [3] technique was published
in 2010 by extending the IEEE802.11a mechanisms, which was originally de-
signed for indoor scenarios, to the outdoor.

In mobile vehicle environment, the propagation of wireless signal can be shad-
owed, scattered and diffracted by other vehicles, trees or buildings on the road-
side. This condition leads to Doppler shift, short channel coherence time [4,5].
Long delay spread is not a significant problem affecting wireless access by
IEEE802.11p based on the previous measurements [4,6], and therefore our atten-
tion is focused on other channel impairments. Generally, channel state can not
be regarded as a constant over the course of one packet transmission. Therefore,
an efficient channel estimator to track the channel variation in such fast varying
environment is important.

H. Qian and K. Kang (Eds.): WICON 2013, LNICST 121, pp. 14–24, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013
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A lot of research [7,10,11,8,12,9,13,14] has been done on channel estimation
and equalization for OFDM signals, some of which is independent of any given
standard. Here, we focus on the channel estimation based on IEEE802.11p sys-
tem. Conventional channel estimation methods in IEEE802.11p system only
adopt two long preambles at the beginning of packet as the guided method in
the standard. The performance of channel estimators with only preambles is not
guarantied in fast moving environment. In [8], a dynamic channel equalization
scheme is proposed, which exploits data subcarriers to aid the channel estimation
update. The packet error rate (PER) of data transmissions is significantly im-
proved. However, it does not consider equalizing multiple OFDM symbols in time
domain when the channel is fast time-varying. In [9], a modified channel estima-
tion scheme for intelligent packet communication systems adopts additionally the
short training OFDM preambles in time domain to improve channel estimation
capability, however the scheme only enhances the channel estimation for part
of subcarriers position. An iterative reduced-rank channel estimator [10], which
is based on generalized discrete prolate spheroidal sequence, obtains the same
frame error rate as that with perfect channel state information with additional
computational complexity. To reduce the number of implementation iterations,
an improved pilot structure is designed by appending OFDM pilot symbol as
postamble to the OFDM frame. For OFDM system with carrier frequency off-
set and phase noise, channel frequency response and phase noise are estimated
jointly by employing the maximum a posteriori (MAP) criterion in [15].

In this paper, we focus only on receiver-centric improvements, and propose
a dynamic channel estimation method based on IEEE802.11p systems over fast
time-varying channel by jointly exploiting pilot subcarriers and data subcarriers.
Especially, in fast time-varying environment, the relationship between the veloc-
ity of vehicle and channel coherence time motivates us to consider that channel
frequency response in current OFDM symbol can be further equalized by the
channel response of previous correlated OFDM symbols.

The rest of the paper is organized as follows: in section 2, OFDM system model
in IEEE802.11p system is described and the problem of channel estimation is
stated. Section 3 presents a new channel estimation algorithm for IEEE802.11p
system, and the complexity of the presented algorithm is analyzed in Section 4.
Section 5 shows simulation results and validates the performance improvement
in terms of PER. At last, a conclusion is drawn in Section 6.

2 System Model

The IEEE802.11p standard defines an OFDM-based physical layer to operate in
the 5.9 GHz frequency band. An OFDM symbol in frequency domain contains kd
data subcarriers and kp fixed pilot subcarriers originally designated for frequency
offset and phase noise correction, where kd = 48, kp = 4. At the beginning
of packet, two long preambles are used to estimate the frequency offset and
channel response. The time-frequency structure of the transmitted signal can be
described in Fig. 1, where the shadowed tones contain known information.
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Fig. 1. IEEE802.11p time-frequency frame structure

We consider a packet with N consecutive OFDM symbols, which is trans-
mitted via channel coding, interleaving, modulation and mapping. Denote by
H(i, k) the channel frequency response in the ith OFDM data symbol and kth
subcarrier, S(i, k) the transmitted frequency signal, N(i, k) the additive white
Gaussian noise (AWGN) at the (i, k)th OFDM symbol.

The OFDM signal in time domain can be obtained by performing Inverse Fast
Fourrier Transform (IFFT) to the frequency domain symbol:

s(i,m) = IFFT {S(i, k)} =
K−1∑
k=0

S(i, k)ej2πmk/K , (1)

where m is the sampling index in time domain, K = 64 is to perform IFFT
efficiently. The guard interval is inserted to the output of IFFT operation. The
transmitter components and configurations are shown in Fig. 2. In the fast mov-
ing scenario, the channel suffers from time varying multipath fading with uncor-
related 2-dimensional isotropic scattering. Denote by h(i, l) the channel impulse
response for the lth complex path in the ith OFDM symbol. Channel frequency
response H(i, k) can be expressed as,

H(i, k) =

L−1∑
l=0

h(i, l)e−j2πkl/K , (2)

where h(i, l) =
∑L−1

l=0 ale
jφlδ(iTs − tl), L is the number of paths, al is complex

attenuation coefficient of lth path, φl is the phase of lth path, and Ts is the
duration of an OFDM symbol. The received symbol R(i, k) in frequency domain
is

R(i, k) = S(i, k) ·H(i, k) +N(i, k), (3)

where i = 1, 2, · · · , N , and k = 1, 2, · · · ,K.
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Fig. 2. Transmitter structure of IEEE802.11p physical layer

In the framework of IEEE802.11p standard, the channel can be assumed to be
constant over an OFDM symbol, however the channel can change over a packet.
In this case, the OFDM symbol duration TOFDM is 8 μs for 10 MHz frequency
bandwidth. The central wave length λ = c/fc, where c = 3 × 108 m/s is the
speed of electric and magnetic wave. Assume that the relative velocity of two
vehicles is v, and the channel frequency response is essentially invariant over
the motion distance of 9λ/16π [16]. The coherence time τc over which the time
correlation function is above 0.5 is given by

τc =
9c

16πv · fc . (4)

In other words, the number of correlated OFDM symbols is

γ =
τc

TOFDM
=

9c

16πv · TOFDM · fc . (5)

In the vehicle communication case, the relative velocity can be as high as
240 km/h, we know that from eq. (5) the number of correlated OFDM sym-
bols is approximately 16 for 10MHz frequency bandwidth, and the maximum
Doppler shift is 1.09 kHz from eq.(6).

fd =
v

λ
=

v · fc
c

. (6)

When the system operates with the bandwidth 10 MHz, the subcarrier spacing
for 64 subcarriers is as high as 156 kHz. The Doppler shift is generally less than
0.6% of the subcarrier spacing. Consequently, the inter-carrier interference is
not significant for IEEE802.11p system. The short coherence time, on the other
hand, can be a primary source of performance degradation, and this leads to
the need of dynamic channel estimation. In the next section, we propose a new
algorithm to dynamically update the channel response over the course of one
packet to combat for the short coherence time.

3 Channel Estimation

For simplicity, we omit the noise item in this section. It is straightforward to
estimate the channel response using known transmitted data, i.e. the short and
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long training OFDM symbols and pilot subcarriers by the least-square channel
estimate

Ĥ(i, k) =
R(i, k)

S(i, k)
. (7)

For conventional channel estimation algorithms, the above channel estimation
result is used for equalization throughout the packet. Furthermore, the channel
estimation of subsequent OFDM symbol is updated by the pilot subcarriers using
interpolation method.

When channel is not fast varying, the initial channel estimation obtained by
preambles can be adopted to the following symbols. When the vehicle moves fast,
channel correlations between OFDM symbols become small. The initial channel
estimation can be outdated after the first few symbols. On the other hand, when
the packet undergos multipath fading and delay spread, the pilots are not spaced
closely enough to sample the channel variations in the frequency domain. The
performance of conventional channel estimation algorithms is not satisfactory.
Consequently, in V2V and V2I scenarios, an effective channel estimator must
dynamically track the channel variation in both frequency and time domain.

To combat the fact that there are not enough pilot subcarriers, data subcar-
riers can be used to aid channel estimation. The noise in each subcarrier can be
regarded as independent, the channel estimation accuracy can be improved by
utilizing the correlation of channel response in subchannels. For example, in [8],
several data subcarriers are exploited to make a single measurement at the given
kth subcarrier.

With the received signal at the kth subcarrier and the ith data symbol R(i, k),
the transmitted signal can be recovered using the channel estimation of the
(i− 1)th symbol:

Ŝ(i, k) =
R(i, k)

H(i− 1, k)
. (8)

When a decision of the received data is made, the channel estimation of ith
symbol at kth subcarrier is updated by

H(i, k) =
R(i, k)

X(i, k)
, (9)

where X(i, k) is the estimated data after decision.
Since the estimation result (9) is suffering from measurement noise, combining

adjacent subcarriers into the given subcarrier can help to reduce the effect of a
single channel measurement noise. The linear combination of channel estimation
in frequency domain for a given (i, k) OFDM symbol is expressed as

HF (i, k) =

α∑
ι=−α

wιH(i, k + ι), (10)

where α is the number of adjacent subcarriers on one side for average, and wι

is the weight of each subcarrier, and
∑α

ι=−α wι = 1. The weight of subcarriers
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closer to the pilot subcarriers can be assigned a bigger value, because the channel
estimation for these subcarriers has better performance.

To average the channel estimation, the channel needs to be extended for the
first and last subcarrier, and the whole channel response is constructed for the ith
symbol as [H(i, α+1), · · · , H(i, 2), H(i, 1), · · · , H(i,K), H(i,K−1), · · · , H(i,K−
α)]. Since the zero subcarrier is not used to data transmission, so the value of
H(i, 27) is replaced by (H(i, 26) +H(i, 28))/2.

Considering the fast variation of channel state, we should iteratively update
the channel estimation depending on the changes of the channel. The combina-
tion of several channel estimation algorithms in the coherence time makes the
channel estimation of current symbol more reliable.

HT (i, k) =

γ∑
κ=1

pγ−κ∑γ
κ=1 p

κ
H(i− κ, k), (11)

where γ can be chosen according to eq. (5) and is related to the velocity of
vehicle, and p is the weight factor for each OFDM symbol in the coherence time
(a large p implies more weight for the previous OFDM symbols which are closer
to the current OFDM symbol). Note that γ maybe a rough estimaiton in the
case with high velocity. The more precise threshold for the coherence time can be
defined, and the number of correlated OFDM symbols can be chosen. Therefore,
eq. (11) shows that the channel estimation update rate can be adjusted according
to the change of the channel. It facilitates to dynamically track channel state
and is expected to improve the performance. When the channel estimation is
averaged in frequency and time domain respectively, we consider the final channel
estimation as follows,

H(i, k) = (1− 1

β
)HT +

1

β
HF . (12)

where β is determined by getting a balance between time dimension and fre-
quency dimension.

To start the iterative procedure, the initial channel estimation H(0, k) is cal-
culated from the preamble symbols. The channel response of subsequent OFDM
symbols are obtained from (12). The procedure is repeated until all OFDM
symbols are processed.

4 Complexity Analysis

The proposed iterative channel estimation algorithm is complied to operate in
IEEE802.11p system. The complexity of the presented method is determined by
two steps:

1. Initial estimation
This process includes the estimation of channel response by the direct deci-
sion of the received data. By eq.(8) and (9), the initial estimation involves
2NK complex divisions for all OFDM symbols in each subcarriers.
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2. Iterative estimation
The channel estimation in frequency dimension combines the adjacent sub-
carriers. The execution includes (2α+ 1) multiplications and (2α+ 1) addi-
tions, where α has generally small value.

The dominant factor in the computational complexity is iterative channel
estimation in time dimension. From eq.(11), the algorithm involves γ2 mul-
tiplications and 2(γ − 1) additions to obtain the estimation of each OFDM
symbol.

In total, the complexity of the presented algorithm in term of floating point
operations is (γ2 + 2γ + 4α+ 7)NK. Comparing to other iterative channel esti-
mation algorithms, e.g., see [10], our channel estimation method achieves good
channel response without increasing the computational load.

5 Simulation Results

In this section, we study the performance of the proposed channel estimation
method. In the simulation, we consider an uncoded input that is modulated by
the QPSK modulation. Without loss of generality, the results can be easily ex-
tended to other modulations. The PER is determined based on the transmission
of 106 packets, and the parameters α, β, p in (10), (12) and (11) are chosen to
be 2, 2, and 3, respectively. In each simulation, we only model narrowband fad-
ing, where all multipath components are received within a single symbol period.
The channel model is given by h(i, l) in eq.(2). Fig. 3 is an example of chan-
nel response variation of the normalized fading power envelope. The signal is
transmitted at a bandwidth of 10 MHz with central frequency band of 5.9 GHz.
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Fig. 3. Example of channel response variation of the normalized fading power envelope,
where the vehicles travel relatively at 100 km/h
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Fig. 4. PER comparison of the proposed algorithm, STA algorithm and Comb Copi-
lot algorithm for velocities 30, 120 km/h, corresponding to maximum Doppler shift
164, 656Hz with fixed packet length 100 symbols

In the first simulation, PERs are shown in the cases with different velocities
for STA (Spectral Temporal Average) channel estimation method [8], comb co-
pilot interpolation (Comb Copilot) method [12], only preamble method, and our
proposed method. In the simulation, we fix packet length to 100 OFDM data
symbols, and choose two velocities 30 and 120 km/h, corresponding to Doppler
shift values of fd = 164, 656 Hz, respectively. Fig. 4 shows that the performance
degrades for all algorithms with the increase of velocity. However, our algorithm
always obtains lower PER than other algorithms. In comb copilot scheme, several
data subcarriers are used as pilots to perform a linear combination in different
data subcarriers. From eq. (5), we know that the channel responses of the less
number of correlation OFDM symbols are averaged when the vehicle moves
at a larger velocity. Therefore, when a single channel response is obtained with
measurement error, it will lead to a smaller probability that the channel response
is correctly estimated by averaging multiple measurements, and further affects
the equalization to recover the transmitted data.

Next, we analyze the system performance for the proposed channel estimation
algorithm with different packet length. From Fig. 5, we find that increasing the
packet length degrades the PER performance for all algorithms. That is because
the short coherence time in fast varying environment, the channel estimation
by the known preambles is quickly outdated. However, our algorithm keeps a
significant improvement (2 − 10dB) for all packet length values compared to
STA algorithm and Comb Copilot algorithm.

In the last experiment, since the channel coherence time is related to the
velocity of the vehicle, it is interesting to evaluate PER performance of three
algorithms in terms of the velocity. In the simulation, packet length is fixed
to 120 and the value of SNR is set to 30 dB. From Fig. 6, we see that PER
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Fig. 5. PER comparison of the proposed algorithm, STA algorithm and Comb Copilot
algorithm for different packet length in the case where the vehicles travel relatively at
the fixed velocity of 120 km/h

is improved by our proposed algorithm in the cases with different velocities
comparing to STA algorithm and Comb Copilot algorithm.
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Fig. 6. PER comparison of the proposed algorithm, STA algorithm and Comb Copilot
algorithm in terms of velocity for fixed packet length 120 symbols and SNR=30 dB

6 Conclusion

In vehicle wireless communications, the rich scatters and high mobility make
the channel vary fast over the course of one packet transmission. The change
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of channel leads to the need of a channel estimator that can track the channel
variation in such environment. In this paper, we first analyze the relationship
between channel coherence time and vehicle velocity, which further determines
the length of averaged channel response in time domain during the channel esti-
mation. To reduce the effect of the noise in the channel estimation, we combine
the data subcarriers and pilot subcarriers and average the channel response in
frequency domain. In addition, channel response in subsequent OFDM symbols
is iteratively equalized. Simulation results obtained in different scenarios prove
the effectiveness of the proposed method.

Acknowledgment. This work was supported in part by the 100 Talents Pro-
gram of Chinese Academy of Sciences, the Shanghai Pujiang Talent Program
(No. 11PJ1408700), the International Science and Technology Cooperation
project of China (No. 2012DFG12060), and the International Science and Tech-
nology Cooperation project of Shanghai (No. 11220705400).

References

1. Jiang, D., Taliwal, V., Meier, A., Holfelder, W., Herrtwich, R.: Design of 5.9
GHz DSRC-based vehicular safety communication. IEEE Wireless Communica-
tions 13(5), 36–43 (2006)

2. Xiang, W.D., Gozalvez, J., Niu, Z.S., Altintas, O., Ekici, E.: Wireless Access in
Vehicular Environments. EURASIP Journal Wireless Communication and Net-
working 2009, Article ID 576217, 2 pages (2009)

3. IEEE P802.11p: Part 11: Wireless LAN Medium Access Control (MAC) and Phys-
ical Layer (PHY) Specifications: Amendment 6: Wireless Access in Vehicular En-
vironments (July 2010)
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Abstract. The popularizing of intelligent terminals and the advent of mobile 
internet give rise to significant data demand increase upon the mobile networks, 
even causing data alarm of particular areas. At the same time, the WLAN feature is 
becoming the standard configuration of these intelligent terminals, which gives 
opportunity to offload the data flow from cellular networks to WLAN. Therefore, it 
attracts great research interests from industries to design efficient handover 
between cellular networks and WLAN. In this paper, we propose a carrier-grade 
vertical handover scheme based on the Android operation system of intelligent 
terminals, which will help to inter-system handover without the awareness of users.  

Keywords: WLAN, CDMA, WAG, Android, handover. 

1 Introduction 

There are mainly two types of vertical handover implementation for heterogeneous 
networks, software-based method and hardware-based method, Media Independent 
Handover and mobile IP for example. The former is implemented by software, and the 
continuity of service cannot be guaranteed in this implementation, making the user 
experience worse. However, if the mobile IP method is applied, the carrier cannot make 
use of its invested assets. It costs too much for the deployment, especially when the 
mobiles are large in quantity. In this paper, we propose an vertical handover method 
applied to WLAN and CDMA networks based on the android intelligent terminals. It 
makes the terminals handover smoothly without the awareness of users. Particularly, 
this method does not require any modification for the existing networks. It is some 
software-based method, but must base on the network deployment of operator.  

2 The Converged Architecture for Carrier-Grade WLAN and 
CDMA Networking 

In order to implement the handover operation between WLAN and CDMA networks, it 
is required that users can pass the authentication of different access networks, such as 
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CDMA 1x PS, CDMA CDMA and WLAN, and access to core networks. Therefore, 
China Telecom has developed a new network element to complete the carrier-grade 
converged networking for WLAN and CDMA, realizing the unified authentication 
procedure of CDMA/WLAN interworking.  

   

Fig. 1. The interworking architecture for carrier-grade WLAN and CDMA 

The interworking architecture of carrier-grade WLAN and CDMA network is 
presented in Fig. 1. It is noted that the elements PDSN, AAA, AN/AAA, HLR/AuC, 
RNC, BSC/PCF and BTS are all standard elements in existing CDMA network, and 
AP, AC/BAS, WAG are the elements typically seen in carrier-grade WLAN networks. 
Particularly, WAG is the newly introduced converged network element, which fulfills 
the user authentication procedure to access to WLAN network, making use of the 
CDMA core network. 

The signaling procedure between the terminal and WAG follows the SIP protocol. It 
completes the authentication procedure of user access to CDMA core networks when it 
is under WLAN mode. The traffic data is packaged using simple UDP tunnel. The data 
will pass through the Metropolitan Area Network to access the mobile packet core 
network and the internet. 

3 The Implementation of Vertical Handover for Carrier-Grade 
WLAN and CDMA Networks 

3.1 Signaling Procedure 

The signaling procedure of handover between carrier-grade WLAN and CDMA system 
follows that of inter-PCF handover under the same PDSN. In the architecture of 
carrier-grade WLAN and CDMA interworking, the network element WAG is treated  
as a PCF in a manner of position and function. It signals to PDSN in the same manner  
of PCF.  
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The handover between WLAN and CDMA is hard handover, which crosses different 
systems. Due to the independence of CDMA and WLAN communication modules in 
the terminals, it can establish new communication link while at the same time 
sustaining the former link. After the target link is established, the terminal will relocate 
the PPP link route and the former communication link will be released in PDSN.  

3.2 The Implementation for Android Intelligent Terminal 

3.2.1 Software/Hardware Architecture 

The terminal needs more modifications if it intends to handover seamlessly across the 
WLAN and CDMA network under the simple IP architecture for mobile core networks. 
The modifications assure that the PPP protocol stack is unique before and after the 
session handover between terminal and PDSN. The terminal will not restart the PPP 
negotiation when it handovers to WLAN or CDMA network. The handover control unit 
is installed in the application layer of terminal to sustain the PPP session connecting to 
PDSN. When the communication link to target system is established, the handover 
control unit will intercept the PPP message and handover it to the target network, and 
make the terminal not to restart PPP negotiation. The handover control unit 
communicates with the communication modules’ driver by the handover control 
program added in adaption layer, achieves PPP datagram interception and 
transmission.  

The CDMA and WLAN device driver are both network equipments in Android 
Operation System Linux core, which is controlled by standard Socket interface. The 
PPP data message is also monitored and intercepted using Socket interface.   

3.2.2 Implementation 

The mobile terminal equipment contains two processors. The operation system, user 
interface and applications are executed in AP (Application Processor), which is usually 
ARM CPU. Android, one of the open source operating system based on Linux, and 
WLAN communication modules are on AP. The radio communication control software 
of mobile terminal is operating in another separated CPU which is called Baseband 
Processor (BP). 

This paper presents the implementation for inter-system handover based on AP. The 
implementation is based on networking architecture for carrier grade WLAN and 
CDMA interworking and the handover procedure is totally controlled by mobile 
terminal. No modifications are needed for existing network elements. The 
implementation involves the newly added handover control unit, SIP session unit, PPP 
protocol unit, tunneling protocol unit, WLAN communication unit, RIL interface and 
CDMA communication unit in BP.    
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Fig. 2. The architecture for seamless handover across WLAN and CDMA network  

 The handover control unit decides whether the handover condition is satisfied or 
not. If the handover condition is satisfied when the mobile terminal is connecting to 
internet using CDMA network, SIP session unit is invoked to install SIP session and 
trigger the handover to WLAN. After the installment of SIP session, the PPP protocol 
unit is invoked to start PPP dial-up process and deal with the PPP message, in order to 
establish the WLAN data channel. The PPP data message is intercepted and transferred 
to tunneling protocol unit. If the handover condition is satisfied when mobile terminal 
is connecting internet using WLAN, it sends Radio Link Setup Request to RIL interface 
to trigger the handover to CDMA network. The PPP data transferred by WLAN is 
intercepted and forwarded to CDMA communication unit.  

 SIP session unit is called to setup SIP session by handover control unit.  
 PPP protocol unit is implemented by the configuration of Linux protocol 

stack.（Open the Linux protocol stack management software, start the PPP protocol 
stack of Linux Operation System, set CONFIG_PPPOE=m and compile the PPPoE 
module, the PPP protocol stack is open now.）PPP protocol unit is called by the 
handover control unit to start the PPP dial-up and deal with the PPP message , and is  
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Fig. 3. The implementation based on Android terminal for seamless handover across WLAN and 

CDMA networks 

called by the redirection request from RIL interface to use CDMA communication unit 
for PPP dial-up and dealing with PPP message. It means that the PPP protocol unit is 
used no matter the terminal is in CDMA mode or WLAN mode. 

 X-CT-TUNNEL tunneling protocol unit is used for encapsulation and 
decapsulation of data message. The data message intercepted by handover control unit 
is encapsulated using specific tunneling protocol and is transferred to WLAN 
communication unit after encapsulation. SIP session unit, PPP protocol unit and 
tunneling protocol unit fulfill the communication link setup of WLAN. 

 WLAN communication unit forwards the data message encapsulated by 
tunneling protocol unit to WLAN. It turns off the WLAN communication link when 
CDMA communication unit is transferring the data to CDMA network. 

 RIL interface (Radio Interface Layer) redirects the communication link 
request from handover control unit to PPP protocol unit in AP (Application Processor). 
It makes use of the unique PPP protocol stack in AP both for the handover from CDMA 
network to WLAN and the handover from WLAN to CDMA network. RIL interface 
and PPP protocol unit setup the CDMA communication link. 
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 User Interface interacts with the handover process controller, and the dial-up 
or handover state is presented in UI, asking for the parameters of dial-up or handover.  

 WLAN Communication link setup  

The handover from CDMA network to WLAN, is demonstrated in Fig. 3. It includes 
following steps.  

1) When the terminal is connecting to internet by CDMA network, the SIP session 
unit will be called to initiate SIP session to handover to WLAN if the handover control 
unit decides that the handover condition is satisfied. 

2) After the setup of SIP session, the handover control unit will call for the PPP 
protocol unit to dial-up and deal with PPP message, in order to setup WLAN data 
channel.  

3) The handover control unit intercepts the PPP data messages previously 
transferred by CDMA network, encapsulate them using X-CT-TUNNE and then 
forward them to WLAN communication unit. 

4) WLAN communication unit transfer the encapsulated message to WLAN 
network.  

5) CDMA communication unit terminates the CDMA communication link 

 CDMA communication link setup 

The handover from WLAN to CDMA network is also demonstrated in Fig. 3. It 
includes following steps.  

1)   When the terminal is connecting to internet by WLAN, it will send link setup 
request to RIL interface to handover to CDMA if the handover control unit decides that 
the handover condition is satisfied. 

2)   RIL will redirect the link setup request to PPP protocol unit in AP, and the PPP 
protocol unit will call for the CDMA communication unit interface to start PPP dial-up 
and to deal with PPP messages.  

3)   The handover control unit intercepts the PPP data previously transferred by 
WLAN and forward them to CDMA communication unit.  

4)   CDMA communication unit transfer the data to CDMA network  
5)   WLAN communication unit terminates the WLAN communication link 

4 Performance Testing 

The performance testing focuses on the time delay of handover between CDMA 
networks and WLAN of mobile phone, verification of handover result and the effect of 
real time service.  The statistical server records the delay of handover and the variation 
of data rate. 

1）time delay of handover from CDMA network to WLAN 

We check the time delay from CDMA to WLAN in the debug information using the 
debug tool DebugView. The time delay is defined as the time difference between two 
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events that the terminal receives the 200 OK message--“sent invite message” and the 
message --“ Switched to WiFi”. It is 90ms in following example as defined： 

 

Fig. 4. One statistical example of time delay from CDMA to WLAN 

2）time delay of handover from WLAN to CDMA network 

We check the time delay from WLAN to CDMA network in the debug information 
using the debug tool DebugView. The time delay is defined as the time difference 
between two events that the terminal receives the message --“config default route at 
dev ppp0” and the message --“Switched to EVDO”. It is less than 1ms in following 
example as defined： 

 

 

Fig. 5. One statistical example of time delay from WLAN to CDMA 

Conclusion of testing ： 

1. The handover does not affect the user experience of surfing service 

1）high success rate of handover  

The download service does not break off before and after the handover and during 
the handover. The user is not aware of the handover process, and the user experience is 
not disturbed. The handover success rate is 100% when the wireless signal is well. It is 
observed from all the test examples that the ping-pang handover will not occur. The 
testing shows that the performance of vertical handover between WLAN and CDMA 
network is overall well.  

2）low time delay of handover 

The time delays of handover of all the test sites are less than 90ms, which means that 
the service experience using wireless network card is not disturbed. 
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Table 1. Time delay test results of handover 

Test sites  The average time delay of handover under 

mobility state（ms）  

CDMAWLAN  WLANCDMA  

Test site 1 90ms 1ms 

Test site 2 92ms 1ms 

Test site 3 88ms 1ms 

Test site 4 95ms 1ms 

Test site 5 83ms 1ms 

During the handover from CDMA network to WLAN, it will set up the tunnel with 
WAG via the SIP Invite message and then receives the 200 OK message. The time 
difference is defined as handover duration. 

During the handover from WLAN to CDMA network, the radio interface of CDMA 
network will switch from idle to active state. Handover delay is defined between the 
mobile phone sends radio link establish request and receives the response of link 
establish. The log at mobile phone prints the time difference, which is less then 1ms.  

2   It is effective to offload the data of CDMA network 

The threshold of handover from CDMA network to WLAN is set to -70dBm, and the 
threshold of handover from WLAN to CDMA network is set to -75dBm. It makes the 
mobiles to reside in the WLAN for a long time, and will offload the data of CDMA 
network effectively.  

There are three terminals in every test site, two of which are playing audio/video 
media file and the third is downloading file from FTP. The testing will last for more 
then 1 hour.   

Table 2. Test results of long time keeping 

Test site  Handover 

times 

Residence  

duration(minute: second)  

Date flow(Mbits)  

W->C C->W C W C:W C W C:W 

Test site 1 79 76 27:12 74:03  36.7% 774.9  4518.45 17.15% 

Test site 2 48 46 27:04 71:09  38% 790.5 3901.8  20.26% 

Test site 3 36 34 48:17 97:23 49.6% 1144.04 5030.7  22.74% 
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Table 2. (Continued) 

Test site 4 38 39 76:51 79:21 96.8% 1438.5  4531.95  31.74% 

Test site 5 29 31 36:51 66:27  55.4% 905.48  3617.1 20.03% 

5 Conclusion 

Recently, China Telecom has finished the R&D work based on the scheme proposed in 
this paper, and the field test is also finished. It is needed to appraise the handover 
triggering algorithms and improve them at this moment, in order to meet the updated 
demand from commerce in the future. This type of implementation which does not 
involve protocol modification and is with minimum modifications for network and 
terminals, is definitely the way to future technology deployment for operators. 
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Abstract. In this paper, radio resource allocation and users to access
networks assignment in heterogeneous wireless networks is studied. Mo-
bile terminals are assumed to have the capability of using multiple radio
access technologies simultaneously. A joint optimization problem is for-
mulated, which guarantees services for terminals and maximizes the sum
utility of all base stations/access points. Our model applies to arbitrary
heterogeneous scenarios where the air interfaces belong to the class of
interference limited systems like CDMA-based UMTS or to a class with
orthogonal resource assignment such as TDMA-based GSM, WLAN or
OFDMA-based LTE. Dual decomposition is employed to solve this op-
timization problem and a distributed iterative algorithm is developed.
Simulation results demonstrate the validity of the proposed algorithm.

Keywords: heterogeneous wireless networks, resource allocation,
distributed algorithm, dual decomposition.

1 Introduction

Currently there exist different wireless access networks with different capabili-
ties in terms of bandwidth, latency, coverage area, load or cost. These networks
include 2G/3G cellular, LTE, WLAN, and so on. The integration of such net-
works can help to support user roaming and provide various class of services with
different network resource demands. However, to satisfy the required rates by
the mobile terminals via different networks and make efficient utilization of the
available resources from these networks, new mechanisms for resource allocation
and call admission control are required.

In literature, there exist various works that study the problem of resource
allocation in heterogeneous wireless networks(HWNs)[1]-[6]. The existing solu-
tions can be classified in two categories based on whether needing a central
resource manager. Most of existing solutions (such as [1]-[4]) need a central re-
source manager to find the optimum bandwidth allocation. While a distributed
mechanism is developed in [5], only a single network is considered in obtaining
the required bandwidth. In [6], although a distributed algorithm is developed to
find the optimum bandwidth allocation, it neglects the heterogeneity of resource.
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Mobile terminals(MTs) are assumed to have the capability of using multi-
ple radio access technologies(RATs) simultaneously. This paper formulates the
user assignment as a utility maximization problem which is constrained by the
resource (such as power or bandwidth) of the individual base stations/access
points(BSs/APs) as well as users’ data rate requirements. Based on the convex
formulation and by using structural properties, a decentralized algorithm is pre-
sented, which allows each network BS/AP to solve its own utility maximization
problem and performs its own resource allocation to satisfy the MTs’ rate re-
quirements. The MTs play active role in the resource allocation operation by
performing coordination among different BSs/APs.

The rest of this paper is organized as follows: Section 2 describes the system
model. In Section 3, after the introduction of utility concept, the optimization
problem formulation is developed. Algorithm that solve the problem in a decen-
tralized way is presented in Section 4. Section 5 presents numerical simulation
results and discussions. Finally, conclusions are drawn in Section 6.

2 System Model

This paper considers a geographical region where wireless access networks with
different RATs is available. Any of the BSs/APs which belongs to network n,
access point s can be denoted by (n, s), which n ∈ {1, 2, ..., N}, s ∈ {1, 2, ..., Sn}.
The BSs/APs of each network have different coverage from those of other net-
works. Different networks have overlapped coverage in some areas. There are
M MTs randomly distributed in the region, and MTs can be differentiated by
range of rate of service request [Rmin

m , Rmax
m ],m ∈ {1, 2, ...,M}. An exemplary

scenario with three RATs is depicted in Fig.1.

LTE BS

LTE BS

LTE BS

LTE BS

LTE BS

LTE BS

LTE BS

3G BS

WLAN AP

WLAN AP

WLAN AP

LTE BS

Fig. 1. An exemplary scenario with N=3

Considering the resource at the BSs/APs, the set of RATs can be divided into
three subsets. RATs = RATorth,slot ∪RATinf,limit ∪RATorth,subcarriers.
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2.1 Orthogonal Slots RATs (RATorth,slot)

For the class of orthogonal slots RATs systems, a fixed transmission power per
BS is assumed. Bandwidth, in terms of time or frequency slots respectively, is
the resource continuously distributable between MTs. The signal to interference
and noise ratio (SINR) of BS (n, s) and MT m is as follows.

SINRns,m =
gns,mPns

Ins +Nns
, ∀(n, s) ∈ RATorth,slot, (1)

thus depends on the channel gain gns,m, the BS transmission power Pns, the
constant intercell interference Ins, the noise Nns. The amount of bandwidth
assigned to MT m by BS (n, s) is denoted by bns,m. It is limited by the total,
distributable bandwidth per BS Bns and the constraint

M∑
m=1

bns,m = Bns ≤ Bns, ∀(n, s) ∈ RATorth,slot, (2)

Due to the orthogonality of the MTs’ signals and since the bandwidth is the dis-
tributable resource the relation between a MT’s data rate rns,m and the assigned
resource is linear for this class of RATs[5]:

rns,m = rns,mbns,m, (3)

Here, rns,m := f(SINRns,m) denotes the link rate per time or frequency slot be-
tween MTm and base station (n, s), where f(SINR) is a positive, nondecreasing
SINR-rate mapping curve corresponding to the coding and transmission tech-
nology of the BS (n, s). By substituting (3) into (2) the achievable rate region
Rnsof each individual BS (n, s) results in:

{
Rns :

M∑
m=1

rns,m
rns,m

≤ Bns, rns,m ≥ 0

}
, (4)

which Rns = (rns,1, rns,2, ..., rns,M ) denotes data rate of MTs through BS (n, s).

2.2 Interference Limited RATs (RATinf,limit)

For the class of interference limited RATs systems, all MTs share the same band-
width and that resources are distributed in terms of assigned power. The power
of BS (n, s) to MT m, which denoted by pns,m is limited by a sum constraint

M∑
m=1

pns,m = Pns ≤ Pns, ∀(n, s) ∈ RATinf,limit, (5)
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MTs are sensitive to intracell and intercell interference and the SINR between
BS (n, s) and MT m is given by

SINRns,m =
gns,mpns,m
Ins +Nns

,

with Ins = ρgns,m
∑

m′ �=m

pns,m′ +
∑

(n′,s′) �=(n,s)

gn′s′,mPn′s′ ,

∀(n, s), (n′, s′) ∈ RATinf,limit m,m′ ∈ M,

(6)

with ρ the orthogonality factor which accounts for a reduced intercell interfer-
ence. In this class of systems all links of one BS share a limited power budget
and are impaired by the power assigned to other MTs in the air interface. A
wellknown model for the link rate of these systems is given in [7]:

rns,m = C log2 (1 +DSINRns,m) = C log2

(
1 +D

gns,mpns,m
Ins +Nns

)
(7)

There, the positive constants C,D parameterize the system characteristics such
as bandwidth, modulation, and bit-error rates. However, assuming that all BS
transmit with fixed transmission power and that the SINR of all links is not too
low, data rate can be approximated as in [5]:

rns,m = C log2

(
1 +D

pns,m
βns,m − ρpns,m

)
∼= CD

Ins,m
pns,m := rns,mpns,m

with βns,m =
ρgns,mPns +

∑
(n′,s′) �=(n,s) gn′s′,mPn′s′ +Nns

gns,m
,

(8)

By solving the approximation in (8) and substitution into (5) the achievable rate
region of BS (n, s) ∈ RATinf,limit can be represented by{

Rns :

M∑
m=1

rns,m
rns,m

≤ Pns, rns,m ≥ 0

}
, (9)

2.3 Orthogonal Subcarriers RATs (RATorth,subcarriers)

For the class of orthogonal subcarriers RATs systems, fixed transmission power
per BS is assumed. The overall bandwidth B is divided into K subcarriers for
OFDM transmission. Based on the Shannon formula, the average rate between
BS (n, k) and MT m on subcarrier k in is given by

rkns,m =
B

K
log2

(
1 +

pkns,mlns,m|hk
ns,m|2

ΓBN0/K

)
, (10)

where pkns,m denotes the transmission powers of BS (n, k) to MT m spent on

subcarrier k. hk
ns,m represents the small-scale fading coefficients between BS

(n, s) and MT m on subcarrier k. The path losses between BS (n, s) and MT
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m is lns,m. Γ is the signal to noise ratio gap related to a target bit error rate
(BER)[8]. N0 denotes the power spectral density of the noise.

Assuming that BS (n, s) just allocate one subcarrier to MT m, and the SINR
of all links is not too low, data rate of MT m can be approximated by

rns,m = rkns,m
∼= lns,m

ΓN0
pkns,m|hk

ns,m|2 := rns,mpns,m, (11)

Therefore, the achievable rate region of BS (n, s) can be represented by{
Rns :

M∑
m=1

rns,m
rns,m

≤ Pns, rns,m ≥ 0

}
, (12)

3 Problem Formulation

Let uns,m(rns,m) denote utility function of BS/AP (n, s) allocating resource to
MT m and data rate of MT m is rns,m, and it is defined as in [2]:

uns,m = ω · log(α · rns,m), (13)

where ω and α are constants indicating the scale and shape of utility function.
Having the system model and the utility concept introduced, formal problem

formulation can be presented. The propose is to find the user assignment that
maximizes the sum utility of all networks under the constraint that all MTs are
assigned between their rate range [Rmin

m , Rmax
m ]. Based on the earlier presented

assumptions, the problem can be formulated as

max
Rns

N∑
n=1

Sn∑
s=1

Uns(Rns),

s.t. Rmin
m ≤

N∑
n=1

Sn∑
s=1

rns,m ≤ Rmax
m , ∀m ∈ {1, 2, ...M}

M∑
m=1

rns,m
rns,m

≤ Λns, ∀(n, s) ∈ RAT

(14)

with Λns denoting available resources,

Λns =

{
Bns, ∀(n, s) ∈ RATorth,slot

Pns, ∀(n, s) ∈ RATinf,limit or RATorth,subcarriers

(15)

Problem (14) is convex, consequently, a variety of ready-to-use algorithms exists
to solve it[9]. However, neither give these algorithms insights into the problem
structure. We therefore develop a different approach based on duality[9][10]; in-
stead of solving (14) directly we transform it into an alternative problem which is
known to have the same solution as (14) but can be solved in a decentralized way
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by decomposition methods[11]. To obtain an expression for the dual transform
the Lagrangian function of (14) is needed, which has the following form:

L(R, λ, ν, μ) =
N∑

n=1

Sn∑
s=1

Uns(Rns) +
N∑

n=1

Sn∑
s=1

λns

(
Λns −

M∑
m=1

rns,m
rns,m

)

+

M∑
m=1

νm

(
Rmax

m −
N∑

n=1

Sn∑
s=1

rns,m

)
+

M∑
m=1

μm

(
N∑

n=1

Sn∑
s=1

rns,m −Rmin
m

) (16)

which λ, ν, μ are nonnegative Lagrangian parameters. The dual function[9] of
(14) is defined as

g(λ, ν, μ) = max
R

L(R, λ, ν, μ) (17)

Due to nonnegativity of the Lagrangian parameters one observes that (17) is
always larger than or equal to the solution of (14). Therefore, minimizing the
unconstrained dual function over the Lagrangian parameters

min
λ,ν,μ≥0

g(λ, ν, μ) = min
λ,ν,μ≥0

max
R

L(R, λ, ν, μ)︸ ︷︷ ︸
inner problem

(18)

yields an upper bound on the original optimization problem (14) and is called
the dual problem of (14). Furthermore, by convexity of (14) and since Slaters
conditions[9] hold, the bound is tight and (18) and (14) have the same solution.

3.1 Inner Problem

Rearranging terms in (17) results in the following:

g(λ, ν, μ) =max
R

L(R, λ, ν, μ)

=

N∑
n=1

Sn∑
s=1

max
Rns

{
Uns(Rns)− λns

M∑
m=1

rns,m
rns,m

−
M∑

m=1

(νm − μm)rns,m

}

+
N∑

n=1

Sn∑
s=1

λnsΛns +
M∑

m=1

(
νmRmax

m − μmRmin
m

)
(19)

Consequently, each BS/AP (n, s) can solve its own utility maximization problem,
expressed as

max
Rns

{
Uns(Rns)− λns

M∑
m=1

rns,m
rns,m

−
M∑

m=1

(νm − μm)rns,m

}
(20)
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The optimum allocation Rns for fixed values of λ, ν, μ can be calculated by each
BS/AP by applying the Karush-Kuhn-Tucker(KKT)[10] conditions on (20), and
we have

∂uns,m(rns,m)

∂rns,m
− λns/rns,m − (νm − μm) = 0, (21)

Using the utility function of (13), (21) results in

rns,m =
ω

λns/rns,m + (νm − μm)
, (22)

The optimum values of λ, ν, μ that give the optimum allocation rns,m of (22)
can be calculated by solving the dual problem of (18).

3.2 Outer Problem

For a fixed allocation Rns, the dual problem can be expressed as

N∑

n=1

Sn∑

s=1

min
λ≥0

{
λns

(
Λns −

M∑

m=1

rns,m

rns,m

)}
+

M∑

m=1

min
ν≥0

{
νm

(
Rmax

m −
N∑

n=1

Sn∑

s=1

rns,m

)}

+
M∑

m=1

min
μ≥0

{
μm

(
N∑

n=1

Sn∑

s=1

rns,m −Rmin
m

)}
+

N∑

n=1

Sn∑

s=1

Uns(Rns)

(23)

For a differentiable dual function, a gradient descent method[10] can be applied
to calculate the optimum values for λ, ν, μ, given by

λns(i+ 1) =

[
λns(i)− δλ

(
Λns −

M∑
m=1

rns,m
rns,m

)]+

(24)

νm(i+ 1) =

[
νm(i)− δν

(
Rmax

m −
N∑

n=1

Sn∑
s=1

rns,m

)]+

(25)

μm(i+ 1) =

[
μm(i)− δμ

(
N∑

n=1

Sn∑
s=1

rns,m −Rmin
m

)]+

(26)

where i is the iteration index and δλ, δν and δμ are sufficiently small fixed step
size. Convergence towards the optimum solution is guaranteed since the gradient
of (23) satisfies the Lipchitz continuity condition[10]. As a result, the resource
allocation rnm,s of (22) converges to the optimum solution.

4 A Distributed Resource Allocation Algorithm

Based on the optimality conditions of the inner problem and the subgradient of
the outer loop in Section 3, we are able to formulate the Algorithm 1. Following
the classical interpretation of λns as the price of resources, thus, λns serves as
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an indication of the capacity limitation experienced by BS/AP (n, s). νm and
μm are coordination parameters used by MTs with service, and they are used to
ensure that allocated resources for an MT with service lie within the specified
required rate range.

Algorithm 1. Decentralized resource allocation algorithm

Initialization: Each BS/AP initializes λns and broadcasts λns to all MTs. Each
MT initializes νm, μm and calculates rns,m for each BS/AP, then broadcasts the
parameters to all BSs/APs;
while rns,m not converge do

Each BS/AP calculates rns,m with (22), updates λns with (24) and
broadcasts rns,m and λns to all MTs;
Each MT updates νm with (25) and μm with (26) , and broadcasts the
parameters to all BSs/APs.

end
return rns,m;

5 Simulation Results and Analysis

In simulation, a geographical region showed in Fig.1 is considered. As a result,
N = 3 with the LTE, 3G cellular network and WLAN indexed as 1, 2 and 3
respectively. The MTs are randomly distributed. The simulation parameters are
listed in Table 2. Numerical results are averaged over 1000 scenarios.

Table 1. Simulation parameters

Parameter Value Unit Parameter Value Unit

video [Rmin, Rmax] [256, 2000] Kbps C 1.4× 109 -

data [Rmin, Rmax] [1, 10] Mbps D 1× 10−3 -

LTE PBS 40 W ρ 0.4 -

3G PBS 20 W ω 1 -

M 14, 16, 18, 20, 22 - α 0.7 -

Table 2. SINR requirements for different data rates for 802.11a[12]

Rate/Mbps 54 48 36 24 18 12 9 6

SINR/dB 24.6 24 18.8 17 10.8 9 7.8 6

An example for finding an optimal solution of the proposed algorithm is pro-
vided in Fig.2. It can be seen that MT1 which applies video service is allocated
resource by LTE and 3G, and MT2 which applies data service is allocated by
LTE, 3G and WLAN. Therefore, the proposed algorithm is feasible and can
efficiently converge to the global optimal solution. Even though the proposed al-
gorithm might be rather complex to implement, it could be utilized as an upper
bound on the achievable gains in HWNs.
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Fig. 2. The convergent data rate of the proposed algorithm
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Fig. 4. Outage probability comparison

For performance comparison, we compare the proposed algorithm with EQA
algorithm, which is equal resource allocation scheme, and ONLY algorithm,
which is changed from the proposed algorithm and MT accesses only one RAT.
Fig.3 shows the utility comparison over different number of MTs. The utility of
the proposed algorithm achieves more utility than other two algorithms. In Fig.4,
the outage probabilities for three algorithms are plotted. The proposed algorithm
offers smaller outage probability and increases slowly over the number of MTs.
The reason that our proposed algorithm outperforms EQA algorithm, is that
its solution determined jointly by resource constraint and service demands. On
the other hand, the proposed algorithm outperforms ONLY algorithm because
of making use of multi-RAT, which is called RAT-diversity gain.

6 Conclusion

This paper develops an optimization framework for HWNs. Our model applies
to arbitrary heterogeneous scenarios where the air interfaces belong to the class
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of interference limited systems or to a class with orthogonal resource assignment
systems. A convex utility maximization problem formulation is introduced, then
a distributed resource allocation algorithm is proposed. The algorithm has the
following features: 1) it supports different resource (power or bandwidth); 2)
Each MT can obtain its required rate from all available RAT simultaneously; 3)
It is a distributed algorithm in a sense that each BS/AP solves its own utility
maximization problem and performs its own resource allocation. This is very
essential to be implemented in a practical environment. The performed simu-
lations observe how the proposed algorithm would work and confirm that the
proposed algorithm achieves better performance.
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Abstract. T-Ring is a new integrated wireless testbed developed for
scalable and reproducible evaluation and simulation of various wireless
networks. Since it spans a large geographical area, the effect of signal
propagation is truly real, which is a key required feature for some wireless
research. For the purpose of comparing experimental results of T-Ring
with similar experiments conducted on other real-world networks, quan-
titative comparison of the radio environments is imperative. This paper
introduced a comparison method by calculating the similarity degree of
the CDFs of a specific characteristic of two radio environments. Also we
propose an expression of synthesized similarity degree which is a linear
sum of similarity degree value of different channel characteristics. The
comparison in this paper are currently made from the aspect of RSSI and
RMS delay spread because of their close relation with large-scale fading
and small-scale fading respectively. The contribution of each character-
istic to the synthesized similarity degree is analyzed and the process of
determining the weight factor of each characteristic with a pure simu-
lation is presented. The numerical result demonstrates the feasibility of
the comparison method and also shows that RMS delay spread is more
effective than RSSI to show the difference of radio environments for cells
with same or different sizes.

Keywords: quantitative comparison, radio environments, testbed,
T-Ring.

1 Introduction

Real-world wireless network testbed has been always attracting significant at-
tention from industry and from the research community. Most mobile wireless
network research today relies on simulation. However, fidelity of simulation re-
sults has always been a concern, because simulations depend on the simplified
models that do not capture real physical effects. So wireless network testbeds
are necessary. However, because of the difficulty and high cost in building a full-
scale testbed, most reported testbeds are simplified to some extent. For example,

H. Qian and K. Kang (Eds.): WICON 2013, LNICST 121, pp. 44–54, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013
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Fig. 1. General view of T-Ring system

MiNT testbed is a miniaturized one that can be deployed on a table [1]. But
it inevitably encountered some problems to capture the effect of some physical
effects such as node mobility and multipath fading. For this reason, there are still
some full-scale testbeds reported, such as ORBIT Radio Grid Testbed [2] and
APE [3]. They are all tailored toward specific applications and research areas
such as Ad hoc network.

1.1 T-Ring Project Motivation and Overview

T-Ring project is a new integrated wireless testbed [4]. The key feature of the
testbed is that it has a ringlike railway to carry the terminals, hence the name T-
Ring. Not only will it be developed for wireless research, but it will also be used
to support some industrial requirements such as field test. It is known that field
test plays an important role to ensure the network quality during the construc-
tion and maintenance period. However, the performances of networks deployed
in different regions sometimes differ widely because signal propagations are af-
fected by the geographical environments etc. Therefore a testbed with real-world
settings is needed to evaluate the performance of wireless network protocols and
to help investigate some field test problems. These considerations motivated the
T-Ring project. It aims to provide a flexible and scalable experimental facility
for field test and research on heterogeneous mobile networks.

T-Ring testbed spans a large geographical area and has a real-world setting.
The wireless signal can be received over a large radius of the order of several
hundreds or even thousands meters. T-Ring consists of several kinds of environ-
ments and can be managed to approximate some specific radio environments to
help investigate field test problems. The railway in T-Ring is used to carry the
terminals. It ensures the reproducibility of the experiments and makes it easy
for operators to control the mobility of the terminals, which is a bottleneck for
other simplified testbeds. The general view of T-Ring is illustrated in Fig. 1.
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1.2 Requirement of Quantitative Comparison of Radio
Environments

For some specific requirements, T-Ring should has the ability being configured
properly to approximate some specific radio environments. Operators can achieve
the approximation by changing the positions of the base stations, adjusting the
transmission power or adjusting altitude, tilt and directions of antennas. The mo-
bility of user terminals can also be accurately controlled to capture the Doppler
effect. An essential prerequisite for that management is the radio environment
evaluation. Radio propagation environments are conventionally classified into
urban, suburban and open areas etc. But those are not enough for T-Ring which
needs not a qualitative but a quantitative evaluation. Moreover, the cells of
T-Ring are distributed over a finite area while the realistic ones may possess
different sizes and some of them are very large. So comparisons between cells
with different sizes are necessary.

In this paper we will introduce a comparison method of radio environments
with the definition of similarity degree. similarity degree is used to describe the
relations of any characteristic of two environments. Furthermore, we propose an
expression of synthesized similarity degree which is a linear sum of similarity
degree values of different channel characteristics. Consequently a method of de-
termining the weight of each characteristic in the synthesized similarity degree
is produced. The comparison in this paper are currently made from the aspect
of received signal strength indicator (RSSI) and root mean square (RMS) de-
lay spread because of their close relation with large-scale fading and small-scale
fading respectively. Some large-scale propagation study can help analyzing the
coverage situation of the radio signal for various carrier frequency [5][6]. Mean-
while, this paper focuses on multipath effect for its tight relationship with the
small-scale fading. There are lots of illustrations about multipath measurement
[7][8][9]. To describe the multipath quantitatively, RMS delay spread is selected
to be involved in the analytical evaluation. It should be pointed out that the
comparison method can be extended to involve more radio parameters in future
work.

2 Comparison of Radio Environments

For quantitative comparison and evaluation of radio environments, we should
first decide which kind of radio characteristics should be used for comparison. In
this section, we present the comparison from aspects of RSSI and multipath effect
which are related with large-scale fading and small-scale fading respectively.
RSSI depends on path loss effect and transmission power of the base station.
The small-scale fading can be quantitatively described from several aspects [10].
RMS delay spread is used here to describe the multipath effect. Another problem
to be pointed out is that T-Ring is a flexible testbed and the cells in it can be
configured to have different sizes. So Comparison of propagation for cells with
different sizes is also a preliminary job.
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2.1 Large-Scale Fading and RSSI

A terminal in T-Ring should experience a RSSI comparable with that in realistic
networks. RSSI in most cases depends on path loss resulted from large-scale
fading and transmission power of the base station. Large-scale fading is the
result of signal attenuation due to propagation over long distance and diffraction
around large objects in the propagation path. It directly affects wireless coverage.
The commonly used propagation models are Cost231-Hata model for carrier
frequency below 2 GHz [6] and Stanford University Interim (SUI) model for
carrier frequency below 11 GHz [11]. Cost231-Hata model is represented by the
following equations [6]:

PL[dB] = (44.9− 6.55 log10 htx) log10
d

1000
+ 45.5

+(35.46− 1.1hrx) log10 fc − 13.82 log10 htx + 0.7hrx + C (1)

Where:
PL - Path loss, dB
htx - Transmitter height, m
d - Distance between transmitter and receiver, m
hrx - Receiver height, m
fc - Carrier frequency, MHz
C - 0 dB for suburban area and 3 dB for urban area
Equation (1) shows that path loss depends on the logarithm of distance with

fixed fc, htx and hrx. Assume that a terminal moves along a route, the path loss
difference between the start point and the end point is obtained as:

PLstart − PLend = α log10(dstart/dend) (2)

Where dstart and dend are the distances between both ends and the transmitter,
α is a constant for simplicity. Let

dstart/dend = ρ (3)

Equation (2) and (3) show that pathloss depends on the relative distance ρ.
So if the length of field test route is proportional to the cell size, the path loss
variations along the route will be identical to the counterpart in the realistic cell.
Furthermore, by appropriately configuring the transmission power of the base
station, the RSSI in the T-Ring system along a field test route will be similar to
that in the corresponding commercial networks.

2.2 Small-Scale Fading and RMS Delay Spread

Small-scale fading is a characteristic describing the rapid fluctuations of received
power level due to small sub wavelength changes in receiver position. It can be
regarded as the joint effect of multipath and the receiver movement. There are
several characteristics that can be used to quantitatively analyze the small-scale
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Fig. 2. Multipath for users in different-size cells

fading [10]. This paper will only focus on the multipath at present. For narrow-
band wireless communication systems, multipath result in a flat fading. And
for a wide-band system, multipath brings about frequency selective fading. So
delay spread is a key feature for wireless channel. Here we use RMS delay spread
for evaluating the similarity of multipath fading here. The RMS delay spread is
defined as the standard deviation of the power delay profile [7]:

τRMS =

(
N∑

k=0

(τk − τe)
2 |P (τk)|∑N

i=0 |P (τi)|

)1/2

(4)

Where τe is average delay and |P (τi)| is the power of the ith path. Multipath
results from the presence of reflection, diffraction and scattering. Since scatter-
ing is hard to model and the diffraction can be regard as reflection by virtual
object, the following analysis of multipath will primarily focus on reflection. The
simplification will not affect the analysis result of RMS delay spread. As shown
in Fig. 2, two terminals locate in the cells with different distance from the base
station. Assume there is a specific reflector with the distance Ds apart from
the transmitter, the delay spread caused by the reflector is τ1 for user at the
short distance and τ2 for users at the long distance respectively. The following
relationships can be achieved

τ1 > τ2 (5)

Equation (5) indicates that the multipath changes with the variation of the cell
radius even for the same environment. The delay spread in a small cell will
be larger than that in a larger cell. Though it is difficult to accurately control
multipath effect, we still have some methods to handle some key parameters such
as RMS delay spread. It is known that multipath is affected by the antenna tilt,
antenna altitude and beam width. If we can make the statistical characteristic
of RMS delay spread along the railway approximate that of a real-world field
test, we achieve the goal of setting up a radio environment in T-Ring similar to
that in a real network.
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3 Quantitative Evaluation

After comparison of different-sized cells from aspects of RSSI and RMS delay
spread, a quantitative evaluation expression is needed to describe the similarity of
two environments. Because many parameters are conventionally investigated in
statistical way, the similarity degree of two environments will also be evaluated
statistically. For each radio characteristic, we analyze the measured data and
calculate the probability density function (PDF) or the cumulative distribution
function (CDF). Here we use CDF for evaluation. Then the similarity degree of
the characteristic of two wireless environments is measured by

λ = 1−
√∑

i(xi − x,
i)

2∑
i xi

2
(6)

Where xi and x,
i are two series of sample data of CDF which range from 0 to

1. As a result, λ also ranges from 0 to 1, with 0 denoting that the characteristic
of the two environments bear no resemblance and 1 denoting the reverse. If
several characteristics are taken into account, a synthesis evaluation expression
is needed. Provided the similarity degree of the two wireless environments on the
i th characteristic is λi, the synthesized similarity degree λsyn of characteristics
is written as

λsyn =

K∑
i=1

wiλi (7)

Where wi is the weight factor of each similarity degree λi , and K is the num-
ber of characteristics to be involved in the evaluation. To obtain a reasonable
synthesized similarity degree, the weight factor should be properly determined.
From information theory aspect, the more difference a characteristic shows for
different environments, the heavier weight it will be given. So the weight factor
is defined as

wi =
1− λi∑K

k=1(1 − λk)
(8)

Where λi is an calculated similarity degree of i th parameter, and K is the
number of characteristics that are involved in the evaluation. For an extreme
example, a characteristic with a similarity degree 1 all the time for various wire-
less environments will contribute zero to the synthesized evaluation. Moreover,
the weight factor of each parameter is normalized in equation (8).

4 Simulation and Example

To show the feasibility of the quantitative comparison method and the process
of determining the wight factors wi in the synthesized similarity degree as (8),
we set up a simulation model as shown in Fig. 3. A set of reflectors from A to
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Fig. 3. Simulation Scenario

Table 1. Simulation Parameters

Parameter Value

Height of TX antenna 30m
Height of RX antenna 1.5m

Frequency 1.9GHz
Radius of the cell 300m

F distribute in a single cell. The transmitter uses omnidirectional antennas and
locates in the center of the cell. We ignore the shadowing effect to simplify the
simulation. The simulation parameters are shown in TABLE 1. The coverage
area is partitioned into hundreds of blocks. For each block, the power of the
LOS path and the reflection path caused by the six reflectors are cumulated as
RSSI. RMS delay spread can also be calculated with equation (4).

We first investigate the comparison of radio environments for cells with same
sizes. We set up two simulation scenarios with the reflectors distributed in the
cells uniformly or randomly. The RMS and RSSI are estimated and CDF of each
characteristic is shown in Fig. 4. The result shows there is no much gap between
CDFs of RSSI for the uniform distribution and random distribution, whereas the
CDFs of RMS delay spread for the two kinds of distribution are quite different.
With equation (6), we calculate the similarity degree and obtain λRSSI = 0.9153
and λRMS = 0.6491. The phenomenon indicates that RMS delay spread is more
likely to display the difference of various environments. So RMS delay spread is
expected to get a heavier weight than RSSI.

To determine the value of wi for a specific cell size, we set up ten scenarios in
which the reflectors are randomly distributed. Each scenario will be combined
with another one for similarity degree evaluation. The similarity degree of RMS
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delay spread and RSSI of each possible pair is calculated as λ̄RSSI and λ̄RMS .
And correspondingwi are acquired consequently with Equation (8). By analyzing
the CDF of calculated wRMS as shown in Fig. 5, wRMS is obviously distributed
within a narrow range of [0.680, 0.708]. That means λ̄RMS is estimated with small
variance. So we define the estimated as

w̄i =
1

N

N∑
n

wi,n (9)
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Where n is the index of wi and N is the total number of the calculated wi. Here
simulation results shows (w̄RMS , w̄RSSI) is estimated as (0.694, 0.306). Thus we
obtain a comparison expression for cells with same size as

λsyn = 0.694λ1 + 0.306λ2 (10)

where λ1 denotes the similarity degree of RMS delay spread and λ2 denotes that
of RSSI. The equation (10) will be used to compare the radio environments of
cells with the same size.



Quantitative Comparison of Radio Environments for T-Ring Test System 53

With the same method, the comparison of cells with different size is also per-
formed. Also we setup ten scenarios with six reflectors randomly distributed in
a single cell. For each scenario, we consider two sub scenarios that the trans-
mission power is changed so that larger coverage has a radius twice of the small
one. Fig. 6 shows the CDFs of RMS and RSSI for different-sized cells, and Fig. 7
shows CDF of for different-sized cells. Consequently we estimate λRSSI = 0.8778
and λRMS = 0.6879. Thus (w̄RMS , w̄RSSI) is determined as (0.85, 0.15). Thus
we obtain a comparison expression for cells with different size as

λsyn = 0.85λ1 + 0.15λ2 (11)

where λ1 denotes the similarity degree of RMS delay spread and λ2 denotes that
of RSSI. The equation (11) will be used to compare the radio environments of
cells with the different size.

Through the simulation we find that the RMS delay spread differs widely for
different scenarios, while RSSI are very close. That phenomenon results from the
fact that the RSSI are dominated by the large-scale fading which is difficult to
be demonstrated in the pure simulation scenario. But the multipath effect can
be easily captured.

It should be pointed out that the above simulations and process only indicate
the feasibility of the proposed method. The equation(10) and (11) only make
sense for the scenario in this paper. A weight factor wi for a special characteristic
should be determined after data collection in real networks with the proposed
method. So future work will concentrate on the calibration of this method and
determine the comparison metric that will be used for T-Ring test system.

5 Conclusion

In this paper we introduce a new integrated wireless testbed, T-Ring. To satisfy
some specific requirements, T-Ring should has the ability of being configured
properly to approximate some specific radio environments. For that purpose, we
present a quantitative comparison method of radio environments. We define a
similarity degree to describe the relation of radio characteristics and a synthe-
sized similarity degree to describe the relation of two radio environments. The
method of determining the weight factor of each characteristic in the synthesized
expression is also proposed. With the method, it is possible to describe how much
a radio channel resembles another one. Simulations show that the quantitative
comparison is feasible and indicate that parameters which are more likely to
reveal the difference of various environments will get heavier weights. With the
comparison method, we can first measure some wireless parameters in a cell and
rebuild it on a computer-based simulation platform according to the evaluation
metric. Then T-Ring will be adjusted to approximate the wireless environment
of a real-world commercial network under the direction of the simulation plat-
form. RSSI and RMS delay spread are currently presented to be involved in
the quantitative comparison. Of course some other useful characteristics can be
involved with the same method. That will be investigated in the future.
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Abstract. The performance of Delay-Tolerant Networks (DTN) is
deeply affected by the node mobility and time-variant wireless channel,
by which the joint influence has not been investigated in depth. We an-
alyze the optimal packet length to maximize the effective data through-
put, measured by the time spent in successfully transmitting payload data
with constant bit rate (CBR) during a given period, by jointly consider-
ing the impact of node mobility and wireless channel. Based on a designed
simulation model which resembles the environment of mobile nodes under
mobile-to-mobile fading channel, we formulate a packet length optimiza-
tion mechanism to resist packet loss due to channel fading and improve the
efficiency of data transmission between mobile DTN nodes, which makes
significant sense in multi-hop DTN communication. Theoretically optimal
packet lengths for nodes under both environment with fixed velocity and
the Random Waypoint (RWP) mobility model with variable velocity are
thoroughly deduced and validated by simulation results.

Keywords: mobile delay-tolerant networks, effective data transmission,
optimal packet length, mobile-to-mobile fading channel model.

1 Introduction and Related Works

The application and performance of mobile Delay-Tolerant Networks (DTN)
have attracted increasing attention from plenty of researchers in multiple back-
grounds, like wireless communications, computer science, social science and so
on. Because of DTN’s huge potential for connecting wireless devices in extreme
environment and delay-tolerant ability in emerging communication services or
patterns. It is recognized that the performance of DTN is constrained mainly
by two fundamental factors, node mobility and the time-variant wireless channel
conditions, to which many research efforts have been thrown to overcome, includ-
ing efficient routing algorithms, more accurate mobility models and more intel-
ligent transmission techniques. The mobility of nodes impacts the performance
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of DTN by preventing long-playing contact duration between transmission pairs
and thus, bringing the unavailable end-to-end connections in the network per-
spective. Meanwhile, in the transmission layer, the time-variant wireless channel
will influence the network performance by deep fading, path loss and interfer-
ence, among which we consider the effect of channel fading in this paper.

When considering the node mobility, many research efforts have been thrown
to study how to make full use of each contact duration, since locations of each
communication node pair under DTN environment change real-timely therefore
their mutual contact duration can be transient. [1] concentrates on improving
the efficiency of data replication in DTN by establishing convex optimization
problem under the premise of the awareness of contact duration. However, the
accurate duration of contact is actually difficult to be obtained. [2] further con-
siders the mutual probing delay that curtails the actual communication link
time of nodes, providing a framework to compute the optimal contact-probing
frequency under energy limitations and adjusting the probing frequency accord-
ing to the contact rate of nodes, which can be regarded as an additional study of
[1]. C. Lin et al. [3] revise the probabilistic routing scheme named PRoPHET in
social-based DTN by considering contact duration of nodes as an important cri-
terion for selecting next-hop relay in multi-hop DTN communication. However,
these above works are blind to the fading condition of communication channels,
which makes the channel intermittent, impacts the effective transmission time
between mobile DTN nodes, and moreover, causes significant packet loss, when
they are within their mutual transmission range. As to the channel fading in
wireless networks, several related works should be reviewed. W. Song et al. [4]
study the packet loss condition under the environment of 802.11 WLANs and
establish theoretical packet error model which considers both impact of channel
fading and packet collision. In this work, an adaptive packetization mechanism
is proposed to improve the throughput of WLANs. K. Jayaweera et al. [5] pro-
pose a sensor deployment problem in fixed wireless sensor network (WSN) under
Rayleigh fading channel model, in which Bhattacharya error probability is em-
ployed as the target of optimization and the optimal length between each sensor
node and the fusion center is obtained.

However, we note that the environment of mobile DTN is quite different from
that of WLANs and WSN in many aspects, such as frequent node mobility and
sparse node density, thus calls for a appropriate fading model to describe the
mobile-to-mobile channel condition of DTN. As far as we know, there are few
works considering the influence of channel fading on the performance of mo-
bile DTN nodes, which is our main contribution in this paper. Mobile-to-mobile
fading channel [6] is a commonly used model to characterize the communica-
tion channel between mobile units, under which channel condition alternates
between fading duration and non-fading duration [7]. The fading characteris-
tics in mobile-to-mobile channel model is deeply affected by the velocities of
both transmitter and receiver, meaning that it is a proper channel model for
mobile DTN communication. Under such fading environment, data transmission
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between mobile DTN nodes will encounter considerable new problems, especially
in how to improve the transmission efficiency.

Our main contribution is to choose the proper or optimal packet length that
could balance per packet inherent redundancy and retransmission cost, thus
maximizing the effective data delivery throughput between mobile DTN nodes
under mobile-to-mobile fading channel, by assuming that each packet will be
lost if encountering channel fading during its transmission and then calls for a
retransmission. In this paper, we present the theoretically optimal packet length,
which is verified by simulation results, under given mobile DTN communication
environment with mobile-to-mobile channel fading and certain mobility model,
with fixed or variable node velocity.

2 Problem Formation

We assume that communication nodes move within a given square area under
Random Waypoint (RWP) mobility model [8]. In RWP model each node is as-
signed an initial location within a given area (typically a square) and moves at a
constant velocity v to a destination (named waypoint) selected uniformly in this
area. v is selected uniformly from given [Vmin, Vmax], independently of the initial
location and destination. After reaching the destination, new waypoint and new
velocity are reselected according to the same rule. RWP model resembles some
mobility patterns in the real world.

Mobile-to-mobile fading channel is a typical channel model for communication
nodes with mobility, under which the channel condition alternates between fad-
ing duration and non-fading duration. We assume that two mobile DTN nodes
act as transmitter and receiver and have velocity VT and VR respectively, the
average non-fading duration (ANFD) of nodes [7] within the transmission range
of each other can be described as below:

ANFD =
c

ρf0
√
2π(V 2

T + V 2
R)

(1)

where ρ = Rth

Rrms
, Rth is the system-specific threshold and Rrms =

√
G · d−α is the

root-mean-square power of the received signal, where d is the distance between
nodes, G is proportional to the transmitted power and α is propagation loss
coefficient. For the sake of simplicity, we assume that the Rrms remains constant
due to the power control of transmitter, then ρ can also be thought of as a
constant when node distance changes within the limit of transmission range. f0 is
the carrier frequency and c is the optical velocity. Non-fading duration represents
the lifetime of a mobile-to-mobile fading channel during which data transmission
can be maintained between nodes, related researches have revealed that the non-
fading duration of channel is exponentially distributed [7]. When channel fading
occurs and a non-fading duration is over, the transmission will be interrupted
and the packet being transmitted at this moment will be lost. Similarly, a fading
duration of mobile-to-mobile channel model is also exponentially distributed [7],
and the average fading duration (AFD) is denoted as:
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AFD =
c(eρ

2 − 1)

ρf0
√
2π(V 2

T + V 2
R)

(2)

Within a fading duration, signal envelope stays below system-specific threshold
and mobile-to-mobile channel is considered as unavailable for data transmission.
The inverses of ANFD, denoted by λA, is the parameter of exponential distribu-
tion which characterizes the lifetime of mobile-to-mobile channel model. Under
this circumstance, data should be divided into a few packets to avoid error and
packet loss due to channel fading. We assume that there is a given data service
M0, which should be divided into k packets to be transmitted through channel:

M0 = k · d0 (3)

Each packet has the effective payload data d0 as well as the inherent overhead,
including packet header, inter-frame space and link-layer ACK, represented by
dov. Then the total transmitted data is:

M = k · (d0 + dov) = M0 + k · dov (4)

With given constant bit rate (CBR) for transmission, we can obtain the necessary
transmission time ts for each packet:

ts =
d0 + dov
CBR

(5)

The ts can thus be employed to denote the packet length under the background
of CBR. Now we analyze the problem of retransmission: we assume that each
packet will be discarded if a deep fading occurs during its delivery duration
ts, then after the fading duration passes, the lost packet will be retransmitted.
Under the background of exponentially distributed non-fading mobile-to-mobile
channel lifetime, the probability for a packet to be lost during its transmission
is:

Pf =

∫ ts

0

λA · e−λA·t · dt = 1− e−λA·ts (6)

where λA is the parameter of exponential distribution of non-fading duration
which represents characteristics of communication channel and node mobility.
When fading occurs, the average length that the lost packet has been transmitted
at that moment is:

tl =
1
Pf

∫ ts
0

λA · t · e−λA·t · dt = 1
λA

− ts·e−λA·ts
(1−e−λA·ts ) (7)

Then the expected time spent in transmitting each packet (including retrans-
mission cost) is:

EPT =
∞∑
k=0

(1− e−λA·ts)k · e−λA·ts · (ts + k · tl) = 1
λA

· (1−e−λA·ts )
e−λA·ts (8)
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EPT thus synthesizes the impact of both inherent packet overhead and packet
retransmission overhead, then we can define the efficiency of transmission as
the ratio of effective data per packet to EPT :

ε =
(ts − tov)

EPT
=

λA · (ts − tov) · e−λA·ts

(1 − e−λA·ts)
(9)

where tov = dov

CBR . If λA and tov are given, transmission efficiency ε is thus
the function of packet length ts. When ε obtains its maximum value, the ts is
supposed to be optimal. We can easily find that the first order derivative of ε
equals zero when:

1− e−λA·ts − λA · (ts − tov) = 0 (10)

which is a typical transcendental equation that has unique solution, the ts value
that satisfies (10) is the theoretically optimal solution of packet length under given
circumstances, including velocities of transmitter and receiver, condition ofmobile-
to-mobile channel and carrier frequency. Here we set CBR = 1Mbps, then the
effective throughput of wireless transmission according to equation (9) is:

Tε = ε · CBR (11)

We assume that each packet has an inherent overhead of 1000bit which takes
a tov = 1ms, f0 = 2.6GHz which is a typical carrier frequency that resem-
bles TD-LTE and ρ = 0.6. Two communication nodes move at the velocity of
4m/s respectively. Fig. 1 describes the relationship of effective throughput and
packet length, which shows an obvious and unique optimal packet size ts which
resembles the result in [4] under similar assumption.

Fig. 1. The relationship between effective throughput and packet length
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A theoretically optimal ts maximizes the effective throughput under given
circumstances including the velocity of nodes, fading parameter ρ and carrier
frequency. However, if the environment is variable, the choice of a fixed optimal
packet length which results in maximum average effective transmission through-
put will be more complex. Each mobile node in RWP model will uniformly re-
select its mobile velocity from given [Vmin, Vmax] when it reaches one waypoint
[8]. The change of velocity on each side of DTN communication nodes will alter
the average non-fading duration of mobile-to-mobile channel according to equa-
tion (1), so the optimal packet length should maximize the mean transmission
efficiency of nodes that move under RWP model.

However, the cumulative time of each velocity condition in which two commu-
nication nodes move with velocities v1 and v2 respectively is differently weighted,
the weights are determined by the appearance probability of velocity condition
(v1, v2), the average contact frequency (i.e., the frequency that they move into
each others’ transmission range) of mobile nodes under RWP model which move
with v1 and v2 respectively and the mean duration of each contact. We notice
that the velocity of RWP mobile nodes is uniformly chosen from [Vmin, Vmax] at
the waypoint and each waypoint is uniformly chosen from given area, so the ap-
pearance probability of each velocity condition (v1, v2) is inversely proportional
to v1 · v2. [9] mentions that the contact frequency of nodes under RWP model
follows Poisson distribution and the mean contact frequency as the parameter
of Poisson distribution is:

λ = c0 · Vr ·R
A

(12)

where A is a square area for simulation, R is the communication range of nodes,
c0 is a constant for given actual mobility model and Vr is the mean relative veloc-
ity between nodes. Obviously, only Vr is variable for different velocity condition
(v1, v2), which is denoted as:

Vr(v1, v2) =
1

π
·
∫ π

0

√
(v21 + v22)− 2v1v2cosθ · dθ (13)

where θ is the included angle of v1 and v2. Last but not the least, the mean
duration of each contact when nodes move with velocities v1 and v2 is also in-
versely proportional to their mean relative velocity. Then we obtain the weighted
integral formula of the mean transmission efficiency of a pair of communication
nodes, which move under RWP model with velocity chosen from [Vmin, Vmax]
respectively:

ε(ts) =
1

(Vmax−Vmin)2
· ∫ Vmax

Vmin
dv2

∫ Vmax

Vmin
ε(v1, v2, ts) · c1

v1·v2 · λ · c2
Vr(v1,v2)

· dv1
(14)

where ε(v1, v2, ts) and λ are the same as we described in equation (9) and (12)
respectively, c1 and c2 are constants. Then we substitute the term λ with equation
(12), eliminating the term of Vr(v1, v2). Equation (14) can thus be changed into:
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ε(ts) =
1

(Vmax−Vmin)2
· ∫ Vmax

Vmin
dv2

∫ Vmax

Vmin
ε(v1, v2, ts) · C

v1·v2 · dv1 (15)

where C is a constant. We can see that ε(ts) is a typical transcendental integral
function, which can be calculated by approximation algorithm, ts is theoretically
optimal when the maximum value of ε(ts) is obtained.

3 Simulation and Discussion

Our simulation background is set up as shown in TABLE I, under which the per-
formance of data transmission between two mobile DTN nodes will be evaluated.

Table 1. Simulation settings

Simulation time 1,000,000seconds

Simulation area 1000m*1000m

Node transmission range 200m

Mobility model Random Waypoint

Communication channel model Mobile-to-mobile fading channel

Channel carrier frequency 2.6GHz

Inherent overhead time per packet 1ms

Where simulation time denotes the time period during which nodes move
within given square simulation area, data transmission will be initiated when
the distance between nodes is no more than the transmission range. Based on
given CBR, the transmission performance is measured by the total time spent
in successful payload data transmission during given simulation time, which ex-
cludes both inherent overhead time and retransmission time cost. Total effective
data transmission time thus reflects the data throughput.

We first verify the performance of theoretically optimal packet length calcu-
lated from given environment parameters, letting two nodes select and travel
towards each destination point according to the definition of RWP model. How-
ever, nodes move with fixed and equal velocity respectively, which will not be
reselected at each waypoint. This setting maintains a given mobile-to-mobile
fading environment. Data transmission with the optimal packet length will be
performed as long as nodes move into the transmission range of each other. Con-
trol groups which have packet lengths different from the optimal one are tested
under the same environment. Results of total time spent in effective payload
data transmission during simulation are shown in Fig. 2. Here Δt = 1ms, we
can see that the simulation group with theoretically optimal packet length cal-
culated in each environment outperforms other control groups, the performance
of control groups decreases as their packet lengths deviate further from the op-
timal one, which coincides with the curve in Fig .1. The effective throughput
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Fig. 2. Performance comparison of optimal packet length and other ones under the
environment of given velocity

decreases faster in the groups that nodes move with higher velocities when their
packet lengths deviate from the optimal one. Since equation (10) has the unique
solution of ts, the validity of theoretically optimal packet length is testified by
the simulation.

Then we validate the fixed optimal packet length which can maximize the
average effective throughput between nodes under the environment of variable
velocity. We assume that communication nodes of RWP model will randomly
reselect their velocity from [Vmin, Vmax] when they arrive at each waypoint, em-
ploying the mean velocity of RWP model V = Vmin+Vmax

2 as the the independent

variable, where Vmin = 1m/s and Vmax = 2V −Vmin changes with V . Simulation
results of effective data transmission are shown in Fig. 3.

The simulation results validate our deduction in equation (14) and (15), prov-
ing that under the environment of RWP model with variable node velocity there
still exists a theoretically optimal packet length for the transmission between
DTN nodes, which results in the maximum average effective data throughput.
Fig. 4 shows the comparison of theoretically optimal packet lengths deduced un-
der the circumstances that nodes move with fixed velocity and random velocity
under RWP model, respectively.

From Fig .4 we find that if ρ and f0 are given, the optimal packet lengths
of nodes under RWP model always differ from those of nodes which move with
fixed velocities that equal the mean velocities of RWP model. This phenomenon
emerges from the weighted mean ε(ts) as shown in equation (15), the mean
cumulative contact time will be statistically longer for a pair of nodes that
move with lower velocity. So the weights of different velocity conditions are
differentiated, the optimal packet lengths of nodes in RWP model are determined
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Fig. 3. Performance comparison of optimal packet length and other ones under the
environment of RWP

Fig. 4. Comparison of optimal packet length in nodes with fixed velocity and variable
RWP velocity

more by conditions of low velocity and thus differ from the optimal packet lengths
for nodes that move with the fixed mean velocity of RWP model.

4 Conclusions and Future Work

In this paper, a packet length optimization method is proposed to improve the
efficiency of mobile DTN transmission, which considers the impact of mobile-



64 Y. Liu et al.

to-mobile fading channel on the data transmission and formulates a thorough
optimization problem. Both theoretical deductions and simulation results show
that packet length will intensely affect the efficiency of data delivery in the mobile
DTN under channel fading environment. A theoretically optimal packet length
truly exists under both environment with fixed velocity and the RWPmodel with
variable velocity, which can maximize the effective transmission throughput. Our
future work may focus on the real-time adaptation of packet length in mobile
DTN which will trace the change of environment parameters and further improve
the efficiency of data transmission.
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Abstract. As an advanced technology of implementing wideband spectrum 
sensing and enhancing the ability of secondary users to utilize multichannel 
diversity in cognitive radio networks, compressive sensing, without requirement 
of increasing ADC sampling rate, makes use of unique trait of sparse channel 
occupancy in cognitive radio networks to detect appearance of primary users in 
wide spectrum. However, current existing research works aim at highly 
accurate sensing based on Gaussian Random Matrix (GRM) design, but they 
fail to take time-efficient sensing into consideration, because GRM causes large 
computing volume and inefficiency, which lowers the capability of compressive 
sensing to quickly adapt to channel occupancy change rate of primary users and 
in turn decreases utility of spectrum exploitation for secondary users. In this 
paper, we design a Structurally Random Matrix (SRM) by combining GRM and 
Partial Fourier Matrix (PFM) to improve time efficiency of compressive 
sensing. As SRM possesses the sensing accuracy merit of GRM and the 
computing efficiency merit of PFM, the proposed compressive sensing scheme 
TECSS largely improves time efficiency at a cost of minor sensing accuracy. 
Simulation results reveal that the sensing accuracy of our proposed TECSS is 
92.5% in average sense, slightly below that (95%) of compressive sensing 
schemes based on GRM, but time-efficiency is upgraded by 100%.  

Keywords: spectrum sensing, compressive sensing, cognitive radio, time-efficient, 
structurally random matrix. 

1 Introduction 

The growth of wireless technology makes wireless applications flourish in past few 
years, which causes a large number of wireless communication systems to crowd in 
limited open access spectrum bands, while the other licensed spectrum bands, 
according to numerous experimental studies [1], is underutilized in time, frequency, 
or space. In order to improve spectrum efficiency, cognitive radio is regarded as the 
most promising technology which enables secondary users (SUs) to access to licensed 
spectrum bands allocated to primary users (PUs) in an opportunistic manner.  
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So spectrum sensing is a necessity of cognitive radio technology for SUs to monitor 
activities of PUs and obtain the opportunity to utilize fallow spectrum bands. So, 
spectrum sensing plays a key role in improving spectrum efficiency in cognitive radio 
networks constituted by SUs. 

Wideband sensing is a kind of spectrum sensing [2], which enables SUs to get the 
status of multiple channels parallel. Wideband sensing is more powerful to conduct 
SUs to acquire the gain of multichannel diversity, because SUs can choose the best 
available channel from a sensing result for transmission, while it is impossible in 
narrow-band sensing. According to Nyquist sampling theory, wideband sensing 
requires high sampling rate. That is, the wider the spectrum band is sensed at a time, 
the higher the sampling rate is required. However, linear increase in sampling rate 
will cause exponential increase in technologic complexity, which limits the capability 
of wideband sensing [3]. 

Compressive sensing theory was proposed by Tao and Candès[4,5], and its 
principium is based on sparse matrix recoverability. According to compressive 
sensing theory [4], if signal has a sparse representation in some other domain by 
transformation from time domain, it can be sampled at sub-Nyquist rate and recovered 
via feasible algorithms without losing any information. The sensing performance (e.g. 
sensing accuracy and sensing time-efficiency) is dominated by compressive matrix 
[5], which must be incoherent with the sparse representation basis matrix. 
Consequently, compressive sensing provides a method to implement wideband 
sensing without stringent requirement on corresponding sampling rate, which relaxes 
high requirement on sampling rate of A/D Convertor. As PUs intermittently occupy 
licensed bands, their appearance presents sparsity in frequency domain[6], which 
inspires researchers with large potential of compressive sensing application in 
wideband spectrum sensing for cognitive radio networks[7]. However, all these 
existing works emphasize on performance of sensing accuracy by GRM design, but 
they ignore performance of sensing time-efficiency. Because GRM causes large 
computing volume and inefficiency, their schemes are time-inefficient in recovery. 
Time-efficiency of compressive spectrum sensing is of importance to cognitive radio 
networks. On one hand, if the sensing time can be shortened, SUs will have more time 
to transmit data to improve aggregate throughput. On the other hand, the status of 
channel occupancy may transit rapidly, which requires fast sensing of SUs to adapt to 
activities of PUs and protect PUs from harmful interference. 

In this paper, we design SRM by combining GRM and PFM. As the SRM 
possesses the sensing accuracy merit of GRM and the computing efficiency merit of 
PFM, the proposed compressive sensing scheme not only guarantees sensing 
accuracy, but also improves sensing time-efficiency. Our contributions of this paper 
include: (1) To the best of our knowledge, we are the first to take into account the 
time-efficiency in compressive sensing; (2) We design a novel SRM for our 
compressive sensing scheme to improve the sensing efficiency at the cost of minor 
sensing accuracy compared to those based on GRM. 

The rest of the paper is organized as follows. In section 2, we overview related 
work of compressive sensing in cognitive radio networks. We present our designed 
time-efficient compressive spectrum sensing (TECSS) in details in section 3 and 
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evaluates the performance of TECSS by simulation in section 4. Finally, section 5 
concludes our work. 

2 Related Work 

Most of the studies of compressive spectrum sensing in cognitive radio networks 
focus on the sensing accuracy, but fail to concentrate on sensing time-efficiency. 
Secondary users must sense the spectrum environment accuracy so as to access the 
spectrum without interfering primary users. Resulted from its high sensing accuracy, 
Gaussian random matrix is widely used for compressive spectrum sensing in [6, 7]. Its 
incoherence with other orthogonal matrices makes the compressive sensing accurately 
with minimal number of measurements [5]. But because of its randomicity it has two 
defects: huge memory buffering and high computational complexity. In wideband 
compressive sensing, the number of sub-channel will be very large, so we have to 
choose another matrix which can be used to deal with large scale data. Moreover, we 
want to get TECSS, the chosen matrix must have low computational complexity. 

Partial Fourier matrix in [8] is a kind of compressive matrix that exploits the 
algorithm of FFT so as to speed up compressive sensing. Partial Fourier matrix can 
significantly reduce the complexity of the compressive sampling system. However, it 
is only inefficient with the signals which are sparse in time-domain, thus it can’t be 
employed in compressive spectrum sensing because the signals are sparse in 
frequency domain not sparse in time domain in cognitive radio networks. 

In this paper, we combine the random Gaussian matrix and partial Fourier matrix 
to get a kind of sensing matrix called structurally random matrix to sense the 
spectrum time-efficiently and accurately. So far we have not found any work on 
sensing time-efficiency, and this missing part is exactly what we are going to do in 
this paper. 

3 TECSS with SRM 

In this section we derive secondary users with SRM sense the state transition of 
primary users accurately and time-efficiently. 

3.1 System Model 

Consider a (ultra-)wide band that hosts both primary users and secondary users. 
Suppose that the spectrum of B Hz is divided into N non-overlapping sub-channels,. 
Signals transmitted by primary users are received by secondary users [9]. We use 

( )r t to denote the received signal by secondary users in time-domain. tr stands for the 

discrete version of ( )r t sampled at Nyquist rate, and fr is the spectrum form of 

tr .And 
SRMT  and 

GRMT denote the sensing time of using SRM and GRM, respectively. 
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3.2 Sensing Processing of Secondary Users 

Secondary users sense the spectrum using received signal, the signal given by 

( ) ( ) ( )pr t r t n t= +  (1)

where ( )pr t denote signals from primary users, ( )n t is additive white Gaussian noise 

(AWGN).Take N-point FFT (Fast Fourier Transform) of the time discrete version of 
(2), then we have 

, .f p f fr r n= +  (2) 

Secondary users estimate the spectrum ,p fr so as to choose a better sub-channel from 

the unoccupied frequency band. Resulted from the low spectrum utilization of 

primary users, ,p fr is sparse, compressive spectrum sensing can be used. In 

compressive spectrum sensing secondary users collect and compress time-domain 
signals using compressive matrix M NC × (M<<N), the measurement signal can be 

calculated as 

t ts C r= ×  (3) 

where tr is the sampled signal of ( )r t at Nyquist rate Nf .With compressive sampling, 

the sample rate decrease to ( )/ NM N f ,which relaxes the high requirement on ADC 

sampling rate. And we have 

1
t N fr F r−=  (4) 

where 1
NF − is the N-Point IFFT matrix. Such that we have 

1
, ft N p fs CF r n−= +  (5) 

where  1
f N fn CF n−= is still AWGN. Based on compressive sensing, secondary users 

reconstruct the spectrum ,p fr with compressive matrix C and measurement ts using 

the recovery algorithms [10]. According to (5), ts is the sampled signal by C , so the 

choice of compressive matrix C is important in compressive spectrum sensing. Both 
sensing accuracy and sensing time-efficiency lie on C .  

3.3 Structurally Random Matrix 

The sensing accuracy depends on the incoherence of compressive sensing matrix 
C with IFFT matrix 1

NF − . The coherence is low when we choose GRM as sensing 

matrix, so the sensing accuracy of GRM is excellent. But when GRM is used in  
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ultra-wideband compressive sensing, its buffering memory is huge and computation 
complexity is very high due to their completely unstructured nature. 

Now wideband compressive sensing need to be accuracy and time-efficiency, in 
order to keep approximate sensing accuracy, the matrix needs to have the properties 
of GRM to guarantee the incoherence. To speed up the sensing, we can utilize the 
properties of partial Fourier matrix [8]. So SRM can be designed like this 

N
C DFP

M
= . (6) 

N NP R ×∈ is a random permutation matrix, which can permute the locations of 
elements of a vector randomly. With this matrix we can guarantee that SRM has 
approximate incoherence with 1

NF − , thus, the sensing accuracy is approximate to the 

GRM. 
N NF R ×∈ is an orthonormal matrix, like the partial Fourier matrix, we can use FFT 

matrix, DCT matrix, or WHT matrix to reduce the computation complexity. Resulted 
from their fast computation algorithms the compressive sensing is speeded up. 

M ND R ×∈ is a randomly downsampler. It can randomly abstract M rows of FP , 
which will generate stochastically independence among the deterministic rows [8]. 
With this matrix we can get sub-Nyquist rate measurements. Multiplying N

M
is to 

guarantee the same power after down rate sample. 
So with this design, SRM realizes the sensing accuracy of Gaussian matrix and 

sensing time-efficiency of Partial Fourier matrix. As a result, using the SRM as 
compressive matrix for spectrum sensing realizes approximate accuracy of GRM and 
higher time-efficiency than GRM. 

4 Simulation Evaluation 

In this section, we conduct simulations to verify the availability and efficiency of 
proposed TECSS with SRM compared with its counterparts with GRM. 

4.1 Simulation Setup and Performance Metrics 

In this section, we will compare the sensing performance of SRM and GRM. The 
assessed sensing performance includes sensing accuracy and sensing time-efficiency. 
The sensing accuracy is evaluated by the probability of detection and the sensing 
time-cost is evaluated by system time of the computer. 

4.2 Sensing Accuracy of SRM and GRM 

In Fig.1, Original signal denotes the spectrum which is occupied, Recovered signal 1 
and 2 denote the sensing spectrum using GRM and SRM, respectively. Difference1  
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and 2 denote the differences between the original signal and recovered signals. We 
can find that the sensing accuracy with GRM is slightly better than SRM in accuracy. 
In Table 1, we list the sensing accuracies with different numbers of sub-channels, we 
can see the average accuracy of SRM is 92.5%, it only decreases by 2.5% compared 
with GRM(95%). 

 

Fig. 1. the number of sub-channels is 1024, the occupied number is 40 

Table 1. Sensing accuracy 

Sub-channel number GRM SRM 

500 
1000 
1500 
2000 

100% 
95% 
95% 
90% 

95% 
92.5% 
92.5% 
90% 

   

4.3 Sensing Time-Cost of SRM and GRM 

In Fig.2, the sensing time of GRM is always longer than that of SRM. As the sub-
channel numbers increase, the GRM sensing time will rapidly increases because of its 
high computation complexity. However, the SRM can deal with large data., the 
sensing time ratio is larger than 2, so the sensing speed is improved by 100% .  
 
 

 

Fig. 2. Sensing time with two matrices 
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5 Conclusions 

The former used methods of wideband compressive spectrum sensing only focused on 
the sensing accuracy, but failed to concentrate on the time-efficiency of sensing. 
Aimed at speeding up the sensing to sense fast change of spectrum and leave more 
time for data transmission, this paper presents TECSS based on SRM. With simulation 
evaluation, we verify our analysis and demonstrate the significant performance gain of 
TECSS with SRM. To deal with situations where primary users appear and disappear 
even faster, the real-time compressive spectrum sensing is our future work. 
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Abstract. A multiple-input-single-output (MISO) wireless overlay sys-
tem is developed in the context of cognitive radio (CR) applications.
Whereas conventional CR architectures require spectrum sensing and
only allow the overlay system to operate when the legacy system is idle,
the proposed architecture enables simultaneous operation of the overlay
and legacy systems. The overlay system exploits transmit-path diversity
in order to optimize its own self performance while mitigating inter-
ference into the legacy system. Simulation results using the proposed
architecture demonstrate significant performance gains vis-a-vis single-
input-single-output (SISO) schemes.

Keywords: Mean square error (MSE), multiple-input-single-output
(MISO), crosstalk, overlay system, cognitive radio (CR).

1 Introduction

The problem of frequency spectrum congestion has been increasing due to the
demand for higher date-rate services combined with the need to accommodate
diverse types of users and applications [1]. Novel paradigms are thus needed
in order to meet such demands. The recently developed technology of cognitive
radio (CR) [2] provides an intelligent wireless communication system that is able
to adapt itself to the environment via dynamically and autonomously adjusting
its operating parameters [3],[4].

The operating paradigm of a CR system consists of legacy users that hold the
primary spectrum license and have usage priority, and overlay that users have
lower usage priority and are only allowed to operate in the legacy band if doing
so does not cause unacceptable interference to legacy users. It is thus important
that the overlay system be capable of spectrum sensing, which involves determin-
ing the existence of active legacy users within a geographical area of interest.
Relevant algorithms for doing so, however, suffer from degraded performance
in the presence of channel shadowing and fading [5]. As such, we propose in
this paper a multiple-input-single-output (MISO) CR paradigm wherein overlay
users can operate simultaneously with legacy users without the need of spec-
trum sensing. The simultaneous operation paradigm, combined with the spatial
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diversity afforded by the multiple transmit antennas, may potentially unveil an
even more efficient utilization of the shared spectrum. Furthermore, the design
of the optimal transmitter and receiver of the overlay system must be done in
such a manner that mitigates the mutual interference between the overlay and
legacy users.

This contribution is broadly related to previous work on joint transmitter/
receiver optimization under the MSE criterion. The design of an overlay system
in the context of non-coordinated digital subscriber lines is considered in [6],
wherein the performance metric consists of the overlay system MSE and the
excess MSE to the legacy system caused by the introduction of the overlay
system. Joint transmitter/receiver optimization for multiple uncoordinated users
is investigated in [7] under the assumption that the direct and cross talk channel
responses seen by each user are symmetric. A narrowband spatial multiplexing
system with a jointly optimal transmitter and receiver is addressed in [8] by
decoupling the MIMO channels into parallel sub-channels via the transmit and
receive filters. [9] studied the problem of joint precoder and receiver design using
the MSE between the transmitted signal of the new system and its estimate in
the receiver for the system downlink. It should be noted, however, it does not
consider the optimal overlay system pulse shape or the effect of interference from
the legacy system on the performance of the overlay system.

In this paper, we study the problem of jointly optimizing the transmitter/
receiver pulse shape for a MISO system overlaid onto an existing legacy system
using a composite MSE criterion. The criterion consists of the overlay system
MSE and the excess MSE introduced into the legacy system.

This paper is organized as follows. Section 2 introduces the proposed MISO
system and its design. Section 3 provides simulation results. We conclude the
paper in Section 4.

2 Multiple-Transmit-Antenna System

Figure 1 shows a block diagram of the proposed system architecture. The legacy
system is assumed to be single-input-single-output (SISO), whereas the overlay
system is assumed to be MISO. Thus, the single legacy transmitter has impulse

response h
(l)
t (t), whereas the M overlay transmitters have impulse responses

h
(om)
t (t), m = 1 . . .M . Since both the legacy and overlay system have only a

single output, they consist of only one receiver with respective impulse responses

h
(l)
r (t) and h

(o)
r (t).

The direct channel with impulse response h
(ll)
c (t) is used for communication by

the legacy system, but is contaminated by the AWGN signal w2(t) and the inter-

ference path with impulse response h
(oml)
c (t), m = 1 . . .M , that originates at the

mth overlay transmitter and terminates at the legacy receiver. Similarly, the direct

channel with impulse response h
(omo)
c (t), m = 1 . . .M , is used for communication

by the overlay system, but is also contaminated by the AWGN signal w1(t) and

the interference path with impulse response h
(lo)
c (t) that originates at the legacy
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Fig. 1. Multiple-transmit-antenna system model

transmitter and terminates at the overlay receiver. It is assumed that knowledge
of these channels is available through appropriate feedback mechanisms.

The independent and identically distributed (i.i.d) input sequences z1n and
z2n form the input to the overlay and legacy systems. The legacy and overlay
receivers process these respective sequences and produce the respective output
signals x1(t) and x2(t). Decision devices are used to produce the final outputs
denoted as ẑ1n and ẑ2n.

The objective is to design the jointly optimal overlay transmitters h
(om)
t (t),

m = 1 . . .M , and overlay receiver h
(o)
r (t), so that mutual interference between

the overlay and legacy systems can be mitigated and thus permit simultaneous
operation of the two systems. The design is posed as an optimization whose cost
function consists of the performance of the overlay system and the performance
degradation of the legacy system due to the introduction of the overlay system.
Furthermore, the design is subject to two constraints - the legacy transmitter

and receiver h
(l)
t (t) and h

(l)
r (t) cannot be modified (and are thus not design

variables), and the average transmitter power on the overlay user is constrained
to some level Pt, where

Pt =
∑M

m=1
Ptm (1)

and Ptm represents the average transmitter power from the mth antenna of the
overlay system. As such, an appropriate cost function is the composite MSE:

MSE = MSE1 +MSEe
2 +

∑M

m=1
λmPtm (2)

where MSE1 represents the overlay system MSE, MSEe
2 represents the excess

MSE into the legacy system due to the interference from the overlay system, and
λm, m = 1 . . .M , represents the Lagrange multipliers. By transforming (2) into
the frequency domain, the following conditions for the jointly optimal overlay
transmitter and receiver are obtained:
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H
(o)
t

ᵀ
M1H

(o)
t =

∣∣∣H(o)
r (f)

∣∣∣2 M2 (3)

[
H

(o)
t

ᵀ
M3H

(o)
t +M2

]
H(o)

r (f) = TH
(o)
t

ᵀ
H(oo)

c (4)

[∣∣∣H(o)
r (f)

∣∣∣2 M3 +M1

]
H

(o)
t = TH(o)

r (f)H(oo)
c (5)

where M1 =
∣∣∣H(l)

r (f)
∣∣∣2 H(ol)

c H
(ol)
c

ᵀ
+ λ, M2 =

∣∣∣H(l)
t (f)

∣∣∣2 ∣∣∣H(lo)
c (f)

∣∣∣2 + η−1,

M3 = H
(oo)
c H

(oo)
c

ᵀ
, and

Ho
t =

[
Ho1

t (f) Ho2
t (f) . . . HoM

t (f)
]ᵀ

(6)

H(oo)
c =

[
Ho1o

c (f) Ho2o
c (f) . . . HoMo

c (f)
]ᵀ

(7)

H(ol)
c =

[
Ho1l

c (f) Ho2l
c (f) . . . HoM l

c (f)
]ᵀ

(8)

In equations (3)–(8), H
(l)
t (f), H

(l)
r (f), H

(o)
r (f), H

(ll)
c (f), H

(lo)
c (f), H

(om)
t (f),

H
(omo)
c (f), and H

(oml)
c (f) represents the Fourier transform of h

(l)
t (t), h

(l)
r (t),

h
(o)
r (t), h

(ll)
c (t), h

(lo)
c (t), h

(om)
t (t), h

(omo)
c (t), and h

(oml)
c (t), respectively. Because

(3), (4), and (5) do not have a closed-form solution, an efficient sequential op-

timization algorithm is used to find the optimum overlay receiver (H
(o)
r ) which

is then applied to (5) in order to find the optimum overlay transmitter (H
(o)
t ).

Moreover, the approximate values for the Lagrange multipliers λ1 through λM

that satisfy the desired power constraint are determined using non-joint op-
timization which does not necessarily yield the optimum solution. While the
optimum solution (which can be computed using e.g. trust-region-reflective op-
timization techniques) will yield better performance (i.e. lower composite MSE),
it is computationally more complex.

3 Simulation Results

Performance comparisons are provided in this section for which the overlay trans-
mitter has a single antenna (M = 1) and dual antennas (M = 2). The caseM = 1
serves as a baseline against which we can compare the improvement in perfor-
mance afforded through the use of spatial diversity, as is the case when M = 2.
It is assumed that the system operates over a flat Rayleigh fading channel in the
presence of AWGN. Also, without loss of generality, we assume that both the
legacy and the overlay systems occupy a common bandwidth of 15 MHz and the
legacy transmitter power is 0 dB.
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Fig. 2. Effect of varying overlay power in a system with sub-optimum dual transmit
antenna overlay, and a system with single antenna overlay
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Fig. 3. Effect of varying overlay power in a system with optimum dual transmit antenna
overlay, and a system with single antenna overlay

Figure 2 shows the variation of the MSE with the overlay transmitter power
for the dual-transmit-antenna and single-transmit-antenna overlay systems for
the case in which the sub-optimum (but computationally efficient) method (non-
joint optimization) is used to compute the overlay transmitter and receiver. For
the dual-transmit-antenna system, the overlay transmitter power is the total
available power at the overlay transmitter, which is allocated to each overlay
transmitter by sequentially optimizing the Lagrange multipliers, λ1 and λ2, in
(2). It can be seen that the overall performance of the dual-transmit-antenna
system is better compared to the single-transmit-antenna system.
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Figure 3 shows the variation of the MSE with the overlay transmitter power
for the dual-transmit-antenna and single-transmit-antenna overlay systems for
the case in which the optimum (but computationally complex) method is used
to compute the overlay transmitter and receiver. Like Figure 2, it can be seen
that the overall performance of the dual-transmit-antenna system is better com-
pared to the single-transmit-antenna system. Moreover, the improvement in per-
formance has increased relative to the sub-optimum solution. Nonetheless, this
margin of increased performance comes at the cost of increased computational
burden.

4 Conclusion

A cognitive radio paradigm was proposed wherein an overlay system can si-
multaneously operate with the legacy user over the same spectrum without the
need of spectrum sensing. The overlay system employs a MISO architecture that
enables it to exploit transmit path diversity. Based on a composite MSE that
consists of the sum of the MSE of the overlay system and the excess MSE in-
troduced to the legacy system, necessary conditions that jointly optimize the
overlay transmitter/receiver filters were derived. Simulation results show that
the proposed overlay system architecture yields significant performance gains
over the conventional SISO implementation and thus more efficiently exploits
the shared spectrum.
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Abstract. We present a novel approach to the problem of distributed
nullforming where a set of transmitters cooperatively transmit a common
message signal in such a way that their individual transmissions precisely
cancel each other at a designated receiver. Under our approach, each
transmitter iteratively makes an adjustment to the phase of its transmit-
ted RF signal, by effectively implementing a gradient descent algorithm
to reduce the amplitude of the overall received signal to zero. We show
that this gradient search can be implemented in a purely distributed
fashion at each transmitter assuming only that each transmitter has an
estimate of its own channel gain to the receiver. This is an important
advantage of our approach and assures its scalability; in contrast any
non-iterative approach to the nullforming problem requires centralized
knowledge of the channel gain of every transmitter. We prove analytically
that the gradient search algorithm converges to a null at the designated
receiver. We also present numerical simulations to illustrate the robust-
ness of this approach.

Keywords: distributed nullforming, cooperative transmission, virtual
antenna arrays.

1 Introduction

We consider the problem of distributed nullforming where a set of transmitters
in a wireless network cooperatively transmit a common message signal in such
a way that their individual transmissions cancel each other at a designated re-
ceiver. In effect the transmitters form a virtual antenna array and shape the
array’s antenna pattern to create a null at the desired location. The technique of
distributed nullforming has many potential applications including interference
avoidance for increased spatial spectrum reuse [1], cognitive radio [2], physical-
layer security [3] and so on.

Distributed nullforming requires precise control of the amplitude and phase of
the radio-frequency signal transmitted by each cooperating transmitter to ensure
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that they cancel each other. This is an extremely challenging problem because
each transmitter usually obtains its RF signal from a separate local oscillator
(LO), and signals obtained from different LOs invariably have Brownian motion
driven phase drifts due to manufacturing tolerances and temperature variations.
The nullforming algorithm must estimate, track and compensate for the effect
of these drifts.

While the idea of cooperative communication has been studied for decades [4],
the early work in this area neglected the RF synchronization issues that are crucial
for the practical implementation of these ideas. Recently, however, there has been
a significant amount of research activity on distributed transmit beamforming [5],
[6], [7], including implementation on commodity hardware [8, 9].

While the synchronization techniques developed for distributed beamform-
ing can be adapted for nullforming, there are two important differences that
make nullforming significantly more challenging: (a) While beamforming gains
are highly robust and insensitive to small phase errors (upto about 30 degrees
[5]), nullforming is substantially more sensitive [13] to even modest errors. (b)
One implication of this sensitivity to small phase errors is that the simple 1-bit
feedback algorithm [10] that has proved to be effective for beamforming does not
work for nullforming. However, we show in this paper that a gradient descent al-
gorithm using multi-bit feedback similar to [11] works very well for nullforming.
(c) For beamforming, each transmitter only needs the knowledge of the phase
of its own transmitted signal at the receiver. In contrast for nullforming, the
amplitude and phase of the transmitted signal at each node cannot be chosen
independently of the amplitudes and phases of other nodes [13]. Nullforming
essentially depends on a node’s transmitted signal cancelling the signals from
all other transmitters. Therefore state-of-the-art distributed nullforming algo-
rithms, [12] and [13] assume that each transmitter knows every transmitter’s
complex channel gain to the receiver. This requirement poses a severe challenge
for scalability.

In contrast to previous work on distributed nullforming [12, 13], in this pa-
per we assume that each transmitter knows only its own channel gain to the
null location. Using this in Section 2 we formulate our gradient descent based
algorithm, in which each node adjusts its transmitted phase knowing only its
channel gain, and a common feedback signal from the receiver at which the null
is desired. This feedback signal is simply the complex baseband signal received
by the receiver. Section 3 presents an analysis of the stability and convergence
properties of the algorithm under simplifying assumptions. Section 4 provides
simulations, that include the effect of channel phase offsets and oscillator drift.
Section 5 concludes.

2 Scalable Algorithm for Nullforming

We now describe a scalable gradient descent algorithm for distributed nullform-
ing in a node. As noted in the introduction, we assume that at the beginning of a
nullforming epoch, each transmitter has access to its own complex channel gain
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to the receiver, using which it equalizes its channel to the receiver. This is in
sharp contrast to [12] and [13] where each transmitter knows the Channel State
Information (CSI) for every transmitter. We assume there are N transmitter
nodes that have been synchronized in frequency, using the techniques of [12],
[13] and [11].

Assume at time slot k, the i-th node transmits the baseband signal ejθi[k].
The total baseband signal at the receiver is thus:

s[k] = R[k] + jI[k], (1)

where

R[k] =

N∑
i=1

ri cos (θi[k] + φi[k]) , (2)

I[k] =
N∑
i=1

ri sin (θi[k] + φi[k]) , (3)

ri is the equalized channel gain from the i-th transmitter and φi[k] is a small
uncompensated channel phase from the i-th transmitter. The receiver feeds back
at each time slot the signal s[k]. Consequently, at each time slot the i-th trans-
mitter has access to R[k], I[k], ri and θi[k]; φi[k] is not available to any one.
Define, θ[k] = [θ1[k], · · · , θN [k]]�. The total received power in the k-th time slot
is:

J(θ[k]) = I2[k] +R2[k]. (4)

Throughout we make the following standing assumption:

Assumption 2.1. The ri are such that there is a choice of θi for which J(θ) = 0.

Since the ri are equalized gains, each receiver can always choose its ri to
equal 1, ensuring the existence of a choice of θi that achieve the null mandated by
Assumption 2.1. For a suitably small μ > 0, in our algorithm the i-th transmitter
updates its phase according to:

θi[k + 1] = θi[k] + μri (sin (θi[k])R[k]− cos (θi[k]) I[k]) . (5)

Few features are of note. The algorithm is totally distributed, as each node only
needs the common feedback signal s[k] and ri and θi[k], to implement it. This
contrasts with [12], [13] where much more information is needed. Second, suppose
in vector form the algorithm were expressed as:

θ[k + 1] = θ[k]− f [k]. (6)

Then, when the phase offsets φi[k] are all zero, the f [k] corresponding to (5) is
simply:

f [k] = μ
∂J(θ)

∂θ

∣∣∣∣
θ=θ[k]

. (7)

In other words the algorithm attempts the gradient descent minimization of
the received power. Finally, the fact that the algorithm works from a common
feedback signal supplied by the receiver, makes it totally scalable as the feedback
overhead does not grow with the size of the transmitter array.



A Scalable Feedback-Based Approach to Distributed Nullforming 81

3 Stability

Our stability analysis will be conducted under the idealized assumption of no
noise and zero φi[k]. The underlying philosophy is driven by total stability theory,
[14], that states in essence that should the algorithm uniformly converge to
desired stationary points in the idealized (zero noise, zero φi ) case, uniformity
being with respect to the initial time, then it will exhibit robustness to noise
and small φi. Indeed we will demonstrate the practical uniform convergence of
(5) under the following assumption:

Assumption 3.1. In (2) and (3) for all i ∈ {1, · · · , N} and all k, φi[k] = 0.

Let us clarify what we mean by practical uniform convergence. As will be evident
from the sequel, under Assumption 3.1 the algorithm in (5) has entire manifolds
of stationary points at least to one of which the algorithm converges uniformly.
Some stationary correspond to nulls. The rest, which we dub as being spuri-
ous, do not. We will show that the latter are locally unstable. Thus they are
rarely attained, and even if attained not practically maintained as the slightest
noise would drive the phase trajectories away from them. Thus, by showing the
local stability of the stationary points corresponding to nulls, we would have
demonstrated the practical uniform converence of the algorithm to a null.

We relax Assumption 3.1 to permit non-zero but constant φi. Under these
conditions from (5) we obtain that the stationary points fall into the following
categories. (A) R[k] = I[k] = 0. (B) If R[k] �= 0, then for all i, tan θi[k] =
I[k]
R[k] . (C) If I[k] �= 0, then for all i, cot θi[k] =

R[k]
I[k] . Clearly [A] corresponds to

stationary points reflecting nulls. Both [B] and [C] reflect the condition that for
all i, l, tan θi = tan θl. Some of these may still correspond to nulls. The rest are
spurious.

We will now invoke Assumption 3.1. We have the following Theorem.

Theorem 3.1. Under Assumption 3.1, (2), (3), (5) and (4), there exists a μ∗ >
0, such that for all 0 < μ < μ∗, θ[k] converges uniformly to one of the stationary
points in (A-C) above.

Standard theory shows that the local instability of the algorithm in (5) is assured
if the algorithm linearized around that stationary point has poles outside the unit
circle. Under 3.1 this in turn is assured if the Hessian of J(·) evaluated at such a
stationary point has a negative eigenvalue. As under (B,C) all off diagonal elents
of Hessian are ±1, this is in turn assured by the Hessian evaluated at such a
stationary point having a nonpositive diagonal element. The (i, l)-th element of
such an Hessian obeys:

[H(θ)]il =

{−2
∑N

m �=i cos(θi − θm) i = l

2 cos(θi − θl) i �= l

It is readily seen that for arbitrary N ≥ 2 at least one diagonal element is
negative or zero.
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Thus practical uniform convergence is guaranteed by showing that all station-
ary points corresponding to a true null are locally stable. To this end we must
examine the Hessian at these points corresponding nulls. Assumption 2.1 guar-
antees the existing of stationary points. Under Assumption 3.1 at a stationary
point corresponding to a null, i.e. when R = I = 0, there holds:

[H(θ)]il =

{
2 i = l
2 cos(θi − θl) i �= l

It is readily seen that at such a stationary point, with c =
[
cos θ1 · · · cos θN

]�
and s =

[
sin θ1 · · · sin θN

]T
the Hessian is 2cc�+2ss�. Thus the Hessian evalu-

ated at a null is postive semidefinite, but with rank at most 2. There are several
zero eigenvalues of the Hessian. Using as we did in [15], center manifold theory,
one can nonetheless show that these stationary points are indeed locally stable.
The proof being complicated is omitted. This thus proves the practical uniform
convergence of (5) to a null is guaranteed under Assumptions 2.1 and 3.1.

4 Simulations

We now provide simulations that attest to the efficacy of the algorithm. All
simulations involve 10 transmitters. In the following discussion, SNR is defined
as the ratio of the per-node received power to the noise power.
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Fig. 1. Power at null target vs. SNR

Fig.1 shows a simulation plot of time-averaged total power at null target as a
function of SNR when there are no phase drifts at the oscillators, but each of the
ten transmitters sees a phase offset φi, that is uniformly distributed between 0
and π/2. The SNR limits the accuracy of the individual phase estimate and this
in turn leads to fluctuations in the estimated gradient and therefore the overall
received signal strength at the null target. As expected the power at the null
target decreases monotonically with increase in SNR.
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Fig. 2. Power at null target vs. phase drift for equal channel gains

Fig. 2 shows the variation of time-averaged total power at null target as a
function of the Brownian motion phase drift for different SNRs. It can be seen
that for very small Brownian motion drifts, the null power is determined by the
SNR. However once drift increases to about a tenth of a degree between two
iterations of the gradient descent, the null is largely limited by the drift and is
more or less independent of the SNR. Observe that the highest phase drift of
two degrees between phase updates corresponds to the very low feedback rate of
5 Hz, for even the cheapest of oscillators.
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Fig. 3. Power at null target vs. phase drift for unequal channel gains

Fig. 3 is very similar to Fig. 2, except that unlike Fig. 2, that involves a setting
where all gains are 1, in Fig. 3 the actual gains are obtained from a Rayleigh
distribution and then equalized to one. As can be seen Fig. 3, the resulting
potential noise amplification, has virtually no effect on the performance of the
gradient descent nullforming algorithm.

5 Conclusion

We have provided a new gradient descent based distributed nullforming algo-
rithm that requires far less feedback than all its predecessors, in that each trans-
mitter is required by this algorithm to only know its channel state information to
the receiver. In constrast, previous algorithms required that channel state infor-
mation to the receiver from each transmitter be known to each other transmitter
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in the virtual array. This coupled with the fact that it requires an additional com-
mon signal fed back by to all transmitters by the receiver, ensures its scalability.
We have proved practical uniform convergence of the algorithm to a null. This
ensures robustness to noise and channel phase estimation errors., verified by sim-
ulations, that involve nontrivial channel phase estimation errors compounded by
Brownian motion driven oscillator drift.
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Abstract. When compared to digital signal processors (DSPs), filed pro-
grammable gate arrays (FPGAs) have more computation power where
functions are realized by hardware modules operating in parallel, instead
of by instructions executing in sequence in DSPs. In this contribution, a
large scale low duty smart utility network (SUN) radio upon the IEEE
802.15.4g standard (draft) for smart grid applications is implemented. Un-
like the current wireless sensor network (WSN) using Zigbee radios, which
is mainly used in a local scale, say less than tens of meters, SUN focuses
on large scale WSN, which is able to access to the infrastructure at a dis-
tance up to kilometers. At the moment of composing this article, the IEEE
802.15.4g standard is still under developed. However, the narrow band,
less than 1MHz, orthogonal frequency multiplexing division (OFDM) tech-
nology is identified to be adopted to realize robust link in large scale out-
door environments. Funded by Argonne National Laboratory (ANL),
Department of Energy (DoE) in 2011 and then collaborated with Shang-
hai Research Center for Wireless Communications, a SUN radio prototype
based on an Altera FPGA chip is firstly implemented and evaluated. The
system design, baseband signal processing, medium access control (MAC)
protocols and interfaces to computers are detailed in the article. An em-
bedded processor within the FPGA chip is used to realize MAC protocol
simplifying the system design. Moreover, such a FPGA based prototype
serves as a universal system on programmable chip for a board range wire-
less communications. Experiments results demonstrate satisfied process-
ing latency and bit error rate (BER) for smart grid applications.

Keywords: SUN, IEEE 802.15.4g, FPGA, Smart Grid.

1 Introduction

By the aid of an intelligent sensing and control system, smart grid possesses
enhanced resolutions of energy accessibility, flexibility, manageability, and reli-
ability than traditional power grid current in use. However, smart grid requires
intensive effort including research, design and development of smart equipment,
communications sbusystems, data management center, security and applications
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softwares [1]. Like the Internet, smart gird is a network of networks, subsystems
and subnets of which have different configuration and ownership and need to
interconnect each other. Such a realization highly relies on the effective network
and media access control (MAC) protocols. Moreover, as an important nation
wide infrastructure, smart gird is expected to accommodate with diverse applica-
tions, which will be added on or defined in the decades to come. The applications
have distinguished requirements on network topology, transmission range, data
rate, delay, bit error rate (BER) and package error rates (PER) under various
channel environments. Unfortunately, the current wireless sensor network (WSN)
based on local Zigbee radios cannot offer the claimed feature [2]. Instead, a geo-
graphically diverse and large scale low duty WSN should be presented to provide
seamless connectivity among the equipments in smart gird.

In 2008, IEEE 802.15 smart utility networks (SUN) Task Group 4g was
founded to focus on the amendment to Zigbee and provide a global standard
named IEEE 802.15.4g, one of the main applications of which is smart grid [3].
The new standard upgrades data rate from 250kb/s to 800kb/s through adopting
orthogonal frequency multiplexing division (OFDM), an advanced modulation
scheme that has been widely applied. OFDM outperforms traditional modula-
tion schemes over deep fading channels. It is believed that the IEEE 802.15.4g
standard adopting a mature and market success technology will take over smart
grid communications networks. Since the standard is still under development,
few effort has been reported on the the hardware prototyping and evaluation of
SUN radio, which motivates our work.

Wireless systems are normally prototyped upon digital signal processor (DSP)
or/and field programmable gate array (FPGA). In this effort, we select FPGA
due to its more powerful computation and versatile processing ability. A pro-
grammable system on chip design strategy is adopted to realize the SUN radio
including baseband processing, MAC protocol and data interface to computers,
all upon the IEEE 802.15.4g standard (draft). The prototype can serve as a hard-
ware platform to evaluate the performance of SUN as well as the benchmark for
next step application specific integrated circuit (ASIC) design.

An overview on the hardware solutions to the prototyping on wireless com-
munications systems are discussed in Section 2. Section 3 details the design of
SUN radio including both the hardware and software while Section 4 presents
corresponding experimental results. Finally conclusions are withdrawn.

2 Hardware Solutions to Prototyping on Wireless
Transceivers

Due to the high computation load of the digital signal processing algorithms
including fast Fourier transformation (FFT), viterbi decoding, timing synchro-
nization and channel estimation, wireless communications systems are normally
built upon ASIC. However, ASIC is more suitable for radios that have mas-
sive product. At its early development and prototyping stage, a general wireless
prototype is a more feasible solution.
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2.1 Computers Based Wireless Prototyping Solution

Matlab is a convenient tool to realize baseband signal processing. The built-
in functions such as fast Fourier transformation (FFT) and matrix operations
make easy the implementation. We normally start with Matlab simulation of
a wireless communications system and then implement it upon a prototype.
A typical computer based prototyping solution to wireless systems is shown in
Fig. 1. Through the peripheral component interconnect (PCI) interfaces, data
can be exchanged between the analog-to-digital (ADC) and digital-to-analog
(DAC) boards and computers. For example, the digitizer board from the Signatec
Company [4] and the arbitrary waveform generator (AWG) from the Strategic-
test Company [5] both have drivers and application programming interface (API)
to Matlab. The transmitter and receiver locates within computers resulting in
a compact solution. Normally, PCI supports high-speed data transfer between
wireless systems and hard disks of computers.

Fig. 1. The computer based wireless prototyping solution

There exists several disadvantages in this solution. The foremost is the limited
computation power and comparably slow operation speed. It may take up to tens
or hundreds ms for Matlab functions to complete the processing for one package.
Such solution normally is not suitable for high-speed transceiver running in a
real-time mode. Another issue is its lump size consisting of at least two desktop
computers with PCI interfaces, inappropriate for portable applications.

2.2 DSP Based Solution

The architecture for DSP solution is shown in Fig. 2. The advantage of the solu-
tion lies on that there are a lot of open source codes and free libraries for typical
baseband processing on various DSPs, including FFT and synchronization. GNU
Radio is one of such toolkits [6]. Since the processing is completed by software,
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Fig. 2. The DSP based wireless prototyping solution

this solution is also called software defined radio. The implementation complex-
ity for this solution is similar to the computer based solution. The data interfaces
need to be further developed based on the board support packages provided by
DSP manufactures.

A disadvantage of this solution is that the interface between DSPs and ADCs
and DACs requires additional work since most high-speed ADCs and DACs do
not contain on-chip buffers. Taking the ADC as an example, the output data at
the I/O pins last only one clock cycle (for example, 100ns at a sampling rate
of 10MSPS). A DSP running an operating systems or enabling interrupts may
miss of one or more samples of data resulting in seriously degradation in perfor-
mance. Therefore, an extra buffer is inserted between DSPs and ADCs. A lot of
DSP development kits insert a FPGA or a complex programmable logic device
(CPLD) to deal with such an issue. Another problem is that the computation is
still not powerful enough for most medium or high-speed applications, such as
Wi-Fi and ultra-wide band (UWB).

2.3 FPGA Solution

Baseband processing in wireless communications systems normally requires in-
tensive computation to complete up to hundreds of multiplications, additions
and others during one sampling cycle. DSP and FPGA are the two most com-
monly used programmable devices that meet the requirements of computation.
Furthermore, the computation capability can be estimated by the number of
16-bit multiplications that can be executed within one second. A high-speed
DSP is TMS320C6474 from TI has a computation power of 28,800 MIPS (mil-
lion instructions per second) at a unit price of $170. At the comparable price, a
FPGA chip of EP3C55 from Altera can be bought, which contains 156 multipli-
ers when operating at a clock of 250MHz, or 55k logic elements (LEs) at a clock
of 437.5MHz. Every 266 LEs can also be synthesized to form a 16-bit multiplier.
The total number of multiplications that this FPGA chip can accommodate with
within a second is therefore 156 ∗ 250M + (55000/266) ∗ 437.5M = 129, 460M ,
which has several times of computation power than DSP. With higher prices,
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Fig. 3. The FPGA based wireless prototyping solution

FPGA chips with a triple number of LEs operating at a double clock can be
purchased, while there seems no faster DSP can be found on the market.

The FPGA based architecture of wireless communications prototype is shown
in Fig. 3. An obvious drawback of FPGA based solution lies on that the high
requirements on the programmers’s skills and training as well as the long de-
velopment period when compared to that upon DSP. However, in recent years
the advance of the development software and tools largely assuages such an is-
sue. Another drawback is that the coding and programming of signal processing
algorithms on FPGA using VHDL is more difficult than that over DSP using
C language. This is the price that we have to pay for the benefit gained from
the FPGA based solution. Meanwhile, it normally takes more synthesis time
for FPGA than compilation time when DSP is adopted to implement similar
modules.

In addition, the high-speed user data interface, such as USB, PCI and Ether-
net, are non-trivia for FPGA when they are implemented through using VHDL
codes upon LEs than C codes over DSP. Solutions to such issue will be further
discussed in the followings.

2.4 DSP+FPGA Solution

As we mentioned above, DSP is good at data interfacing while FPGA at parallel
computing and interfacing to ADC and DAC modules, the combination of DSP
and FPGA seems to be a good approach, such as the development kits from
Sundance [7] and Lyrtech [8]. However, the foremost factor that prevent such a
solution from being widely employed lies in the complexity of hardware, across
development environment and soaring high price more than $10K. Moreover,
both platforms use third party Diamond operating system, even worsening the
situation.

2.5 FPGA + Embedded Processer Solution

We can conclude that FPGA is the feasible solution and dominate the wire-
less communications prototyping but require significant experience and sufficient
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backgrounds. On the other hand, the implementation of MAC protocol over LEs
is tedious and onerous, although doable. To this end, recent FPGA chip for-
tunately embeds a micro-processor, which is called system on a programmable
chip (SoPC). Such a solution outperform the solution of DSP plus FPGA in
many aspects and therefore prevails. The FPGA board used in this project
costs $1,200/unit. More detail on design and implementation will be given in
followings.

3 Prototyping on SUN Radio: An Example

A SUN radio prototype upon the IEEE 802.15.4 standard is built up according to
the FPGA based solution. The Cyclone III development kits and data conversion
HSMC boards containing dual channel ADC and DAC, both from the Terasic
company are selected. The FPGA kit integrates a EP3C120F780C FPGA chip,
256MB dual-channel DDR2 SDRAM, 8MB SRAM, 64MB flash memory, an Eth-
ernet transceiver chip, and a USB port for debugging. The data conversion board
has a dual channel DAC (DAC5672) and two ADC chips (AD9254), both having
a 14-bit resolution and an operation clock of 100MSPS. For quadrature mod-
ulation, the I and Q channels require dual channel ADC and DAC. The data
conversion boards connect to the FPGA kit through the HSMC interface, which
is defined by the Altera company.

Fig. 4. The snapshot of the prototyping based on the Cyclone III FPGA FPGA de-
velopment kit

Fig. 3 and Fig. 4 show the diagram and snapshot of the prototype. The pro-
grams consist of the C codes running over the embedded Nois II processor within
the FPGA chip and VHDL codes on LEs.

1) C programs upon Nios II processor: The C codes realize the MAC pro-
tocol as well as Ethernet interface. Two tasks named as Package Receiving
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and MAC Processing running on μCOS operating system are established to
realize the above two functions. Inter-task communications and synchroniza-
tion are realized by a message queue. The data flow chart of the program at
the transmitter is shown in Fig. 5 and Fig. 6. The codes at the receiver is sim-
ilar but with reverse processing. At transmitter, the task “Package Receiving”
keep polling the Ethernet interface using Socket API. Once a user datagram
protocol (UDP) package is received, its address will be copied to the mes-
sage queue. The task “MAC processing” watches on the message queue in a
non-blocking manor. After picking up an arrival packet from the queue, it
starts the process of the MAC protocol. The flowchart of the processing at
transmitter is demonstrated in Fig. 5. The two tasks are synchronized by the
message queue.

Fig. 5. Data interface and MAC protocol running over the Nios II processor at
transmitter

2) VHDL programs on LEs: The baseband processing is realized upon LEs
using VHDL codes. Fig. 7 and Fig. 8 show the diagrams of the baseband
processing at transmitter and receiver, respectively. In addition to the FIFOs
and drivers for ADCs and DACs, other function blocks are well defined by the
IEEE802.15.4g standard (draf). Nios II processor works in an asynchronous
mode while LEs in a synchronous mode. The FIFO needs to be carefully
designed to seamlessly pass data between physical layer and MAC layer. Fig
9 shows the interface between them and Fig. 10 the ping-pong mode of the
FIFO where a dual buffer is adopted. In the meantime, Quartus provides
IP cores for typical function modules including FFT, IFFT and Viterbi de-
coding. Fig. 11 shows the realization of the time synchronization, consisting
of 18 processing in parallel. The flexible trading off between complexity and
speed validates our comments on FPGA based solution to wireless system
prototyping.
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Fig. 6. The flowcharts of the MAC protocol at transmitter

Fig. 7. The baseband processing at transmitter

Fig. 8. The baseband processing at receiver
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Fig. 9. The interface between PHY and MAC modules

Fig. 10. The ping-pong mode of the FIFO

Fig. 11. The realization of time synchronization

4 Results of the SUN Radio Prototype

The performance of the SUN radio is tested in the terms of data rate, processing
latency, bit error rate (BER) versus signal-to-noise ratio (SNR). A trial on the
application is conducted by transferring a MP3 file from the transmitter to the
receiver. Through the time used and the size of the file, the estimate throughout
is 110 kbits/s.

The processing latency between the interface A and interface B in Fig. 7,
and the latency between the interface C and interface D in Fig. 8, represent
the transmission delay and receiving delay. The summation of two delays is
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system delay including data buffering for serial-to-parallel conversion as well as
the computation delays of the function blocks. System delay is critical for SUN
which require real-time message delivery for smart grid applications. The delay
generated by MAC functions depends on the factors of SNR, interferences, re-
transmission time and others, which is counted into the systems delay. Other
delays caused by physical circuits including ADC, DAC and amplifiers are much
small and thus are ignored.

The measurements of delays and BERs were conducted within a loopback
where the interface B and interface C are connected and the delay between the
interface A and interface D is measured. Test data from the Nios processor are
input to interface A and finally recovered at interface D and thereafter read
back to the processor. A C program running on Nios realize data generation,
data collection and measurements.

In order to minimize the variations of the timing of operating system, the
transmission delay is measured by equipments rather than using Nios itself. A
Tektronix digital oscilloscope (DPO7354) is used to monitor the waveforms at
interface A and interface D, simultaneously, and a snapshot of captured wave-
forms is shown in Fig. 12, where data at interface A and interface D are colored
in yellow and blue, respectively. The delay is estimated as 1.89ms, meeting the
requirement of real-time delivery for smart grid applications.

Fig. 12. The captured waveforms at interface A and interface D

For BER testing, a set of digitalized additive white Gaussian noises (AWGNs),
of which the powers are adjusted according to the required SNR, are added at
the interface C by LEs. BERs under each SNR were calculated by Nios processor
through comparing the bit streams at interface A and interface D. Fig. 13 shows
the BER-SNR curve. Finally, the delay of the Ethernet interface is tested by
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using the ping command at the server. Result shows that the round delay of the
Ethernet interfaces at the transmitter and receiver including SUN radios is less
than 1ms.

Fig. 13. The measured BER-SNR curve of the SUN radio

5 Conclusions

A SUN radio prototype for smart grid applications upon the new IEEE 802.15.4g
standard (draft) is implemented based on the FPGA based solution. Experiments
verifies the designed specifications including delay and BER. The prototype fea-
tures in a single chip solution integrating both baseband modules and MAC
protocols that operate upon the embedded Nios processor. RF front ends are
adding on and outdoor field testing will be conducted to further evaluate the
performance of SUN radios adopting narrow OFDM for large scale low duty
WSN applications, such as smart grid, vehicular networks, eHealth and the in-
ternet of things.
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Abstract. A distributed algorithm is proposed to synchronize femto-
cells through air interface. A femtocell could listen to the synchroniza-
tion signals of its neighbouring base stations to extract time information
of these neighbours. Then it updates its time according to the neigh-
bours’ time, directed by a global optimization criterion in a distributed
manner. Finally all femtocells will have same time information. A com-
mon framework is summarized to deal with many scenarios with different
configuration of weight coefficients.

Keywords: Wireless communication, femtocell, synchronization, gossip
algorithm, distributed communication.

1 Introduction

Synchronization among femtocells is very important [1, 2]. Just like a typical
macrocell, femtocells require a certain level of synchronization (frequency or
phase/time). On the one hand, frequency synchronization is required to ensure
a tolerable carrier offset. On the other hand, time synchronization is of great
importance especially for time division duplex (TDD) systems. It is necessary to
align received signals, otherwise inter-slot interference will occur. Furthermore,
synchronization is also required for macrocell users to handover to a femtocell,
or vice versa [3–5].

Many solutions have been developed to synchronize base stations in wireless
communication systems. GPS is the most popular synchronization method for
current wireless networks because of its maturity and convenience. For a femto-
cell deployed inside buildings, a stable satellite signal indoor will be very weak
so that it will take long time to obtain synchronization information, even lead
to receivers out of work. Alternatively, femtocells could achieve synchronization
through the backbone connection using IEEE 1588 PTP (Precision Time Proto-
col). However, PTP could suffer delay jitter because the delays on the Internet
has a relative large dynamic range depending on the traffic, which is unpre-
dictable. Another challenge for PTP is that it requires new investment to deploy
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PTP-enabled routers throughout the path between the servers and the clients.
In a word, it is difficult for PTP to be directly applied in femtocell.

An approach is proposed to employs the clock drift ratio information to
achieve synchronization between non-interacting femtocells and macrocells [6].
But it requires information of user-equipments.

Another approach is to listen to the synchronization signals of neighbouring
macrocells to synchronize the clock. This method is normally called network
listening [7, 8]. For a femtocell, an efficient solution would be to listen to the
nearest macrocell. Unfortunately, in a scenario where the macrocell coverage is
poor, this method will be out of work. In the case of dense femtocells deploy-
ment, it is possible that the coverage of many cells will overlap each other. An
acceptable solution for the synchronization could be to use the neighbouring
femtocells, not only listening to the macrocells.

Alternatively, femtocells could achieve synchronization in a distributed man-
ner. By listening to neighbouring femtocells, a femtocell calculates its synchro-
nization time using a well-defined algorithm on certain criterion. This method
is efficient especially when there are a large amount of nodes. These kinds of
algorithms, so called gossip algorithms, have been studied in sensor networks to
distribute the information among the different nodes [9].

In this paper we propose a synchronization scheme of femtocells in a dis-
tributed way in the case of dense femtocell deployment. The remainder of this
article is organized as follows. In Section 2 we present a distributed synchroniza-
tion algorithm for femtocells network along with analysis and discussion of some
simple extensions. Section 3 presents computer simulations to evaluate perfor-
mance of the proposed algorithm, and finally Section 4 concludes the paper.

2 Distributed Synchronization Algorithms for Femtocells

2.1 System Model

Let the femtocell network is composed of J femtocells, and we get a set of J
nodes V = {v1, v2, · · · , vJ}. There is a set of edges E = {eij}, where eij ∈ E if
and only if node vi can listen to synchronization signal from node vj . It leads to
a graph G = {V,E}. Note that G is a directed graph because eij ∈ E does not
imply eji ∈ E. This would happen in the case where different nodes have different
transmission power, or different link has different path loss. Every node vi carries
information ti, which represents synchronization time of node vi. It is assumed
that the initial value of ti(0) is uniformly distributed in a limited range [−c, c],
where c is a positive number. The goal of the problem is to update ti iteratively so
that all nodes achieve same value as soon as possible, t1(n) = t2(n) = · · · = tJ(n)
when n is greater than a certain number. Here n is the iteration number.

2.2 Distributed Synchronization Algorithm

At any iteration n, node vi senses its neighbour node vj and estimates time of vj
as tij where 1 ≤ j ≤ J(j �= i). In order to determine new time, node vi tries to
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optimize a cost function. An efficient cost function u(ti) could be the weighted
sum of squared time difference between vi and vj ,

u(ti) =

J∑
j=1

αij (ti − tij)
2
. (1)

Here αij is a weighting coefficient and note that for a node vj that vi cannot
sense, αij = 0. The existing of αij is because time information measured over
different link should be assigned different weight. For example, time sensed from
a strong synchronization signals should be assigned more weight than that from
a weak neighbour, thus rendering the algorithm robust against measurement
errors. It is necessary to pose a constraint,

∑J
j=1 αij = 1.

A reasonable αij could be defined as ratio of total received synchronization
signal power to that from node vj ,

αij =
Pij∑J
k=1 Pik

(i �= j) (2)

where Pij is the synchronization signal power that node vi has received from
node vj , and it is assumed here αii = 0.

The distributed synchronization problem is to find an optimal ti so that it
can minimize u(ti) defined in equation (1) at every iteration for every node. It
can be written as

ti,opt = arg
ti

minu(ti) (3)

It is a simple problem and its solution is ti,opt =
J∑

j=1

αijtij .

Ideally, tij , i.e. time of node vj that node vi has sensed, is exactly equal to
tj . However, estimation error zij is inevitable and tij = tj + zij . Here we assume
that zij is a zero-mean Gaussian variable with variance of σ2

ij and we assume
that zij is independent to tj . As a result, the time updating equation for node
vi from iteration n− 1 to n is written as in a iterative way:

ti(n) =
J∑

j=1

αij [tj(n− 1) + zij ]. (4)

Note that here we have removed the effect of time component that has pro-
ceeded during an iteration, for the sake of concise. A femtocell could update
its synchronization time in two ways, i.e. in synchronous way and asynchronous
way.

2.3 Convergence Analysis of Synchronous Updating

In synchronous way, at every iteration, all of the femtocells update its time at
same time. Here we temporarily assume that for all nodes, their weight coeffi-
cients are invariant.
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For the sake of concise, we consider estimation error free algorithm first, i.e.
zij = 0. Let T(n) = {t1(n), . . . , tJ (n)}T and α is a J × J matrix, α = {αij},
the above equation is rewritten as

T(n) = αT(n− 1) (5)

Extend this series, it becomes T(n) = αnT(0). The convergence behavior of
the algorithm is determined by properties of weight coefficient matrix α. It is
obvious that α is a row stochastic matrix, whose each row sum is unity. For a
row stochastic matrix α, its largest eigenvalue is 1 and the others are absolutely
smaller than 1. It is obvious that αn is convergent when n → ∞ and α∞ is a
J × J constant matrix 1bT , whose all rows are same to bT . Here 1 is a J × 1
column vector that all elements are 1 and b is a K × 1 column vector that is
determined by eigenvector of α. Consequently, T(∞) = bTT(0)1. It means that
the proposed algorithm is convergent and the final time value of all nodes is
determined by α and T(0).

The second order convergence of the proposed algorithm can be analyzed
through ξ = E

{||T(n)−T(∞)||22
}
. After some trivial mathematics manipula-

tions, it can be drawn that ξ = 0.
Consider the case of non-zeroes estimation error, zij > 0, the same conclusion

can be drawn after some trivial mathematics manipulations, remembering the
independence assumption of zij and tj . However, in this case, the second order

convergence is different. It has ξ =
∑J

i=1

∑J
j=1 α

2
ijσ

2
ij . Because 0 ≤ αij ≤ 1,

it can be derived that the synchronization error in distributed manner will be
less than that of synchronization from only one neighbour. For example, if syn-
chronization error of node v1 from node v2 or v3 is σ2

12 = σ2
13 = σ2, now let

node v1 gets synchronization time from both node v1 and v2 using above dis-
tributed algorithm, with same weight coefficients α12 = α13 = 1/2. Then the
new synchronization error will be reduced to σ2/2.

2.4 Convergence Analysis of Asynchronous Updating

In asynchronous way, at every iteration, only one femtocell updates its time and
the others do nothing. It is assumed that at iteration n, node vi synchronizes
from node vj . Let us construct a time-varying weight coefficients matrix α(n),
which is a identity, except the i-th row is replaced by weight coefficients αi =
{αi1, · · · , αiJ}. Note that α(n) still is a row stochastic matrix. Hence the time
updating equation is written as

T(n) = α(n)T(n− 1) (6)

Extend this series, it becomes T(n) =
1∏

m=n
α(m)T(0).

Because α(m) is row stochastic, it has been proved that the limit existed [9],

lim
n→∞

1∏
m=n

α(m) = 1bT (7)
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It means that after certain n iterations
∏1

m=n α(m) has all its rows are identical.
Hence T(n) has all its elements same as bTT(0). It should be noted that in
asynchronous updating, the final value of b is determined by not only the value
of α(m) but also the order of α(m).

Compared to the synchronous updating, the asynchronous updating will con-
verge in a lower rate because it only synchronizes one node in one iteration while
the synchronous method will update all nodes in one single iteration.

The proposed approaches are different from the gossip algorithms used in
wireless sensor networks. In a gossip algorithm, in one iteration, a selected pair
of neighboring nodes (vi, vj) exchange their current estimates and then update
the estimates of both nodes as same value, ti(n) = tj(n) = f(ti(n − 1), tj(n −
1)), where f is a predefined function. The weight matrix in gossip algorithm
usually is doubly stochastic. Although the doubly stochastic matrix has better
characteristics than a row stochastic matrix, this condition is too strong for the
synchronization problem. The the proposed algorithm in this paper is a kind of
extension of the gossip algorithm and it is expected to be applied in more wide
area.

2.5 Variant

The updating in equation (4) does not consider the current time of vi itself. It
would cause the time of vi change dramatically. The time updating could use a
moderate manner. For node vi, another approach is to update its time based on
its current time by adding a weighted item of time obtained from the neighbours.
It can be written as

ti(n) = βti(n− 1) + (1− β)Δti(n− 1) (8)

Δti(n− 1) =
J∑

j=1,j �=i

αij [tj(n− 1) + zij ] (9)

This modification can be represented accordingly by a new definition of α, where
αii = β and

αij = (1− β)
Pij∑J
k=1 Pik

, (j �= i) (10)

With this definition, it holds that
∑J

j=1 αij = 1 for any 1 ≤ i ≤ J , i.e. α is still
row stochastic. Consequently, this variant has similar convergence performance
compared to the ones discussed in the previous subsections. The different is it
will converge in a relatively lower rate, but in a smoother manner.

There should be a scenario where one node, vi for example, obtain its syn-
chronization from an external source, such as GPS. It is not necessary for it to
synchronize from any neighbour, although it could provide synchronization to
the other nodes. In this case, its weight coefficients should be defined as a zero
vector except the i-th element is 1. The resultant α is still row stochastic. It can
be expected that in this case, when the algorithm has converged, all nodes has
identical synchronization time same to that of vi.
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Summarily, the proposed algorithm can be represented by equation (6). Dif-
ferent definition of α(m) will lead to different implementation of the proposed
algorithm, which is suitable in the designed scenario.

3 Computer Simulations

In this section, performance of the proposed algorithm is verified by computer
simulations. There are 20 femtocells randomly deployed in two building stripes.
The transmission power of all femtocells are 20dBm.

PL(dB) = 38.46 + 20log10D + 0.7din + qiLiw + qoLow (11)

Here, D presents distance between two femtocells and din is indoor part (all
distance is in meters). The item 0.7din is energy loss caused by indoor materials.
qi is the number of inner walls between two femtocells and Liw is energy loss
through inner walls (5dB). qo is the number of outdoor walls between two fem-
tocells (0 for femtocells in same stripe and 2 for femtocells in different stripe)
and Low is energy loss through outdoor walls (20dB).

3.1 Convergence and Influence of β

Fig. 1 illustrates convergence in the first 30 iterations of the proposed syn-
chronous updating algorithm with different parameter β. Each line represents
the time of one femtocell during the convergence period. It can be seen that the
algorithm can converge in very fast rate. The asynchronous updating method has
similar performance, except it has much slower convergence rate, so the result
is not presented here.

The parameter β is used to adjust behavior of the algorithm. Smaller the
β is, less weight the current time poses to its new time. It can be seen from
the two subfigures that when β = 0.0 the new time of each femtocell changes
dramatically, while the convergence rate is faster than that of β = 0.5. Contrarily,
the convergence of β = 0.5 looks smoother than that of β = 0.0.

In order to compare their convergence rate, the convergence performance is
quantified using the definition as deviation χ(n) =

∑J
i=1[ti(n) − t̄(n)]2, where

t̄(n) =
∑J

i=1 ti(n)/J , i.e. the squared sum of difference between ti(n) and their
average t̄(n).

Fig. 2 compares three χ(n) with β = 0.0, β = 0.5 and β = 0.9 respectively. It
is obviously seen that smaller β has faster convergence rate.

3.2 Case of One Femtocell is Fixed

It has been discussed that when a femtocell has an external synchronization
source, it is not necessary to update its time at any iteration but it can provide
synchronization to the others. As a result, all the other femtocells can achieve
synchronization of this special femtocell. Fig. 3 illustrates the convergence in this
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Fig. 1. Convergence of the proposed synchronous updating algorithm

case, where femtocell 1 located in the left bottom apartment has a fixed time 0.
When the algorithm has converged, all femtocells have the same synchronization
time of 0.

4 Conclusion

We have proposed a kind of distributed synchronization algorithms for femto-
cells network. Through minimizing the time difference between femtocells, the
proposed algorithms can achieve all related femtocells be time synchronized. It is
distinguished from the existing approaches that maintain synchronization only
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Fig. 3. Convergence in the case of one femtocell is fixed

with a single neighbour. The proposed algorithms get synchronization from mul-
tiple neighbours. This method can lead a cluster of femtocells synchronized in a
faster rate than the method of single source. At the same time, this method has
better synchronization accuracy than its single source counterpart. It does not
require a central control node and it is self-organized and self-optimized.
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Abstract. In heterogeneous networks containing macro cells and femto cells, 
power setting is one of the effective techniques to reduce downlink inter-cell 
interference. In order to diminish inter-cell interference level of the systems and 
improve system spectrum efficiency, a novel adaptive power setting scheme is 
proposed and evaluated with other conventional power setting schemes by 
simulation. Simulation results show that the proposed scheme can improve the 
edge and average spectrum efficiency of femto cell significantly when there are 
few indoor macro UEs and reduce system inter-cell interference when there 
exist macro users close to the femto cell.  

Keywords: power setting, heterogeneous network, power control, inter-cell 
interference, femto. 

1 Introduction 

Femto cell i.e. Home eNB (HeNB) comes into the spotlight due to its commercial 
potential [1-2]. It uses an access point (AP) regarded as a small base station (BS) 
which is connected to service provider’s internet network. HeNB is the home base 
station with low cost and ordinary subscribers can buy and set it by them easily. 

Although femto cell solves the coverage problem involving indoor users, there are 
still lots of problems to be solved in wireless network, which the most important is the 
interference problems. Since many service providers do not have enough frequency 
resource to provide services, macro cells and HeNB cells might use the same 
frequency resources. Consequently, when a macro user exists nearby a HeNB, the 
receiving signal of macro users will be interfered from the HeNB transmission signals. 
Similarly in downlink transmission, because of the interference, the SINR will be 
becomes lower and the data rate of macro user also reduces. [3-5].  

In order to maintain the performance of macro users, the interference problem is a 
critical problem from the view point of service providers. Moreover, the notified users 
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of the HeNB will be connected HeNB access point, so that only the owner of the 
HeNB could get benefits from the HeNB. Thus, non-authorized macro users nearby the 
HeNB access point can’t access to the HeNB and suffer from significant interference 
from the HeNB even if the received signal power of the HeNB is larger than that of 
their current serving macro eNB [6-7]. In previous research on reduction of inter-cell 
interference for heterogeneous networks, a technique of setting eNB’s transmit power 
receives considerable attention [8]. However, all the existing power setting schemes 
are setting HeNB’s transmit power statically and not considering whether there are 
victim macro users close to the HeNB or not. 

In this paper, a novel adaptive power setting scheme for a HeNB is proposed and 
verified by simulation. The adaptive scheme tries to reduce the inter-cell interference 
to the nearby victim macro users if they exist. On the other hand, the proposed scheme 
tends to improve the edge and average spectrum efficiency of the femto cell when 
there are few macro users close to the HeNB. Because of coverage problem, the macro 
eNB can’t consider to control the power. 

The rest of the paper is organized as follows. System model is presented in section 
2. Conventional power setting schemes are introduced in section 3. And a new power 
setting scheme is proposed in section 4. Simulation results and analysis is presented in 
section 5. And a conclusion is drawn in Section 6. 

2 System Model 

We consider a simple Macro-Femto heterogeneous network scenario, where several 
HeNBs are deployed in a Macro cell. The scenario is illustrated in Fig.1, in which 2 
HeNBs are shown for simplicity. HeNBs use the same frequency band as the Macro 
eNB. Therefore, for user equipment (UE), there are two kinds of downlink 
interference. One kind of downlink interference is from neighboring non-serving 
MeNB. The other kind is from neighboring non-serving HeNBs. 

As in a 3GPP Long Term Evolution (LTE) system, transmission of downlink 
control channel signal employs the whole frequency bandwidth. In this paper, we 
consider UE’s receive performance based on the whole frequency bandwidth. 

 

Fig. 1. Macro-Femto HetNet scenario 
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For a UE, we can obtain it’s receive power as following: 

_UE SeNB SeNB UER P PL= −  (1) 

Where UER is receive power of a UE in dB; SeNBP is transmit power of its serving eNB 

in dB; _SeNB UEPL is pathloss between the serving eNB to the UE in dB. 

Similarly, we can obtain its suffering interference power as following: 

, , _UE NSeNB i NSeNB i UEi
I P PL= −  (2) 

Where UEI denotes interference power suffered by a UE in dB; ,NSeNB iP is transmit 

power of the ith non-serving eNB in dB; , _NSeNB i UEPL is pathloss between the ith non-

serving eNB to the UE in dB. 
Then the signal-to-interference plus noise-ratio (SINR) of a UE can be given as 

following: 

210 10 1010 (10 10 )UE UE nR I
UESINR σ= +  (3) 

Where 2
nσ is the noise power at UE receiver in dB.  

From above deviation, it is can be shown that there are several factors affect the 
SINR performance of a UE. These factors are transmitting power of neighboring non-
serving eNBs, pathloss between the neighboring non-serving eNBs and the UE, and its 
receiver power from its serving eNB. In order to reduce interference and improve the 
receive performance of the UE, we need to either improve receiver power of the UE, or 
decrease the transmit power of its neighboring eNBs. However, decreasing transmit 
power of the neighboring eNBs may lead into problems, such as low system 
throughput, poor UE experience and shrunk cell coverage. 

3 A Conventional Power Setting Scheme 

As mentioned above, adjusting neighboring eNB’s transmitting power is one of 
techniques to reduce interference level of the HetNet systems. As transmit power of a 
macro eNB determines its cell coverage, it is impossible for a macro eNB adjusts 
transmit power for purpose of interference reduction. On the other hand, a home eNB 
may serve few UEs indoor. We consider the power setting algorithms for a HeNB. 

A conventional power setting scheme is that an eNB adjusts transmit power 
according to the objective SINR of its associated UEs. Assuming there is only one 
HUE associated with the HeNB, the transmit power of the HeNB can be given as 
follows. 

(( ))min _ maxmax , min ,HeNB HeNB HUE HUEP P PL R P= +  (4) 

Where HeNBP denotes the transmit power of HeNB in dB; _HeNB HUEPL is the pathloss 

between HeNB and the home UE (HUE) in dB; maxP and minP are the maximum and 
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the minimum transmit power limit of a HeNB in dB; respectively, HUER denotes the 

receive power of HUE in dB and can be obtained as following. 

( )210 10
1010log 10 10HUE nI

HUER Tσ= + +  (5) 

Where HUEI denotes the interference power suffered by HUE; T is target SINR of the 

HUE. 
As can be seen from the equation (4) and (5), a HeNB can adjust transmit power by 

setting the target SINR of its associated HUE. If the target SINR is set as a large value, 
the close-by non-associated UEs will suffer much heavy interference and may even 
experience radio link failure. On the contrary, if the target SINR is set as a low value, 
the nearby non-associated UEs will suffer the least interference from the HeNB. 
However, with a low target SINR, the HUE has to receive signal with a much low data 
rate. 

4 New Power Setting Scheme 

In order to diminish system interference level and improve cell throughput when there 
is no nearby victim non-associated UEs, we propose a new power setting scheme. In 
our proposed scheme, a HeNB may detect if there is a MUE close to it and estimate its 
pathloss to the closest MUE. There are some papers researches the calculation of 
pathloss between a HeNB and its close-by non-associated MUE [9-10].   

Then the HeNB can set transmit power by adjusting the target SINR of its 
associated HUE according to its pathloss to the closest MUE. 

Thus, the target SINR of an associated HUE can be given as equation (6). 

minT T= + Δ  (6) 

Where minT denotes the minimum limit of the target SINR of a HUE; Δ denotes an 

adaptive factor and can be given as follows. 

( ) )_ _ ,minmax ( ,0HeNB MUE HeNB MUEPL PLαΔ = −  (7) 

Where _HeNB MUEPL is the estimated pathloss between the HeNB to its closest MUE; 

_ ,minHeNB MUEPL is a predetermined minimum threshold of the pathloss from the HeNB 

to MUE; α denotes coefficient for mapping rang of pathloss to the range of target 
SINR of the HUE. 

Then, the receive signal power at HUE can be obtained by substituting equation (6) 
into equation (5). And the transmit power of the HeNB can be obtained by substituting 
equation (5) to equation (4). 

From equation (6) and equation (7), we can see that the proposed new power setting 
scheme can adjust the target SINR of the associated HUE dynamically according to the 
pathloss difference of actual value to a minimum threshold. If the closest MUE is far 
from the HeNB, the adaptive factor Δ will be large as _HeNB MUEPL is much greater 
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than the minimum threshold _ ,minHeNB MUEPL . In this case, the target SINR of the HUE is 

accordingly set as a large value and the transmit power of the HeNB will be high. It is 
reasonable the HeNB can transmit with a large power to increase its cell throughput 
when there is no close MUE. If the closest MUE is near the HeNB, the adaptive factor 
Δ will be small or even zero because _HeNB MUEPL is approaching to the minimum 

threshold _ ,minHeNB MUEPL . Then the target SINR of the HUE is accordingly set as a low 

value approaching to the minimum limit minT to enable the associated HUE not to suffer 

a radio link failure. And the transmit power of the HeNB will be low to protect the 
closest MUE to keep a radio link connect to its serving MeNB.  

5 Simulation and Analysis 

In order to verify performance of our proposed power setting scheme, computer 
simulation is conducted. Furthermore, the conventional power setting scheme, i.e. 
PS1, and scheme of HeNB’s transmit power being the maximum limit, i.e. no power 
setting, are simulated. In PS1, the target SINR is set as a lower value of -4 dB to 
protect nearby non-associated MUEs. In the simulation, we consider a cellular system 
containing 7 macro cells with 3 sectors in a macro cell [11]. Simulation scenario is 
illustrated in Fig.2. HeNBs are modeled as a Dual-stripe and deployed in a sector of 
the center macro cell.  

 

Fig. 2. simulation scenario 

In the following figures, _inP represents the probability of MUEs being indoors. 

PS1 is the conventional power setting scheme with fixed -4dB target SINR and PS2 
denotes our proposed power setting scheme. NO PS is the scheme that HeNB transmit 
downlink control signal with the maximum power. 

Fig.3 and Fig.4 are curves of UEs’ SINR of the proposed power setting scheme 
when 35% of macro UEs being indoors. 
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Fig. 3. CDF curve of SINR with different coefficient α  

 

Fig. 4. CDF curve of SINR with different _ ,minHeNB MUEPL  

In Fig.3 with the minimum pathloss threshold _ ,minHeNB MUEPL invariant, the 

probability of HUEs with high SINRs increases when coefficientα increases. In the 
meantime, the probability of MUEs with low SINR also increases. In Fig.4 withα  
fixed invariant, the probability of HUEs with high SINRs decreases with the increase 
of _ ,minHeNB MUEPL . Meanwhile, the probability of MUEs with low SINR also decreases. 

As can be seen from Fig.3 and Fig.4, _ ,minHeNB MUEPL andα have different effects on the 

system performance, _ ,minHeNB MUEPL is supposed to protect MUEs close to the HeNB 

andα is supposed to improve the throughput of HUEs when there is no nearby MUEs.  
Fig.5 and Fig.6 illustrate SINR performance of different power setting schemes with 

different probability of MUEs being indoors. It is shown form the both figures that the 
proposed scheme has the similar probability of MUEs in low SINR range with the 
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scheme of setting HUE’s target SINR as -4dB. On the other hand, the proposed scheme 
has a much great probability of HUEs in high SINR range compared with the fixing 
target SINR scheme, especially when 11% of MUEs are randomly distributed indoors. 

 

Fig. 5. CDF curve of SINR with 35% of macro UEs being indoors 

 

Fig. 6. CDF curve of SINR with 11% of macro UEs being indoors 

Performance of different power setting schemes in terms of spectrum efficiency 
(SE) and the outage probability is listed in Table 1 and Table 2.  

As can be seen from the tables, the proposed scheme has similar outage 
performance with the fixed target SINR scheme while has much higher edge and 
average throughput for the femto cell. Simulation parameters are in table 3. 
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Table 1. Performance of different power setting scheme with 35% MUE indoors 

Throughput NO PS PS1 PS2 

Outage for MUE 
(assuming -6dB) 

18.25% 5.01% 5.37% 

Outage for HUE 
(assuming -6dB) 

0.58% 8.17% 8.21% 

Edge HUE SE 
[bps/Hz] 

1.10 
（100%）

0.10 
（-90.90%）

0.13 
（-88.18%） 

Ave HUE SE 
[bps/Hz] 

3.57 
（100%）

1.52 
（-57.42%）

1.69 
（-59.17%） 

Table 2. Performance of different power setting scheme with 11% MUE indoors 

Throughput NO PS PS1 PS2 

Outage for MUE 
(assuming -6dB) 

5.83% 1.84% 2.18% 

Outage for HUE 
(assuming -6dB) 

0.58% 8.12% 4.04% 

Edge HUE SE 
[bps/Hz] 

1.0 
（100%）

0.12 
（-88%） 

0.22 
（-78%） 

Ave HUE SE 
[bps/Hz] 

3.49 
（100%）

1.57 
（-55.01%）

2.06 
（-40.97%） 

Table 3. Simulation parameters for HeNB deployment 

Parameter Assumption  

Carrier bandwidth 10 MHz 

Femto Frequency Channel same frequency and same 
bandwidth as macro layer 

Cell Radius 10 m 

Min separation UE to femto 3m 

Number of Tx antennas at femto 1  

Femto antenna pattern Omni antenna elements 

Femto antenna gain 5 dBi 

Min/Max Tx power femto -10/20 dBm 

Maximum number of femto UE per 
femto 

1 

6 Conclusions 

In a heterogeneous system deployed with macro eNBs and home eNBs, a macro UE 
may move to a position close to a home eNB. However, the macro UE can’t access to 
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the home eNB as the home eNB serves for a closed subscribe group. In this case, the 
macro UE will suffer heavy interference from the home eNB and may loss radio link 
connect to the serving macro eNB. An adaptive power setting scheme is proposed in 
this paper to diminish inter-cell interference to macro UEs and improve the edge and 
average spectrum efficiency of the femto cell when there is no macro UE surrounding 
the home eNB. Simulation results show that the proposed scheme can reduce inter-cell 
interference to the macro users close to the femto cell and improve the throughput of 
femto cell significantly especially when few MUEs being indoors. 
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Abstract. Device-to-Device (D2D) cluster communication underlaying cellular 
networks has been proposed as a means of increasing the resource utilization, 
and improving the spectral efficiency. However, when D2D links cannot satisfy 
the connection requirements, in order to keep the connection, D2D 
communication has to switch back to cellular communication. Consider that the 
previous switching methods mainly concentrated on the network centralized 
controlled D2D communications, so we propose a novel switching solution 
aided by a cluster head for (semi-) distributed controlled D2D communications. 
We propose the switched D2D user itself search and access the target base 
station. The cluster head determines transmission mode based on the channel 
state information after switching. The numerical simulation demonstrates the 
hybrid mode outperforms the D2D mode in some conditions.  

Keywords: Device-to-Device/D2D, cluster head, switching, hybrid mode, 
semi-distributed controlled. 

1 Introduction 

With the development of broadband networks, wireless data traffic is expected to 
continue strong growth in the near future. Mobile devices are dramatic increasing in 
the access to the limited frequency bands in the recent years while the limited 
available bands are more and more strained. It requires more efficient new solutions 
for use of existing spectrum resources. Device-to-Device (D2D) [1-7] communication 
technology is expected to become a promising resolution, which has been introduced 
to the conventional cellular communications. As an underlay of an LTE Advanced 
network, D2D enables new service opportunities, reduces the overhead for short range 
time intensive services and increase power and spectrum efficiency, which is 
becoming a beneficial complement of the IMT-Advanced system.  

D2D communication [3], as the name implies, denotes a group of devices (e.g., 
UEs (User Equipments)) that are close and communicate with each other. As an 
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underlay cellular networks, D2D has two distinct links: D2D links and cellular links. 
D2D users exchange information with each other via D2D links directly, rather than 
via cellular wireless networks relaying within a D2D cluster (including D2D pair). 
When a D2D UE connects to the base station (evolved NodeB, eNB), it uses cellular 
links. D2D communication has two operating types. One is a network (e.g., eNB) 
centralized controlled D2D communications [1-2], i.e. eNB controls and manages 
D2D cluster communications, every D2D UE interacts control signalling with eNB 
respectively. Another is a cluster head (CH) semi-distributed controlled D2D cluster 
communications, i.e. the CH is responsible for managing and maintaining intra-cluster 
control signalling and data transmission, besides, it also interacts necessary control 
signaling such as synchronization, access, resource allocation and (re-)allocation with 
eNB via cellular links. eNB only has context information of the CH while it possibly 
has no information of other cluster members. These cluster UEs connect with the CH 
via D2D links and they are possibly without connection to the eNB. CH managed the 
cluster UEs.  

 

 

Fig. 1. D2D cluster communication and UE movement scenario 

D2D cluster dynamically changes as user mobility within varying and unstable 
channel conditions, which might lead to the D2D link quality sharply deteriorate, 
even it could not meet connection requirements. As a result, D2D cluster might need 
to update, re-establishment. Under such condition, if D2D UEs were communicating 
with each other directly, in order to guarantee service continuity, D2D UEs might try 
to switch to the cellular networks to continue the communication. Since the 
introduction of D2D communication mode, there exist two communication modes for 
UEs: D2D mode and cellular mode. Therefore, the selection of communication mode 
should not only consider the link quality between UEs but also the link quality 
between eNB and UEs. To obtain the more efficient communications at any time, 
switching between D2D and cellular is inevitable. 

For eNB centralized controlled D2D communications, eNB receive measurement 
reports from UEs periodically, eNB handles D2D link and cellular link conditions. 
Once D2D link quality is less than some limit value, the eNB determines D2D UEs 
switch back to cellular communications, vice verse. But for a CH semi-distributed 
controlled D2D communication, if eNB is lack of UE context, switching aided by 
eNB is not applicable. In this paper, we propose a D2D cluster UE switching to 
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cellular wireless communications solution for CH semi-distributed controlled D2D 
cluster communications, and it can reduce routing latency and save radio resources. 

This paper is organized as follows. Section 2 reviews related works and problem 
description. Section 3 presents the switching solution and implementation. The 
Section 4 presents numerical simulation and results. 

2 Related Works and Solved Problem 

In the existing literature, most research focuses on eNB centralized controlled D2D 
communications. [1-2] presented the concept of D2D communication as an underlay 
to a cellular network. In this system, eNB controls and manages D2D cluster (pair) 
UEs. If D2D links cannot provide good service quality, eNB is responsible for UEs 
switching to cellular communication mode from D2D mode. But in a CH semi-
distributed controlled D2D cluster communication, for a certain amount of the cluster 
members, since those common cluster UEs have no dedicated channels to connect 
with eNB, taking Fig. 1 as an example, intra-eNB (CH and UE2 is in the same eNB 
coverage) switching between D2D mode and cellular mode is hard to implement. It 
becomes much harder to implement inter-eNB switching when UE2 moves to the 
other eNB. Even if communication mode switching can be processed, it would cost 
significant signalling overhead and time delay, and further degrade systems capacity 
and throughput.  

Conventional cellular networks support UEs mobility and roaming. When users 
move from one cell to another one, in order to achieve call continuation during 
boundary crossings, handover is a key step. [8] discussed the handover initiation 
techniques and the handoff decision protocols, which decrease forced termination 
probability while not increasing call blocking probability significantly, when users 
transferring an active call from one cell to another. In cellular networks, the source 
eNB determines the target eNB for a UE who intends to make handover in cellular 
wireless networks [9]. Due to the limited range, D2D radio should be designed for 
rather stationary links. Nevertheless, it should also offer limited mobility support. In a 
cellular centralized controlled D2D communications, a handover from a D2D 
connection to a cellular connection is initiated when the cellular connection achieves 
higher throughput than the D2D or if one of the policies for D2D connections is 
violated. Obviously, eNB-based handover decision can be also applicable to a 
network centralized controlled D2D communications. In eNB centralized controlled 
D2D pair communications, once D2D link quality no longer satisfies communication 
requirements, eNB can make decision require D2D UEs in D2D mode switch to 
cellular mode. Assuming a pair of D2D UEs are located in the same eNB coverage 
area, and control signalling can be interacted between every D2D UE and eNB. The 
straightforward phases are as follows: Once D2D link quality is below some pre-
ordered threshold value, D2D UEs can send request to eNB for switching to cellular 
mode respectively; After receiving the switching request, eNB allocates radio 
resources for cellular communication to UEs; if the cellular link quality is above some 
pre-ordered radio link threshold value in cellular mode, both UEs can switch back to 
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cellular mode. This solution will be applicable for a group of UEs formed a D2D 
cluster communication as well, but it would be no doubt cost significantly radio 
resource and signalling. Worse still, the solution is hard to implement a cluster UE 
switches seamlessly to cellular mode. For the CH semi-distributed controlled D2D 
communications, due to lack of a centralized controller node, we have to search a new 
switching solution to mitigate data loss. 

Within a D2D cluster as illustrated in Fig. 1, a group of UEs directly exchange 
information (e.g., file sharing) with each other via D2D links, without eNB relaying. 
All D2D UEs are in the coverage of eNB1. The data source is elected as the CH of the 
cluster, which is responsible for managing and maintaining the operation within the 
cluster and keeping connection with eNB1. Actually, any of UEs within the cluster 
can serve as a CH. Here just for convenient expression. In this case, if a D2D user 
UE2 leaves from the cluster and UE2 wishes to keep the existing service, even in an 
extreme case, UE2 maybe leave from eNB1 to eNB2, how to keep communication 
connection? A straight-forward solution is the UE switches to cellular 
communication. It is also useful for a CH semi-distributed controlled D2D cluster 
communications. However, due to eNB is lack of UE context, D2D UE(s) switching 
to cellular communication mode has a bigger challenge to reduce resources 
consumption and time delay as much as possible and still provide existing service 
QoS to the communicating UEs. In this paper, our contribution has two points: on the 
one hand, if a D2D UE has to switch back to conventional cellular mode for 
communication, the D2D UE selects the identifier (ID) of the target eNB by itself for 
switching to the conventional cellular mode from D2D mode; on the other hand, the 
CH will use a new hybrid mode to transmit the data in case the leaving UE and 
current D2D users want to receive the same data information. The hybrid mode 
includes two cases based on the MCS (Modulation Coding Scheme) information: one 
is CH broadcasts data packets to D2D cluster and the target eNB (or CH itself eNB, 
then forward to the target eNB); the other is CH multicasts packets within the cluster 
in a dedicated resource while CH unicasts to the target eNB (or CH itself eNB, then 
forward to the target eNB) in another dedicated resource. 

3 Protocol Implementation 

We assume that D2D communication utilizes the eNB uplink resource orthogonally. 
As illustrated in Fig. 2, at the beginning, a data source CH multicasts files to a D2D 
cluster, CH can listen all of the cluster members. Afterwards, UE2 gradually moves 
far away from CH. Once the D2D link quality between UE2 and CH cannot satisfy the 
connection conditions, in this case, UE2 still want to receive the present file, UE2 will 
have to switch to the conventional cellular communication mode. The switching 
procedure includes the switching preparation phase, the switching execution phase, 
the data transfer phase.  

In the switching preparation phase, UE2 first initiates a cell search and a random 
access procedure. If eNB ID of the D2D UE2 who intends to access is the same as 
eNB ID of the D2D CH as illustrated in Fig. 2(a), then UE2 will access to eNB1 and 
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establish RRC connection with eNB1. Otherwise, if UE2 transfers to eNB2 (Fig. 2(b)), 
in this case, the D2D UE2 will intend to access to eNB2 and establish RRC connection 
with eNB2, which is different from eNB (eNB1) of the D2D CH. 

 

eNB1 coverage

UE1 UE2

CH
File sharing

UEN

UE2

eNB1 

(a) UE2 within eNB1 coverage area

UE1
UE2

CH

File sharing

UEN

eNB1 coverage

eNB2 coverage

eNB1 eNB2 

UE2

(b) UE2 within eNB2 coverage area
 

Fig. 2. Implementation process 

In the switching execution phase, UE2 sends a switching request to the CH via 
D2D link for keeping the existing service. The request includes the UE2 accessed eNB 
ID. Note that it’s different from handover procedure of the conventional cellular 
wireless network. In the cellular network, the source eNB finds and determines the 
target eNB for its UE, and the source eNB assists the UE to access the target eNB. 
Here the UE itself searches and accesses to the target eNB and informs the target eNB 
ID to the CH. Then the CH (not the source eNB) sends the switching request of UE2 
together with UE2 accessed eNB ID to eNB1 (the eNB ID of the CH) via the cellular 
links. Once eNB1 receives the request message from CH, eNB1 will know to which 
eNB UE2 has accessed. If UE2 accessed eNB ID is the same as eNB1, the procedure 
will turn to the data transfer phase. Otherwise, if UE2 accessed eNB ID is the eNB2, 
the two cellular eNBs will have to exchange the switching request and confirmed 
message for UE2. After CH receives the switching command via the cellular links, CH 
sends a switching confirmation message to UE2 via D2D links, as a result, UE2 
receives the rest of packets via cellular links. UE2 disconnects D2D links.  

In the data transfer phase, CH adopts a hybrid communication mode. In hybrid 
mode of communication, D2D mode and cellular mode communicate simultaneously. 
That is, CH transmits packets to UE2  via cellular links, while CH transmits packets 
to the rest of the D2D members via D2D links. In detailed implementations, CH 
compares the MCS between CH and eNB1 with MCS between D2D links to 
determine the resource assignment. It has two cases.  

(1) MCSCH-eNB1 is (approximately) equal to MCSD2D: In this case, CH uses a 
dedicated resource to broadcast the data packets to both the D2D cluster (the rest of 
D2D member UEs) and eNB1, which saves the radio resources. It notes that if CH and 
UE2 is not in the same eNB, eNB1 would have to forward the packets to the target 
eNB (e.g., it is eNB2 in Fig. 2(b)), until the data packets are sent to UE2 via cellular 
links at last. 



118 J. Du et al. 

 

(2) Great difference to compare MCSCH-eNB1 with MCSD2D: In this case, CH selects 
a parallel communication operation using two dedicated resources, i.e., multicasting 
data packets via D2D links and unicasting via cellular links. The two communication 
modes are independently exist at the CH. On the one hand, CH determines the MCS 
based on the the D2D link quality between CH and the rest of D2D users and 
multicasts data packets within a cluster; on the other hand; on the other hand, CH 
determines the MCS based on the the cellular link quality between CH and its eNB 
itself (eNB1) and unicasts data packets. Since D2D link transmission efficiency is 
much better than cellular links typically. Under this assumption, applying this parallel 
communication operation could enable D2D UEs to meet the original service 
requirements; besides, it can guarantee reliable cellular communications by unicasting 
via cellular links. Note that if CH and the leaving user (UE2) is not in the same eNB, 
eNB1 has to forward data packets to the target eNB, until UE2 receives the packets via 
cellular links. 

Fig. 3 illustrates a state transition model for D2D UEs between a CH semi-
distributed controlled D2D communication mode and conventional eNB centralized 
controlled cellular communication mode. At the beginning, all UEs stay in D2D mode 
(The CH still connects with eNB). When D2D links of a cluster member UE within a 
cluster can’t satisfy direct communication requirement as the position of the D2D UE 
and communication environment changes, in order to accomplish some 
communication service, the D2D UE will have to switch to cellular mode from D2D 
mode. In this case, the UE keeps the previous D2D link to maintain D2D 
communication, while the UE establishes a cellular link. If the UE can satisfy the 
cellular communication requirement, the UE will leave the D2D connection state and 
enter cellular connection state. At this time, the CH communicates with the UE via 
cellular links, while CH communicates with the rest of cluster members via D2D 
links. That is, for the original cluster, it enters hybrid state.  

On the contrary, if at the beginning, UEs are in cellular communication mode. 
When a cellular UE multicasts data through eNB relaying, if the data source UE and 
one of receiver UEs satisfy the requirement for D2D communication and UEs have 
D2D communication capability, eNB shall instruct the UEs to switch from cellular 
mode to D2D mode. In this case, eNB designates the source UE to serve as a cluster 
head which still keeps connection with eNB, meanwhile, the source UE and the 
receiver UE try to establish D2D links. When a D2D link is already established 
between the two UEs successfully, both UEs respectively enter D2D communication 
state. However, if the D2D link quality between the source UE and the rest of receiver 
UEs cannot satisfy the requirement, they would continue to communicate through 
cellular links, that is, the network enters hybrid communication mode. But when all 
the rest of receiver UEs can enter D2D communication state, this network enters D2D 
mode.  
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Fig. 3. Cluster member state transition and mode switching 

4 Numerical Simulation and Results 

In this section, we analyze the cost of time-frequency resource in D2D mode and 
hybrid mode respectively. As shown in Fig. 1, for simplified calculation, only one 
user UE2 moves far away from D2D, other users are static. In D2D mode, we assume 
the communication radius of the D2D is large enough, even if the user moves far 
away from D2D, the communication is still via D2D links. In hybrid mode, we 
assume the moving user UE2 is still in the coverage of eNB1, besides, only UE2 
communicates with CH via cellular links, other D2D members communicate with CH 
via D2D links. D2D and cellular communication use orthogonal resource, assuming 
frequency resource is the same in D2D multicast and cellular uplink/downlink 
unicast. The channel model considers only path loss. We do not consider shadowing 
or fast fading. In this case, we compare D2D mode and hybrid mode in the single-cell. 
Shannon’s capacity formula is used to calculate the sum cost of time-frequency 
resources of unit-bit. In D2D mode,                                           

2
2 2 2 2

1 1

log (1 )D D
D D D D D D

Sum
B R B SNR

= =
⋅ +

 (1) 

Wherein, BD2D denotes the transmission bandwidth of D2D mode, e.g, one physical 
resource block (PRB). For convenience, we assume that the bandwidth of both D2D 
mode and cellular mode are B. RD2D is the D2D multicast transmission rate on each 
PRB (including the leaving UE2), and SNRD2D is the signal to noise radio of the D2D 
links. 

In the hybrid mode, in order to make the updated D2D keep transmitting data, the 
networks still allocate the same frequency resource (B). In this case, the sum cost of 
time-frequency resources of unit-bit is                    

2 2

2 2 2 2

1 1 1

1 1 1

log (1 ) log (1 ) log (1 )

hybrid

rD D rD D UL UL DL DL

rD D UL DL

Sum
B R B R B R

B SNR B SNR B SNR

= + +
⋅ ⋅ ⋅

= + +
+ + +

 
(2) 

Wherein, RrD2D is the transmission rate of the rest D2D members (excluding UE2), 
which forms a updated D2D, compared to the original D2D. RUL and RDL are the 
cellular uplink/downlink transmission rate on each PRB respectively. SNRrD2D denotes 
the SNR among the rest D2D links, and SNRUL and SNRDL are cellular uplink and 



120 J. Du et al. 

 

downlink SNR.If we do not consider interference, assuming the channel model 
considers only path loss, when the transmission power and thermal noise is fixed, 
larger distance, lower SNR, and larger resource cost. 

From (1) and (2), we perform the numerical simulations. Table I summarizes a list 
of simulation parameters and their default values. The simulation tool is developed in 
MatlabTM. In the first scenario, we keep fixed the distance between CH and eNB 
(e.g., 23m, 73m and 140m) and the positions of the cluster users excluding the 
moving UE2. As shown in Fig. 4, when UE2 moves far away from the CH, the 
distance attenuation increases, the sum resource cost of the time-frequency of D2D 
mode increases as well. For hybrid mode, if the distance between CH and eNB was 
fixed, UE2 mobility has a tiny influence for the cost of the cellular uplink/downlink 
and the rest of D2D members, the resource cost increases slowly. Obviously, at the 
beginning, the performance of the D2D mode is better, however, as the distance 
between CH and UE2 increases, the performance of the hybrid mode will outperform 
the D2D mode. So the crossing point can be as ‘switching point’, it represents the best 
switching location found in each case, considering D2D modes and hybrid modes. We 
can conclude that if the hybrid mode is chosen in some occasions, it will be a gain in 
the system capacity. 

Table 1. Simulation parameters and values 

Parameters Values

Carrier frequency 2 GHz
Max eNB Tx power 

 UE Tx Power 

UE noise figure 

Distance attenuation

9 dB

46 dBm

10 dBm

Tx bandwidth 1 PRB

128.1+37.6lg(d), with d in km

UE thermal noise density -174 dBm/Hz  
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Fig. 4. Sum cost of time-frequency resource in the first scenario 
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In the second scenario, we keep fixed the communication radius of D2D and eNB 
varies its position. Fig. 5 illustrates the resource cost of the hybrid mode increases 
with the distance and the cost of D2D mode in some special D2D coverage distances. 
Due to in hybrid mode, some packets are transmitted via eNB relaying, so when the 
distance between CH and eNB increases, the gain of the hybrid mode degrades. But 
as expected, the hybrid mode has better performance than D2D mode when we 
consider the short distance between CH and eNB. Actually, when the D2D coverage 
is 250m, and the cellular communication distance is below 60m, the resource cost of 
the hybrid mode is lower than those required in the D2D mode. Once the distance 
between CH and eNB is beyond 60m, the sum resource cost of the hybrid mode will 
be larger. In this case, the crossing point can become a switching threshold value. If 
the coverage distance of D2D mode and cellular mode increase, the switching 
threshold value will increase as well. 
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Fig. 5. Sum cost of time-frequency resource in the second scenario 

In short, the simulations illustrate that the D2D communication and cellular 
communication should not be applied all the time, but only in some favorable conditions. 
Therefore, switching between D2D communication and cellular communication is 
inevitable. It notes that D2D is a short-range communication technology. Only when UE is 
close to each other, D2D communication may allow for extreme high bit rates, low delays 
and low power consumption. So when a part of D2D users have to switch to cellular 
communication from D2D communication, the proposed hybrid communication mode 
adopts the hybrid communication mode, that is, the integration of D2D communication 
and cellular communication to improve the system efficiency significantly.  

5 Conclusion 

In this paper, we investigated a switching solution between cellular communications 
and D2D communications. It can speed up routing lookup process and reduce time 
delay, especially for inter-eNB switching to cellular links from D2D links, compared 
with cellular handover. As in the cellular handover, in order to lookup the target eNB, 
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the source eNB has to resort to Mobility Management Entity (MME), and its latency 
is much longer. While in the proposal, the D2D CH reports the target eNB ID to the 
source eNB, then the source eNB knows who is the target eNB in advance. This 
process is without need to relocation procedure signalling and MME routing lookup, 
and it reduces latency.  

The proposal also improves spectrum efficiency. From the simulations, the hybrid 
communication mode can save radio resources and improve spectrum efficiency 
while without degrading D2D transmission rate.  

In this paper, either centralized or semi-distributed D2D communication utilizes 
licensed spectrum resources. Consider the unlicensed bands are used inefficiently and 
D2D communications technology can increase power and spectrum efficiency, in the 
near future, we would study D2D utilization on unlicensed bands. 
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Abstract. In this paper, we propose an iterative algorithm for finding
near-optimal Energy Efficient Relay Positions(EERP) in Amplify-and-
Forward (AF) and Decode-and-Forward (DF) relay-assisted cellular net-
works. Each iteration of EERP algorithm contains two steps, i.e. energy
efficient cell division and energy efficient center searching. Close-form
expressions of energy efficient cell division boundaries are provided. And
two-dimensional Fast Fourier Transform (FFT) is adopted to reduce the
complexity of energy efficient center searching. Simulation results show
near-optimal relay positions of different pathloss factors, relay scenarios
and relay numbers, and demonstrates the effectiveness of EERP.

Keywords: relay position, energy efficiency, green communication.

1 Introduction

Statistics about energy consumption of cellular system show that a lot of energy
is wasted owing to low utilization of cellular systems, especially base station
(BS), resulting from low traffic. In order to save energy consumption of cellular
networks, traffic-aware energy efficient network planning becomes essential and
attracts a lot of attention recently[1][2][3]. Based on traffic fluctuation, many
switching on/off schemes are proposed in both academia and industry to avoid
wasting BS operation energy. Cell zooming, which adaptively adjusts cell size
according to traffic load, has the potential to balance traffic load and reduce en-
ergy consumption [3]. However, it may easily cause coverage hole, and additional
modules are needed to support cell zooming. Moreover, more powerful hardware
is needed to get more information such as real-time traffic load and neighbor cell
information for cell zooming.

Relaying is one of the features proposed for the 4G LTE-Advanced system.
Therefore relay position in cellular network is a hot topic. Relay can enlarge
coverage and increase network capacity, and it can also improve energy effi-
ciency. Traffic-aware relay placement can effectively improve energy efficiency.
Currently, most research on relay placement in wireless network focuses on im-
proving relay-assisted network radius [4] and throughput [5][6], or minimize out-
age probability [7]. On the other hand, energy-efficient design of sensor and ad

H. Qian and K. Kang (Eds.): WICON 2013, LNICST 121, pp. 123–136, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013
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hoc networks has received significant attention for decades with emphasis on
prolonging battery life-time for sensor nodes and mobile terminals [8], but the
networking planning problem in cellular network is different with those in sensor
or ad hoc networks. As energy efficiency becomes one of the major goals in design-
ing cellular system, the work [9] is among very few that optimizes relay station
(RS) positions to reduce energy consumption, but it focuses on one-dimensional
cellular network scenario.

Real-time traffic distribution in a cellular cell changes randomly. However,
from a macro point of view, traffic distribution in a cell has statistical pattern,
e.g. some subareas in the cell is hot-spot while some are sparsely populated. on
the other hand, some mobile stations can be dynamically assigned as relay nodes
according to the optimal relay position searching in future cellular networks. In
this paper, we focus on traffic-aware energy-efficient relay position searching
problem in a hexagon cell. By optimizing RS locations base on statistical traffic
distribution, energy consumption will decline. To find the optimal RS locations, a
near-optimal heuristic iterative algorithm named Energy Efficient Relay Position
(EERP) is proposed in both AF and DF relay scenarios, which is based on
the idea of Lloyd algorithm. Each iteration of EERP executes two steps: First,
the cell is divided into small regions covered by RSs and BS. The division is
based on the result of the most energy efficient power allocation. Close-form
expressions of cell separation boundary and shapes of cell separation boundary
in some specific pathloss factors are provided. Based on cell separation diagram,
energy efficient RS locations are calculated according to traffic distributions.
After several iterations, we can get the near-optimal positions for N RSs. Two-
dimensional FFT is used to largely reduce the complexity.

2 System Model and Problem Description

2.1 System Model

Consider a hexagon cell with radius Rcell and N RSs in it. BS is located in cell
center as shown in Fig. 1 and transmits signal to mobile station(MS) directly
or through a RS for downlink. hBR, hRM , hBM denote BS-RS channel, RS-MS
channel and BS-MS channel respectively. Channel gain between position i and
j is formulated as hij = ad−b

ij , where dij is the distance between i and j; a,b are
constants, where b denotes pathloss factor. Here, the channel model we adopted
is Urban Macro Model in ITU-R M.2135, and the details can be found in Section
4. With orthogonal resource allocation technology, intra-cell interference can be
avoided.

For DF relays, downlink data rate RDF is formulated as [10]

RDF = min

(
1

2
log2

(
1 + Ps|hBR|2

)
,
1

2
log2

(
1 + Pr|hRM |2)) (1)

where Ps, Pr is transmission power of BS and RS, and Gaussian noise power N0

is normalized. Channel gains are modeled as |hRM |2 = a1d
−b1
RM , |hBR|2 = a2d

−b2
BR ,
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Fig. 1. System Model

b2 ≤ b1.For AF relays, downlink data rate RAF is

RAF =
1

2
log2

(
1 +

Ps |hBR|2 Pr |hRM |2
1 + Ps |hBR|2 + Pr |hRM |2

)
(2)

If BS directly communicates with MS, downlink data rate will be expressed as

RDT = log2

(
1 + Ps |hBM |2

)
(3)

2.2 Problem Description

The objective is to find optimal positions for N RSs based on statistical traffic
distribution to maximize cell energy efficiency i.e. minimize cell power consump-
tion h(H). We suppose cell traffic distribution follows function f(X), where X
denotes user’s position (x, y) and f(X) is the corresponding traffic requirement
in bits. The problem can be formulated as

min
H

h(H) =

∫∫
S

Ps(X,H) + Pr(X,H)

R
f(X)dX (4)

where R is data rate, H denotes RS location (ηi, ζi), i = 1, . . . , N and Sdenotes
the cell area over wich the double integral is computed. BS is located at (0, 0).
Transmission power of BS and RS is expressed as Ps(X,H) and Pr(X,H). So
our goal is to find H∗ which can minimize h(H). Energy efficiency is defined as
EE = (Pr + Ps)/R in Joule/bit. The minimum h(H∗) is obtained when RSs’
position and power allocation among all downlinks are most energy efficient.

3 Algorithm for Finding Energy Efficient Relay Position

To get the optimal solution H∗
i for MS i, BS will choose the optimal RS to

forward its data, and RSs must be at the optimal position. According to the
two principles, we proposed a heuristic algorithm for finding Energy Efficient
Relay Position, namely EERP, based on the idea of Lloyd algorithm[11]. EERP
is executed in following steps.
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– Step 1: Initiate the N RSs’ locations Hk
RS randomly with BS in cell center,

where k = 1 is a counter.
– Step 2: After power allocation for each link with minimum energy cost, cell

is divided into N + 1 subregions Sk
i , i = 1, 2, . . . , N + 1.

– Step 3: Based on cell division diagram, new RS locationsHk+1
RS are obtained

according to traffic distribution f(X).
– Step 4: If ‖Hk+1

RS −Hk
RS‖ > ε and k < max iter, then set k = k+1 and go

back to Step 2; otherwise, continue to Step 5.
– Step 5: Return Hk+1

RS as the near-optimal locations for N RSs.

In the above algorithm, ε denotes a predefined threshold and max iter is the
maximal iteration times.

Suppose that RS locations are HRS. Cell separation generates two kinds of
subregion boundaries. One is between subregions of two RSs; the other is be-
tween subregions of the BS and one RS, which is determined by whether directly
communication between BS and MS is better than BS transmitting its message
through any RS to MS. AF and DF RS are illustrated as follows respectively.

3.1 Cell Division for DF Relays Assisted Networks

First, power allocation of Ps and Pr is to maximize energy efficiency of every
downlink under the premise of guaranteeing data rate requirements Rth. The
power allocation problem can be formulated as

min
Ps,Pr

Ps + Pr

RDF

s.t. 0 < Ps, Pr < Pmax

RDF > Rth (5)

where RDF is defined as (1). Under the condition Pmax > (22Rth −
1)/|hSR|2,Pmax > (22Rth − 1)/|hRD|2[8], the optimal solution of (5) is

P ∗
s = (22Rth − 1)/|hSR|2

P ∗
r = (22Rth − 1)/|hRD|2 (6)

3.1.1 Boundary Between Subregions of Two RSs

According to (6), energy cost of choosing RSi is defined as

EERSi(X,Hi) =
(22Rth − 1)(a−1

2 db2BRi
+ a−1

1 db1RiM
)

Rth
(7)

The optimal subregion boundary between two RSs satisfies EERSi(X,Hi) =
EERSj (X,Hj). By substituting (7), we can get

db1RiM
− db1RjM

= a1a
−1
2 (db2BRj

− db2BRi
)

‖X−Hi‖b1 − ‖X−Hj‖b1 = a1a
−1
2 (db2BRj

− db2BRi
) (8)



Algorithm: Finding Energy Efficient Relay Positions 127

where ‖X−Hi‖ is the distance between MS and RSi; the right parts of the two
equalities in (8) are a constant since the distance between RS and BS is already
known.

Theorem 1: Cell division among DF RSs satisfies (8).

Corollary 1: When b1 = 1, the cell separation boundary is a hyperbola; when
b1=2, cell separation boundary is a straight line. And when LOS exists between
BS and RS, cell separation boundary tends to be a straight line.

Proof: When b1 = 1, (8) turns to be dRiM −dRjM=const, which is a hyperbola;
when b1 = 2, (8) will be transformed to ‖X − ηi‖2 −‖X − ηj‖2 =const, which is
a straight line; when LOS exists between BS and RS, which means b2 < b1, then
db2BRi

is smaller than db1RiM
, and can be ignored, so (8) turns into ‖X − Hi‖ =

‖X −Hj‖, which is a straight line.

3.1.2 Boundary Between Subregions of BS and RSs

When BS directly communicate with MS, Ps satisfy Ps = (2Rth − 1)a−1
1 db1BM ,

so EEBS(X) can be expressed as

EEBS(X) = Ps/R =
(2Rth − 1)a−1

1 db1BM

Rth
(9)

Boundary between subregions of the BS and a RS satisfies,

db1BM − (2Rth + 1)db1RM = a1a
−1
2 (2Rth + 1)db2BR

‖X‖b1 − (2Rth + 1)‖X−Hj‖b1 = a1a
−1
2 (2Rth + 1)db2BR (10)

Theorem 2: When RS adopts DF strategy, cell separation between BS and RS
satisfies(10).

Corollary 2: When b1 = b2 = 2, cell separation boundary must be behind the
line which passes RS point and is vertical to the connection of BS and RS. When
LOS exists between BS and RS, cell separation boundary is a parabola.

Proof: When b1 = b2 = 2, from (7) and (9), we can get

EERS(X,H)/EEbs(X) > (2Rth + 1)((d2RM + d2BR)/d
2
BM )2 (11)

Law of cosines tells us that cell separation boundary between BS and RS must
be behind the line which is vertical to the connection between BS and RS and
passes RS. When LOS exists between BS and RS, cell separation boundary can
be approximated to (2Rth + 1)1/b1dRM = dBM , which is a parabola.
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Fig. 2. Cell separation diagram (DF)

When DF strategy is adopted, cell separation boundary is shown in Fig. 2.
The ’x’ mark denotes RS locations. Based on RS locations, cell separation is
done. Cell separation boundary is changing with fading factor b. As the growing
of b1,b2, the curvature of cell separation boundary becomes larger, which matches
with the theoretic results.

3.2 Cell Division for AF Relays Assisted Networks

With data rate expression (2) energy efficient power allocation problem can be
modeled as

min
Ps,Pr

Ps + Pr

RAF

s.t. 0 < Ps, Pr < Pmax

RAF ≥ Rth (12)

With high SNR assumption, data rate expression (2) is approximated to

RAF =
1

2
log2

(
Ps|hSR|2Pr|hRD|2

1 + Ps|hSR|2 + Pr|hRD|2
)

(13)

Then the optimal result of (11) is

Ps =

(
22Rth − 1

) |hRD|2 +√
22Rth (22Rth − 1) |hSR|2|hRD|2

|hSR|2|hRD|2

Pr =

(
22Rth − 1

) |hSD|2 +√
22Rth (22Rth − 1) |hSR|2|hRD|2

|hSR|2|hRD|2 (14)

We omit the proof of the result due to space limitation.
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3.2.1 Boundary between Subregions of Two RSs

The energy cost of RSi is expressed as

EERSi (X,Hi) =
1

Rth

(
(22Rth − 1)

(
a−1
1 db1RiM

+ a−1
2 db2BRi

)

+2
√
22Rth(22Rth − 1)a−1

1 a−1
2 db1RiM

db2BRi

)
(15)

When EERSi (X,Hi) ≈ (22Rth − 1)/Rth

(√
a−1
1 db1RiM

+
√
a−1
2 db2BRi

)2

, cell sep-

aration boundary can be expressed as√
a−1
1 db1RiM

−
√
a−1
1 db1RjM

=
√
a−1
2 db2BRj

−
√
a−1
2 db2BRi

‖X−Hi‖b1/2 − ‖X−Hj‖b1/2 =
√
a1a

−1
2 db2BRj

−
√
a1a

−1
2 db2BRi

(16)

Theorem 3: When RS adopts AF strategy, cell separation boundary between
RSs similarly satisfies(14).

Corollary 3: When b1 = 2, cell separation boundary between RSs is a hyper-
bola; when b1 = 4, cell separation boundary is a straight line. When LOS exists
between BS and RS, cell separation boundary becomes a straight line.

Proof: When b1 = 2, cell separation boundary (14) can be translated into
dRiM −dRjM =const, which is a hyperbola. When b1 = 4, cell separation bound-
ary (14) turns to be‖X−Hi‖2−‖X−Hj‖2, which is a straight line. When LOS
exists between BS and RS, cell separation boundary (14) is approximated to
‖X−Hi‖ − ‖X−Hj‖ , which is a straight line.

3.2.2 Boundary between Subregions of BS and RSs

Cell separation boundary satisfies EERSi (X,Hi) = EEBS (X),then from (9)
and (15), we can get √

db1BM/(2R + 1)−
√
db1RM =

√
a1a

−1
2 db2BR

(2Rth + 1)−1/2‖X‖b1/2 − ‖X−Hj‖b1/2 =

√
a1a

−1
2 db2BR (17)

Theorem 4: When RS adopts AF strategy, cell separation between RS and BS
approximately satisfies(17).
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Fig. 3. Cell separation diagram (AF)

Corollary 4: When b1 = b2 = 2, no RS is needed. When b1 = b2 = 4, cell sep-
aration boundary between BS and RS is behind the line which is perpendicular
to the connection of BS and RS and pass RS. When LOS exists BS and RS, cell
separation boundary is a parabola.

Proof: If b1 = b2 = 2,then

EERS(X,H) >
22Rth − 1

Rth

(√
a−1
1 db1RM +

√
a−1
2 db2BR/dBR

)2

(18)

So,

EERS(X,Hi)/EEBS(X) > (22Rth + 1)

(
dRM + dBR

dBM

)2

(19)

Triangle inequality tells us that dRM + dBR > dBM , so EERS(X,H) >
EEBS(X), which means BS should transmit data to MS directly. When b1 =

b2 = 4,EERS(X,H)/EEBS(X) > (22Rth + 1)
(

d2
RM+d2

BR

d2
BM

)2

. Law of cosines tells

us that cell separation boundary between BS and RS must be behind the line
which vertical to the connection of BS and RS and pass RS. When LOS exists
between BS and RS, then dBM − (2Rth + 1)1/b1dRM = 0,which is a parabola.

Cell separation boundary for AF strategy is shown in Fig. 3. Three different
channel cases are provided, which conform to theoretic analysis.

3.3 Energy Efficient Center Searching

Energy efficient cell separation divides a cell into N + 1 regions. BS commu-
nicates with MS in Si through RSi, while BS transmits data to MS in region
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SN+1 directly. In this section, we will optimize RSi position to maximize energy
efficiency in Si, which can be formulated as

min
Hi

∫∫
Si

Ps(X,Hi) + Pr(X,Hi)

R
f(X)dX, i = 1, 2, . . . , N (20)

Owing to complex shape of Si, and complex expression of traffic distribution, it is
hard to get a theoretic solution of the optimal RS locations; however, numerical
techniques can be used to find near-optimal relay positions. We quantize a cell
region into grids. So (20) can be translated into

min
Hi

∑
Xj∈Si

Ps(Xj,Hi) + Pr(Xj,Hi)

R
Prob(Xj), i = 1, 2, . . . , N (21)

Where Prob(·) is the probability function. When grid is small enough we can get
the near-optimal result. To make the calculation faster, two-dimensional FFT is
utilized.

Expression (7) and(15) can both denote energy cost of RS and BS, be-
cause when db2BRi

= 0,(7)=(9),(15)=(9). And (7), (15) can be both expressed
as EERSi = g(X−Hi). So (17) can be transformed into

min
Hi

∑
Xj∈Si

g(Xj −Hi)f(Xj) (22)

which is a convolution of g(X) and f(X). Using two-dimensional FFT can largely
decrease the complexity of calculation.

After a few iterations of energy efficient cell separation and energy efficient
center searching, the near-optimal locations for N RSs will be obtained.

4 Numerical Results for EERP Algorithm

The EERP algorithm was implemented for both AF and DF relays. Both uniform
and random traffic distribution is examined. We suppose cell radius Rcell =
1000m. The channel model we adopted is Urban Macro Model in ITU-R M.2135
[12] with and without LOS as follows,

PLNLOS = 39 log10 d+ 20log10d+ 20log10fc + 13.5

PLLOS = 22 log10 d+ 20log10d+ 20log10fc + 28.0 (23)

So we can get a1 = 10−2.1, a2 = 10−3.6,b1 = 3.9,b2 = 2.2.When traffic follows
uniform distribution f(X) = c, c > 0, the near-optimal RS locations are shown
in Fig.4 and Fig.5, when N = 3, 4, 6, 12. The cross mark denotes the near-
optimal RS locations. We find that channel fading factor b has a great effect
on results. In uniform distribution, the near-optimal results show symmetric



132 M. Zhao et al.

-1000 0 1000

-500

0

500

AF, b1 = 3.9, b2 = 2.2, N=12
-1000 0 1000

-500

0

500

AF, b1 = 3.9, b2 = 2.2 N=4
-1000 0 1000

-500

0

500

AF, b1 = 3.9, b2 = 2.2 N=3

-1000 0 1000

-500

0

500

AF, b1=b2=3.9, N=3
-1000 0 1000

-500

0

500

AF, b1=b2=3.9, N=4
-1000 0 1000

-500

0

500

AF,b1=b2=3.9, N=12

Fig. 4. Near-optimal RS locations for uniform traffic distribution(AF)
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Fig. 5. Near-optimal RS locations for uniform traffic distribution(DF)

placement in a cell. And comparing DF and AF relay strategy, we find that
RS locations are almost the same. However, the cell separation boundaries are
different, especially when b1 �= b2, which conform to the above theorems and
corollaries. When traffic distribution f(X) is not uniform, the nearoptimal RS
locations are shown in Fig.6. The color shows the normalized traffic density. By
comparing with uniform case Fig.5, we can see that energy efficient relay postion
of each region tend to be near high traffic density areas. RS locations are not
symmetric any more.

In a specific traffic distribution, as shown in Fig.7, nearoptimal RS locations
are illustrated for different RS types,different channel conditions and different RS
number. When LOS exists between BS and RS, AF and DF have almost the same
near-optimal RS locations and similar cell separation diagram. Without LOS
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Fig. 6. Near-optimal RS locations under random traffic distribution in DF

between BS and RS, both cell separation boundary and RS locations are different
for two kinds of relay strategies. Comparing with uniform traffic distribution, we
find that both the RS locations and cell separation boundaries are affected by
the distribution.

To evaluate the effectiveness of EERP algorithm, we repeat simulation for
1000 times with N=6 and the same traffic distribution as Fig.7. The red lines
are CDF (cumulative distribution function) of cell energy consumption of EERP
algorithm with random initial relay positions, while the blue lines are CDF
of cell energy consumption when relays are randomly distributed in the cell.
From Fig. 8, we can see that EERP algorithm can largely reduce cell energy
consumption, and the red lines also prove stability of EERP algorithm.

5 Conclusion

In this work, we propose a traffic-aware energy-efficient relay position searching
method for relay-assisted cellular network. We optimize multiple relay locations
in a cell based on statistical traffic distribution to maximize energy efficiency.
An algorithm named EERP is proposed to solve the problem, which contains an
iteration of two steps, i.e. energy efficient cell division and energy efficient center
searching. A cell is divided into small subregions covered by RSs and BS based
on energy efficient power allocation. Close-form expressions of cell separation
boundary are provided, and shapes of cell separation boundary are concluded
under certain pathloss factors b. Energy efficient center searching is used to
get the optimal RS positions according to cell division and traffic distribution.
Two-dimensional FFT is used to reduce the complexity. Simulation results show
near-optimal relay positions in different pathloss factors, relay scenarios and
relay numbers.
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Fig. 7. Near-optimal RS location compare of AF and DF

The main contribution of this paper contains three aspects. First, an algorithm
which can effectively obtain near-optimal positions for N RSs is provided. Second,
close-form cell division boundary and its shape under some specific pathloss
conditions are concluded, which can help placing or selecting relay nodes. Third,
energy efficient center searching scheme is based on traffic distribution. Once
network planning is proposed based on traffic distribution, less energy will be
wasted because of low traffic. FFT is adopted to decrease the complexity from
N2 to Nlog2N, which make EERP more practical.
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Abstract. In recent years, the popularity of intelligent terminals and 
diversification of data applications become a great impetus for mobile internet. 
Undoubtedly, the success of mobile internet brings the benefits for operators, but 
it makes wireless networks encounter the unprecedented challenges and impacts. 
This article is based on the newly developed simulation platform which is 
oriented for mobile internet traffic behavior, and the problems about “signaling 
storm” and “mobile data bearing value” of EVDO network are studied.  

Keywords: EVDO, signaling storm, control channel, access channel, simulation.  

1 Introduction 

In the EVDO PS domain, the problem about wireless resource occupation when no data 
is transferring is solved through introducing the dormant state, which makes a data 
transfer goes  through following procedures: air interface connection establishment, 
data transferring, dormancy time and air interface connection release. With the mobile 
network development and the influx of internet applications, the traffic behavior such 
as small burst data and periodic heartbeat mechanism are more notable. Can those 
applications bring additional value for operators, and what is “mobile data bearing 
value”. At the same time, it should be evaluated that whether it will cause more 
overload for control channel and access channel of the mobile network, leading to 
signaling storm. In the traditional simulation platform, only capability of traffic 
channels is considered, which cannot meet simulation need for mobile internet traffics. 
From the above, the new simulation platform development should be in first place. 

2 Simulation Process of the New Platform 

The new simulation platform is based on traditional timeslot-driven traffic channel 
simulation process. The simulation input will be single-user real test trace which fits for 
statistical characterisation of traffic scenarios defined by 3GPP. Reasonable separation 
of simulation process of forward link and reverse link is achieved by adding judgment 
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of state transition between forward link and reverse link. Then, simulation process of 
forward control channel and reverse access channel will be introduced. 

In the simulation process of forward link, three channels are considered. 
Synchronous Control channel is used to send sync message, quick-config message, 
sector parameter message, paging message, etc. Sub-Synchronous Control channel is 
used to send paging message, etc. Asynchronous Control channel is used to send traffic 
channel assignment message、UATI assignment message, etc. 

 
 

 

Fig. 1. Simulation procedure of forward link 

In the simulation process of reverse link, access sequence, access probe, 
conformance testing and collision detection which are related with access process are 
introduced. 
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Fig. 2. Simulation procedure of reverse link 

3 Simulation Conditions 

Resource consumption of wireless network is evaluated for QQ and Microblog. 
Restricted factors of bearer capability for different traffic scenarios are estimated. 
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Table 1. Simulation conditions 

parameter value 

Number of Timeslot   120000（200s in real system） 

Number of Sector  57（19*3） 

Equivalent User number per 

Sector 

40~320 

Scheduling algorithm Proportional Fair 

Dormancy timer  MO：10s   MT：5s 

Downlink MacIndex  

assignment 

114 

Paging cycle 5.12s 

Paging policy  Once in 5.12s，paging again in another cycle 

when failed  

4 Simulation Result 

Bearing capability for QQ and Sina MicroBlog in single sector under multiple cells 
scenario is measured by several important factors of network capacity in the simulation. 
Those factors are MacIndex usage of forward link, Control channel load, noise floor 
rising of reverse channel, access count. 
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Fig. 3. Simulation results for QQ 
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Fig. 3. (Continued) 
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Fig. 4. Simulation results for Sina Microblog 
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By analyzing simulation results, bearing capability for QQ and Sina MicroBlog in 
EVDO is limited by reverse link. After the users in reverse link increase, if noise floor 
in reverse link has exceeded the RAB threshold, BS will send busy indicator and begin 
uplink access control. Under this condition, it will increase ROT if access process 
continues. In reverse link simulation, the max user number is determined when ROT is 
raised by 15dB. It still needs to be studied that how to improve interference cancellation 
capability in reverse link in CDMA. Accordingly, forward link control channel load 
threshold is that Control channel timeslots account for less than 20% of total timeslots, 
and reverse channel load threshold is that reverse channel access timeslots account for 
less than 40% of total timeslots in engineering. 

Table 2. Simulation result  

Application direction Max 

user 

number 

 

Limitation Control 

timeslot 

proportion 

when 

limited 

Traffic 

timeslot 

proportion 

when 

limited 

Bearer 

Capability（

considering 

forward and 

reverse link） 

QQ forward 180 MacIndex 6.5% 80% 65 

reverse 65 ROT 1.5%  

Sina 

MicorBlog 

forward 80 Traffic 

timeslot 

proportion

5.45% 94% 60 

reverse 60 ROT 1.15%  

In EVDO, the dormancy timer is a key parameter which balance the load between 
traffic channel and signaling channel(including control channel of forward link and 
access channel of reverse link). The dormancy timer for QQ is set to 2s, 5s and 10s in 
the simulation, the simulation results are listed below. 

Whatever the dormancy timer is 2s, 5s or 10s, bearing capability of network is 
limited by reverse link ROT. In EVDO, reverse link interference is the first-come 
restriction and “signaling storm” will not come before that. Sometimes, “signaling 
storm” may happen for a short time when application servers of a popular service shut 
down causing many terminals keep connecting to the servers. 

In order to evaluate “mobile data bearing value”, FTP is simulated and FTP model 
use Full buffer model which is defined in 3GPP2. 
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Fig. 5. Simulation results of different dormancy timer configuration (QQ) 

Table 3. Throughput per sector when reaches their max capability for three services traffics 

Application Throughput per sector when reaches max capability 

QQ 65 users，Forward 30kbps, Reverse 20kbps 

Sina MicroBlog 60 users，Forward 300kbps，Reverse 96kbps 

FTP Forward 920kbps，Reverse 436kbps 

Simulation results reveal that throughput of FTP is larger than that of QQ using the 
same bearing resources, which means FTP has a higher “mobile data bearing value”. 
For operators, the bigger challenge than “signaling storm” is how to solve the problem 
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of “mobile users increasing without corresponding profit” which mobile internet traffic 
brings. 

5 Conclusion 

The essence of the “signaling storm” approaching our EVDO network appears not to be 
limited by time-slot occupation of forward control channel and reverse access channel, 
reverse interference and forward traffic channel time-slot occupancy are more severe 
for EVDO network. To solve this problem and improve system capacity for mobile 
internet services, the carriers could take methods via various aspects of the system, 
such as wireless network, core network, platform, terminal, and service. But we need to 
bear in mind that the mobile network doesn’t match the Internet services 
spontaneously. The structure of the air interface of mobile networks was designed 
about 10 years ago, when all today’s popular mobile Internet services didn’t exist. 
Therefore the mobile network was not designed to satisfy these services. And if we take 
a look at these services, we would find most of them are based on IP, a protocol come 
from fixed line network with no consideration of mobile network scenario. Mobile 
network use centralized resource scheduling because of the consideration of limited 
wireless resource，but internet is designed differently because they think every end 
point should have equal usage of bandwidth. To make things worse, both mobile 
communication technology and IP technology are too popular today to make any big 
change to fit with each other. Thus we could conclude that current solutions for mobile 
internet performance optimization can only temporarily relieve the network pressure, 
and the industry is waiting for a revolution to solve the problem completely. 
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Abstract. In this paper, we investigate mobility models in mobile ad hoc 
networks (MANETs) and propose a novel mobility model for mobile ad hoc 
nodes with intelligence. The proposed model named Attracting Group Mobility 
(AGM) Model means mobile node moving from one attracting point to another. 
Compared to the traditional mobility models, the proposed model has intelligent 
property. Once a reference point is full, mobile nodes can't enter even they are 
attracted and the mobile nodes already in the reference point may leave it with a 
probability. Besides, mobile nodes have inertia that moving speed and direction 
have only a small variation. Moreover, inhomogeneity is discussed in this 
paper. Simulation results show that the proposed mobility model can also be a 
method of generating inhomogeneity distribution.  

Keywords: Mobile ad hoc networks, mobility model, inhomogeneity. 

1 Introduction 

Mobile ad hoc networks (MANETs) are growing at a very fast rate, and are likely to 
continue in the future. How to effectively mimic moving behaviors of mobile nodes in 
a real environment is a challenging issue. Besides, the evolution of improved designs 
and new systems will always depend on the ability to predict MANETs performance 
using simulation methods [1]. 

The challenging of building an effective mobility model has motivated many 
researchers to propose mobility models and use them in their simulation. For instance, 
random waypoint (RWP) model [2-3] and random direction (RD) model [4] are most 
commonly used mobility models. They all have sharp turn, and base on random 
distribution. Small world in motion (SWIM) [5] presents a small world in motion, a 
mobility model that can be set by setting just a few parameters. Semi-Markov Smooth 
(SMS) model [6] can avoid average speed decay problem and always maintains a 
uniform spatial node distribution. 

Existing mobility models aimed at mobile nodes without life. However, nowadays 
many mobile nodes are set on people or animals such as cows and sheep. So, the 
social behavior should be taken into account. Existing random mobility models have 
their limitations such as totally random mobile nodes and no prediction which don't 
accord with life's law of motion. Our intelligent group mobility model just hits it. 
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Moreover, people and animals have intelligence; they can be attracted such as 
applicants being attracted by recruitment table, people on the square being attracted 
by performance, animals being attracted by food and drinking water. Even if there is 
no physical attraction source, people and animals may form some group by 
themselves. But if a group is too crowded, people and animals may feel ill and leave 
out. Thus, this paper proposes a novel group mobility model, named as Attracting 
Group Mobility Model, aimed at the characteristic of such mobile nodes. 

The remainder of the paper is organized as follows: Section II briefly discusses the 
related work of mobility models. In Section III, we describe our group mobility model 
in details. Section IV describes the defined inhomogeneity measure with equations 
and derives the inhomogeneity's upper bound of the proposed mobility model. Section 
V shows a case study of using the model to simulate some properties such as 
inhomogeneity. And finally in Section VI, we summarize this work and point some 
issues for further research. 

2 Related Work 

There were already many models used to describe the movement of mobile nodes in 
MANETs [7]. In general, classic mobility models could be categorized into entity 
mobility models and group mobility models. The two most commonly used entity 
models were the RWP model and the RD model. 

According to the RWP model, the movement of a mobile node can be described by 
a stochastic process. At first, the initial position (x, y) of a mobile node was chosen 
uniformly over the simulation area, that is x and y were uniformly distributed over  
[0, Xmax] and [0, Ymax], respectively. For each time state, a node selected a destination 
inside the simulation area and moved at a constant speed v toward the destination, in 
which v was uniformly chosen over [Vmin, Vmax]. When the destination was reached, 
the node stayed there for a pause time. Later, the node chose the new destination and 
speed, and started the new movement. The shortcoming of RWP model were that it 
had sharp turn and based on random distribution. 

According to the RD model [8], a mobile node moved with a certain speed which 
was chosen from a uniform distribution for a selected direction. After certain time 
which was selected, it paused for a certain period and then started over. 

SWIM [5] presented small world in motion, a mobility model for MANETs. 
SWIM was relatively simple, was easily set by just setting a few parameters. SWIM 
was proved to generate traces that look real, and it could provide an accurate 
estimation of forwarding protocols in real mobile ad hoc networks. 

Semi-Markov Smooth model [6] presented a mobility model that had characters 
such as evenly speed acceleration/deceleration and temporal correlation of velocity. 
The entire moving process in SMS model was smooth just as in real scenarios. SMS 
model had no average speed decay problem and could appropriately and flexibly 
mimic widespread real motion. Besides, SMS model could maintain a uniform spatial 
node distribution. 
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In Charge Vector Group mobility model [9], mobile nodes could carry a kind of 
charge and transit among three states named individual movement, tracking and group 
movement. And reference point could carry another kind of charge and generate force 
field to attract mobile nodes. The Charge Vector Group mobility model could 
simulate motions such as grouping in proposed, individual random movement, 
aggregating and disaggregating. The model had shown characters in real moving 
behaviors such as randomness and some orderliness.  

3 Proposed Attracting Group Mobility Model 

3.1 Mobiles in Real Life 

In this section, we propose our group mobility model. There are two mobile states in 
mobility model. One is individual state; the other is group mobile state. Once captured 
by a reference point (RP), mobile node begins group mobile state. For instance, 
recruitment table are put in order and motionless in the recruitment hall. Applicants 
wander outside the recruitment table. When an applicant is attracted by a recruitment 
table, and the table is not full, he or she could enter the recruitment table. If a 
recruitment table is not full, everyone could not leave; on the contrary, if the table is 
full, everyone's leaving probability is equal. Meanwhile, mobiles in real life also have 
their inertia. People often move at a certain range of speed and ahead to a certain 
range of angle. Even they would like to change, they may not change sharply. 

3.2 Model Description 

In the following, we describe the model's basic characteristics. Consider a scenario of 
nodes moving in a square area with section blocks. RPs are randomly distributed on 
lattice points, which are uniformly distributed in the area. The space between lattice 
points Δ is twice larger than the radius of RP's coverage R. We consider a set of 
mobiles moving around in a given domain. Each mobile node has two mobile states. 
One is individual state, mobile nodes wandering in the simulation area, we regard it as 
state 0; the other is group mobile state, mobile nodes moving around RP, we regard it 
as state 1. Then we get a state transition diagram as Fig.1. 

 

Fig. 1. Markov state transition diagram  

The speed and direction of the proposed model are different from RWP model.  
We get,  

( )1 1t tv v vα α+ = − + Δ  
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where, vt denotes the velocity of current time, vt+1 denotes the velocity of next time, v0 
denotes the velocity of initial time, v0 ~ U(0, Vmax). Δv denotes the increment of 
velocity, Δv ~ U(0, Vmax). α is a parameter. 

1t tθ θ α θ+ = + Δ  

where θt denotes the direction of current time, θt+1 denotes the direction of next time, 
θ0 denotes the direction of initial time, θ0 ~ U(-π, π). Δθ denotes the increment of 
direction, Δθ ~ U(-π, π). 

Regard mobile nodes' mobile state at k time as Tk∈{0,1}, k=0,1,2,.... Regard the 
maximum number of mobile node that a RP could tolerance as Nmax. If a mobile node 
moves ahead to a RP, and the RP is not full, mobile node transits from state 0 to state 
1. Otherwise, mobile node maintains at state 0. If RP's mobile nodes equals to the 
maximum number of mobile nodes that a RP could tolerance, mobile node is selected 
according to a departure probability p1=1/Nmax to transit from state 1 to state 0. 
Otherwise, mobile node maintains at state 1. 

4 Defined Inhomogeneity Measure 

An objective measure for the inhomogeneity of spatial distributions has defined in the 
literature [10]. The computation of the inhomogeneity is shown as follow. 

 

Fig. 2. Offset for a moved cluster 

  1) Divide the simulation area A into s2 subareas with the same proportion. 
  2) Count the numbers of the nodes in each subarea. 
  3) Compute the expected number of the nodes in each subarea with uniform 

distribution. 
  4) Compare the actual numbers of the nodes to the expected number of the 

nodes, and accumulate the absolute deviation. 
  5) The weighted sum over all segmentations is calculated yielding the final 

inhomogeneity value. 
  6) Consider all possible offsets (x, y) as shown in Fig.2. So that we can achieve 

the same inhomogeneity value h for distributions which only differ in mirroring, 
movement and so on. 
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  7) All nodes are moved x length units in horizontal direction and y length units 
vertically. Offset is picked that maximizes the local deviation for each subdivision. 
The number of nodes in the ith subarea for a given offset (x, y) is called mi, (x, y). 

The measure is normalized on the interval [0,1]. While 0 signifies a optimal grid 
distribution and 1 signifies absolute inhomogeneity with all nodes at the same 
position. 

( )
( ) ( ) ( ),,
max x yx y

h s h s=                             (1) 

where, 

( ) ( ) ( ) ( )
2

, , ,
1

1

2

s

x y i x y
i

h s m m s
n =

= −    (2) 

The average mobile nodes in each subarea is ( ) 2m s n s= . The subareas can be 

categorized into those with RP and without RP. So, let S0 denotes the set of the 
indexes of the subareas without RPs, and S1 denotes the set of the indexes of the 
subareas with RPs. 

Assumption 1:  
The subarea with RP has Nmax mobile nodes at most. That is, mi, (x, y)= Nmax. 
Assumption 2:  
The number of mobile nodes in the subarea without RP is less than the average 

values. That is, mi, (x, y) < ( ) 0,m s i S∈ . 

According to equation 1, clearly, the inhomogeneity reaches the maximum value 
when all the RP located in the center of subareas. Thus, the upper bound of 
inhomogeneity is as follows: 
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= − + + − 
 
 = − 
 

 

    (3) 

Due to the above two assumptions, the upper bound is only a loose bound. However, 
the following simulation will show that the upper bound has a good approximation. 

5 Simulation 

Upon above description of the proposed model, in this section, we set up a scenario 
and simulate it as a case study. Consider a scenario of nodes moving in 100m×100m 
area with 20×20 section blocks as Fig.3. Circles represent RPs, red stars represent 
mobile nodes. Such scenario is to simulate mobiles' individual and group mobility in a 
recruitment hall. There are 20 RPs in the simulation area. They are stationary, as if 
fixed recruitment table. The RPs are randomly distributed on lattice points, which are  
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uniformly distributed in the simulation area. The space between lattice points is twice 
larger than the radius of RP's coverage. The radius of RP's coverage is R=2.5m. The 
maximum number of mobile nodes that a RP can tolerance is Nmax=20. The parameter 
α=0.05. The upper bound of inhomogeneity is calculated as 0.75. 

 

 

Fig. 3. Initial spatial node distribution of mobile nodes 

5.1 Distribution of Mobile Nodes 

In the simulation area, there distributed many mobile nodes. We first analyze the 
impact of the moving parameters on the node distribution. Many parameters affect the 
node distribution such as the number of mobile nodes, the number of RPs, the 
velocity of mobile nodes, mobile times of mobile nodes, the coverage of the RP, 
maximum number of mobile nodes in RP's coverage and so on. In the experiments, it 
is performed with a varying maximum speed of mobile nodes. For the number of 
nodes n=500, Fig.4a, Fig. 4b and Fig. 4c show how the node distribution changes if 
we increase maximum speed of mobile nodes from 0.5m/s (Fig.4a) over 1m/s (Fig.4b) 
to 2m/s (Fig.4c). In the recruitment hall, someone moves fast like running; someone 
moves slowly like watching advertisement while walking. From the process of 
simulation, we know that the higher the maximum speed of mobile nodes is, the more 
clustered the simulation picture is. 
 

 
(a)   n=500, Vmax=0.5m/s           (b) n=500, Vmax=1m/s 

Fig. 4. Spatial node distribution after 300 seconds simulation 
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(c)   n=500, Vmax=2m/s 

 
Fig. 4. (Continued) 

5.2 The Moving Trace of a Single Mobile Node 

Single mobile node has two mobile states in the simulation. One is cruise state outside 
RP, the other is captured state inside RP. A mobile node may be captured by a RP, 
and then leave it. After moving for a while, it may be captured by another RP. Fig.5 
shows the moving trace of a single mobile node with Vmax=1m/s. From the figure, we 
can see that the node begins moving in cruise state. Then it encounters boundary and 
rebounds to the simulation area at once. Afterward, it is captured by a RP located in 
(85,70) and then it releases from the RP. It encounters boundary again, and rebounds 
to the simulation area. After rebounding, the mobile node moves in cruise state for a 
while and is finally captured by another RP located in (30,80). Clearly, the trace of 
the proposed model is more accord with the law of life's motion than that of RWP 
model. 

 

Fig. 5. The moving trace of a single mobile node (solid line denotes the trace of AGM, dot line 
denotes the trace of RWP) 

5.3 Measuring Inhomogeneity in Spatial Distribution 

In the following simulation, we measure inhomogeneity of mobile nodes using 
equations. As Fig.6, x axis means simulation time, y axis stands for inhomogeneity.  
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In Fig.6a, as simulation time adding, inhomogeneity grows sharply until 1200 seconds 
when it reaches a saturation value. After 1200 seconds, inhomogeneity keeps a steady 
value with small fluctuations. From several simulations in Fig.6a (each line means 
one time of simulation), we know that the variation rules of inhomogeneity in 
different times of simulation are more or less the same wherever RP and mobile nodes 
are, and the final saturation value is 0.75. 
 
 

      
(a)   n=500, Vmax=0.5m/s               (b) n=500, Vmax=1m/s 

 

(c)   n=500, Vmax=2m/s 

Fig. 6. Inhomogeneity distribution 

The above simulation is done when the number of mobile nodes is 500 and 
maximum speed of mobile nodes is 0.5m/s. When it is simulated at 1m/s (Fig.6b), and 
2m/s (Fig. 6c) for maximum speed of mobile nodes, the variation rules are more or 
less the same. Except for the the simulation time they get saturation value are 
different, for 1m/s is approximately 600 seconds, 2m/s is approximately 300 seconds. 
From the result, we know that the mobile time reaching saturation value is inversely 
proportional to the maximum speed of mobile nodes. On the other hand, the saturation 
values are the same for different maximum speed of mobile nodes. From this, we 
know that the saturation value has no matter with the maximum speed of mobile 
nodes. Besides, this mobility model can be a method of generating inhomogeneity 
distribution. 
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6 Conclusion 

In this paper, we propose a novel mobility model for mobile ad hoc nodes with 
intelligence named Attracting Group Mobility Model. The proposed model takes the 
social behavior into account. The inhomogeneity's upper bound is derived. What's 
more, the variation rules of inhomogeneity in different times of simulation are more 
or less the same wherever RP and mobile nodes are. Meanwhile, we know that the 
mobile time reaching saturation value is inversely proportional to the maximum speed 
of mobile nodes. And the saturation value has no matter with the maximum speed of 
mobile nodes. This paper has just given a novel idea for modeling mobile node with 
intelligence. However, the performances evaluation of network protocols and routing 
with the proposed mobility model should be studied deeply in the future. 

Acknowledgment. This work is supported by the National Natural Science 
Foundation of China under Grant(No.61222105), the Key grant Project of Chinese 
Ministry of Education(No.313006), the Program for Changjiang Scholars and 
Innovative Research Team in University under Grant (IRT0949), the Coal Joint Fund 
of National Natural Science Foundation of China and the Shenhua Group (Grant No. 
U1261109), and the Fundamental Research Funds for the Central 
Universities(2010JBZ008 and 2012JBZ017), the State Key Laboratory of Rail Traffic 
Control and Safety (RCS2011ZZ002).  

References 

[1] Bansal, N., Liu, Z.: Capacity, delay and mobility in wireless ad-hoc networks. In: 22th 
Conference of the IEEE Computer and Communications, pp. 1553–1563 (2003) 

[2] Yoon, J., Liu, M., Noble, B.: Random waypoint considered harmful. In: 22th Annual Joint 
Conference of the IEEE Computer and Communications, pp. 1312–1321 (2003) 

[3] Bettstetter, C., Resta, G., Santi, P.: The node distribution of the random waypoint mobility 
model for wireless ad hoc networks. IEEE Transactions on Mobile Computing 2(3),  
257–269 (2003) 

[4] Nain, P., Towsley, D., Liu, B., Liu, Z.: Properties of random direction models. In: 24th 
Conference of the IEEE Computer and Communications, pp. 1897–1907 (2005) 

[5] Mei, A., Stefa, J.: Swim: A simple model to generate small mobile worlds. In: 28th 
Conference of the IEEE Computer and Communications, pp. 2106–2113 (2009) 

[6] Zhao, M., Wang, W.: Wsn03-4: A novel semi-markov smooth mobility model for mobile 
ad hoc networks. In: IEEE Global Telecommunications Conference, pp. 1–5 (2006) 

[7] Le Boudec, J.-Y., Vojnovic, M.: Perfect simulation and stationarity of a class of mobility 
models. In: 24th Conference of the IEEE Computer and Communications, pp. 2743–2754 
(2005) 

[8] Royer, E., Melliar-Smith, P., Moser, L.: An analysis of the optimum node density for ad 
hoc mobile networks. In: IEEE International Conference on Communications, pp.  
857–861 (2001) 



154 C. Li et al. 

[9] Tu, L., Zhang, F., Wang, F., Wang, X.: A random group mobility model for mobile 
networks. In: Symposia and Workshops on Ubiquitous, Autonomic and Trusted 
Computing, pp. 551–556 (2009) 

[10] Schilcher, U., Gyarmati, M., Bettstetter, C., Chung, Y.W., Kim, Y.H.: Measuring 
inhomogeneity in spatial distributions. In: IEEE International Conference on Vehicular 
Technology Conference, pp. 2690–2694 (2008) 

 
 



Two-Hop Geographic Multipath Routing

in Duty-cycled Wireless Sensor Networks

Yuhui Dong1,4, Guangjie Han1,2, Lei Shu3,
Hui Guo1, and Chuan Zhu1,2

1 Department of Information & Communication Systems,
Hohai University, Changzhou, China

2 Changzhou Key Laboratory of Sensor Networks
and Environmental Sensing, Changzhou, China

3 College of Electronic Information and Computer,
Guangdong University of Petrochemical Technology, China

4 The Patent Examination Cooperation Center of SIPO, Jiangsu, China
{titiyaya09,hanguangjie,guohuiqz,dr.river.zhu}@gmail.com, lei.shu@live.ie

Abstract. As an extension of our previous designed Two-Phase geo-
graphic Greedy Forwarding (TPGF) routing algorithm in wireless sensor
networks (WSNs), this paper proposes a new 2-hop geographic greedy
forwarding algorithm called TPGFPlus, which uses 2-hop neighborhood
information for geographic routing. In our TPGFPlus, a forwarding node
selects its next-hop node which is closest to the based station among all
its 1-hop and 2-hop neighbor nodes. Moreover, to prolong network life-
time, not all the nodes are awake for working in our work since the
EC-CKN algorithm is applied to make the network be duty-cycled. We
evaluate the performance of our algorithm versus running existing TPGF
algorithm on the same duty-cycled WSNs. Simulations show that our
proposed algorithm outperforms previous work TPGF on finding more
average paths and shorter average length of paths, yet without causing
additional energy consumption.

Keywords: Duty-cycle, Wireless sensor networks, 2-hop neighborhood,
Geographic routing.

1 Introduction

Geographic routing is considered to be an efficient and scalable data delivery
scheme and is quite commonly adopted for information delivery in large scale
WSNs . The basic idea for geographic routing is greedily forwarding data pack-
ets to the neighbor geographically closest to the destination. Sensors need only
maintain local knowledge on the locations of their one-hop neighbors to select
their next forwarders [2,8].

TPGF routing algorithm [9] is one of the earliest geographical multipath
routing algorithms designed for multimedia transmission in static & always-
on WSNs. In TPGF, packets are expected to proceed in such a greedy manner:
they are always forwarded to a node closest to the based station among all
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c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013



156 Y. Dong et al.

1-hop neighbors. Such a greedy strategy, were it to succeed, can explore the
maximum number of near shortest node-disjoint multipaths. Early studies (e.g.,
[1,2,3,4]) assume all sensors are always on during forwarding. However, several
recent studies [5], [8], [11], [12] have stressed that such assumption of previous
works is unrealistic, for sensors in practical deployment are duty-cycled to save
energy. There have also been a few works addressed the problem of geographic
forwarding on duty-cycled wireless sensor networks [14], [16], [17], e.g., GeRaF
[17] considers geographical forwarding in a wireless mesh network in which sen-
sors know their locations, and are sleep-wake cycling. HM Ammari [8] proposes
the first design of a geographic forwarding protocol for duty-cycled k-covered
WSNs with data aggregation.

Moreover, the knowledge of the 2-hop neighborhood has been assumed in
many distributed algorithm and protocols such as constructing structures, im-
proved routing, broadcasting, and channel assignment [6]. Stojmenovic and Lin
[10] have previously proposed GEDIR-2 extending existing geographic routing
schemes to two-hop neighbors. It has shown 2-hop GEDIR increases the suc-
cess rates compared with the 1-hop variant, nevertheless, is also implemented
in static & always-on WSNs. It is expected that higher performance improve-
ment will be achieved even if taking the duty-cycle schedule into consideration.
Duty-cycling, this important characteristic seems to be ignored in [9,10] and
insufficiently studied in [12].

In this work, we address the research of a novel geographic routing combining
both characteristics of 2-hop neighborhood and duty-cycling. Specifically, we
design a geographic routing protocol using 2-hop neighborhood information on
EC-CKN [13] based duty-cycled WSNs.

The rest of the paper is organized as follows: Section 2 reviews related work.
Section 3 introduces the network model of our research work. Section 4 describes
the design of our algorithm. Section 5 shows the simulation results. Finally, we
conclude this paper in section 6.

2 Related Work

2.1 CKN and EC-CKN

The Connected K -Neighborhood sleep scheduling algorithm CKN [14] allows a
portion of sensor nodes going to sleep but still keeps all awoken sensor nodes
k -connected to elongate the lifetime of a WSN. Then it carries on geographic
routing duty-cycled nodes. This algorithm provides the first formal analysis of
the performance of geographic routing on duty-cycled WSNs, where every sensor
has k awake neighbors.

A variant of this method called EC-CKN [13] prolongs network lifetime fur-
ther. Different from CKN, EC-CKN takes nodes’ residual energy information as
the parameter to decide a node to be active or sleep, not only can achieve the
k -connected neighborhoods problem, but also can assure the k awake neighbor
nodes have more residual energy than other neighbor nodes at the current epoch.
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2.2 Geographic Routing with 2-Hop Neighbors

Geographic routing uses position information to forward a message to its destina-
tion. Sensor nodes are not required to maintain global and detailed information
on the entire network topology. They only need to maintain local knowledge on
their one-hop neighborhood information with respect to their final destination.
Although most geographic routing protocols use one-hop information, generaliza-
tion to two-hop neighborhood is also possible [10]. Extending geographic routing
schemes to two-hop neighborhood increases success delivery rate, referring to 2-
hop GEDIR. Another algorithm called NADV [17] also considers a geographic
routing scheme that uses two-hop neighborhood information. Not surprisingly,
utilizing two-hop neighborhood information leads to higher-quality paths than
the one-hop case.

However, these schemes still cannot guarantee that packets are delivered in
an energy-efficient manner. In real networks, nodes commonly employ low duty-
cycling and are asleep at most time to get a long battery life [15]. This important
feature is ignored in previous work.

2.3 Geographic Multipath Routing in Duty-Cycled WSNs

Although many multipath routing protocols have been studied [18], most of them
focus on reducing delay, providing reliability, reducing overhead, maximizing
network lifetime or supporting hybrid routing, and are extended versions of
DSR [19] and AODV [20]. These routing protocols cannot provide a powerful
searching mechanism for the maximum number of shortest paths, as well as
bypassing holes [21], not to mention in duty-cycled WSNs. For such drawbacks,
we propose TPGFPlus, which is a geographic node-disjoint multipath routing
algorithm in duty-cycled WSNs.

To the best of our knowledge, there is no existing multipath routing research-
ing on exploring geographic multipath routing in duty-cycled WSNs.

2.4 TPGF Geographic Multipath Routing

TPGF [9] does not require the computation and preservation of the planar graph
in WSNs. This point allows more links to be available for TPGF to explore more
node-disjoint routing paths, since using the planarization algorithms actually
limits the useable links for exploring possible routing paths. GDSTR [1] is an-
other geographic routing approach that does not apply the planar graph, but
maintains two or more hull trees. However, GDSTR does not support multipath
routing, since the number of available links in the hull trees topology is limited.

Our TPGF algorithm includes two phases:

– Phase 1 is responsible for exploring a delivery guaranteed routing path while
bypassing holes.

– Phase 2 is responsible for optimizing the found routing path with the least
number of hops.
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TPGF algorithm finds one path per execution and can be executed repeatedly to
find more node-disjoint routing paths with the guarantee that any node will not
be used twice. At the same time, TPGF algorithm has been well implemented
on duty-cycled WSNs based on CKN algorithm through our previous research
work [12].

2.5 Our Novelty in TPGFPlus

In conclusion, existing researches either are concerned with duty-cycling or 2-
hop forwarding. In this paper, TPGFPlus first tries to consider both duty-cycling
and 2-hop geographic forwarding for shortest node-disjoint muli-path routing.

3 Network Model

We model a network with N sensors randomly deployed. The locations of sensor
nodes and the base station are fixed and can be obtained by using GPS. Each
node knows its own location and the locations of its 1-hop and 2-hop neighbors.
r is the communication range of each node.

Definition 1. 2-hop neighbors. Let N(vi) and N(vi)
′ be respectively the

sets of node vi’s 1-hop and 2-hop neighbor nodes, that is, vi’s 2-hop neighbors
are the neighbors of vi’s 1-hop neighbors after removing the duplicated ones.

We assume all nodes are operated with EC-CKN based wake/sleep duty-
cycling. 2-hop neighbors are gathered when executing EC-CKN for sleep schedul-
ing in WSNs. Each sensor dynamically turns on and off the radio in turn based on
the 2-hop neighbors’ remaining energy information. Time is divided into epochs,
and each epoch is T. In each epoch, the node will first transmit packets, and
then run the EC-CKN sleep/awake scheduling algorithm to decide the state of
the next epoch: sleep or awake. Sensor nodes depend on their current energy lev-
els to adjust power consumption accordingly. Each wireless sensor node is only
equipped with a single radio interface, and has the same initial energy Einit.

Note that, the impact of MAC layer is ignored in our model. In other words,
if the network is collision-free and connected, then each message is delivered.

4 The TPGFPlus Algorithm

We combine 2-hop geographic forwarding and the characteristic of duty-cycled
WSNs for a novel multipath routing. The gathering of 2-hop neighbors is not
an additional overhead for TPGFPlus algorithm, since the 2-hop neighborhood
information is obligatorily gathered when executing EC-CKN. But extending to
3-hop or even more will incur extra broadcasting, which is not included in EC-
CKN any more. In summary, TPGFPlus algorithm consists of two phases: A)
2-hop geographic forwarding; B) Path optimization.
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4.1 2-Hop Geographic Forwarding

This phase consists of two courses: greedy forwarding and step back & mark.
The greedy forwarding policy is: Suppose a current forwarding node always

chooses its next-hop node which is closest to the based station among all its 1-
hop and 2-hop neighbor nodes and the next-hop node can be further to the base
station than itself. Once the forwarding node chooses its next-hop node among
its 2-hop neighbor nodes that have not been labeled, it will have to find an
intermediate 1-hop direct neighbor that has not been labeled according to some
selecting policy. A digressive number-based label is given to the chosen sensor
node along with a path number. This greedy forwarding principle is different
from the greedy forwarding principle in [2]: a forwarding node always chooses
the 1-hop neighbor node that is closer to the base station than itself. And, the
Local Minimum Problem does not exist.

Supposing candidate nodes with similar progress to the destination, the one
with higher residual energy will first be chosen. In this point, our work is signif-
icantly different from the previous TPGF [9] of which the strategy is forwarding
the packets to the direct 1-hop neighbor which is nearest to the sink. Fig. 2 and
Fig. 1 briefly describe the geographic forwarding process of TPGF and TPGF-
Plus respectively.

Fig. 1. 1-hop geographic forwarding example: Node a always forwards packets to node
b since it has the shortest distance to the sink

Though such a method does not have well-known Local Maximum Problem,
there may be block situations [9]. During the discovering of a path, if any for-
warding node has no 1-hop neighbors except its previous-hop node, we will mark
this node as a block node and this situation as a block situation. In this situa-
tion, the step back & mark course will start. The block node will step back to
its previous-hop node, which will attempt to find another available neighbor as
next-hop node. This course will be repeatedly executed until a node successfully
finds a next-hop node to convert back to the greedy forwarding course.

4.2 Path Optimization

Though our work use 2-hop neighborhood, path circles also appears. To eliminate
the path circles and optimize the found routing path with the least number of
hops, we introduce the label based optimization. The principle of the label based
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Fig. 2. 2-hop geographic forwarding example: Node a choose 2-hop neighbor g as its
next-hop which is closest to the sink among all a’s 1-hop and 2-hop neighbors. Once
choose g, we have to select b as an intermediate 1-hop direct neighbor.

optimization is: Any node in a path only relays the acknowledgement to its one-
hop neighbor node that has the same path number and the largest node number.
A release command is sent to all other nodes in the path that are not used for
transmission. These released nodes can be reused for exploring additional paths.
After receiving the successful acknowledgement, the source node then starts to
send out data to the successful path with the pre-assigned path number.

5 Simulation Results

To evaluate the performance of TPGFPlus algorithm, we conduct extensive sim-
ulations in NetTopo [22]. The studied WSN has the network size: 800 m * 600
m. The number of deployed sensor nodes are increased from 100 to 1000 (each
time increased by 100). The value of k in EC-CKN algorithm is changed from 1
to 10 (each time increased by 1), letting more nodes awake. For every number
of deployed sensor nodes, we use 100 different seeds to generate 100 different
network deployments, in which ordinary nodes are random distributed. A source
node is deployed at the location of (50, 50), and a sink node is deployed at the
location of (750, 550). The transmission radius for each node is 60 m. Each node
is initialized with a certain amount of energy (100 Units) before deployment.
The energy consumption is simulated to be 1 Unit for executing EC-CKN one
time in each node. The following performance metrics are evaluated during the
simulations:

5.1 The Average Number of Paths of TPGFPlus Algorithm

Fig. 3 shows the comparison of explored average number of paths by TPGF-
Plus and TPGF algorithms when the value of k changes for different number of
deployed nodes. We can see that TPGFPlus algorithm finds more transmission
paths than TPGF. In addition, as shown in Fig. 3, when k exceeds 6, waking up
more sensor nodes cannot always increase the number of found paths.
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Fig. 3. Average number of paths found by TPGFPlus and TPGF vs. the value of k

5.2 The Optimized Average Hops of Paths of TPGFPlus Algorithm

Fig. 4 shows the optimized average hops of paths obtained by TPGFPlus and
TPGF algorithms. Both algorithms are not dramatically affected by the changing
value of k. But our TPGFPlus utilizes 2-hop neighborhood information and
performs better.

5.3 The Comparison of Network Lifetime of TPGFPlus and TPGF
Under EC-CKN and CKN Algorithms

The network lifetime in both EC-CKN and CKN based WSNs are represented
by the number of epochs. By executing TPGFPlus and TPGF under the same
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Fig. 4. Average hops of paths found by TPGFPlus and TPGF vs. the value of k

situation, simulation results in Fig. 5 reveals that our algorithm incurs no addi-
tional energy consumption, while achieving better routing performance in terms
of both average number and average hops of paths, but somewhat prolong net-
work lifetime. In addition, Fig. 5 and Fig. 6 reflect that implementing EC-CKN
sleep scheduling algorithm prolongs network lifetime over CKN algorithm. Fur-
thermore, it confirms that decreasing the value of k, letting more nodes sleep
can definitely prolong the network lifetime, particularly when network nodes are
densely deployed.
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Fig. 5. Lifetime of WSNs while TPGFPlus based on EC-CKN and CKN algorithms
are executed

6 Conclusions

In this paper, TPGFPlus researches on 2-hop neighborhood information for geo-
graphic routing in EC-CKN applied duty-cycled WSNs. In summary, the major
contributions of our work can be summarized as follows:

– To the best of our knowledge, few previous works consider utilizing 2-hop
neighborhood information for geographic routing and solve the problem of
dynamically finding or updating multipath in duty-cycled WSNs,

– Through extensive simulations we evaluate the performance of TPGFPlus
and show that it achieves better routing performance in terms of both
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Fig. 6. Lifetime of WSNs while TPGF based on EC-CKN and CKN algorithms are
executed

average number and average hops of paths. Moreover, in EC-CKN based
WSNs, 2-hop based geographic routing can prolong network, allowing more
nodes to sleep while achieving the same desired average number of paths,
compared with that of 1-hop based algorithm,

– Geographic routing in duty-cycled WSNs should be 2-hop based, but not
1-hop based, and it is mandatory for gathering 2-hop neighborhood infor-
mation in most existing sleep-scheduling algorithms.
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7 Future Work

As mentioned in previous subsection 4.1, there are several different policies for
selecting the intermediate node in TPGFPlus. Particularly, our interests fall into
the following three policies:

– Finding an intermediate 1-hop direct neighbor node which is closest to the
2-hop neighbor node. For the first forwarding policy, it will find a neighbor
closest to the 2-hop neighbor node and make the maximum progress to the
destination.

– Finding an intermediate 1-hop direct neighbor node which forwards packet
from current node to its 2-hop neighbor node with the shortest distance. The
second forwarding policy attempts to minimize total geographical distance
between the source node and the sink.

– Finding an intermediate 1-hop direct neighbor node with the most remaining
energy, or the best link quality (interference-minimized), or even the optimal
multi-factor weighted cost function value, and so on.

In this paper, due to space limitation, we research on the first policy and provide
its simulation results. For future works, we will study other policies and provide
comparison among the different policies.
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Abstract. In wireless sensor works (WSNs), data collection is the most
important evaluating criterion as well as network lifetime. This paper
proposes a novel approach to investigate the most easily adjustable fac-
tors, these factors have an influence on network data collection both in
coordinated and randomized duty-cycled sleep schedule networks. By
analyzing and calculating the energy consumption, expected network
lifetime and three major parameters are recognized as the indexes for
evaluating the data collection. In addition, since most current WSNs
adopt coordinated duty-cycled sleep schedule to reduce energy consump-
tion and prolong network lifetime, we put forward a method to find the
most optimal network parameters to guarantee the superiority of this
kind of sleep schedule. We choose Connected k-Neighborhood (CKN) as
the model of the coordinated sleep schedule. Simulation results show the
most optimal network parameters can be found under expected network
lifetime.

Keywords: WSNs, network parameters, duty-cycled.

1 Introduction

Recent technological advances have enabled the emergence of tiny, battery-
powered sensors with limited on-board signal processing and wireless communi-
cation capabilities. WSNs may be deployed for a wide variety of applications [1].
In many applications of WSNs, the amount of data collection is critically essen-
tial, it can help to provide more information about real-time environment to a
base station, thus help the base station make a proper decision. There are too
many factors in WSNs that have impacts on data collection. These factors are
inspired from the sensor nodes characteristics (nodes’ limited power and cache
capacity, etc.), the physical deployment of the WSNs (node density, sleep sched-
ule and nodes’ transmission radius, etc.), and the WSNs’ information functions
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(transmission power, the signal to noise ratio and the radio coverage, etc.). In
addition, network lifetime is another key factor of WSNs [2].

It is well known that node power is precious, therefore improving energy
efficiency is critical to WSNs. Hence, many research has been done for duty-
cycled sleep schedule to save energy. Duty-cycled mechanism can be classified
into two basic categories: 1)Randomized duty−cycled sleep schedule, individual
sensor node performs sleeping and waking up operations independently without
checking their neighbor nodes’ current status, 2) Coordinated duty − cycled
sleep schedule, each sensor node performs sleeping and waking up operations
according to their neighbor nodes’ current status. The major difference between
randomized duty-cycled sleep schedule WSNs and coordinated duty-cycle sleep
schedule WSNs is the time-varying network connectivity: 1) In randomized duty-
cycled WSNs, the network-wide connectivity is not guaranteed, 2) In coordinated
duty-cycled WSNs, the network-wide connectivity is guaranteed.

In this paper, we assume nodes in WSNs operating with Connected k-
Neighborhood (CKN) based sleep scheduling [3]. Compared to Randomized Sleep
(RS) schedule [4], CKN algorithm is more energy balanced and energy consump-
tion is lesser during the same network lifetime. We further investigate the most
important and easily regulated network parameters in RS networks and CKN
networks, respectively. Based on the results of extensive calculation and simula-
tions, we can find the most superior parameters in CKN based networks to gain
the most data collection.

The rest of this paper is organized as follows. In the next section, we summa-
rize the related work, Section 3 we describe our method in details. The simula-
tion along with results is done in Section 4. Finally, the paper is concluded in
Section 5.

2 Related Work

2.1 Duty-Cycled Sleep Schedule

Duty-cycled sleep schedule has become a critical mechanism to minimize the en-
ergy consumption in WSNs. The basic idea of this mechanism is to put a part of
sensor nodes in a low power sleep state instead of idle state. Previous literatures
have proposed various duty-cycled sleep schedule for WSNs. In [5], Michael et
al. present a low power MAC protocol X-MAC. X-MAC proposes solutions to
problems like high energy consumption, excess energy consumption at nontarget
receivers by employing a shortened preamble approach that retains the advan-
tages of low power listening, namely low power communication, simplicity and
a decoupling of transmitter and receiver sleep schedules.

Ghadimi et al. introduce a novel opportunistic routing metric that takes duty-
cycled into account[6]. The method is based on a new metric named Estimated
Duty Cycled wake-ups (EDC) that reflects the expected number of duty-cycled
waken nodes that are required to successfully deliver a packet from source to
destination.
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In [7], Yanjun Sun et al. present a new asynchronous duty-cycled MAC proto-
col, called Receiver-Initiated MAC (RI-MAC), which uses receiver-initiated data
transmission in order to efficiently and effectively operate over a wide range of
traffic loads. RI-MAC attempts to minimize the time a sender and its intended
receiver occupy the wireless medium to find a rendezvous time for exchanging
data, while still decoupling the sender and receiver’s duty cycle schedules.

In [8], an asynchronous duty cycle adjustment MAC protocol ADCA is pro-
posed. ADCA is a sleep/wake protocol to reduce power consumption with-
out lowering network throughput or lengthening transmission delay. It is asyn-
chronous; it allows each node in the WSN to set its own sleep/wake schedule
independently. The media access is thus staggered and collisions are reduced. Ac-
cording to the statuses of previous transmission, ADCA adjusts the duty cycle
length for shortening transmission delay and increasing throughput.

2.2 Expected Network Lifetime

In [9], Lei Shu et al. focus on the efficient gathering of multimedia data in WSNs
within an expected lifetime. An adaptive scheme to dynamically adjust the trans-
mission Radius and data generation Rate Adjustment (RRA) is proposed based
on a cross layer designed by considering the interaction among physical, network
and transport layers.

Lei shu et al. also propose a situation where applications generally expect that
WSNs can provide continuous streaming data during a relatively short expected
network lifetime. Then they solve two basic problems: 1) gathering as much data
as possible within an expected network lifetime, 2) minimizing transmission delay
within an expected network lifetime [10].

2.3 The RS and CKN Sleep Schedule Algorithm

In RS sleep schedule networks, each sensor keeps an active-sleep schedule inde-
pendent of another, thus the network is essentially a collection of independent
active or sleep process. Hereby we assume the sleep ratio as 1-β (0 <β <1).

CKN sleep schedule is adopted for duty-cycled WSNs. It allows a portion of
sensor nodes going to sleep but still keeps all awoken sensor nodes k-connected
to elongate the lifetime of a WSN, i.e. every node has k awake neighbors. In
terms of that, the following conditions should be guaranteed.

– Each node in the WSN has at least m=min(k; |Nu|) awake neighbors.
– All awake nodes are connected.

2.4 Our Novelty

As a conclusion, while above literatures either concern with expected network
lifetime or duty-cycled sleep schedule, or neglect the amount of data collection.
We propose a way to find most superior parameters to collect the most amount
of data in a specific CKN based network. We make a comparison of energy
consumption between CKN and RS sleep schedule, then we further show the
results after simulation.
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3 Our Approach

3.1 Assumptions and Notations

We consider a set of N wireless sensor nodes (hereafter refers to nodes) uniformly
distributed in a square area A. Thus node density is ρ. Each node u has same
transmission radius R. As long as an awake node u is in the transmission area
of another awake node v, we consider they can communicate with each other,
and a number of nodes s form a communication graph called Gs. Nu and Nu

′

is the set of node u’s 1-hop neighbor nodes, Cu and Cu
′ is the subset of Nu and

Nu
′ under special condition in CKN algorithm. The expected network lifetime

until the first node drained of its energy is defined as ELT . ELT is divided into
many epochs, which also can be call round. In each round, nodes execute sleep
schedule once. Thus the timespan of each round is defined as T , and we use Rd

to denote the number of T . We assume all above parameters are the same in RS
networks and CKN networks. Let DC be the total amount of data collection by
all nodes. Parameters and the initial values are listed in Table 1.

3.2 RTS/CTS Model and First Order Radio Model

As mentioned in [11], under RTS/CTS interference, we get the probability that
a node sends a packet PS equals to the probability that a node receives a packet
PR is

P = PS = PR =
2AC1

NπR2
(1)

and the probability that a node keeps idle PI is

PI = 1− 2P (2)

where C1 subjects to (3) which is related to the specific network.

Cε ≤ (6ε+ 1)2 + 11 (3)

Each node is equipped with single interface, and has the same initial energy
available. Our energy model for nodes is based on the first order radio model
[12] where the radio dissipates to power the transmitter or receiver circuitry, and
for the transmit amplifier. Eelec is the energy required for transceiver circuity to
process one bit of data,Eamp is the energy required per bit of data for transmitter
amplifier, d is the communication radius of node u. Energy consumption to send
a l-bit message over distance R is

ES(l, R) = Eelecl + Eampld
2 (4)

While transmitter amplifier is not needed by node u to receive data and the
energy consumed by node u to receive a l-bit data packet is

ER = Eelec ∗ l (5)

while EI , the energy consumed by nodes with the radio in the idle model, is
approximately the same with the radio in the receiving mode, i.e.,

EI = ER (6)
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Table 1. Parameter definition

Parameter Definition

|.| The number of network elements in a set
N Number of sensor nodes in the network
U Set of sensor nodes
R Node transmission radius
A Network area
ρ Node density
M Number of packets
T The unit epoch of time
Ru Set of node u’s neighbors’ ranks
k The determining value in CKN algorithm

1− β Sleep ratio in RS schedule
ranku Random rank of node u
ES Consumed energy to transmit a packet

represented by l bits over distance d
ER Consumed energy to receive a packet

represented by l bits over distance d
EI Consumed energy to keep idle

Pasleep Probability of sleep state with CKN
Pawake Probability of awake state with CKN
Pidle Probability of idle state with CKN

Nu/Nu
′ The set of node u’s 1-hop neighbors

and 2-hop neighbors
Cu/Cu

′ The sub set of Nu/Nu
′ whose rank ≤ ranku

DC Data collection of the whole network

3.3 Some Probabilities in CKN Schedule

As mentioned above, CKN algorithm can be described as following two phases.

– Graph GCu+Cu
′ is connected.

– Graph GNu is k-connected by nodes in Cu.

The probabilities of two phases are Prob1 and Prob2, respectively. With ρ is node
density

ρ =
N

A
(7)

Moreover, the probability that the communication graph G is k-connected can
be calculated as the probability that there exists at least k different paths con-
necting any two different vertices in the graph which is

P(Gk−connected) = (1−
k−1∑
n=0

(ρπR2)
n

n!
e−ρπR2

)N (8)

here

ρ′ =
|U ′|
A

(9)
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Fig. 1. Node’s sleep schedule in RS networks

then we can get that the probability that graph GCu+Cu
′ is connected is

Prob1 = (1− eρ
′πR2

)(|Cu|+|Cu
′|) (10)

and the probability that graph GNu is k-connected by nodes in Cu is

Prob2 = (1−
k−1∑
n=0

(ρ′πR2)
n

n!
e−ρ′πR2

)|Cu| (11)

Thus the sleep probability and awake probability of node u is

Pawake = 1− Prob1 ∗ Prob2 (12)

Pasleep = Prob1 ∗ Prob2 (13)

3.4 Energy Consumption of RS Networks

As aforementioned, in RS networks, nodes sleep ratio is 1-β, β is a random value
between 0 and 1. It is well known that nodes energy is mainly consumed in their
active epoch, while the energy consumption in sleep epoch can be neglected.

Fig. 1 shows a nodes’ sleep schedule in a single epoch in RS networks. In an
awake state, nodes turn on their transmit unit, keep transmitting or keep idle,
both consumed a lot of energy. But with a certain probability β, nodes transfer
into sleep state and save energy. Thus the energy consumption of RS networks
is equal to

ET = TβM [PSES − PRER + ER]=TβME1 (14)

3.5 Energy Consumption of CKN Networks

Fig. 2 depicts a node’s sleep schedule adopting CKN. At the beginning of each
single epoch, it costs node T1 to execute CKN algorithm automatically, we as-
sume T1 is bound to ω, which is related to the specific network.

T1=ωT (0 < ω < 1) (15)

Then node’s state in the rest time of epoch depends on the executive results.
Thus time and energy consumption can be calculated if other parameters are
fixed.

Therefore, the energy consumption of CKN network can be caculated by

Eckn−T =Pawake{Eckn + T1[PSES + PRER+

(1− 2P )EI ]M}+ PasleepEckn

(16)
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Fig. 2. Node’s sleep schedule in CKN networks

3.6 Key Parameters

For the sake of clarity, we denote DC as

DC = Rd ∗Nact =
ELT

T
∗Nact (17)

In (17), Nact is the number of nodes which worked or is awaking. With this
condition satisfied, DC can be determined by ELT , T and Nact. We need to
guarantee that CKN networks is more energy efficient, i.e. Eckn−T < ET . Thus
(14) and (16) allow us to have a lower bound of T to satisfy this condition

T >
Eckn

ME1(β − ωPawake)
(18)

As aforementioned, k is a specific value in CKN algorithm, N is the number of
nodes which is changeable with specific WSNs applications, R is transmission
radius that varying according to node’s power level. Based on those previously
analysis, we define k, N , and R is the three regulable parameters as well as
expected network lifetime ELT .

The pseudo code of our approach is showed as follows.

Require:

ET ⇐the energy consumption of WSNs under RS sleep schedule
Eckn−T ⇐the energy consumption of WSNs under CKN sleep schedule
if ET >Eckn−T then

Find the determine T
else

return
end if
Determine the datacollection with different values
while datacollection reaches maximum do

return most optimal parameter values.

4 Simulation and Results

4.1 Simulation Settings

All the simulations are implemented with MATLAB. Table 1 shows the simula-
tion parameters.
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Table 2. Simulation parameters

Parameters values

Network size(m2) 600*800
N 500-1000
k 1-20

R(m) 50,60,70
LT (h) 40,80,120,160
C1 60

Eelec(J) 50e-9
Eamp(J) 0.1e-9
l(bit) 1024
M 100
ω 0.8
β 0.5

4.2 Simulation Results

The variation trend of DC with different k, N and ELT as well as R is shown
from Fig. 3 to Fig. 5. The x-axis denotes the total node number N in the sensing
area, the y-axis represents k, and z-axis stands for DC. The four different colors
stand for different ELT as shown in each figure. Since A is fixed, we can regulate
node density ρ by changing the number of nodes N .

Fig. 3 shows the variation of DC from different angles when R is 50m, 60m,
70m and 80m. Four curved surfaces of different colors refer to 40h, 80h, 120h
and 160h expected network lifetime respectively. The variation tendency of DC
is like a shape of saddle. Four curved surfaces in each figure gets their maximum
values of DC at the same k when N is fixed. For instance, in Fig. 3(a) when N
is fixed to 500, four curves achieve their maximum values of DC when k is equal
to 4, while N is fixed 800, the maximum value of DC can be found at k equals
6. Fig. 3 (b),(c) and (d) reflect that the longer network lifetime is, the more
DC achieved, but not proportional. This can be explained as follows. When k
reaches a certain point, under CKN algorithm, most nodes are awake to insure
that there is at least k awake neighbors during network lifetime. DC and T can
be calculated by (17) and (18) respectively. Equation (18) reflects the fact that T
increases rapidly as Pasleep increases consistently, and Pasleep is closely related to
k. As a result, DC decreases gradually. The more awake nodes, the more energy
consumed. If the energy consumption in CKN network becomes larger than a
certain threshold value and even larger than the energy consumption of RS
algorithm, CKN algorithm will lose its superiority. This simulation results show
that we can realize the maximum data collection in CKN networks when preseted
N and k under expected network lifetime. When ω and N are fixed to 0.5 and
600 respectively which means node density is fixed, while other parameters are
identical to Table I, the variation of DC with different transmission radiuses
(from 10m to 150m) is shown in Fig. 4. It is clear that R, k and ELT have
a significant influence on the data collection. In Fig. 4(a) and Fig. 4(b), the
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(d) R=80

Fig. 3. The variations of DC when R is 50m, 60m, 70m and 80m, respectively

value of DC is much larger than others. It is mainly due to the fact that the
shorter transmission radius is, the less energy consumed during the transmission
period. While in Fig. 4(c) to Fig. 4(h), the relationship between k and DC is
an approximate quadratic curve. That is to say, when R varies from 50m to
100m, there always exists an optimal value of k to achieve maximum DC. When
R is equal to 130m or 150m, it seems that the variation tendency of curves is
different from previous as shown in Fig. 4(i) and (j). However, Fig. 4(k) and
(l) reflect that an approximate quadratic equation also can be found to express
parts of the curve when k is large enough. In real applications, k should have
appropriate boundaries, neither too large nor too small. In this paper, we do
not discuss the boundaries of k, just try to find the relationships among these
parameters. These results give a straight solution of finding the most appropriate
k to achieve maximum data collection under CKN algorithm.

5 Conclusions

This paper proposes a CKN based energy saving approach to optimize network
parameters. In the proposed approach, we assume nodes in WSNs is working
according to Connected k-Neighborhood sleep schedule. We provide a theoretical
analysis on the energy consumption of networks adopting CKN sleep schedule
and RS schedule, then find a bound value to insure the superiority of CKN
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(b) R=20m
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(c) R=50m
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(d) R=60m

0 5 10 15 20
0

2

4

6

8

10

12
x 10

5

k

D
C

 

 

ELT=40
ELT=80
ELT=120
ELT=160

(e) R=70m
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(f) R=80m
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(g) R=90m
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(h) R=100m
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(i) R=130m

0 5 10 15 20
0

10

20

30

40

50

60

70

k

D
C

 

 

ELT=40
ELT=80
ELT=120
ELT=160

(j) R=150m
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(k) R=130m
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Fig. 4. The variations of DC under different R and ELT (In order to make a compar-
ison, k varies from 1 to 60 in (k) and (l)).

algorithm. Simulation results depict the relationship between data collection and
other three different network parameters. Performance analysis can help to select
the most appropriate network parameters under expected network lifetime.
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Abstract. In service-oriented routing [5], the problem for storing routing table 
of filters includes search predicates received from subscribers through 
subscription messages is an important job. When a content request happens, 
subscriber will create one subscription message, the subscription message stores 
several kinds of information, the most important content is filter that is a 
conjunction of some constraints [5]. One filter is denoted by F character, that 
has mathematical formula: F=Pଵ Λ Pଶ Λ … Λ P୬ (1), in which P1 is service 
request, has format: P1 = ‘Service_name = requested_service_name’. Every P୧ 
(in which i=2. . n) is a constraint that is formed by three components: (Key, op, 
Value), Key is a keyword for searching, op is an operator, Value is searching 
condition. Key belongs to the set of name of properties of content that the 
requested service supplies. Op is operator that depends on the type of data of 
the Key. Therefore the routing table of the service based routing is a set of 
filters which are received from all subscribers on networks. The algorithms for 
inserting, updating, deleting and finding filters that match content messages 
have been published by service providers are very important. In this paper, We 
mention the technique on filter summary for storing and searching filter quickly 
that based on some previous researches and cluster routing [6] based on root’s 
summary filter. 

Keywords: Service based routing, filter, constraint, service, routing, tree, split, 
summary, R, cluster, head. 

1 Overview Summary Filter Technique 

Considering the overarching concept, assume that there are two filters F1 and F2 are 
requirements of one service that arising from one subscriber. We suppose that F1 
covers F2 by the notation: Fଵ ڐ Fଶ (2), if all messages satisfy conditions of F2 then 
they satisfy F1. 
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Symbol by: Fଵ=Pଵଶ Λ Pଵଷ Λ … Λ Pଵ୬, Fଶ=Pଶଶ Λ Pଶଷ Λ … Λ Pଶ୫ (3). 
In that: Pଵଶ=KଵଶopଵଶVଵଶ, Pଵଷ=KଵଷopଵଷVଵଷ, …, Pଵ୬=Kଵ୬opଵ୬Vଵ୬, Pଶଶ=KଶଶopଶଶVଶଶ, Pଶଷ=KଶଷopଶଷVଶଷ, …, Pଶ୫=Kଶ୫opଶ୫Vଶ୫. 
For (2) we must have: {Kଵଶ, Kଵଷ, …, Kଵ୬} ك{Kଶଶ, Kଶଷ, …, Kଶ୫}. 

Suppose the predicate: P = K op V, called X is the value domain of the constraint, that 
means the values V are belonged to X that will satisfy the constraint. 

If (2) is true, at the same time with conditions: n൑m and Kଵଶ ؠ Kଶଶ, Kଵଷ ؠ Kଶଷ, 
…, Kଵ୬ ؠ Kଶ୬, and opଵଶ ؠ opଶଶ, opଵଷ ؠ opଶଷ, …, opଵ୬ ؠ opଶ୬: 

Must have: Xଵଶ ڐ Xଶଶ, Xଵଷ ڐ Xଶଷ, …, Xଵ୬ ڐ Xଶ୬. 
That means all the keysand operators are contained  in F1 that are also contained in 

F2, domain value of each of constraintof F1coversdomain value of each constraintof 
F2. 

We suppose that F1 and F2 overlap each other if the following terms are satisfied: Xଵଶ ת Xଶଶ ء Xଵଷ ,׎ ת Xଶଷ ء ,׎ … , Xଵ୬ ת Xଶ୬ ء  .(5) ׎
Assume specific domain of each constrainthasmagnitude of |X|, so that specific 
domain of the filter has magnitude of ∏ |X୧|୬୧ୀଵ  (6). 

When receiving a new subscription message from network interface (I) which 
requests service S, it has a filter is denoted by formula: F=Pଵଶ Λ Pଵଷ Λ … Λ Pଵ୬. We 
have to check whether F is covered by an existing filter. If there is no filter, have to 
check whether it has any common constraints with existing filter emitted from an 
node interface I. For doing this task efficiently We have to apply and innovate R tree, 
in this paper it is called R+, this tree nowadays is used in many different fields. For 
example R tree is applied for storing space objects in Google MAP, digital Map, 
System Paging file with high efficiently in storing and searching. 

2 Improving R+Tree to Store and Search Filter 

2.1 Structure of R+ Tree 

Structure of leaf node: it is a set S that consists of n elements, each element consists of 
two items P and FS: P is a pointer that points to a filter F that is indexed in this R+ tree 
and FS is a filter summary that covers filter F: FS ڐ F. 
 

 

Fig. 1. The structure of a leaf node of R+ tree 

The filters are added by the algorithm that will be presented in the following 
section. 

a) The leaf node stores the set of summary filters of some filters in routing table 
that are indexed in the R+ tree that are received from routers on networks. 



180 N.T. Long et al. 

 

b) Each filter is indexed in R+ tree consists of two components: I and F, in which I 
is address of router that have sent subscription message, F is a filter including of some 
constraints.  

c) The inner nodes of tree that are not the leaf nodes, each node stores a set of 
summary filters of its child nodes. Similarly leaf node, the structure of an inner node 
is as follows: 

 

 
Fig. 2. The structure of an inner node in R+ tree 

d) Thus, each inner node stores a set of n elements in which each element consists 
of two components: P and FS, P is a pointer that points to an inner node or leaf node 
of the R+ Tree. FS is a summary filter that covers the whole set of n summary filters of 
the node pointed by P. This means: FS=ڂ FS୧୬୧ୀଵ . The following diagram describes the 
covering relationship with n=6: 

 

 
Fig. 3. The covering model with R filter covers its six child filters R1 to R6 

Thus We have:  
a) The Root node stores a set of the highest level summary filters of its child nodes 

that form the routing table. Therefore the summary filter of root node covers the 
whole routing table. So that when checking if a filter belongs to routing table, at first 
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examine whether it is covered by summary filter of the root node. If it is not covered, 
Weconclude this filter doesn’t belong to the routing table. 

b) Each leaf node or inner node has anumber of child nodes which is bound by a 
lower bound m and a upper bound M: Amountୡ୦୧୪ୢ א ሾm, nሿ, m and Mא N. Usually 

We choose m=ቔMଶ ቕ or m=ቔMଷ ቕ because when number of child nodes of one node 

reaches M+1, We have to split this node into two nodes so that each node has a 
approximately equal number of child nodes. 

c) R+ tree is a balance tree, this means that the height from any leaf node to root 
node of tree is equal. The proving is based on building tree with new filter is only 
added to some leaf node. At the beginning, the tree has only one node which is both 
root and leaf node simultaneously. When number of filters are added to node is 
greater than M, createa new leaf node, split its child nodes into 2 leaf nodes. Then 
create anew root node, it is parent of these two leaf nodes. Assume that at some time, 
all inner nodes and leaf nodes and root are having M child nodes. The problem is to 
insert one filter to some leaf node (L), the solution is to create a new leaf node (L1), 
and split the set of filters of current node into two subsets of leaf nodes of L and L1. 
At this time parent node (N) of current leaf node L has (M+1) child nodes, so have to 
create new node N1 with the same level of N, split child nodes of N into two nodes N 
and N1. Gradually applying the same procedure getting to the root node (R), at root 
node, create new node (R1), divide the set of child nodes of root node into two nodes 
R and R1. Create new root node R’ points to R and R1. At this moment the height of 
all leaf nodes is increased by one. So that R+ tree is balance tree. 

d) Thus the height of the tree from aleaf node to the root node is satisfied the 
following un-equation system: logMሺNሻ െ 1 ൑ HeightRశ ൑ log୫ሺNሻ, in which N is 
number of nodes of tree. Prove: i) At level 0, We have one node that is root node 
(equal to M0), at level 1, We have maximum number of M1 nodes, minimum number 
of m1 nodes,..., at level n, We have maximum number of Mn nodes and minimum 
number of mn nodes. ii) Consequently, with R+ tree with high is n We have nodes of 
n+1 levels: 0, 1, 2, ..., n, total of nodes R+ tree is N which has to satisfy un-equation 

system: N൑ ∑ M୧୬୧ୀ଴ ൌ M౤శభିଵMିଵ  and N൒ ∑ m୧୬୧ୀ଴ ൌ ୫౤శభିଵ୫ିଵ  ൌ൐ m୬ ൑N൑ M୬ାଵ => 

[logMሺNሻ െ 1ሿ  ൑n൑ log୫ሺNሻ. 

2.2 Establishing and Searching Algorithms 

2.2.1 The Establishing Algorithm 
At first R+ tree has only one node, this is both leaf and root of tree, this node points to 
a filter is created to store the filter of new subscription message that has been received 
at current router. When adding new filter F to R+ tree, We have to find a leaf node N, 
add F to N. The process for finding node N begins from root node R: 

a) If R has no child node then: N=R; 
b) If R has some child nodes, that means R+ tree has some inner nodes, assume that 

R consists of n components: C1, C2, ..., Cn, denote by S = {C1, C2, ..., Cn}. In which 
each Ci has two items: Pi and FSi, Pi points to its child node and FSi is summary filter 
of its child node filters. 
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For each component Ci in S: i) Find minimum filter Fmin satisfies: (FS୧ ׫ F୫୧୬) ڐ F, 
it means FSi is extended by minimum filter to cover filter F. ii) After this loop 
finished We will find out F୫୧୬f౟౤౗ౢ= min{F୫୧୬౟} it is respective to Cmin. iii) If there are 
many Ci satisfy this condition, choose the component that has |FSi| is minimum. 

c) Assume finding out Cfinal that has pointer points to its child node Rchild. Assign 
temporary node Ntemp= Rchild.  

d) Apply the step (b) for Ntemp continuously until Ntemp is leaf node.  
e) Assign: N= Ntemp. 
f) Top up the set of filters that are stored by N with F. 

2.2.2 Searching Algorithm 
a) The searching algorithm finds a leaf node N that has a filter that conforms most to a 
given filter F. Starting from the root of tree, assume that R has n components: S={C1, 
C2, ..., Cn}. Assign R to Ncurrent and execute step (b). 

b) Execute for each component C୧ of Ncurrent: C୧ consists of two items ௜ܲ  and FSi, ௜ܲ  
points to Ncurrent’s ith child node denoted by Childi, FSi is summary filter of all filters 
that are stored by Child୧.  

Check condition FSi and F have common part, if it’s true then continue to check if 
Childi is leaf node then execute (c) else assign Childi to Ncurrent and execute (b) 
recursively;  

c) We calculate FScommonis common part of FS of Childi and F. Denote SF is a set of 
some FScommon found. Add FScommon to SF. Go to (b) for next component of Ncurrent. 

d) Find some maximum items (FS) from SF, that belong to some leaf nodes {Nmax}. 
Thus the set {Nmax} is result of algorithm. 

2.2.3 Algorithm for Adding a Filter to R+ Tree 
This algorithm adds a new filter F to a R+ tree: First, establish R+ tree if it does not 
exist. Secondly,check if this filter exists in this R+ tree. If it’s true then exit the 
algorithm, otherwise find a leaf node in tree to store this filter. In this section 
introduce the algorithm to insert a filter to a leaf node: 

a) Create a filter node to store filterF and I, I is interface address of the route has 
emitted the subscription message which containedthe filter F, i) create a filter node 
FN, ii) add filter F to FN and assign interface address I to FN: FN.filter=F; 
FN.Interface=I; 

b) Assume current node is N, if number of components of N is lower than M then 
i) create new component Cnew of N, it has two elements P and FS; ii) Calculate filter 
summary of F and assign to FS, P points to FN: N.FS=Summary(F); N.P=FN. 
Otherwise go to step (c). 

c) Have to do i) create new node N1, ii) split the set of all components of N in 
addition Cnew into two subsets fairly, each of which contains components of one node 
N or N1. Check the condition, whether N has no parent node, if it’s true new node 
PNiscreated, this node has two components C1 and C2. Assign C1.FS = Summary(N1), 
C1.P = N1, C2.FS = Summary(N2) and C2.P = N2. Now PN is the root of R+ tree, finish 
algorithm (the root of tree has at least two children). Otherwise, go to step (d). 

d) N has a parent node, this node is denoted by PN, PN stores component CN, CN has 
two elements FS and P, P points to N, i) if N1 hasn’t been created in (c) then 
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recalculate filter summary for N, assign to FS then go to step (f), ii) otherwise go to 
step (e). 

e) Create a new component Cnew of PN, Cnew has two elements P, FS, i) calculate 
filter summary of N1, assign to FS: Cnew.FS=Summary(N1); ii) assign P to N1: 
Cnew.P=N1. Go to step (g). 

f) Check filter summary of PN, if it has changed, have to assign N=PN, then go to 
step(d). Continue until N is root node. 

g) Check number of components of PN, if this number more than M, assign N=PN, 
go to step (c). Continue until go to the root node then finish algorithm. 

2.2.4 Algorithm for Deleting a Filter from R+ Tree 
Assume need to remove a filter F from R+ tree. First, leaf node N has been found 
which is leaf node and may store F. Secondly check whether N really stores F. The 
purpose of this algorithm is to find N by some following steps: 

a) If R+ tree have only one node R this is both leaf and root of tree then: N=R; 
b) Denote Ntemp is current processing node: Ntemp=R; Ntemp has n components: {C1, 

C2, ..., Cn}, for each component Ci of Ntemp has two elements Pi and FSi:  
c) If FSi and F have common part then assign Ntemp=Ci.Pi, if Ntemp isn’t leaf node 

then continue step (b); otherwise: N= Ntemp, assume N stores a set of n filters {Fi}, 
check each filter Fiof Nto see whether Fi and F are equal, i) if this condition is true 
then remove Fi from N, recalculate R+ by following regulating algorithm, this 
algorithm is finished; ii) if no filter satisfies then continue step (c) for next component 
of Ntemp. 

d) Continue until F is found or all tree’s nodes are scanned. 

2.2.5 Algorithm for Regulating R+ Tree 
a) Starting from the leafnode S from which a filter is removed.  

b) If the number of components of S isn’t satisfied the condition (3) then remove S 
from R+, add S to a set Q which stores temporarilyall nodes have removed of  R+ and 
go to step (c). If it is satisfied then finish algorithm. 

c) If S has parent node then assign S=S.parent, i) if S is not root of the tree then go 
to step (b); ii) otherwiseadd root of the tree to Q. 

d) Get last node S has just been put to set Q, scan this subtreefor adding its filters 
to original R+ tree. 

3 Algorithm for Splitting One Node of R+Tree into Two Nodes 

3.1 Processing Steps of the Algorithm  

When number of components of one node is more than upper bound M, thus having to 

split this node into two nodes with each node has about ቔMାଵଶ ቕ components. Assume 

current processing node is N: 

a) Create new node N1, get ቔMାଵଶ ቕcomponents from N to N1 by one of two 

algorithms that are described morespecific below. 
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b) i) If parent of N exists then add N1 to the set of children of N and continue step 
(c); ii) otherwise create new node that will be new root of tree R. Add N and N1 to the 
set of children of R, finish the algorithm. 

c) Assign N=N.Parent, i) if number of child nodes of N is more than M then go to 
step (a); ii) otherwise finish the algorithm. 

3.2 Algorithm Evaluation 

The algorithm has maximum complexity in case of regulating tree from one leaf node 
to the root node of the tree. This is O[logm(N)*K], in which N is number nodes of the 
tree, K is complexity of the splitting algorithm. 

4 Algorithm for Splitting Components of a Node into Two 
Subsets 

4.1 Quadratic Algorithm 

4.1.1 Algorithm Specification 
Assume S is a set of summary filters of current processing node that needs to be 
splited: S={F1, F2, ..., Fn} satisfies equation: n=M+1. The requirement of algorithm is: 
splitting S into two subsets S1 and S2 with almost the same size. Require to choose 
two beginning elements for these two subsetsby the following algorithm:  

Algorithm 1: 
a) Give filter Ftempis temporary filter, id1, id2 are two integers for storing two 

indexes of choosen filters, assign filter Ftemp = ׎, id1=-1, id2=-1; 
b) For each filter Fi in theset S of filters execute (c); 
c) For each filter Fj in the set S execute (d); 
d) Calculate filter Fij that covers both filter Fi and Fj; calculate: F୧ᇱ ൌ F୧୨ \ F୧, F୨ᇱ ൌ F୧୨ \ F୨, if |F୧ᇱ\F୨ᇱ|>|F୲ୣ୫୮| (in which \ is filter subtract operator) then assign: id1=i, 

id2=j and Ftemp= |F୧ᇱ \ F୨ᇱ|. 
When this algorithm finished, gain id1 and id2 are indexes of two filters (FI1 and 

FI2) for beginning filters of two sets S1 and S2. 
Choose next elements for each setSi and Sjaccording to following algorithm: 

Algorithm 2: 
a)AssumeF1andF2are summary filters of S1 and S2respectively, assign F1=׎, F2=׎. 
b) For each filter Fiof the set S except FI1 and FI2 execute (c).  
c)CalculateF1’=(F1UFi)\Fi, F2’=(F2UFi)\Fi,in which denote (F1UF2)is filter that is 

result of extendingF1to cover F2. Go to step (d). 
d) If F1’> F2’then put Fi into S2 and assign F2=F2UFi (4). 
e) If F1’< F2’ then put Fi into S1 and assign F1=F1UFi (5). 
g) If F1’= F2’ then put Fi into what set depends on the set that has number of 

elements isless than other set, if two sets have equal number of elements then put 
Fiinto a random set, recalculate (4) or (5) respectively. Go to (b) for the next item  
of S. 
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4.1.2. Evaluating Algorithm 
The algorithm 1 has complexity of O(n2), the algorithm 2 has complexity of O(n). 
Therefore the complexity of Quadratic algorithm is O(n2). 

4.2 Linear Algorithm 

4.2.1. Algorithm Specification 
We have to split the set S of summary filters of the current processing node into two 
approximate equal sets S1 and S2. 

Some assumptions: 
a)Each filter of S has a set of predicates, each predicate has a value domain D. 
b) Each value domainDhas lower boundDmin and upper boundDmax, so that 

D=[Dmin, Dmax]. 
The algorithm for finding two first elements of two subsets S1 and S2 
a) For each key K, find maximum lower bound Lmax and minimum upper bound 

Uminof all predicates of Swhich have key K. These bounds are belonged to two filters 
FLmax, FUmin respectively.  

b) For each K, also find the minimum lower bound Lmin and maximum upper 
bound Umax of all predicates of S that have key K. These bounds are belonged to two 
filters FLmin and FUmax respectively. 

c) Calculate for each key: Vm = 
Uౣ౟౤ିLౣ౗౮Uౣ౗౮ିLౣ౟౤ (6). 

d) Choose two first elements of two subsets S1 and S2 froma pair of filters (FLmin, 
FUmax) which has Vm that is maximum on all their keys. 

e) With (n-2) remaining filters, put each filter to one of two sets S1 and S2 in turn. 

4.2.2 Evaluating Algorithm 
The complexity of algorithm to choose two first filters of two sets S1 and S2 is rated 
by formula (|F|*|S|), |F| is number of predicates of filter F, |S| is number of filters of S. 

The complexity of algorithm to put (n-2) remaining filters to two sets S1 and S2 is 
O(n), n is number of filters of the set of filters S. 

5 Cluster Routing Based on Filter Summary [6] 

5.1  Cluster Routing Concept 

Each node builds it’s own R+ tree when it receives subscription filter from network. 
The root of each tree will store filter summary of it’s routing table. Define a point (P) 
is centroid of the rectangle that is established from each filter summary. To cluster 
network based on centroid of subscription filter, assume that: i) the space of all filter 
is S, ii) S consists of some sub-spaces {S1, S2, ..., Sn}. So when a node on a cluster 
receives one filter, it will forward this filter to appropriate cluster head based on point 
P of this filter.  
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5.2 Cluster Routing Performance 

Use this cluster routing that will reduce time required to find matched subscriptions 
with each received content message. When a node receives a content message, this 
content message is a point on space S. It checks to find sub-space S୧ that P belongs to 
and Si has cluster head (CH୧) respectively. Then the node forwards this content 
message to CH୧. In CH୧ all matched subscriptions will be found using above search 
algorithm. This cluster algorithm has complexity is O(n*m), n is number of sub-
spaces and m is number of predcates of each filter, it is nearly a constant. 

6 Evaluating Results and Future Development 

6.1 The Results of Executing above Mentioned Algorithms 

a) Build a R+ tree from a set of filters entered from keyboard or read from disk 
file. 

All classes and modules to simulate presented algorithms have been written by 
C#.NET. Besides there are some algorithms for following purposes: 

i,Check if one filter covers or overlaps other filter. 
ii,Extend one filter to cover other filter. 
iii,Calculate subtractionof two filters. 
b) Build R+ with number of filters changes from 100000 to 290000, measure the 

time in ms required to execute for each number of filters to draw the diagram based 
on these results as below: 

 

 
Fig. 4. Execution time in ms to build R+ tree 

As the diagram shows that the time required to build R+ does not increase 
continuously when number of filters increases. 

c) Build a R+tree and use theQuadratic algorithm for splitting node with the 
number of filters changes from 100000 to 290000 and delete filters, measure 
the time required in mili second to delete filters and regulate the tree to draw 
diagram based on the measured results: 
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Fig. 5. Execution time in ms to delete filters and regulate R+ tree 

As the diagram shows that the time required to delete filters and regulate R+ does 
not increase continuously when number of filters increases. 

d) Search a filter from R+ tree, measure searching time when number of filters 
is gradually changed. See following diagram, conclude that when number of filters is 
increased, required time is reduced. 

 

 
Fig. 6. Compare execution time to search filter with number of filters changed 

e) Update, delete filters from R+ tree, with concurrently regulating tree to satisfy 
the constraint on number of child nodes of each inner node. Draw diagram to evaluate 
operational time based on two splitting node algorithms and variable number of nodes 
of R+ tree[2]. 
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Fig. 7. Compare operational time to insert/ delete filters with change in number of filters 

See this figure to get results that the time to execute is stable when number of 
filters increases for two algorithms to split node Q and L. 

6.2 Future Developing 

At the current time above algorithms have been simulated to get above operational 
results are on numeric value type of predicate, in the future applying above algorithms 
for value type of string. 
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Abstract. Service-based network infrastructure is a new network interface in 
which the flow of messages is controlled by class of services that generated it. 
Next is its content, improved shipping address specified by the sender and at-
tached to the message. Networks based on services complement for networks 
based on traditional unicast and multicast addresses, which provides support for 
communication patterns based on the service class of large-scale applications, 
loose connections, multiple partitions and scattered like auctions, information 
sharing, distributed according to personal information. 

With Service Based Routing (SBR), the sender does not indicate message 
receiver by the unicast or multicast use. Instead it simply pushes messages to 
the network. It defines the routing based on the messages it cares. It determines 
the appropriate message class based on message content based on its key-value 
pairs or regular expressions. Therefore, in SBR routing the receiver determines 
the transmission of messages, not the sender. Communication based on content 
services increases the independence, flexibility in the distributed architecture. In 
SBR the routing table consist of content based addresses, We have to find the 
structure to store and organize routing table efficiently and save memory and 
time to search all its items match a content message. In this paper We introduce 
and improve Ternary Search Tree structure to use for storing and process the 
SBR routing table. 

Keywords: Ad hoc network, MANET, TST, ternary search tree, binary,  
forwarding, service, content.  
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1 Introduction of Service-Oriented Routing 

1.1 Service-Oriented Routing Protocol Model 

 
Fig. 1. Model of service-oriented routing network 

Interaction model of service delivery or content publishing and content 
subscription (abbreviated by P / S) is the interaction model is done asynchronously in 
the service based routing (SBR)system. 

Most of the SBR routing system is based on the P / S model. 

1.2 Overview of Service Oriented Architecture 

Service Oriented Architecture is the architecture based on the patterns. 
There are three types of Pattern: 

a) Architecture; 
b) Design; 
c) Enforcement; 

In Pattern-oriented software, schema structured platform is shown for software 
systems. It provides a set of subsystems defined, indicating the ability to perform, 
including the rules and guidelines for organizing the relationship between them. 

Overlaying the traditional point - to - point: modern communication based on 
Virtual Endpoint / Message Broker. 

To allow flexible communication, the ability to provide location transparency for 
the transmission of information between applications. Position transparency is defined 
as to avoid the point - to - point connection because the application is separated with 
the data transmission services below, will undertake the implementation when the 
applications require communicating with each other. 

1.3  Characteristics of Service-Oriented Routing 

Service-based network infrastructure is a new network interface in which the flow of 
messages is controlled by class of service that generated it. Next is its content, 
improved shipping address specified by the sender and attached to the message.  
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Networks based on services complement for networks based on traditional unicast and 
multicast addresses, which provides support for communication patterns based on the 
service class of large-scale applications, loose connections, multiple partitions and 
scattered like auctions, information sharing, combined, distributed, sensor networks, 
distributed according to personal information, service discovery, multi-player game. 

In the SBR routing, the sender does not indicate message receiver by the unicast or 
multicast use. Instead it simply pushing messages to the network. It defines the 
routing based on the messages it cares. It determines the appropriate message class 
based on message content based on its key-value pairs or regular expressions. 
Therefore, in SBR routing the receiver determines the transmission of messages, not 
the sender. Communication based on content services increases the independence, 
flexibility in the distributed architecture. 

2 Organization of the Message Types in SBR Network [7] 

2.1 The Subscription / Unsubscription Message 

Subscription / unsubscription message is emitted from the application service classes 
to subscribe / unsubscribe content requests. The message is structured: the address of 
the subscriber and binding on the list of services and content requirements 
(constraints). In particular, each constraint is a set of 3 components, has the form: 
(key, operator, value). For example, the contents of the registration message: 

[service_class = "Network monitor" ʌ alert-type = "instrusion" ʌ severity> 2] or 

[service_class = "Network monitor" ʌ class = "alert" ʌ device-type = "web-server"], 
these are 2 request messages of Network monitor service class. 

2.2 The Content Message 

Content messages are transmitted from the host service provider. These messages will 
be transmitted to the network, it will be transmitted to the machine based on the 
subscription request message received from that machine. 

2.3 The Advertisement Message 

Advertisement message is the message advertises the basic content that certain 
services provide for applications. To direct the subscription requests to the right offer 
places. Prevents spread the subscription messages throughout the network. 

Advertisement message is very useful for establishing multicast tree from the root 
that is destination node to a group of matched content providing nodes. Then matched 
content will be sent simultaneously from leaf nodes to root node by this multicast tree.  

Establish multicast tree by a pair of messages Route Request (RREQ) and Route 
Reply (RREP): i) the node has subscription request will make RREQ, broadcasts it to 
network; ii) any node that has advertisement messages that are matched this 
subscription message, will make RREP that stores the path from the content 
publishing node to the content requesting node and forward back to this node; iii) 
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after a time interval, all paths from received RREP messages will make the multicast 
tree from requesting node to content publishing nodes. 

The advertising message is passed under the minimum spanning tree from source 
node.  

Advertisement message is also structurally similar content message, including a set 
of attributes. So the content message is to expand the content of advertising messages. 

Advertisement message is transmitted from the service delivery system. 

2.4 The Message Pair of Update Request and Reply Sender 

Use this pair of messages to update source node routing table on demand. Sender 
request: request from the router, the structure includes 3 fields. Two fields: sender 
address and request number determine the uniqueness of the message. Timeout 
determines the longest time the sender waits for an answer. This message is 
transmitted by the minimum spanning tree (Broadcast) starting from the source router 
(formed by Prim algorithm) to the other routers in the network. 

When the leaf router nodes of Broadcast tree receive the sender request message, it 
will respond by reply update (UR) message. The message consists of three fields, two 
fields from the sender request, the field no.3 contains its content based address. The 
UR message spreads back the sender router. 

On the way to the sender router, the intermediate router will incorporate its content 
based address and of the message then push it to the sender router. 

When the sender router receives UR message, it updates its routing table. End of 
the implementation process. 

2.5 Route Request and Route Reply Message Pair 

This pair of messages is used to detect routes on the network to a set of destination 
addresses from a source node for building multicast trees with root is source node and 
leaf nodes are this set of destination nodes. 

Route request message is used to make a request from the source router, the 
message structure consists of eight fields. Two fields: 1) Source Address and 2) 
Request Number determine the uniqueness of the message. 3) The Type field 
identifies of the kind of message, is set to 1; 4) the Timeout field determines the 
longest time the sender node waits for a response. 5) The Time To Live (TTL) field 
determines the maximum number of HOPs of the route that message is passed on. 6) 
The Route field records addresses of the hops on the route the message passes 
through. 7) The Free Time Slots field records free bandwidth at the nodes of the route 
that message is transmitted on. 8) The Destination List field saves address list that 
contains addresses of the set of destination nodes that are the leaf nodes of multicast 
trees that we need to build. The message is transmitted by broadcast protocol to other 
routers in the MANET. When a node receives RREQ, it checks whether it’s address is 
in destination field, if it is true, this node makes Route Reply message and forwards 
back it to the source node on the detected route. RREQ message contains all fields as 
RREQ message except the destination field. 
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3 The Concepts and Terminology 

3.1 Service Based Forwarding Table Concept 

Each service has a separate forwarding table. 
The table includes predicates, also called content-based addresses. 
Forwarding table is mapping 1-1 between content-based address and the identity of 

the subscriber. 
Predicate is logical disjunction of filters are received from the subscriber. 
Forwarding algorithm is the algorithm finding in the forwarding table the filters 

match message content received. 
Filter is required content (subscription) from a subscriber. Each filter is a 

combination of subscriber identification and conjunction of the constraints. 

3.2 Routing Technology in Service Oriented Routing 

A.  Find relevant content and communications 
Upon receiving a content message from certain application services on the network. 

The router compares the received data with predicate list to determine compliance 
Predicates. If found, the message will be pushed to the requested nodes respectively. 

The algorithm finds out set of routers have predicates  match message received. 
How to find the shortest path from source node to the nodes with compliance 

requirements: 
Option 1: Find the shortest path from source node to the appropriate node on the 

request graph is weighted according to Dijkstra's algorithm. Synthesis of the routes 
forms the tree for transmitting messages from the source node. 

Option 2: Find the minimum spanning tree by Prim’s algorithm, using the nearest 
neighbor method. The tree is found to satisfy the conditions of having root is the 
original source node, the leave nodes are the requesting nodes. 

At each router has appropriate request, when receiving a message, it sends the 
message to the request nodes in its own network. 

3.3 Messages Forwarding Technique in Service-Oriented Routing 

A. Concepts and terminology: 
Forward algorithm is finding algorithm in the forwarding table the filter matches 

message content received. 
The transition Table is the 1-1 relation between Predicate and the identity of the 

subscriber. 
Filter is required content subscription from the subscriber. Each filter is a 

combination of subscriber identification and conjunction of the constraints. 
Predicate is disjunction of filters is received from the subscriber. 
Forwarding table includes predicates also called content-based addresses. 

B. Find relevant content and communications 
1. Find matched predicates 
Upon receiving a content message from certain application services of the network. 

Router will compare the received data with stored Predicate list on it to see which 
predicate matches. If found, the message will be pushed to the requested node.  
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The algorithm will find all routers have matched predicates with the message 
received. Divide the set of all constraints into two subsets: i) the first subset includes 
constraints which have value component of string type; ii) the second subset includes 
constraints which have value component of number type. Build improved ternary 
search tree from the first subset of constraints. Build a dynamic array with each 
element for each separated key, an element of the array is the root of a multi branches 
tree, a branch for one of operators that stores all values of all constraints with this key 
and operator. 

2. Routing requested content to the nodes that have matched subscription 
How to find the shortest path from source node to the node with compliance 

requirements: 
a)  Method 1: 

Find the shortest path from source router to other routers in the network by 
Dijkstra's algorithm. 

The algorithm ends when finding the shortest path to all routers have consistent 
requirements. So we find the tree of transmitting messages from the source router to 
routers with the matched requirements by removing the leaf nodes don’t have 
matched requests. 

On the paths from the source router, the intermediate routers don’t have matched 
requests will relay the message to the next routers on the tree. 

When the message has reaches the leaf routers, will pass the message to its child 
nodes in their own network and don’t relay message to other routers on the network. 

b) Method 2: 
Find the minimum spanning tree by Prim algorithm, using the nearest neighbor 

method. The tree found to satisfy the conditions of having root is the original source 
node, the leave nodes are the request nodes. 

Description of algorithm: The graph consists of n vertices or routers form the 
network, the weights of links between routers is given by the weighted matrix C. 
Conventional weighting of the link between not directly connected routers is a very 
large number. 

At the tree T and a node v, called the minimum distance from v to T is the smallest 
weights of the edges connecting v to a vertex point in T: d[v] = min {c[u, v] | u א T}. 

1. Initially started skeleton tree T consisting of the source node s: T = {(s, )}. 
2. Then just select from the set of nodes outside of the tree T a node v has link e 

with the smallest weight, admitting it to T, simultaneously admitting that link e into 
skeleton tree T: T = T ׫ {(v, e)}. 

3. Perform step 2 until: 
Or has admitted all of the requested nodes, we have T is the smallest skeleton tree 

from source node to all the request nodes. 
Or not admit all of the request nodes when the node outside T have links to any 

node of T has extreme large weight. When it will only transmit the message to a 
subset of request nodes. 

At each router has appropriate request, when receiving the message it sends to the 
nodes have appropriate requests on its own network. 
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Unlike a binary search t
based on the order of string
a balanced ternary search 
particular, each of a compar
divided into 2 parts. 

A ternary search tree can
which the redundant nodes 

4.2 Improve Ternary S
Addresses) 

For data of string type has 
Tree structure (Ternary Sear

The end node of string v
each pointer points to the
diagram below: 

Fig. 3. Improved T

tree, a ternary search tree can be balanced or unbalanc
gs are added to the tree. The search for a string length m

tree is to use: [m + log2(n)] character comparisons.
rison or a character is found in the tree or the search are

n store data in compressed format to save storage space
are removed.  

Search Tree to Store the Predicates (Content - Ba

more data comparisons, use the modified Ternary Sea
rch Tree: TST). 
value in TST has a pointer to the dynamic list of point
e dynamic list of operators, which are described in 

Ternary Search Tree stores predicates in Routing Table 

ced, 
m in 
. In 
ea is 

e in 

ased 

arch 

ters, 
the 

 



 Research on Impro

Assuming the value dom
In case of a key is ass

groups. In which the opera
array, a pointer to the first 
List_op_header_1, List_op_
array. 

The set of the operators 
key by the way: (denote a c

Archive list of operators 
With each list of the 

List_op_header. 

Fig. 4. Dynamic array

Fig. 5. Linked list o

oving, Evaluating and Applying the Ternary Search Tree 

main of each key of the constraints is independent. 
sociated with multiple constraints will be organized i
ators associated with a given value are put into a dynam

element is List_op_header_i. The pointers that consis
_header_2, …, List_op_header_n are stored in a dynam

that are belonged to a group of constraints related to 
constraint by: (key, op, value)). 

associated with a value in a dynamic array: 
operators, maintain a pointer to the head of this l

 
y of the operators of a group by a pair of a value and a key 

of operators of a group of constraints have a same key 

197 

into 
mic 
t of 
mic 

one 

list: 

 



198 N.T. Long et al. 

A set of pointers that point to head of the lists are put into a dynamic array. 
The end node of a key in the ternary search tree will store a pointer that point to 

this dynamic array. 
The dynamic array stores a list of pointers, each pointer points to the first element 

of the dynamic list of corresponding operators of the constraints of a value. 
The algorithm checks existence and adds a constraint to a Ternary Search Tree, the 

constraint has the form of (key, op, value) has the following steps: 
1, Check whether the key exists in the ternary search tree or not. 
2, If it doesn’t already exist, add the key in the ternary search tree. We create a list 

of pointers (List_of_operator) that has one pointer List_op_header. The 
List_op_header point to the list of storage components for storing the constraint 
operators (at first having op). The leaf node in the Ternary Search Tree is belonged to 
a part of Tree stores key that will store a pointer to List_of_operator. 

3, Check if the value part of this constraint exists in the Tree. 
4, If it doesn’t already exist: add this value to the tree with Value_pointer_i points 

to the starting node of this value in the tree. Create a dynamic list, at first with only 
one item for storing the operator (op), with the pointer List_op_header_i points to this 
list. Two components (List_op_header_i, Value_pointer_i) belong to an item 
Key_group_i. Add Key_group_i to the list of pointers.  

5, If exists, get the pointer to the list of operators corresponding value. Update this 
list of operators so that this list contains the operator op of the current constraint. 

6, Check if the operator op has been stored in the dynamic list pointed by 
List_op_header_i. 

If it doesn’t exist, add an item to store op at the end of the list. 

4.3 The Algorithm for Checking Existence and Adding a Constraint to 
Ternary Search Tree 

Assume a constraint is denoted by {key, op, value}: 
1. Check ∃ key in TST. 
2. If ∄ key in TST then 
a. TST = TST ׫ {key}; 
b. Create operator list: List_of_operator with only one item: 

List_of_operator_item={List_op_header, Pointer_to_node_value}. In which 
List_op_header points to the operator list with one element op, 
Pointer_to_Node_value points to entrance node in TST belongs to a part of TST that 
stores value of this constraint. We have to set a pointer in leaf node of TST belongs to 
a part of TST that stores the key which points to List_of_operator. 

3. Check ∃ value in TST: 
4. If ∄ value in TST then: 

 a. TST = TST ׫ {value} 
 b. Create dynamic list with one element op, and set List_op_headerpoints to 

this list. 
5. If value in TST then: 

 a. Set: List_op_header points to the list of operators of value. 
 b. Check ∃ op in the list of operators is pointed by List_op_header. If ∄ then 

add new element stores op and relative information to this list. 
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4.4 The Algorithm for Finding All Nodes That Have Suitable Subscriptions 
with a Content Message 

1) Build TST tree  from all constraints in routing table if this tree doesn’t exist. 
2) Use SBR_Couting algorithm to find all constraints are suitable with every 

property of content message and finally get list of nodes to transfer content message 
to depending on addresses (predicates) of content based routing table: 

 a) For each key that exists in current content message: find List_of_operator 
which is pointed by a pointer of leaf node in TST which belongs to a part of TST that 
stores key of current property as indicated in above algorithm. For each item in 
List_of_operator, get List_op_headerelement from List_of_operator_itemthat is the 
pointer to list of operators relating to the value of current property. Associate this list 
of operators and other information such as key and value of constraints, replace key 
with the value from content message. Evaluate the given expressions, We can get all 
constraints that accommodate current property. 

public List<cContraint> find_constraint(_message msg) 
{ 
   List<cContraint> kq = new List<cContraint>(); 
   foreach (_property pt in msg.msgcontent) 
   { 
      op_1 = Contains(pt.ten); 
      if (op_1 != null) 
      { 
              kq.AddRange(cCommon.find_constraint_match(pt, 

op_1.List_op_header, msg.service_name)); 
       } 
   } 
   return kq; 
} 

 b) Check condition 1: For each constraint found We check if all constraints 
of the filter accommodate the content message. If this condition is true, add this filter 
to result list simultaneously add address of node that emit the filter to list of nodes to 
transfer content message to. 

 c) Check condition 2: if list of nodes contain all nodes of the network or loop 
all executions of operations then stop the algorithm. 

5 How To Use Binary Search to Store and Search Constraints 
with Values of Number Type 

5.1 How to Implement 

Each constraint is a set of 3 components: {key, operator, value}, the set of constraints 
are divided into 2 types of constraints are: number or string depend on the type of 
component value. 
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it can be used for approximately search. In one searching time, it can get all items in 
TST tree that have approximate values with condition value. In association with 
dynamic arrays and pointers to improve standard TST tree for storing and searching 
content based addresses in service oriented routing effectively and reliably. Because 
of using dynamic data structures, so the memory resources are easily to allocate and 
suppress so that according with computation in MANET. According to simulation 
results, the time is increased non-linearly when the number of predicates increases.  

The use of ternary search trees and binary search list is very effective in the 
storage, making quick and accurate search. 

1) Ternary search tree has the computational complexity is O[l*(log2(N) + l)] + | 
result |, where l is the length of input data, N is the number of strings in TST, result is 
the result set returned. 

2) Binary search on a list of numbers has computational complexity is 
O[log2(N)*log2(K)], where N is the number of attributes (key), K is the number of 
corresponding values of the attribute (value). 

In near future will research and apply some techniques such as technique to find 
route that satisfy some quality of service requirements. Search techniques to organize 
MANET network for SBR routing effectively and safely.  

Search a number of other techniques for storing and looking up predicates, such as 
using hash function. For example, use hash function for hashing all predicates in 
Routing Table before sending it to other routers. 
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