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Abstract. Communication processes have to be observed because of
the possibility that different kinds of threats occur in the processes of
exchanging information in a network. Those threats are connected with:
decryption possibility, losing jurisdiction, believing and freshness of in-
formation, message interception by intruders, etc. We monitor the com-
munication protocol during its operation. Standard security attributes
(as proposed by Barrows, Abadi, Needham and others) have been in-
troduced to analyze the chosen aspects of security. We also employed a
standard set of rules which interrelate parts of communication operations
with security aspects. Our previous research introduced a system that
investigates security related issues. It could be employed for auditing pur-
poses and/or to predict failures given different kinds of communication
threats. In this paper the security analysis is continued in the direction of
building the model of dynamic modification of chosen factors (adequate
to security aspect) with prognosis possibility.

Keywords: protocol logic, probabilistic timed automata, communica-
tion security.

1 Introduction

Information is sent in the form of a message according to protocol systems that
should guarantee: encryption safety, sufficient belief level, protection against in-
truders, and the freshness of information elements [I],[2]. Usually, many mutually
interleaved protocols are used in networks [3],[4]. Obviously, information refers
to a different group of users (usually, they are grouped in a pair). Therefore,
security analysis will be referred to those groups and they will form the creation
basis of the so called main security factor [I],[5]. Another main factor can in-
clude a set of messages, the public key, secret, nonce, etc. Security attributes
may consist of: the degree of encryption, key and secret sharing, believing in
sender or receiver, believing in user honesty, and the level of a message or nonce
freshness [I]. M. Kwiatkowska indicates that security attributes are presented
in the figure of probability parameters [6],[7]. This form is smart and very con-
venient. Therefore, we base our proposition on the transformation possibility
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of time attributes into probability characteristics. Apart from rule and time in-
fluences, we also regard intruder threats. The influence on security attributes
is realized with the help of correction coefficients that also have a probabilistic
form (according to the adopted approach). The above-mentioned rules are set
on the basis of conditions that form actions which really appear in communi-
cation operations. In addition, one may observe that many works consider the
division of protocols into operations and operations into actions [I],[4],[5],[8]. In
our model we also exploit the so called tokens with binary character. A token
directly appoints the secure or threat attribute level depending on the relation
to a given security threshold. This type of approach improves the assessment
reaction with respect to security state changing and helps in the estimation of
distribution probabilities that lead to next stages and thereby to one of the
forms of prognosis creation (presented in the further section)[I0],[I1],[I2]. The
proposed system, pertaining to the investigation of communication runs, can be
easily realized with mutually converted probabilistic timed automata (PTA) and
colored Petri nets (proven and shown in the works of M. Kwiatkowska [6],[7],[]).
These characteristics guarantee the effective realization of a parallel model.

2 Communication Protocol Actions and Attribute
Grammars

The problem consists in the definition and recognition of actions. Rule conditions
should be directly connected with actions, whereas their conclusion ought to be
associated with attributes. The transformation of the run operation into an
action is the first stage of action recognition. Each operation is divided into
actions which are adequate to their function. The action definition is as follows:

Definition 1. A tuple {S, R, K, M, N, Ch, Ad} is an action ac, which may con-
tain information about the sender (), receiver (R), message (M), the character
of dealing (Ch), additional information - e.g. secrets etc.(Ad).
— The sender is represented by one user or a set of users
S ={s(1),s(2),...,s(ls)},
— The receiver is represented by one user or a set of users
R={r(1),r(2),..,r(r)},
— Sender and receiver create a group of users that can be limited for the ex-
cluding possibilities of intruder activity.
Actions are both a part of protocol operation and influences on security at-
tributes. The set of security attributes is defined by rules (their arguments and
conclusions). In order to present the same example of rules, we should define the
set of predicates of the communication BAN logic [4]:

A <% B - users A and B communicate via shared key K,
—K A - user A has K as its public key,

A &Y B - users A and B share Y as a secret,

{X}Kk - the message X encrypted by key K,

< X >y - the message X with a secret Y attached,

Al =X - user A believes the message X,
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Ar>X - user A sees the message X,

A<aX - user A sends the message X once,
A| = X - user A has jurisdiction over X,
#(X) - the message is fresh.

Let us try to define the set of actions and attributes. In order to achieve this

aim, we exploit the rules based on BAN logic:

1.

Authentication rule — type I:

if (A] = ((A <% B), A> Xg) then (A| = (B<X).

The rules can be interpreted as follows: if A and B shared key K and A sees
message, then A believes that this message is from B.

. Authentication rule — type II:

if (Al= (=% B),Av XY |,C+# A) then A| = (B<X).
The rules can be interpreted as follows: if A knows B’s key, then A recognizes
signed message from B.

. Authentication rule — type III:

if (Al =(A<Y B),Ar XY) then (4] = (B< X).

The rules can be interpreted as follows: if A and B shared secret Y and A
sees message with attached secret Y, then A believes that this message is
from B.

. Nonce rule:

if (Al =#(X), Al = (B<X)) then 4| = (B] = X).
The rules can be interpreted as follows : if A believes that X is ”current”
and that B said X, then A believes that B believes X.

. Jurisdiction rule:

if (Al=(B|=X), A|=(B|=X) then A|= X
The rule can be interpreted as follows: if A believes that B has jurisdiction
over X and A believes that B confirms X then A believes X.

. Vision rule — type I:

if (Al=(A«X B), A {X}%,C # A) then A> X.

The rules can be interpreted as follows: A can see through encryption on
a shared symmetric key, provided that the encryption was done by a user
other than A itself.

Vision rule — type II:

if (A= (=% A),A>X{,C # A) then A> X.

The rules can be interpreted as follows: A knows its secret key, so it can
decrypt message encrypted with public key.

. Freshness rule:

if #(X) then #(X,Y).
The rule can be interpreted as follows: if X is fresh then X AY is also fresh.

The idea of operation decomposition into actions may be presented on the

basis of a simplified example. Obviously, there is a possibility to describe it as
a set of actions by selecting a single operation; for example: operation A — B :
NaK(a,b) (from ASF Handshake protocol) consists of actions:

A+ K(a,b)B adequate description: A, B, K(a,b), *, *, Shared key, *,

—

K A adequate description: {4, x, K(a,b), *, *, has key, *},
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#(Na) adequate description: {A, *, %, x, Na,nonce is fresh,*},
where {*} - irrelevant parameter in the described action.

In addition, we can exploit a system of coding to identify and recognize ac-
tions. This convenient approach consists of the coding weight system, e.g. binary,
decimal, etc. The binary system is more extensive but it helps in describing par-
ticular actions more precisely. Generally, a simple coding system is proposed:

le

cta = Zwi x pos.l(i) — the code of an action type, (1)
i=1
where w; = 271 — (or 10'71) - position weight.

The mutual cooperation among recognition and attribute correction proce-
dures is illustrated in Fig. 1. Chosen sets of attributes create security modules

| Vo !
S P e |

current attributes value

Fig. 1. Information flow in a result of action (cta) activity. Corrected attributes will
become current attributes for the next action.

that concentrate around main factors like: communication protocols, keys, mes-
sage service, and users.

3 Communication Security State and Node Structure

The security state is represented by an adequate security node structure.

Definition 2. A tuple (At,Th,Tk,na), where At - security attribute set, Th -
the vector of a low level of feasible attribute values (thresholds), Tk - security
tokens, na - the number of attributes, is a communication security state described
as follows:

1. At = {aty,ata,...,atpne} € [0,1]™ - the vector of attribute activation
probabilities,

2. Th = {thi,tha,..,thne} € [0,1]™ - the vector of threshold attribute
activation,
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3. Tk = {tki,tks,...,tkna} € {0,1}n - the binary vector (token) of attribute
activation: if at; > th; then tk; = 1 else tk; = 0.

Attributes may express assertion about user honesty belief, belief about message
freshness, assertion about attestation, assertion about the shared key, belief that
the receiver has jurisdiction over the message, etc. The attributes are corrected
with the help of modification functions in cases when the current action ap-
pointed the attribute by the rule [I]. The sequence of actions influences a given
set of attributes. The attribute set defines communication security level. The
security value is estimated on three levels:

— global,
— in reference to the main security factor (security module),
— in reference to particular attributes.

According to the proposed development approach, we propose several structures
of the security main factor (security modules), (Fig. 2,3).

jurisdiction over mesage

users limit number believing in users honesty

key sharing

the degree of encryption

the level of information freshness

Fig. 2. The structure of the protocol security module, black - attribute activation,
white - attribute has loosed activity

users limit number

key sharing

the degree of encryption

the level of information freshness

Fig. 3. The structure of the key security module

The action influences on attributes are conveniently presented and realized
with the usage of equivalent tables that regard the above-mentioned rules. There-
fore, the first table refers to action identifications and their characteristics, and
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the second to attributes which will be corrected. In order to describe such situ-
ation, we consider two handshake operations as in Fig. 4,5 (column descriptions
are adequate to action and attribute definitions):

Example:

1. A—>B: {Na}K(a,b)
2. B—=(C: {Nb}K(b,c)

These operations, belonging to two protocols, are decomposed into actions:
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A K@) B adequate description: {4, B, K (a,b), *, ¥, Shared key, },
—K A adequate description: A, x, K (a,b), *, *, has key, *,

#(N,) adequate description: {A, x, %, %, Na,nonce is fresh,x},

B <K ¢ adequate description: {B,C, K (b, c), *, *, Shared key, *},
—X&" B adequate description: {B, %, K (b, c), %, %, has key, },

#(Nyp) adequate description: {B, *, *, *, Nb,nonce is fresh,x}.

0

o oo oo

1

ST W N

R1 S2 R2 M1 M2 NI N2 K1 K2 Chl Ch2 Ch8 Adl Ad2 ac

Fig. 4. Action descriptions in the binary convention - example, where column descrip-
tions respect the action structure (definition 1), ac - action numbers
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Fig. 5. The appointment of attribute corrections according to BAN rules, where JM; -
jurisdiction over i-th message, Bh; -believing in i-th user honesty, NF; - the freshness
of i-th nonce, De; - the degree (over one) of i-th message encryption, Ks; - i-th key
sharing, Ul; - the exceeding limit number of users seeing i-th message in an encrypted

form

The connection between tables (through action numbers) allows us to realize
appointed security attribute corrections. The set of attributes is chosen on the



154 H. Piech and G. Grodzki

basis of rules as well as time and heuristic functions [9]. In order to correct
attributes we will use correction coefficients CC(at(i)) that were, previously
predetermined for each attribute (Fig. 6). We present initial values of attributes
by continuing the description of the example. Let us assume that the initial values
of all attributes (obviously despite De) will be equal to 1(as a maximum value of
trust probability). After 6 above-described actions (adequate 2 run operations),
we may observe the following levels of attributes (Fig. 7). Attributes N f and K's
are treated as timed attributes. Hence, the following formula is used for their
correction: at(k)(i) = 1 — ek — [ f(at(i)), where k - operation number [10].

correction coefficient of
JM1 JM2 Bhi Bh2 Nft Nf2 Del De2 Ksi Ks2 Ull Ul2
0,95 09 08 0,8 3 3 0 0 4 4 0,75 0,75

Fig. 6. Correction coefficient - example values. Attributes Nf and Ks are timed at-
tributes, therefore their lifetimes [f(N) and [ f(K) are given. Let us pay attention to
De coefficient which is used for the den-th times blocking the correction of the ade-
quate Ks attribute (obviously, only in the case when De > 0), where den - the degree
of encryption.

attribute values after 2 communication eperations
JM1 JM2 Bhl Bh2 Nft Nf2 Del De2 Ksi Ks2 Ull U2
0,857 0,857 0,64 0,64 0,632 0,865 O 0 0865 095 1 1

Fig. 7. The states of security attributes after two example operations

By considering the structure of tokens (binary structure) and the established
threshold for all attributes on the level equal to 0,7, it is possible to depict a
security situation regarding different security modules (main factors) (Fig. 8).
By treating all attributes with the same validity, we can estimate the level of
security for all modules. This problem can be realized by the multiplication of
specified component attribute probability values:

SL(protocol A, B) = 0,875 % 0,64 % 0,632+ 1 x 0,865 * 1 = 0, 306,
SL(protocolB,C) = 0,875 0,64 % 0,865 % 1 0,95 % 1 = 0, 46,

SL(messageA, B) = 0,875 % 0,64 % 0,632 = 0, 354,

SL(messageB,C) = 0,875 % 0,64 % 0,862 = 0,483,

SL(keyA,B) = 0,632 1%0,865*1 = 0,547,
SL(keyB,C)=0,865%1%0,95*1=0,821,

SL(usersA,B) = 0,64 % 0,632 % 0,865+ 1 = 0, 350,

SL(usersB,C) = 0,64 0,865 % 0,955+ 1 = 0,404.

Similarly, token variant can be calculated on the basis of the estimation percent
of active token participation in the full token set for a given security module (the
main security factor). We may graphically present the security spectrum on the
basis of the results estimated above.

NN N N N
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protocol security modules
protocol {A,B} protocol {B,C}

message security modules

message {A,B} message {B,C}

key security modules
user security modules

users{A,B} users{B,C}

Fig. 8. The states of security modules, where A ,B,C users

4 Probabilistic - Time Automata as Communication
Security Investigation Model

We propose to use probabilistic - time automata (PTA) and converted to them
colored Petri nets as a main tool for the investigation of communication security
according to selected main factors, like: protocols, users, keys, messages, etc. The
nodes (presented in Fig. 3.4 as examples) will be fundamental part of PTA. The
global structure of proposed PTA is presented in Fig.9. If any attribute is de-
creased to an unacceptable level then there is not possibility to improve its value
and security features cannot be increased. To regard the time parameter with
intrinsic characteristic according to security aspect, we propose the following
definition:

Definition 3. A probabilistic timed automaton PTA is a tuple in the form
(LU, X, >, inv, p) where:

— L is a finite set of locations,

— I’ € L is the initial location,

— X is a finite set of clocks (for each attribute),

— Y is a finite set of possible steps, of which ) _ €  are declared as being
current possible,

— the function inv : L — CC(X) is the invariant condition,

— the finite set p C L x CC(X) x 3 xDist(2X x L) is the probabilistic edge

relation.

A time state of a probabilistic timed automaton is a pair (I,v) where | € L and
v € TX are such that v € inwv(l). Informally, the behavior of a probabilistic
timed automaton can be understood as follows. The model starts in the initial
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p(1,2% —2) =0

Fig. 9. Scheme of probabilistic - time automaton for communication security investi-
gation, where p(i, j) - the probability of state changing: from state i to j; j >4

location I’ with all clocks set to 0, that is, in the state (I’,0). In this, and any
other state (I,v), there is a nondeterministic choice of either (1) making a dis-
crete transition or (2) letting time pass. In case (1), a discrete transition can be
made according to any probabilistic edge (I, g, o, p*) € p with source location !
which is enabled; that is, the zone g is satisfied by the current clock valuation v.
Then the probability of moving to the location [” and resetting all of the clocks
in X to 0is given by p*(X,1”). In case (2), the option of letting time pass is avail-
able only if the invariant condition inwv(l) is satisfied while time elapses and an
enabled probabilistic edge with a current step does not exist. Note that a timed
automaton [2] is a probabilistic timed automaton for which every probabilistic
edge (I,g,>,p") is such that p* = p(X,1”) (the point distribution assigning
probability 1 to (X,1”)) for some (X,1”)€ 2% x L.

Generally, the above formalisms are adequate to a single secure attribute
(or action) connected with a single message. In order to adapt them to real
communication runs, indexes are to be introduced to distinguish the threat zones.
It is assumed that each message can be described by a set of security attributes.
These attributes are involved with assertion, believing the sending, receiving
messages, encryption, decryption by keys, nonce generation, attaching secrets,
etc. Additionally, we should regard the number of users and their character
(honest, intruder) [1],[2]. These considerations are based on time influences on
chosen security attributes, strictly on their level (value).
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The general system structure includes modules of security element definitions,
input protocol operation descriptions, input table of dependence rules, lifetime
checkers, and user set correctors. Each protocol operation includes strategic el-
ements which will be chosen according to communication security, and hence,
they will be named security elements. It should be said that security elements
have independent or partly involved character. So, in relation to communication
security, the mechanism gives us result information which consists of different
aspects of security. One of the assumptions, which helps us to create and ex-
ploit probabilistic timed automata (PTA), is a finite set of the security state.
The security element values are difficult to estimate. In this variant, according
to known applications, we use their probability evaluation (security elements -
tokens). Then, we introduce activation bounds (low and up) for each token. If
the probability of the security attribute P; (value of elements) is between Plow;
and Pup; then the adequate token is activated tk; = 1, otherwise the token loses
its activation tk; = 0 (Fig. 10). This strategy allows us to define the finite set
of states; their number will be equal 2, where le - the number of tokens (secu-
rity elements). The best security situation is described by all activated tokens

H~ l H~ H H’ !_ i- secure attribute number

A/ZO, A2:], A3:0,

P;

A4:1, A5:0, A3:1.

non activated
attribute A;=0

activated

attribute A,=1 Pup;
H Plow;

Fig. 10. Token binarization

Vi=1,2,....lc tki = 1. The states can be changed during the realization of a protocol
operation, but it is not necessary. The reasons for the non changing state are as
follows:

— stable security attribute activation probability level Vi—12 . e Pz.(jﬂ) =

Pi(j ), where j - the number of the protocol operation,
— stable token activation Vi:1,27“.7le{tk£j+l) = th(j) |3k€{1’2w,le}Pk(j+1) +
P]Ej)}.
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The protocol operation description is a complex process because the following
information should be provided:

— the scale of message encryption,

— the source and target of message transmition in pre-assumption,
sharing keys (secrets) of users,

belief (or assertion) parameters about security elements (attributes),
lifetime parameter referring to a message, key, secret, nonce,

the set of active users (honest and intruders).

It is assumed that in one operation only one message and one nonce will be sent,
and that a set of keys and secrets will be exploited to respect standard rules
(convention). However, also in this case, we have to use the multi-dimension
table (due to the set character of the identical parameters). This situation can
be illustrated by the tree structure depicted in Fig. 11. One part of operation

message

././\.

key A key B L key X nonce lifetime wuserl user2 userfy
lifetime, lifetime, lifetime, lifetime, honest| | honest honest
assertion assertion assertion asserton intruder| |intruder| |intruder
about about about about
sharing: sharing: sharing: receiver:
(user1,.., (user1,.., (user1,.., (user1,..,
userfu) user/u) userfu) userfu)

Fig. 11. The tree illustration of protocol operation description

parameter description has strictly deterministic character (real or integer) and
the other part has probabilistic values. Time parameters are included in the first
and belief of assert estimators in the second group. The assertion about honest
or dishonest user behavior is obviously included in the assertion characteristic.
If user honesty is certain then initial probability of this attribute is equal to 1:
Pi(o) = 1. The lifetime parameter is obviously constant but the time of adequate
element activation increases according to real process realization (protocol op-
erations). It is necessary to define and input the presented set of data for every
message (message rules). They are the basis for using the chosen set of rules
that change the level of attributes (security elements and next tokens). In order
to present an identical example of message rules, we should define the set of
communication logic predicates.
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5 Conclusions

In the proposed approach it is possible to realize communication operation au-
diting and dynamically estimate the full spectrum of security aspects. The in-
vestigation is based on correction security attributes regarding rules, lifetimes
and heuristic. Generally, the proposed algorithm is simple, but the preparation
of dealing with the subject, which consists in the creation of security module
structures and correction coefficient evaluation on the basis of experiences, can
be more absorbing for communication security analytics. These structures and
parameters should respect concrete situations and regard network information
transfer and possible communication threats connected with different protocol
realizations.
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