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Abstract. In this paper, we propose a simple descriptor called an extended cen-
ter-symmetric pattern (ECSP) for illumination-robust face recognition. The 
ECSP operator encodes the texture information of a local face region by em-
phasizing diagonal components of a previous center-symmetric local binary pat-
tern (CS-LBP). Here, the diagonal components are emphasized because facial 
textures along the diagonal direction contain much more information than those 
of other directions. The facial texture information of the ECSP operator is then 
used as the input image of an image covariance-based feature extraction algo-
rithm. Performance evaluation of the proposed approach was carried out using 
various binary pattern operators and recognition algorithms on the extended 
Yale B database. The experimental results demonstrated that the proposed ap-
proach achieved better recognition accuracy than other approaches, and we con-
firmed that the proposed approach is effective against illumination variation. 
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1 Introduction 

Face recognition has become one of the most popular research areas in the fields of 
image processing, pattern recognition, computer vision, and machine learning, be-
cause it spans numerous applications. However, illumination variation that occurs on 
face images drastically degrades the recognition accuracy [1]. To overcome the prob-
lem caused by illumination variation on face images, local texture descriptors such as 
local binary pattern (LBP) [2], centralized binary pattern (CBP) [3], and center-
symmetric local binary pattern (CS-LBP) [4], have recently received increasing inter-
est due to their illumination-robust characteristic. The LBP is a non-parametric kernel 
which summarizes the local spatial structure of an image. Moreover, it has important 
properties of robustness against monotonic illumination changes and computational 
simplicity. Recently, the CBP and CS-LBP were also introduced for face representa-
tion. Compared to the LBP, the CBP and CS-LBP produce fewer binary units, so they 
have the advantage that they can reduce the vector length of corresponding histogram 
feature. Based on these previous works, this paper introduces a texture descriptor 
constructed with the proposed extended center-symmetric pattern (ECSP) for illumi-
nation-robust face recognition. Unlike previous local texture descriptors that assign a 
binary code by labelling the pixels toward continuous directions, the proposed ECSP 
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operator encodes the facial textures by reordering the bit priorities as pre-defined 
directions. Furthermore, this paper proposes a new face recognition approach that 
directly utilizes a face image transformed by the ECSP descriptor as the input for the 
image covariance-based feature extraction algorithm, such as two-dimensional prin-
cipal component analysis (2D-PCA) [5]. This is a new approach compared to most 
previous research, because previous works utilized the binary pattern descriptors for 
histogram feature extraction of the face image [2-4]. The proposed approach has the 
advantages that the illumination effects can be degraded by using the ECSP descriptor 
and 2D-PCA is more robust against illumination variation than global features such as 
principal component analysis (PCA) [6], since 2D-PCA is a line-based local feature. 

2 Methodology 

The LBP was originally proposed for texture description, and it has been widely ex-
ploited in many applications such as video retrieval, aerial image analysis, and visual 
inspection. Recently, the LBP has been extensively exploited for facial image analy-
sis, including face detection, face recognition, facial expression analysis, gender/age 
classification, and so on. The LBP operator labels the pixels of an image by threshold-
ing the 3x3 neighborhood of each pixel with the center value, and considering the 
results as a binary number, of which the corresponding decimal number is used for 
labelling [2]. The LBP code is derived by 
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where cg  and pg denote the center pixel value and neighborhood pixel values, 

respectively; P means the number of neighbors; and R means the radius of the 
neighborhood. The LBP-based approaches are attracting much attention from re-
searchers due to their advantages of simple computation, robustness to illumination 
variation, and discriminative ability. However, the LBP operator has several disad-
vantages: (1) they produce rather long histograms, which affect the recognition speed, 
especially on large-scale database; (2) under certain circumstance, they miss the local 
structure as they do not consider the effect of the center pixel; and (3) the binary data 
produced by them are sensitive to noise [3][4]. Thus, the CBP and CS-LBP have been 
proposed for face representation more recently. The CBP operator compares pairs of 
neighbors which are within the same diameter, and compares the central pixel with 
the mean of all the pixels as shown in Fig. 1. The CS-LBP operator can be also com-
puted by only considering the corresponding patterns of symmetric pixels as shown in 
Fig. 1. In these methods, instead of comparing the grey level value of each pixel with 
the center pixel, the center-symmetric pairs of pixels are compared. In addition, they 
are closely related to the gradient operator. They consider the grey level differences 
between pairs of opposite pixels in a neighborhood. Thus, they take advantage of both 
LBP and gradient-based features, and they reduce the computational complexity in 
comparison with basic LBP. 
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Fig. 1. CBP and CS-LBP operators 

To make a more significant pattern against illumination variation, we modified the 
CS-LBP operator by reordering the bit priorities as pre-defined directions. Generally, 
the decimal value of most binary pattern operators is created by combining each bi-
nary code toward continuous direction. In this view, we can suppose that each binary 
unit has a different characteristic in terms of facial texture. In other words, previous 
binary pattern operators have not considered the relation between each bit position 
and facial texture. Thus, we first investigated their corresponding relation by compos-
ing a texture image, in which each texture image is created using only one pair of 
symmetric pixels. The resultant texture images are shown in Fig. 2, while P  
and R are 8 and 1, respectively. As seen in Fig. 2, the composed texture image (see 
Fig. 2 (e)) using only horizontal pixels contains more indistinguishable texture than 
other composed images (see Fig. 2 (b), (c), and (d)). This component has negative 
effects on the complete binary pattern image of the CS-LBP. Thus, we assign low 
priority to component of the horizontal directions. In addition, notice that other com-
posed images have similar textures as seen in Fig. 2 (b), (c), and (d). 

 

  

(a) (b) (c) (d) (e) 

Fig. 2. Relation of bit position and facial texture; (a)  Original image, (b)  Composed image 

using only 0g and 4g terms, (c) Composed image using only 1g  and 5g terms, (d)  Com-

posed image using only 2g  and 6g terms, (e)  Composed image using only 3g  and 7g
terms 

 

Due to the lack of significant facial textures in the composed image using only ho-
rizontal pixels, we rearrange the bit priorities in time of pattern generation as follows:  
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where )(, pw RP means a weighting function to decide the bit priority. Here, suppose 

that the 3x3 neighborhood pixel positions are set as shown in Fig. 1. When P and 
R are set 8 and 1, respectively, )(1,8 pw for ECSP(8, 1) is defined by 

 .3,2,1,0),0,2,1,3()(1,8 == ppw  (3) 

Furthermore, let us suppose that the pixels of an extended 5x5 neighborhood are si-
tuated like those of the 3x3 image patch. Then, )(2,16 pw for ECSP(16, 2) is defined 

by 

 .7,6,5,4,3,2,1,0),4,0,2,6,3,1,5,7()(2,16 == ppw  (4) 

In the proposed ECSP operator, we assign the high weight to components of diagonal 
directions, and we then assign following weight to components of the vertical and 
horizontal directions as sequential steps. In addition, we expand the image patch to 
5x5 pixel sizes to obtain a more illumination-robust facial texture, leading to perfor-
mance improvement as seen in the experimental results. Fig. 3 shows facial texture 
images transformed by various binary pattern operators, such as LBP, CBP, CS-LBP, 
ECSP(8, 1), and ECSP(16, 2). As seen Fig. 3, we can confirm that the ECSP operator 
achieves a more significant facial texture than other operators, since we assign the 
lowest bit priority to component of the horizontal direction. Moreover, the ECSP(16, 
2) image is clearer than the ECSP(8, 1) image as shown in Fig. 3 (e) and (f) in terms 
of impulse-like noises. Consequently, the proposed ECSP operator seems more stable 
than other binary pattern images, as shown in Fig. 3, since it has fewer noise compo-
nents than other images.  

 

  
Raw LBP(8, 1) CBP(8, 1) CS-LBP(8, 1) ECSP(8, 1) ECSP(16, 2) 

Fig. 3. Example of various binary pattern images 

3 Experiments 

The performance evaluation was carried out using well-known recognition approach-
es, namely, PCA [6], 2D-PCA [5] and Gabor-wavelets based on LBP [2] on the Yale 
B database. Note that this work utilized face images transformed by the ECSP de-
scriptor as the input for an image covariance-based feature extraction algorithm, such 
as 2D-PCA, unlike previous studies. In the Yale B database, we employed 2,414 face 
images for 38 subjects representing 64 illumination conditions in the frontal pose, in 
which the subjects comprised 10 individuals in the original Yale B database and 28 
individuals in the extended Yale B database. Also, we partitioned the face database 
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into training and testing sets. Generally, the Yale B database can be subdivided into 
several subsets depending on the direction of light [7], so we employed several im-
ages from various subsets for training, and images from the remaining subsets were 
used for testing. As a result, the recognition results in relation to the various training 
sets are shown in Table 1. For the Yale B database, the recognition accuracies of the 
proposed method using ECSP(16, 2) and 2D-PCA were 95.58%, 96.18%, 97.99%, 
98.28% and 98.48%, when the training sets were ‘subset 1’, ‘subset 2’, ‘subset 3’, 
‘subset 4’, and ‘subset 5’, respectively. These results demonstrate that the proposed 
method achieved the best recognition accuracies in most cases. In addition, the pro-
posed method showed performance improvements of 26.08%, 23.07%, 11.20%, 
32.44%, and 33.69% over the Gabor-wavelets approach based on LBP when training 
sets were ‘subset 1’, ‘subset 2’, ‘subset 3’, ‘subset 4’, and ‘subset 5’, respectively. In 
particular, the recognition results using ECSP images showed significant performance 
improvements over those of the approaches using CBP and CS-LBP images. Conse-
quently, we experimentally confirmed the robustness and effectiveness of the pro-
posed method under varying lighting conditions.  

Table 1. Summary of maximum recognition rates 

Recognition Approaches Training Set 

 Subset 1 Subset 2 Subset 3 Subset 4 Subset 5 

PCA 

LBP 79.89% 68.32% 79.67% 86.14% 85.67% 

CBP 60.57% 26.16% 43.60% 69.12% 47.66% 

CS-LBP 60.86% 37.15% 68.73% 74.97% 55.73% 

ECSP(8,1) 83.74% 57.02% 93.24% 93.98% 91.64% 

ECSP(16,2) 92.86% 92.52% 96.75% 97.53% 95.85% 

2D-PCA 

LBP 89.24% 83.64% 92.67% 91.25% 96.55% 

CBP 73.68% 63.83% 81.53% 92.16% 77.08% 

CS-LBP 74.30% 70.12% 84.57% 91.46% 80.64% 

ECSP(8,1) 94.97% 92.62% 96.49% 97.31% 97.72% 

ECSP(16,2) 95.58% 96.18% 97.99% 98.28% 98.48% 

Gabor-wavelets 
based on LBP 

Raw   57.14% 55.88% 64.75% 48.06% 41.28% 

Histogram 69.50% 73.11% 86.79% 65.84% 64.79% 
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4 Conclusion 

This paper proposed a novel face recognition approach that integrated the ECSP im-
age and 2D-PCA under illumination-variant conditions. Through experimental results, 
the proposed approach showed the best recognition accuracy compared to different 
approaches; thus, we confirmed the effectiveness of the proposed approach. 
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