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Abstract. Cross-lingual sentiment classification aims to utilize annotated sen-
timent resources in one language (typically English) for sentiment classification 
in another language. Most existing research works rely on automatic machine 
translation services to directly project information from one language to anoth-
er. However, since machine translation quality is still far from satisfactory and 
also term distribution across languages may be dissimilar, these techniques can-
not reach the performance of monolingual approaches. To overcome these limi-
tations, we propose a novel learning model based on active learning and  
self-training to incorporate unlabeled data from the target language into the 
learning process. Further, in this model, we consider the density of unlabeled 
data to avoid outlier selection in active learning. The proposed model was ap-
plied to book review datasets in two different languages. Experiments showed 
that the proposed model could effectively reduce labeling efforts in comparison 
with some baseline methods. 
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1 Introduction 

Text sentiment classification is the process of automatically predicting  the sentiment 
polarity of a given text document[1]. Although traditional classification algorithms 
can be used to train sentiment classifiers from labeled text data, construction of ma-
nually labeled data is a very expensive and time-consuming task. However, since 
most labeled sentiment resources are in English, there are not enough labeled senti-
ment data in other languages [2]. Therefore, the challenge is how to utilize labeled 
sentiment resources in one language (source language) for sentiment classification in 
another language (target language) and leads to an exciting research area called cross-
lingual sentiment classification (CLSC).  

Most existing works employed machine translation to directly project the data from 
the target language into the source language [3] and then treated the problem as 
mono-lingual sentiment classification in the source language. However, since ma-
chine translation quality is still far from satisfactory and also term distribution across 
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languages may be dissimilar due to the difference in cultures and writing styles, these 
methods cannot reach the performance of monolingual methods. To solve this prob-
lem, making use of unlabeled data from the target language can be helpful because 
they are always easy to obtain and have the same term distribution and writing style 
with the target language. Active learning (AL) and semi-supervised learning (SSL) 
are two well-known techniques that make use of unlabeled data to improve classifica-
tion performance. In this paper, we propose a new model based on a combination of 
Active learning and self-training in order to incorporate unlabeled data from the target 
language into the learning process.  

The rest of this paper is organized as follows. The next section presents related 
work on CLSC. The proposed model is described in Section 3 while evaluation and 
experimental results are given in Section 4. Finally, Section 5 concludes this paper. 

2 Related Works 

Cross-lingual sentiment analysis has been extensively studied in recent years.  These 
research studies are based on the use of annotated data in the source language (always 
English) to compensate for the lack of labeled data in the target language. Most ap-
proaches focus on resource adaptation from one language to another language with 
few sentiment resources. For example, Mihalcea, Banea [4] generate subjectivity 
analysis resources into a new language from English sentiment resources by using a 
bilingual dictionary. In other works [5, 6], automatic machine translation engines 
were used to translate the English resources for subjectivity analysis.  In [6], the au-
thors showed that automatic machine translation is a viable alternative for the con-
struction of resources for subjectivity analysis in a new language. Pan et al. [7]  
designed a bi-view non-negative matrix tri-factorization (BNMTF) model to solve the 
problem of cross-lingual sentiment classification. Another approach is that of cross-
lingual classification, that is translating the features extracted from labeled documents 
[8]. It can, however, suffer from the inaccuracies of dictionary translation, in that 
words may have different meanings in different contexts. In another work, Wan [3] 
used the co-training method to overcome the problem of cross-lingual sentiment clas-
sification. The author exploited a bilingual co-training approach to leverage annotated 
English resources to sentiment classification in Chinese reviews. 

3 The Proposed Model 

As mentioned before, because translated data in cross-lingual sentiment classification 
cannot cover all vocabularies used in test data, the performance of sentiment classifier 
in this case is limited. To increase the performance, making use of unlabeled data 
from the target language can be helpful since these data are always easy to obtain and 
have the same term distribution as test documents. However, manually labeling unla-
beled data is a hard and time-consuming task. To reduce the labeling effort, we pro-
pose a new model based on the combination of active learning and self-training.  
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Fig. 1. Framework of the proposed approach 

This model attempts to enrich initial training data through manually (AL) and au-
tomatically (self-training) labeling of some unlabeled data from the target language in 
an iterative process.  The framework of the proposed model is illustrated in figure 1. 

The query function is essential in the active learning process. The simplest query 
function is uncertainty sampling [9] in which unlabeled examples with the maximum 
uncertainty are selected for manual labeling in each learning cycle. Entropy is a popu-
lar uncertainty measurement widely used in recent researches [10]. Formula (1) shows 
the uncertainty function calculated based on the entropy estimation. P(.) is the post-
erior probability of the classifier and H(.) is the uncertainty function. ܪሺݔሻ ൌ ෍ ܲሺݔ|ݕሻ݈ܲ݃݋ሺݔ|ݕሻ௬א௒                                          ሺ1ሻ 

As reported in [11, 12], many unlabeled examples selected by the uncertainty sam-
pling cannot help the learner since they are outliers. It means that a good selected 
example for manual labeling should not only be the most informative, but also the 
most representative one. Jingbo, Huizhen [12] proposed a density based technique to 
select the most informative and representative example to solve this problem. To de-
termine the density degree of an unlabeled example, they used a novel method called 
k-nearest neighbor based density (kNN density). In this measure, the density degree of 
an example is computed by average similarity between this example and k most simi-
lar unlabeled examples in the unlabeled pool. Suppose Sሺxሻ= ሼs1,s2,s3,…,skሽ is a set 
of k most similar unlabeled examples to the x. Therefore, average similarity for x 
(Aሺxሻ) can be computed based on the following formula: 

Aሺxሻ=
∑ Similarityሺx,siሻsiאSሺxሻ

k
                                          ሺ2ሻ 
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We employ this density degree to avoid selecting outlier example in active learning. 
We use cosine measure as the similarity function to compute the pair-wise similarity 
value between two examples. In this model, an unlabeled example with the maximum 
uncertainty and density is selected based on the following formula for manually  
labeling.  ݑ ൌ arg max௫א௎ ൫ܪሺݔሻ ൈ  ሻ൯                                              ሺ3ሻݔሺܣ

On the other hand, the self-training algorithm is used to label the most confident ex-
amples and generate new training examples along with active learning. These most 
confident classified documents are selected and added to training data with corres-
ponding predicted labels in each step (automatic labeling). Confidence in each newly 
classified example is computed based on the distance of each example from the cur-
rent decision boundary. p positive and n negative the most confident examples are 
selected as auto labeled examples for the next iteration. These two groups of selected 
examples are then added to the training data and removed from the unlabeled data. 
We called this model density based active self-training (DBAST).  

4 Evaluation 

In this section, we evaluate the proposed approach in CLSC on two different languag-
es in the book review domains and compare it with some baseline methods. 

4.1 Datasets 

Two different evaluation datasets have been used in this paper.  

1. English-French dataset (En-Fr): This dataset contains Amazon book review docu-
ments in English and French languages. This dataset was used by Prettenhofer and 
Stein [13].  

2. English-Chinese dataset (En-Ch): This dataset was selected from Pan reviews data-
set [7]. It contains book review documents in English and Chinese languages.  

All review documents in target languages are translated into the source language 
(English) using the Google translate engine1. In the pre-processing step, all English 
reviews are converted into lowercase. Special symbols, words with one character 
length and other unnecessary characters are eliminated from each document. Unigram 
and bi-gram patterns were extracted as sentimental patterns. To reduce computational 
complexity, we performed feature selection using the information gain (IG) tech-
nique. We selected 5000 high score unigrams and bi-grams as final features. Term 
presence was used as feature weights because this method has been confirmed as the 
most efficient feature weighting method in sentiment classification [14].  

                                                           
1 http://translate.google.com/ 
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4.2 Based Lines Methods 

The following baseline methods are implemented in order to evaluate the effective-
ness of proposed models.  

• Active Self-Training model (AST): this model is similar to DBAST but without 
considering the density measure of uncertain examples.  

• Active learning (AL): this model is based on the simple uncertainty sampling. 
• Random Sampling (RS): In random sampling approach, in each cycle, one example 

is randomly selected from unlabeled data for manually labeling. 

4.3 Experimental Setup 

In all experiments, SVMlight (http://svmlight.joachims.org/) is used as the base classifi-
er with all parameters set to their default values. However, SVM does not directly 
output the posterior probabilities of predicted labels. Therefore, we use a strategy that 
introduced in [15] to compute the probabilities. In the experiments, we used the 5-fold 
cross validation to obtain the results. In this setting, translated documents are split into 
five groups. In each cycle of cross validation, the text documents from 4 groups are 
considered as unlabeled data and the remaining group being used as test data.  

In order to compare the proposed active learning methods, we used the deficiency 
metric [16] that has been employed in recent papers [12]. The deficiency metric be-
tween two methods BASE and ALG is defined by: ݁ܦ ௡݂ሺܩܮܣ, ሻܧܵܣܤ ൌ ∑ ሺܿܿܣ௡ሺܧܵܣܤሻ െ ∑ሻሻ௡௧ୀଵܩܮܣ௧ሺܿܿܣ ሺܿܿܣ௡ሺܧܵܣܤሻ െ ሻሻ௡௧ୀଵܧܵܣܤ௧ሺܿܿܣ                    ሺ4ሻ 

Where BASE is the baseline method (in our experiment, uncertainty sampling) and 
ALG is the proposed methods such as DBAST and AST. Acct(.) refers the accuracy of 
active learning method in tth learning cycle and Accn(.) denotes the accuracy of active 
learning at the end of the learning process. This metric is always non-negative meas-
ure, and smaller values (i.e., < 1.0) indicate that ALG is better than BASE method. 

 

Fig. 2. The classification accuracy over the number of manually labeled examples 
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4.4 Results and Discussions 

In this section, the proposed method is compared with three baseline methods. We set 
k=20 in the kNN density measure. We also used p=n=5 for the self-training algo-
rithm. The total number of iterations is set to 50 iterations for all algorithms. After full 
learning process, test data is presented into learned classifier for evaluation.  

Fig. 2 shows the classification accuracy of various methods on two evaluation da-
tasets. As shown in this figure, by comparing the proposed method (DBAST) with the 
AST model, the classification accuracy of the proposed model improves very quickly 
in the first few cycles (specially in French language). This is due to the examples, 
selected based on density and uncertainty, are more representative than examples, 
selected only based on uncertainty in active learning. This figure also shows that 
combining active learning with self-training helps to obtain better accuracy. This is 
most likely due to the augmentation of most confident automatic classified examples, 
along with manually labeled examples, into training data during the learning process. 

Table 1 shows the deficiency metric of DBAST and AST method in compare with 
uncertainty sampling active learning (AL). DBAST achieves smallest deficiency in all 
datasets, which indicates better performance than AST and AL method. 

Table 1. Deficiency metric - compared with uncertainty sampling (AL) 

Dataset 
Methods 

DBAST AST 

En-Fr 0.0248 0.7010 
En-Ch 0.0384 0.5571 

5 Conclusion 

In this paper, we have proposed a new model by combining active learning and self-
training in order to reduce the human labeling effort in CLSC. We also considered a 
density measure to avoid selecting outlier examples from unlabeled data to increase 
the representativeness of selected examples for manual labeling in the active learning 
algorithm. We applied this method to cross-lingual sentiment classification datasets in 
two different languages and compared the performance on the proposed model with 
some baseline methods. The experimental results show that the proposed model out-
performs the baseline methods in all datasets.  
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