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Abstract. In this paper, we propose a modified version of the K-means cluster-
ing algorithm with distance metric. The proposed algorithm adopts a novel 
weighted Euclidean distance measure based on the idea of logical symmetry of 
points to its candidate clusters, which challenges the common assumption that 
the point similarity can only be determined by their physical distance to the cen-
troids of the clusters. This kind of logical symmetry distance can be adaptively 
applied to many practical data clustering scenarios such as social network anal-
ysis and computer vision, in which the logical relationship of the clustering ob-
jectives is an important consideration in the design of the clustering algorithm. 
Several data sets are used to illustrate its effectiveness.  
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1 Introduction 

Clustering problem is one of the most important questions in machine learning. Clus-
tering is the process of partitioning or grouping a given data set into groups. This is 
done that data samples in the same group are similar and data samples from two dif-
ferent groups are dissimilar. With the development of technology and cross-
disciplinary cooperation, clustering is widely used in Bioinformatics, image segment, 
social science. And these many clustering methods can be broadly divided in hierar-
chical methods and partitioning methods. [1] The K-means algorithm we talked about 
in this paper is a partitioning method. However, from the practical perspective, the 
most suitable clustering method depends on the practical problems you met. 

The K-means was proposed by Stuart Lloyd in 1957 [3]. There are many advantag-
es of the K-means algorithm, such as it is easy to implement and can be easily applied 
to processing the large data problem. But there are still some disadvantages like it 
cannot handle non-spherical clusters well, needs to specify the value of K in advance, 
different initial centroids may result in totally different final clusters, the clusters’ size 
tend to be similar, and so on. And many research works has been studied to improve 
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the K-means algorithm. Baberjree and Ghost came with the goal function in K-means 
to get a balanced clustering result [4]; Nazeer and Sebastian improved accuracy of K-
means by finding more receivable initial centroids[5][6]. Pelleg and Moore proposed 
the x-means algorithm based on K-means. By using Bayesian Information Criterion, 
x-means can efficient estimation the number of clusters [7]. But no matter how many 
improved algorithms have been proposed, one thing is common recognized that no 
one variant K-means algorithm can solve all clustering problem. Each has its own 
special issues. However previous researches have fewer investigations on improving 
the accuracy of K-means when data set has adjacent and different size clusters. So, 
this paper we propose a modified K-means based on weighted squared distance. The 
algorithm we proposed can make up the drawback of tending to partition data set of 
adjacent, different size clusters into similar size clusters in K-means. Experiments 
show that when dealing with the above situation, the modified algorithm gets higher 
accuracy than K-means with a tolerable gain on computation time. 

The remaining of this paper is organized as follows. The second section we review 
the K-means algorithm and show the shortcomings. The details of modified algorithm 
are provided in the third section. In the forth section are the experiments and results, 
and in the fifth section is the conclusion. Section 6 is the acknowledgment. 

2 K-means 

K-means algorithm [2] is the simplest method in clustering algorithm. Given a data 
set 1{ ,..., }mx x  and the number K. K-means divides the data set into K partition. The 

main idea of K-means is that: minimize the sum of squared distance from each data 
sample to its cluster centroid. And this is also called goal function in K-means. The 
formula of the goal function is as follows: 

2

1
i

m

i u
i

J x c
=

= −  

iu represents the cluster ix  assigned to. 
iuc is the centroid of the cluster iu . In 

order to minimize the goal function, K-means takes following steps. 

Input:  
1. Data set 1{ ,..., }mx x which have m data samples. 
2. Number of desired clusters, k. 
Output: Data samples in the data set are divided into K clusters.  
Step 1: Randomly select K data samples 1 2, ,..., kc c c from data set 1{ ,..., }mx x  as 

initial centroids. 
Step2: For each data sample ( ), 1,...,ix i m∈  in data set, assign it to the nearest 

centroid. 
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Euclidean distance is used as distance measurement. 
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Step3:  Recalculate centroid as the center of all data samples in the same cluster 

{ }

{ }
1

1

1
:

1

m

i i
i

j m

i
i

u j x
c

u j

=

=

=
=

=
 

{ }1 iu j= represents that: when iu j= happens, this formula results in 1; other-

wise, it results in 0. The left side jc  is the new centroid for cluster j . 

Step 4: Repeat step2 and step3 until each centroid in the clusters does not change 
or changes less than a threshold value. 

From the Step2, we saw that each time the data sample is assigned to the nearest 
centroid. This can cause an issue. The data sample in the bound between a larger clus-
ter and a smaller cluster may be assigned to the smaller cluster since the data sample 
is far away from the larger cluster’s centroid. That means K-means tend to divide the 
data set into clusters with comparatively similar size, which is the drawback we try to 
improve. 

The problem comes when there are two clusters which are adjacent and have dif-
ferent sizes. So, we add weighted information as a compensation factor to distance 
measurement in the goal function of K-means. By changing the goal function, we also 
changing the assignment of data sample in Step2. Thus, we make up the drawback 
which tends to partition data set into similar size clusters in K-means. We will give a 
detail explanation of the modified k-means algorithm in next section. 

3 Modified K-means Algorithm 

The modified K-means algorithm takes the hypothesis that if there are more data 
samples in the cluster which are similar to the assigned data sample, the probability 
that the data sample be assigned to the cluster should be higher. When we say similar-
ity, we refer to the two distances from two data sample to the same centroid are simi-
lar. And in this paper, we still use the Euclidean distance as the distance measure.  

Adding weighting factor to the Euclidean distance can rectify the shortage of 
trending to divide the data set into similar size cluster in the K-means algorithm. And 
the weight is the reciprocal number of data samples which are similar to the assigned 
data sample. So, the more similar data samples the cluster has, the less weighted dis-
tance between data sample and cluster centroid it will be. Thus the data sample is 
more likely to be assigned to the cluster which has more similar data samples in it.  

We use two parameters 1λ  and 2λ  to prescribe a limit to the similar between 

data sample pair. The distance between the assigned data sample and centroid is de-
fined as d . If the distance between the cluster centroid and the data sample in the 
cluster is greater than 1dλ and less than 2dλ , then, the data sample is similar to the 

assigned data sample. 
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Therefore, the modified K-means algorithm modifies the goal function in K-
means to the following goal function. 
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This function minimized the weighted sum of squared distances. j iu u=  

represents that data sample jx  and ix  are in the same cluster. 

Correspond to the changes in goal function; the new procedure is as follows: 
Input:  
1. Data set 1{ ,..., }mx x which have m data samples.  
2. Number of desired clusters, k. 
Output: Data samples in the data set are divided into K clusters. 
Step 1: Randomly select K data samples 1 2, ,..., kc c c from data set 1{ ,..., }mx x  as 

initial centroids. 
Step 2: For each data sample ( ), 1,...,ix i m∈  in the data set, assign it to the near-

est centroid based on weighted squared distance. 
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{ }1 lu j=  indicates data sample lx has to be within the cluster j .

1 2i j l j i jx c x c x cλ λ− ≤ − ≤ −  represents the distance between lx  and jc  

should greater than the distance  between ix  and jc  multiply by 1λ and less than 

that multiply by 2λ . 
Step 3:  Recalculate centroid as the center of all data samples in the same cluster. 
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Step 4: Repeat step2 and step3 until each centroid in the clusters does not change 
or changes less than a threshold value. 

4 Experimental Results 

In this section, firstly, we described the data sets used in this paper and given a brief 
introduction to the experimental setup. Secondly, we compared the validation perfor-
mance of the K-means algorithm and the modified K-means algorithms on the  
data sets. 



 Logical Symmetry Based K-means Algorithm with Self-adaptive Distance Metric 933 

4.1 Data set Description and Experimental Setup 

• Synthetic data sets description 

The synthetic data sets were generated by the following formula: 

0 sinX X r θ= + ⋅  

0 cosY Y r θ= + ⋅  

With the fixed ( )0 0,X Y  and radius R, each data sample was generated by firstly 

choosing a random positive number r  which follows the uniform distribution on 

( )0, R and a random ( )0 00 ,360θ θ ∈， .Then calculated the corresponding X andY . 

We created three data sets, each of which had two adjacent clusters. The following 
Table 1 gives a detail description of the synthetic data sets we used. 

Table 1. Summary of synthetic data sets 

Cluster ( )0 0,X Y  Radius 
R 

Number of data 
sample 

Data set 1 cluster No.1 (2.0,2.0) 0.5 100 
Data set 1 cluster No.2 (4.0,4.0) 2.3 400 
Data set 2 cluster No.1 (2.0,2.0) 1.0 200 
Data set 2 cluster No.2 (4.0,4.0) 1.8 300 
Data set 3 cluster No.1 (2.0,2.0) 1.4 250 
Data set 3 cluster No.2 (4.0,4.0) 1.4 250 

 
The three data sets we finally used in the experiment are show in Figures 1. 

(a),(b),(c) are synthetic data set1-3, respectively. 

• Experimental setup 

We implemented both the K-means and the modified K-means algorithms in Python. 
The experimental operating system was Windows 7 with Intel Core 2Due CPU 
2.0GHZ and RAM 2.0GB. We also implemented the method came from K-means++ 
algorithm [8] to help us find more receivable initial centroids. This cut down the bad 
initial centroids’ effect on the accuracy. Each of the experiments was executed 10 
times to make a credible result. We used parameters 1 0.85λ =  and 2 1.15λ =  after 
we had compared different parameters pairs on the data sets. 

4.2 Validation Measures and Results 

• Validation measures 

As a Clustering algorithm, the goal of K-means is to attain high intra-cluster similari-
ty and low inter-cluster similarity. But this is an internal criterion for the quality of a 
clustering algorithm. For the data sets we used in this paper, we already know the pre-
defined classes. So, we use two external criteria, purity [9] and Rand index, to evaluate 
the performance of the algorithm.  
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The Purity is a simple and straightforward criterion. When the clustering is done, 
each cluster is assigned to the class which has the maximal number of data samples in 
the cluster. Then counting the number of correctly assigned data samples in all the 
clusters and dividing by the total number of data set to get the purity value.  Note 
that some clusters may assign to the same class. And some classes may not share the 
maximal number of data samples with any cluster. Purity is computed use following 
formulate: 

( ) ( )1,
1

1
, max

K

k jj J
k

purity A C a c
N ∈

=
= ∩  

Where { }1 2, ,..., KA a a a=  represents the set of clusters partitioned by the cluster-

ing algorithm and { }1 2, ,..., JC c c c=  represents the set of pre-defined classes. 

k ja c∩  represents the number of data samples cluster ka and classes jc  shared. 

N  represents the total number of data samples in the data set. 
The greater the purity value, the better performance the algorithm has. 
The Rand index is motivated by classification problem. For a data set which con-

tains N data sample, there are 2
nC  data sample pairs. And the rand index calculates 

the faction of correctly clustered data sample pairs to all data sample pairs. It uses a 
contingency table as follows: 

Table 2. Contingency table 

 Same cluster Different clusters 
Same class TP FN 

Different classes FP TN 

 
Where TP is an abbreviation for true positive, which means two data samples in 

the same cluster actually come from the same class. FN short for false negative, 
means two data samples in the different clusters indeed come from the same class. FP 
short for false positive which means two data sample in the same cluster come from 
different classes. TN short for true negative which means two data sample in the  
different clusters come from different classes. Formulate of Rand index is as the  
following: 

TP TN
Randindex

TP FP FN TN

+=
+ + +

 

Like purity, the higher Rand index value indicates a better algorithm performance. 

• Results 

We executed both K-means and modified K-means algorithm 10 times with k=2 on 
three synthetic data sets. Each time the experiment was run with the same initial cen-
troids for both algorithms. Figure 2 shows the clustering result with initial centroid 
((2.415, 2.161), (5.228, 4.640)) on data set 1. On the left side (a) is the clustering 
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couldn’t distinguish the clusters with different size. However, the modified K-means 
algorithm not only performed well on data set 3 and data set 2 as K-means, but also 
performed great on data set 1 with average purity 0.958 and rand index 0.932. This 
meant the modified K-means algorithm could make up the weak performance of K-
means on data set with adjacent, different size clusters. 

5 Conclusion 

We have proposed a modified K-means algorithm using weighted sum of squared 
distances as goal function. It is used to improve the clustering result of K-means when 
the data set has adjacent, different size clusters. In the experimental part, we generat-
ed three synthetic data sets and experimented on both algorithms. When using purity 
and rand index as the validation measure, the experiments result shown that both the 
algorithms performed well on synthetic data set which had similar size of clusters. 
However, when the clusters in synthetic data set had adjacent, different size clusters, 
the modified K-means enhanced purity with 12% and rand index with 20% than K-
means algorithm did. 
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