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Preface

NLPCC (CCF Conference on Natural Language Processing and Chinese
Computing) is the annual conference of CCF TCCI (Technical Committee of
Chinese Information). As a leading conference in the field of NLP and Chinese
Computing of CCF, NLPCC is the premier forum for NLP researchers and prac-
titioners from academia, industry, and government in China and Pacific Asia to
share their ideas, research results and experiences, which will highly promote the
research and technical innovation in these fields domestically and internation-
ally. The papers contained in these proceedings address challenging issues in Web
mining and big data, knowledge acquisition, search and ads, social networks, ma-
chine translation and multi-lingual information access, question answering and
user interface, machine learning for NLP, as well as the fundamentals and appli-
cations of Chinese computing.

This year, NLPCC received 203 submissions. After a thorough reviewing
process, 31 English papers and 14 Chinese papers were selected for presenta-
tion as full papers, with an acceptance rate of 22.17%. Furthermore, this year’s
NLPCC also included 11 English papers and 14 Chinese papers as posters,
with an acceptance rate of 12.32%. Additionally, five industrial/demo papers
were selected. The Chinese full papers together with posters are published by
ACTA Scientiarum Naturalium Universitatis Pekinensis, and are not included
in these proceedings. This volume contains the 31 English full papers presented
at NLPCC 2013 and 13 short papers including the 11 English posters and two
industrial/demo papers.

The high-quality program would not have been possible without the authors
who chose NLPCC 2013 as a venue for their publications. We are also very grate-
ful to the Program Committee members and Organizing Committee members,
who put a tremendous amount of effort into soliciting and selecting research
papers with a balance of high quality and new ideas and new applications.

We hope that you enjoy reading and benefit from the proceedings of NLPCC
2013.

November 2013 Guodong Zhou
Juanzi Li
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Knowledge Mining and Semantic Search

Wei-Ying Ma

Microsoft Research Asia, Beijing, China

wyma@microsoft.com

Abstract. Today’s search engines are primarily operated based on terms
and string matching. While this term-based paradigm has been pretty
successful in the past 15 years, it has started to show many limitations
given the rapid evolution of the Web. The Web today contains not only
static documents but also dynamic information about real world enti-
ties. It is becoming a digital copy of the world, capturing data from
people, products, services, locations, and even objects. This new Web
requires a new paradigm that can directly fulfill people’s information
needs and empower them with knowledge. In this talk, I will introduce
a new entity-based search paradigm and various knowledge mining tech-
niques to construct knowledge graphs from different types of data. I will
show how we can use the knowledge to understand queries, enable se-
mantic matching, and provide direct answers to natural language queries.

Bio: Dr. Wei-Ying Ma is an Assistant Managing Director at Microsoft
Research Asia, where he oversees multiple research groups including Web
Search and Mining, Natural Language Computing, Data Management
and Analytics, and Internet Economics and Computational Advertising.
He and his team of researchers have developed many key technologies
that have been transferred to Microsoft’s Online Services Division, in-
cluding Bing Search Engine and Microsoft Advertising. He has published
more than 250 papers at international conferences and journals. He is a
Fellow of the IEEE and a Distinguished Scientist of the ACM. He cur-
rently serves on the editorial boards of ACM Transactions on Informa-
tion System (TOIS) and is a member of the International World Wide
Web (WWW) Conferences Steering Committee. In recent years, he has
served as program co-chair of WWW 2008 and as general co-chair of
ACM SIGIR 2011. He received a Bachelor of Science in electrical engi-
neering from the National Tsing Hua University in Taiwan in 1990. He
earned both a Master of Science and a doctorate in electrical and com-
puter engineering from the University of California at Santa Barbara in
1994 and 1997, respectively. More information about him can be found
at http://research.microsoft.com/en-us/people/wyma/



Domestic Chinese Treebanks Need to Strengthen

the Predicate-Argument Structure Description

Changning Huang

Department of Computer Science and Technology, Tsinghua University
Beijing, 100084, China

cnhuang0908@126.com

Abstract. Base on Penn English Treebank (PTB-II), 1998–2000 the
University of Pennsylvania built the Penn Chinese Treebank (CTB)
with the news corpus of Xinhua News Agency. CTB not only sets the
predicate-argument structure description as its important goal in the
very beginning, but also defines a standard hierarchy structure of phrases
based on the X-bar Theory. According to this hierarchy structure CTB
strives to make each bracket pair or sub-tree dominated by a phrase
node to represent only one abstract grammatical relation. A compara-
tive review has been made on domestic and oversea Chinese treebanks.
Although domestic treebanks generally annotates the phrasal notes, such
as NP, VP, PP, etc., with internal structures information, such as subject-
predicate, verb-object, and modifier-head, etc., and in order to indicate
the head of the phrase an integer or other symbol is attached to the
phrase note. Apparently they did not set the predicate-argument struc-
ture description as an important goal of treebank construction. Start-
ing from the X-bar Theory about the representation of general phrase
structure, the article illustrates the terms of complement, adjunct and
specifier in Contemporary Syntax, explains the applications of empty
category and co-indexing in the syntactic structure. Then, by the CTB
specific examples the article describes the predicate-argument structure
on the syntactic trees.

Above is the first part of my speech, in the following part I’ll briefly
reviews the research of Chinese information processing in the past three
decades and looking to the near future. I will be happy to discuss with
my colleagues and graduate students on my teaching and research expe-
rience.

Bio: Professor Chang-Ning Huang graduated from Department of Au-
tomatic Control, Tsinghua University, Beijing, China, on 1961. He joined
Microsoft Research Asia (MSRA) as a senior researcher and the research
manager of the NLC group on April 1999. Before that he was the profes-
sor of the Department of Computer Science and Technology, Tsinghua
University, and the founder and Director of the NLP research group in
Tsinghua from 1982 to 1999. He was retired from Microsoft on August
2012. His research interest includes Chinese word segmentation, POS tag-
ging, named entity recognition, word sense disambiguation, coreference
resolution, syntactic parsing and mechine translation, etc.



Some Mathematical Models to Turn Social

Media into Knowledge

Xiaojin Zhu

Department of Computer Sciences,
University of Wisconsin-Madison, WI, USA

jerryzhu@cs.wisc.edu

Abstract. Social media data-mining opens up many interesting research
questions, whose answers correspond to elegant mathematical models
that go beyond traditional NLP techniques. In this talk we present two
examples, namely estimating intensity from counts and identifying the
most chatty users. In both examples, naive heuristic methods do not take
full advantage of the data. In contrast, there are mathematical models,
in the first case inhomogeneous Poisson process and in the second case
multi-arm bandit, with provable properties that better extract knowl-
edge from social media.

Bio: Xiaojin Zhu is an Associate Professor in the Department of Com-
puter Sciences at the University of Wisconsin-Madison, with affiliate ap-
pointments in the Departments of Electrical and Computer Engineering
and Psychology. Dr. Zhu received his B.S. and M.S. degrees in Computer
Science from Shanghai Jiao Tong University in 1993 and 1996, respec-
tively, and a Ph.D. degree in Language Technologies from Carnegie Mel-
lon University in 2005. He was a research staff member at IBM China
Research Laboratory from 1996 to 1998. Dr. Zhu received the National
Science Foundation CAREER Award in 2010. His research interest is in
machine learning, with applications in natural language processing, cog-
nitive science, and social media. http://pages.cs.wisc.edu/jerryzhu/
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Text Window Denoising Autoencoder:

Building Deep Architecture
for Chinese Word Segmentation

Ke Wu, Zhiqiang Gao, Cheng Peng, and Xiao Wen

School of Computer Science & Engineering, Southeast University,
Nanjing 210096, China

Abstract. Deep learning is the new frontier of machine learning re-
search, which has led to many recent breakthroughs in English natu-
ral language processing. However, there are inherent differences between
Chinese and English, and little work has been done to apply deep learning
techniques to Chinese natural language processing. In this paper, we pro-
pose a deep neural network model: text window denoising autoencoder,
as well as a complete pre-training solution as a new way to solve clas-
sical Chinese natural language processing problems. This method does
not require any linguistic knowledge or manual feature design, and can
be applied to various Chinese natural language processing tasks, such
as Chinese word segmentation. On the PKU dataset of Chinese word
segmentation bakeoff 2005, applying this method decreases the F1 error
rate by 11.9% for deep neural network based models. We are the first to
apply deep learning methods to Chinese word segmentation to our best
knowledge.

Keywords: Deep Learning, Word Segmentation, Denoising
Autoencoder, Chinese Natural Language Processing.

1 Introduction

Researchers have applied deep learning methods to sequence tagging problems
in natural language processing (NLP) of English, such as chucking, named entity
recognition, etc, and great results have been achieved [4]. The basic idea is to
firstly construct a real-valued vector for common English words (these vectors
are called word embeddings [1]), and then use a multi-layer neural network to
process these vectors.

However, there are inherent differences between Chinese and English, there-
fore one cannot simply apply deep learning methods for English NLP to Chinese.
There are two major differences: 1) The Chinese language is composed of charac-
ters, while English of words. According to our statistical experiments on Chinese
and English Wikipedia corpus, it only takes a Chinese dictionary of roughly 5,000
characters to cover more than 99% of all characters used in the entire Chinese
Wikipedia, compared to an English dictionary of more than 120,000 words to
cover the same portion of words in English Wikipedia. This shows that there

G. Zhou et al. (Eds.): NLPCC 2013, CCIS 400, pp. 1–12, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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are far less commonly used Chinese characters than English words. 2) Meanings
in Chinese are conveyed by complex relationships between characters. Although
Chinese characters have meanings themselves, they can still form words that
have completely different meanings from the meanings represented by the char-
acters alone. By using deep architectures, these kinds of complex relationships
between Chinese characters can be represented and extracted as highly abstract
features, therefore deep architectures are even more important in Chinese NLP.

Because of these differences, a complete pre-training is more beneficial for
deep models for Chinese NLP. The current deep learning approaches for English
NLP lack a complete pre-training solution for building deep architectures both
theoretically and practically. For example, in [4], they only pre-trained the word
embeddings, and the weights of the hidden layers were simply initialized ran-
domly. Part of the reason is that due to the very large vocabulary of commonly
used English words, most parameters in deep models for English NLP are in the
word embeddings. That’s not the case in deep models for Chinese NLP, so a
proper pre-training of the hidden layers is even more necessary. Another issue is,
although methods for pre-training English word embeddings by training a neural
language model have been proposed, there is no explanation on why training a
neural language model is a good way to pre-train the word embeddings, or its
relationship with other commonly used pre-training methods.

In this paper, we follow the fundamental architectures used in deep learning
methods for English NLP and apply them to Chinese. On top of that, we propose
a complete pre-training solution. Note that our method can be used on any
sequence tagging tasks in Chinese NLP, and in this paper we focus on Chinese
word segmentation. Our major contributions are: 1) We use a different criterion
to build Chinese neural language model, and get better convergence than the
criterions commonly used in training English neural language model. 2) We
explain that the training process of our neural language model is essentially the
same as training a special denoising autoencoder on text window, which we call
text window denoising autoencoder (TINA). 3) We describe the method to stack
text window denoising autoencoders as a way to pre-train deep neural networks
for Chinese word segmentation.

This paper is organized as follows. Section 2 describes the neural network
framework we used for Chinese word segmentation. In section 3 we propose our
Chinese neural language model training criterion. In Section 4 we propose text
window denoising autoencoder, and we also describe how to stack TINA and
build pre-trained deep neural network models for Chinese word segmentation.
Section 5 gives our experiments showing the effectiveness of the TINA model.
Section 6 introduces related work briefly. We conclude our work in section 7.

2 Deep Neural Network Framework for Chinese Word
Segmentation

We view Chinese word segmentation as a sequence tagging problem, which means
to assign a tag to each Chinese character (we use the ”BIU” tag schema [9]).
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The input of the neural network model is a fixed size text window (a window of
Chinese characters in a sentence), and the output is a probability distribution of
tags for the character in the center of the text window. The neural network archi-
tecture [4] is shown in Figure 1. The embedding layer performs a matrix lookup
operation, and finds the corresponding real-valued vector in Chinese character
embeddings (a real-valued matrix) for each character in the input text window.
These real-valued vectors will then be concatenated and input to the hidden
layers, which are classical neural network layers. The output layer is a softmax
layer, which ensures all of the output values are between 0 and 1, and that their
sum is 1. It is a generalization of the logistic function to multiple variables, which
is called softmax function. Each output node corresponds to a specific tag.

More formally, for each character c ∈ D (D is a Chinese character dictionary),
there is a corresponding d-dimensional real-valued vector in the matrix W ∈
Rd×|D|. This matrix is the Chinese character embeddings. The first layer of the
neural network is a table lookup and concatenate operation: Linput(c1, . . . , cs) =
(W · c1, . . . ,W · cs) , in which c is the one-hot representation of the character.
The hidden layers take the form of classical neural network, and we choose tanh
as the activation function: Lhidden = tanh(w · x + b) . The output layer is a
softmax layer, in which the output of node i is:

Loutputi =
exp(wi · x+ bi)

n∑
j=1

exp(wj · x+ bj)
.

(1)

We could train this neural network using standard backpropagation (with-
out pre-training), but that will only lead to poor results even with very few
hidden layers. According to recent researches in deep learning, pre-training can
significantly improve the performance of deep neural networks. In the following
sections, we introduce a complete pre-training solution, which pre-trains both
the embedding layer and the hidden layers.

3 Pre-train Chinese Character Embeddings

Following the work in English deep NLP [4], we can pre-train the Chinese charac-
ter embeddings by training a (slightly unconventional) Chinese neural language
model. We want to build a neural network to predict the center character in a
text window given its context (the characters in the text window except the one

in the center), or more formally, P (w|w−1
−s/2, w

s/2
1 ), where s denote the size of the

text window, and wb
a denotes characters from position a to b in the text window

(position of the center character is 0). The basic structure of the neural network
is the same as the one described in the previous section, but with a different
output layer. One way to do it is to use a softmax output layer that has one
output node per character for all the characters in the dictionary, thus ask the

model to predict P (w|w−1
−s/2, w

s/2
1 ) directly [1]. The problem with this method

is that the whole model will get very large (the output layer has the same size
as the dictionary), and therefore very hard to train.
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Fig. 1. The architecture of deep neural networks for Chinese NLP. The embedding layer
maps the input text window into real-valued vectors by performing matrix lookup
operation. The hidden layers are classical neural network layers. The output layer
is a softmax layer, with each node corresponding to a specific tag (”BIU” for word
segmentation).

Instead of predicting the probability of all the characters directly, we put
forward a different training criterion. The model is given the context as well as
a (random) character, and can estimate the probability that the given character
is the correct one with the context. Or more formally, we try to model Pc(c0 =

w0|w−1
−s/2, w

s/2
1 , c0). This is essentially the same as training a model to predict

P (w|w−1
−s/2, w

s/2
1 ) directly, because we can define that

P (w|w−1
−s/2, w

s/2
1 ) =

Pc(w = w0|w−1
−s/2, w

s/2
1 , w)∑

ci∈D
Pc(ci = w0|w−1

−s/2, w
s/2
1 , ci)

, (2)

which means one can simply assign a fixed context to every character in the
dictionary and let the model predict the probability that the character is the
correct one, and then generate a joint probability on top of all the outputs.

The input of our neural language model is the context of the text window,
as well as another character c0. The output layer has only one sigmoid node,

which outputs the probability Pc(c0 = w0|w−1
−s/2, w

s/2
1 , c0). The remaining lay-

ers are the same as the neural network framework introduced in the last sec-
tion. This model is much smaller in terms of parameters, so it’s much easier to
train. The training only requires unsupervised data. Text windows are extracted
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directly from a given Chinese corpus as positive examples, and for every pos-
itive example, a corresponding negative example is generated by replacing the
center character in the text window with a random character. We then train
the model by maximizing the following log-likelihood criterion for probability

Pc(c0 = w0|w−1
−s/2, w

s/2
1 , c0):

�(θ : T ) =
∑

∀c0=w0

logPc(c0 = w0|θ, w−1
−s/2, w

s/2
1 , c0)

−
∑

∀c′0 �=w0

logPc(c
′
0 = w0|θ, w−1

−s/2, w
s/2
1 , c0),

(3)

where θ denote parameters in the model, and T denote all the text windows.

Note that optimizing the likelihood of Pc(c0 = w0|w−1
−s/2, w

s/2
1 , c0) is equiva-

lent to optimizing the likelihood of P (w|w−1
−s/2, w

s/2
1 ) according to our definition.

4 Pre-train Hidden Layers: (Stacked) Text Window
Denoising Autoencoder

In this section, we describe our method for pre-training the hidden layers. First,
we introduce text windows denoising autoencoder, then we describe how to stack
TINA and build a deep neural network with both embedding layer and hidden
layers pre-trained.

4.1 Neural Language Model as Text Window Denoising
Autoencoder

The neural language model that we introduced in the last section is essentially a
special denoising autoencoder, which we call text window denoising autoencoder
(TINA). A denoising autoencoder is consisted of two parts, namely encoder and
decoder. The encoder processes noised data and produces real-valued vector as
an ”encode” (features) of the data. The decoder then processes the ”encode”
and try to reconstruct the clean data. Denoising autoencoders are trained by
a reconstruction error criterion, which measures the error between the recon-
structed clean data and the original data. Denoising autoencoders have already
been shown very useful at building deep architectures [12].

The neural language model training process can be evaluated from a denoiser
perspective. The data that we’re trying to model is text window. We omit the
center character as a way to introduce noise, and we ask the model to try to
guess (reconstruct) the center character given its context as a denoise process.
For example, consider a text window ”你好吗世界”, we give TINA the context of
this text window (你好世界), and then ask the model to guess (reconstruct) the
center character (吗). TINA does this by assigning each character a probability
of being ”the one” given the context. These probability can then be seen as a
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DDecoder

Encoder

Noised
Data

Reconstructed
Data

Expected
Data

P( ) P( ) P( )P( )

Fig. 2. An example of TINA. The text window is ”你好吗世界”. We give TINA the
context of this text window (你好世界), and ask the model to guess (reconstruct) the
center character (吗). TINA does this by assigning each character a probability of being
”the one” given the context. These probability can then be regarded as a reconstruction
of the one-hot representation of the original center character (吗).

reconstruction of the one-hot representation of the original center character (吗).
This example is illustrated in Figure 2.

Formally, given an example of our neural language model with a single hidden
layer:

L1(c1, . . . , cs) = Lhidden(Linput(c1, . . . , cs))

= tanh(w · (W · c1, . . . ,W · cs) + b)

L2(c1, . . . , cs) = Loutput(L1(c1, . . . , cs))

= sigmoid(w · (L1(c1, . . . , cs) + b),

(4)

the encoder of the text window denoising autoencoder has the form:

encoder(x) = (L1(x, c1), . . . , L1(x, cs)), (5)

where x = (w−1
−s/2, w

s/2
1 ), which is a text window with the center character

omitted, and the features are:

feature(x) = (y1, . . . ,yn), (6)

where yi = L1(x, ci). The decoder is:

decoder(y) = (L2(y1), . . . , L2(yn)). (7)

The (square) reconstruction error that this text window denoising autoencoder
is minimizing against is:

E(θ, w−1
−s/2, w0, w

s/2
1 ) =

∑
∀ci∈D

(ri − 1{ci=w0})
2, (8)
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Note that since:

ri = L2(yi) = Pc(ci = w0|θ, w−1
−s/2, ci, w

s/2
1 ), (9)

minimizing the reconstruction loss function of the text window denoising autoen-
coder is exactly the same as maximizing the log-likelihood criterion we proposed
for the neural language model.

4.2 Building Deep Architecture

We have already explained that our neural language model can be seen as a
text window denoising autoencoder, and it becomes natural to simply follow
the stacking strategy of standard denoising autoencoders [12] and build a deep
neural network for Chinese word segmentation with both embedding layer and
hidden layers pre-trained.

Specifically, the stacking process goes as follows: 1) Train a TINA with a
single hidden layer by training a neural language model with a single hidden
layer using the method we described in the last section. 2) Remove the softmax
output layer, which is the decoder, and add another hidden layer as well as a
new softmax output layer. 3) Train this TINA with two hidden layers the same
way as step 1, and after that the model becomes one layer deeper.

This stacking process can be repeated several times until a stacked TINA
model with sufficient depth (hidden layers) has been built. Then one could sim-
ply throw away the last softmax layer, and add a new softmax layer according to
the specific task (which in our case is word segmentation), and lastly use back-
propagation to fine-tune this pre-trained deep neural network with supervised
data.

It’s worth mentioning that one could also train a neural language model with a
single hidden layer, then fix the word embeddings and train a standard denoising
autoencoder on top of it [11]. However, this method under performs our method,
which is shown in section 5.

5 Experiments and Analysis

In this section, we demonstrate1: 1) The performance of text window denoising
autoencoder as a language model. 2) The reconstruction performance of stacked
TINAs. 3) The performance of the deep neural network pre-trained by stacked
TINAs on Chinese word segmentation.

We use the dataset of Chinese word segmentation bakeoff 2005. There are
four different annotated corpus in this dataset, and we use the two in simplified
Chinese, namely PKU and MSR dataset. All corpus have already been split into
training data and test data [5].

1 Our source code is available at: https://github.com/eirikrwu/tinybrain

https://github.com/eirikrwu/tinybrain
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Table 1. Comparison of log rank score of different language models. Classical 3-gram,
5-gram models (with Katz backoff), and a neural language model trained with a margin-
based loss are compared to a TINA model with 1 hidden layer. The TINA model has
the best performance in terms of the log rank score.

Language Model Log Rank Score

3-Gram (Katz backoff) 2.54
5-Gram (Katz backoff) 2.53
NLM with Margin Loss 2.48
TINA with 1 Hidden Layer 2.44

5.1 Text Window Denoising Autoencoder as a Language Model

In the first experiment, we demonstrate the performance of text window denois-
ing autoencoder as a language model. It can also be seen as the reconstruction
performance of TINA. The TINA model we trained for this experiment uses a
100-dimensional character embeddings, and only one hidden layer of 300 units.
The text window size is 11, which means that we’re training the model to predict
the character given 5 characters before and 5 after. The corpus that we use in
this experiment is the PKU dataset of Chinese word segmentation bakeoff 2005.

We measure the error of the model by log of the rank of the predicted word [4].
We ask our model to output a probability for every character in the dictionary
given a text window context, and then we compute the rank of the probability of
the correct character. We average the log of the rank over all the text windows
in test data as the final log rank score.

We compare our TINA model with the classical 3-gram and 5-gram models,
which are trained using Katz backoff [8]. We also trained a neural language
model which has the same configuration as our TINA model, except using a
margin-based loss function, which is a commonly used loss function in English
deep NLP [4]. The results are shown in Table 1. Our TINA model has the best
performance in terms of the log rank score.

5.2 Stacking

In the second experiment, we build a deep architecture by stacking TINA models.
We use the PKU corpus as in the above experiment. The TINAmodels we trained
in this experiment use a 50-dimensional character embeddings. The text window
size is 5. We first train a TINA model with a single hidden layer that has 300
units. Then we gradually add more hidden layers that have the same size and
activation function as the first hidden layer, and train them along the way. The
log rank score of all the TINA models with different depth is shown in Table 2.

The results show that the performance in terms of log rank score keeps getting
better as more hidden layers are added. These deep TINA models can be seen as
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Table 2. Comparison of stacked TINA models with different number of hidden layers.
The performance in terms of log rank score keeps getting better as the model getting
deeper.

Number of Hidden Layers Log Rank Score

1 Hidden Layers 2.61
2 Hidden Layers 2.52
3 Hidden Layers 2.45

pre-trained deep neural networks that can extract highly representational fea-
tures (that’s why the log rank keeps getting lower as the model getting deeper).
In the next experiment, we’ll use them to build deep neural networks for specific
tasks to show that these features are indeed useful.

5.3 Chinese Word Segmentation

In the third experiment, we demonstrate the performance of stacking TINA
models as a pre-training method for deep neural networks for Chinese word
segmentation task. We use both PKU and MSR dataset of Chinese word seg-
mentation bakeoff 2005.

We use character embeddings of size 50. When pre-trained character embed-
dings are needed, we use the ones trained in the first experiment. We use a
Viterbi-like decoding algorithm to retrieve the most likely valid tag sequence af-
ter the per character tag probability has been estimated [9]. We compare various
model configurations, as well as different training methods.

Final results are shown in Table 3. We first train a neural network with a
single hidden layer of size 300, and with all parameters initialized randomly.
This basic model achieves F1 score of 92.6% on the PKU dataset. We then
train neural networks with three hidden layers of size 300, with random hidden
layer initialization and TINA pre-training respectively. Additionally, we pre-train
the hidden layers by fixing character embeddings and using a normal denoising
autoencoder with 25% masking noise [12]. The results show that compared to
random initialization, TINA pre-training decreases the F1 error rate by 11.9% on
the PKU dataset. Compared to the fixing character embeddings and pre-training
with standard denoising autoencoder method, the F1 error rate is decreased by
7.8% on the PKU dataset. We further add one more hidden layer of size 300 with
TINA pre-training, and the F1 error rate further drops 3.4%. We get similar
results on the MSR dataset. TINA pre-training decreases the F1 error rate of
the three-hidden-layer model by 5.3% compared to random initialization, 4.2%
compared to standard denoising autoencoder. However, on the MSR dataset no
further improvement is observed after adding one more TINA pre-trained hidden
layer. We believe that this is because the MSR dataset is ”simpler” than PKU
dataset (notice the higher baseline performance).
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Table 3. Word segmentation performance of different model configurations and train-
ing methods. ”50CE” denote 50-dimensional character embeddings. ”xL * yU” denote
neural networks with x hidden layers of size y. ”r” denote random initialization. ”p”
denote pre-trained character embeddings. ”f” denote pre-trained with normal denoising
autoencoders on top of fixed character embeddings. ”TINA” denote pre-trained with
TINA. Deep neural networks pre-trained by TINA have the best performance.

Dataset Model Precision RecallOOV RecallIV F1

PKU Baseline 83.6% 5.9% 95.6% 86.9%
50CE(r) + 1L * 300U(r) 93.5% 75.0% 92.7% 92.6%
50CE(p) + 1L * 300U(r) 93.7% 75.9% 93.7% 93.2%
50CE(p) + 3L * 300U(r) 93.7% 76.0% 93.9% 93.3%
50CE(p) + 3L * 300U(f) 93.7% 76.3% 94.6% 93.6%
50CE(p) + 3L * 300U(TINA) 94.4% 77.9% 94.8% 94.1%
50CE(p) + 4L * 300U(TINA) 94.6% 76.6% 95.0% 94.3%

MSR Baseline 91.2% 0% 98.1% 93.3%
50CE(r) + 1L * 300U(r) 94.5% 64.0% 95.1% 94.4%
50CE(p) + 1L * 300U(r) 95.1% 63.6% 96.1% 95.2%
50CE(p) + 3L * 300U(r) 95.0% 63.9% 96.0% 95.1%
50CE(p) + 3L * 300U(f) 95.2% 64.4% 96.0% 95.2%
50CE(p) + 3L * 300U(TINA) 95.7% 65.0% 96.4% 95.6%
50CE(p) + 4L * 300U(TINA) 95.6% 64.9% 96.4% 95.6%

6 Related Works

Existing approaches for basic Chinese NLP tasks are almost all based on lin-
ear classifiers like hidden markov model or conditional random fields on simple
binary word observation features [13][18]. These methods often rely on task spe-
cific manual feature design, therefore poses the risk of over-engineering. More
recently, semi-supervised methods that can leverage unlabelled corpus, as well
as joint training methods that integrate multiple sequence tagging tasks into one
system have been proposed [7][14][16][17].

Due to the feature-oriented pre-training process, deep learning methods do
not require any manual feature design. One can think of a deep neural network
as two parts: all the hidden layers is a feature extractor whose sole purpose is
to extract high lever features from data, and the output layer is a simple (even
liner) classifier that leverages the high level features extracted from the bottom
layers to complete the task. Researchers have found that it helps a lot in a non-
convex optimization problem if the model has already been put to a position
near the optimal before the gradient based searching starts [3]. So with a proper
pre-training that concentrates on feature extraction, it puts our model near the
optimal position. Denoising autoencoder [12] and restricted boltzmann machine
[10] are two commonly used methods for feature-oriented pre-training.

In the pursuit of a word representation that’s more suitable for deep neural
network than simple one-hot vectors, Bengio et al. firstly invented the English
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word embeddings and neural language model [2]. Like most English deep learn-
ing NLP methods, our Chinese NLP architecture is also a follow up work on
Bengio’s work, so it’s very similar to English deep learning NLP methods. Ba-
sically, we simply change the model input from window of the English words
to Chinese characters. However, we use a different method to train the Chi-
nese character embeddings. In addition, we proposed a method that relates to
denoising autoencoder to pre-train deep neural networks for Chinese NLP tasks.

Collobert et al.’s training method for English word embeddings [4] is similar
to our training method for Chinese character embeddings. However, they use
a margin-based loss to train their model. Since there are too many words in
English, a margin-based loss criterion will be a lot easier to optimize. We have
less characters in Chinese, so we’re able to use a better criterion. We choose the
likelihood loss instead. Also, they did not explain why training a neural language
model is a good way of pre-training the word embeddings.

Recently, researchers have done some work to apply deep learning methods to
Chinese NLP. Yang et al. proposed a bilingual English-Chinese word alignment
approach based on deep neural network [15]. To our best knowledge, we are the
first to apply deep learning methods to Chinese word segmentation.

7 Conclusion and Future Works

We have proposed a deep neural network model: text window denoising au-
toencoder, as the building block to build deep architectures for Chinese word
segmentation. This is a fundamentally different approach, which does not re-
quire any linguistic knowledge or manual feature design. We demonstrated that
deep neural networks for Chinese word segmentation can be effectively trained
with this model. We built a Chinese word segmentation system with TINA, and
achieved good performance.

Although we’ve achieved improvements with a TINA pre-trained deep archi-
tecture, for now our best model still under perform the state of the art models on
both dataset [13]. However, We think our method shows great potential. We’ve
only tested a few possible model configurations due to time and resource limit,
and it’s very likely that better performance could be achieved by simply tweak-
ing our model configuration (larger character embedding dimension, more hidden
units, etc). We leave that as a future work. There also exists many tricks that
can significantly boost the performance of deep neural network, among which a
particular method called dropout training [6] shows the best promise. We will
try to apply these methods to our model in the future.
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Abstract. Traditional Mongolian and Cyrillic Mongolian are both Mongolian 
languages that are respectively used in china and Mongolia. With similar oral 
pronunciation, their writing forms are totally different. A large part of Cyrillic 
Mongolian words have more than one corresponds in Traditional Mongolian. 
This makes the conversion from Cyrillic Mongolian to Traditional Mongolian a 
hard problem. To overcome this difficulty, this paper proposed a Language 
model based approach, which takes the advantage of context information. Expe-
rimental results show that, for Cyrillic Mongolian words that have multiple  
correspondence in Traditional Mongolian, the correct rate of this approach 
reaches 87.66%, thereby greatly improve the overall system performance. 

Keywords: Cyrillic Mongolian, Traditional Mongolian, Language Model. 

1 Introduction 

Mongolia, as a widely used language over different countries and multiple regions, 
has a significant impact on the world. Its main users are distributed over China, Mon-
golia and Russia. A major difference between the Mongolian used in China (called 
Traditional Mongolian) and that used in Mongolia (called Cyrillic Mongolian or 
Modern Mongolian) is that they have same pronunciation but different written forms. 

As a derivative language, Cyrillic Mongolian has both similar grammar and voca-
bulary to Traditional Mongolian. This means that the conversion of the two languages 
does not need to follow the traditional machine translation framework. We can just 
convert the two languages word by word according to their correspondence relation-
ship. A serial of research that focus on the conversion from Cyrillic Mongolian to 
Traditional Mongolian has been carried out by Bao Sarina, Wuriliga and Hao Li [1-4] 
et al with either dictionary based approaches or rule based ones and achieved accepta-
ble results. However, none of them have considered the multiple correspondence 
problems. 

Observed that the correct converted word has a strong relationship to its context, 
we proposed a language model based approach to overcome the multiple correspon-
dence problem. The rest of the paper is organized as follows: section 2 introduces the 
characteristic of Traditional Mongolian and Cyrillic Mongolian; section 3 depicts in 
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detail the language model based conversion approach; in section 3, experiments and 
the corresponding results are discussed; at last, we conclude the paper in section 4. 

2 Comparison between Traditional Mongolian and Cyrillic 
Mongolian 

Although having a strong relationship to each other, the Traditional Mongolian and 
Cyrillic Mongolian, as two different languages, still have some significant difference 
as follows: 

1. Tradition Mongolian is composed of 35 characters, in which 8 are vowels and  
27 are consonants[5]; Cyrillic Mongolian, on the other hand, has also 35 charac-
ters. But 13 of them are vowels and 20 are consonants. Besides, it also includes  
a harden-character and soften-character[6]. The complete alphabets for the two 
languages are listed in Tab. 1 for comparison. 

2. Cyrillic Mongolian is a case-sensitive language while Traditional Mongolian is 
not. In Cyrillic Mongolian, the usage of case is similar to English. For the Tradi-
tional Mongolian, although it’s not sensitive to the case, its form will be different 
according to the position (top, middle or bottom) in a word [7]. 

Table 1. Comparison of the characters of Cyrillic Mongolian and Traditional Mongolian 

Cyril Traditional Cyril Traditional Cyril Traditional Cyril Traditional 

Аа  Ии  Рр  Шш  

Бб  Йй  Сс  Щщ  

Вв  Кк  Тт  Ъъ  

Гг  Лл  Уу  Ыы  

Дд   Мм  Үү  Ьь  

Ее   Нн   Фф  Ээ  

Ёё  Оо  Хх  Юю  

Жж   Өө  Цц  Яя  

Зз   Пп  Чч    

3. The written direction is different for Cyrillic Mongolian and Traditional Mongo-
lian. For Cyrillic Mongolian, the words are written from left to right and the lines 
are changed top-down; for Traditional Mongolian, the words are written top-down 
and the lines are changed from left to right. 
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4. The degrees of unification between the written form and oral pronunciation are dif-
ferent for Cyrillic Mongolian and Traditional Mongolian. Cyrillic Mongolian is a 
well-unified language. It has a consistent correspondence between the written form 
and the pronunciation; on the other hand, however, that for the Traditional Mongo-
lian is not 1-to-1 mapping. Sometimes the vowel or consonant will be dropped, 
added or transformed when converting the written form to the pronunciation. 

In some cases, a Cyrillic Mongolian word would have more than one Traditional 
Mongolian word corresponded, as shown in Fig. 1, where the three Traditional Mon-
golian words are different but all correspond to the Cyril word "асар". 

 

Fig. 1. An example of multiple correspondence for Cyrillic Mongolian to Traditional Mongolian 

3 Language Model Based Conversion Approach 

Generally speaking, Cyrillic Mongolian and Traditional Mongolian words, when con-
verting, are one-to-one correspondence. However, a large part of Cyrillic Mongolian 
words have more than one corresponds in Traditional Mongolian. Take the Cyrillic 
Mongolian sentence "Танай амар төвшинийг хамгаалхаар явсан юм." for example. 
The words "амар" and "юм" have more than one correspondences in Traditional 
Mongolian as shown in Fig. 2, where the corresponding Traditional Mongolian is 
represented in Latin-transliteration form. More specifically, the Cyril word "амар" 
has four correspondences in Mongolian: "amara", "amar", "amar_a" and "amvr"; the 
Cyril word "юм" has two correspondences in Traditional Mongolian: "yagam_a" and 
"yvm". The correct conversion for the whole sentence is denoted by the path with the 
line in bolder, i.e., "tan-v amvr tobsin-I hamagalahv-bar yabvgsan yvm"  
("  "). 

If we consider the conversion as a stochastic process and make the final decision 
according to the probability of the Traditional Mongolian word sequence T condi-
tioned on the Cyrillic Mongolian word sequence C, then the conversion problem can 
be represented as finding the words sequence that satisfies (1): 

)|(maxarg' CTPT
QT∈

=                                (1) 

where T={t1t2...tm} denotes the possible path and C denotes the Cyrillic Mongolian 
sentence to be converted. 

асар 

Cyril Mongolian The corresponding Traditional Mongolian 

Latin transliteration: asar, meaning: pavilion, 

gate 

ᠠ
ᠰ
ᠠᠷ

ᠠ
ᠰ
ᠤ
ᠷ
ᠤ

ᠠ
ᠰ
ᠠᠷ
ᠠ

Latin transliteration: asvrv, meaning: most, 

especially 

Latin transliteration: asara, meaning: take case, con-

cern 

ᠲᠠᠨ ᠤ ᠠᠮᠤᠷ ᠲᠥᠪᠰᠢᠨ ᠢ ᠬᠠᠮᠠᠭᠠᠯᠠᠬᠤ ᠪᠠᠷ ᠶᠠᠪᠤᠭᠰᠠᠨ ᠶᠤᠮ
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Fig. 2. A conversion example for Cyrillic Mongolian to Traditional Mongolian 

As we all know, the conditional probability for T={t1t2...tm} can be decomposed as: 

∏
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then formula (1) can be represented as: 
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If we further assume the N-gram language model assumption[8], formulate (3) can 
then be further simplified as: 

∏
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                        (4) 

We use the Maximum Likelihood Estimation to estimate the parameters in (4) and 
adopt Kneser-ney technique[8]  to overcome the sample sparseness problem. 

4 Experiment 

We take the Conversion Accurate Rate (CAR) as the evaluation metric, which is de-
fined as: 

total

correct

N

N
CAR =                                 (5) 

Where 
correctN  denotes the total number of words that are correctly converted and 

totalN
 
denotes the number of all the words need to be converted. 

The SRILM is adopted for training the language model[9]. A dictionary that con-
tains the Cyrillic Mongolian word to its multiple correspondences in Traditional 
Mongolian words is constructed for our experiment. This dictionary has 4679 Cyrillic 
Mongolian words in total. A Traditional Mongolian text corpus, which contains 
154MB text in international standard coding, is adopted for n-gram language model 
training. We use a Cyrillic Mongolian corpus which contains 10000 sentences to test 
our approach. This corpus is composed of 87941 words, among which 14663 have 
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more than one Traditional Mongolian words corresponded. Our conversion progress 
can be divided into two steps: in the first step, we convert all the Cyrillic Mongolian 
words to their corresponding Traditional Mongolian words according to the rule-
based approach; and then, for each word, we check whether there is only one Tradi-
tional Mongolian word generated. If not, we further determine the best one according 
to the Language Model based approach proposed in section 3. The data set for the 
rule-based approach is composed of three parts: a mapping dictionary for Cyrillic 
Mongolian stem to Traditional Mongolian stem, which contains 52830 entries; a  
dictionary for Cyrillic Mongolian static inflectional suffix to Traditional Mongolian 
static inflectional suffix, which contains 336 suffixes; and a dictionary for Cyrillic 
Mongolian verb suffix to Traditional Mongolian verb suffix, which contains 498 in-
flectional suffixes. Based on the word formation rule of Traditional Mongolian and 
Cyrillic Mongolian, together with the above mentioned stem mapping dictionary and 
suffix mapping dictionary, we constructed a rule-based conversion system. 

 

Fig. 3. Performance comparison between the LM based approaches 

For the words that have more than one Traditional Mongolian correspondence, we 
compare the Language Model based approach with different grams (unigram, bigram 
and trigram) to the rule-based approach. The experiment results are illustrated in Fig 
3, from where we can see that all the Language Model based approaches significantly 
outperform the rule-based approach, among which the bigram  achieved the best 
performance (CAR: 87.66%). Affected by the sample sparseness problem, the trigram 
approach is slightly worse than the bigram approach, but still much better than the 
unigram one which has considered only the occurrence frequency, but no context 
information. This again reconfirm the fact that if the context information is not con-
sidered, the performance would be badly decreased.  

We also test the overall system performance of rule-based approach and the im-
proved one on all the Mongolian words (both 1-to-1 and 1-to-N). The experimental 
results are illustrated in Fig 4. In Fig 4, we can see that the conversion correctness for 
the rule-based approach is 81.66%. When it’s integrated with the LM-based approach, 
the overall system correctness is greatly improved, which reaches 88.14%.  
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Fig. 4. Overall system performance comparision 

5 Conclusions 

When converting the Cyrillic Mongolian to the Traditional Mongolian, a lot of prob-
lem emerged. In this paper, we focus our attention on the multiple correspondences 
problem and proposed a language model based conversion approach which takes the 
context information into consideration. The proposed approach effectively settled this 
problem and thereby greatly improved the overall conversion system performance. 
However, there is still some issues to be considered, like the conversion problem for 
newly-added words and that for the words borrowed from other languages. We will 
take all these problems as our future work.  
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Abstract. With the tremendous increasing of information, the demands of in-
formation from people advanced the development of Nature Language 
Processing (NLP). As a consequent, Sentence compression, which is an impor-
tant part of automatic summarization, draws much more attention. Sentence 
compression has been widely used in automatic title generation, Searching  
Engine, Topic detection and Summarization. Under the framework of discri-
minative model, this paper presents a decoding method based on Integer Linear 
Programming (ILP), which considers sentence compression as the selection  
of the optimal compressed target sentence. Experiment results show that the 
ILP-based system maintains a good compression ratio while remaining the main 
information of source sentence. Compared to other decoding method, this me-
thod has the advantage of speed and using fewer features in the case of similar 
results obtained. 

Keywords: Sentence Compression, Integer Linear Programming, Structured 
Learning. 

1 Introduction 

Recent years have witnessed increasing interest in text-to-text generation methods  
for many natural language processing applications, ranging from text summarization 
to question answering and machine translation. At the heart of these methods lies  
the ability to perform rewriting operations. Sentence compression is perhaps one  
of the most popular text-to-text rewriting methods. The aim is to produce a summary 
of a single sentence that retains the most important information while remaining 
grammatical.  

The appeal of sentence compression lies in its potential for summarization and 
more generally for document compression, e.g., for displaying text on small screens 
such as mobile phones or PDAs (Corston-Oliver, 2001). Vandeghinste & Pan (2004) 
generated a title for a dialogue by deleting redundant and non-critical information 
while retaining the main idea. Another earlier sentence compression application is the 
use of voice reading devices for the blind (Grefenstette 1998). Text is compressed for 
voice machine to accelerate reading speed, which enables the blind way of reading 
similar to a normal way of speed reading. Thus, the research on sentence compression 
for obtaining useful information has important significance.  
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We define the sentence compression task as follows: given an input sentence, to 
produce a sentence which is shorter and retains the important information from  
the original, and also it is grammatical. In our paper, sentence compression aims  
to shorten a sentence x=l1,l2,……,ln into a substring y*=c1,c2,……cm, where  
ci∈{ l1,l2,……,ln }. We define the function F(ci) ∈{1, . . . , n} that maps word ci in the 
compression to the index of the word in the original sentence. Then, we include  
the constraint F(ci)< F(ci+1), which forces each word in x to occur at most once in the 
compression y*, so in the compression process we don’t change the word’s order 
and only delete words or phrases. This paper implements a Chinese sentence com-
pression system by learning a sub-tree from the source parsing tree of a sentence 
(See Figure 1). 
Example:  

Original Sentence: 据 法新社 报道 ， 有 目击者 称 ， 以军 23日 空袭 加沙 
地带 中部 ， 目前 尚 无 伤亡 报告 。 

Pinyin: ju faxinshe baodao , you mujizhe cheng , yijun 23ri kongxi jiasha didai 
zhongbu , muqian shang wu shangwang baogao . 

Target   Sentence: 目击者 称 以军 空袭 加沙 地带 中部 
Pinyin: mujizhe cheng yijun kongxi jiasha didai zhongbu 

 

Fig. 1. Compression example, the coarse slashes means in the compressed target sentence the 
edges are deleted 

The rest of this paper is organized as follows: Section 2 briefly reviews the related 
work on sentence compression and the applications of integer linear programming in 
the field of NLP. Section 3 describes our sentence compression system, including 
how to formulate sentence compression problem as an ILP problem, features, loss 
function and evaluations. Section 4 presents the experimental results. Finally, Sec-
tions 5 draws the conclusion.  
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2 Related Work 

2.1 Sentence Compression 

Currently, the mainstream solutions to sentence compression problem have been cast 
mostly in corpus-driven supervised learning models which can be divided into catego-
ries: generative model and discriminative model.  

Generative model selects the optimal target sentence by estimating the joint proba-
bility P(x, y) of original sentence x having the target sentence y. The main advantage 
of this method is the model training process is simple. And also its parameters can be 
easily got by counting different context transferring grammars in a parallel corpus. 
Knight & Marcu (2002) firstly apply the noisy-channel model (one of generative 
models) for sentence compression. Though the performance of the noisy-channel 
model is quite well, they do have their shortcomings, such as the source model which 
represent the probability of compressed sentences, but it is trained on uncompressed 
sentences, and the channel model requires aligned parse trees for both compressed 
and uncompressed sentences in the training set in order to calculate probability esti-
mates. These parse trees with many mistakes for both the original and compressed 
versions will make alignment difficult and the channel probability estimates unrelia-
ble as a result. 

Discriminative model can be used the rich features to help identify special lan-
guage phenomenon during the training process. These features may be interrelated 
and do not meet the independent condition which must meet in the generative model-
based method. Discriminative model has been widely used and achieved good per-
formance in many natural language processing tasks, such as the tasks of dependency 
parsing (McDonald et al., 2005b), entity extraction (Sang & Meulder, 2003), and 
relation extraction (Zelenko et al. 2003). 

Currently, sentence compression is often modeled in a discriminative framework, 
including the decision tree model, the compression model based on online learning9, 
and the model based on SVM. 

Knight & Marcu (2002) use the decision tree model to implement the compression 
by learning a decision tree to incrementally convert between original parse trees and 
compressed parse trees. There are four operations defined during the process: SHIFT 
(transfer the first word from the input list into the stack)、REDUCE (pop the k syntac-
tic trees located at the top of the stack; combine them into a new tree; and push the new 
tree on the top of the stack), DROP (delete from the input list subsequences of words 
that correspond to syntactic constituents), ASSIGNTYPE (change the label of trees at 
the top of the stack). This model avoid the unreliable of the tree alignment, but their 
model features encode properties related to including or dropping constituents from the 
tree with no encoding of bigram or trigram surface features to promote grammaticality. 
As a result, the model will generate some short and ungrammatical targets. 

McDonald(2006) used max-margin leaning algorithm (MIRA, margin-infused re-
laxed algorithm) to study the feature weight, then rank the subtrees, and finally select 
the tree with the highest score as the optimal target sentence. McDonald’s work had 
achieved a well performance by using the manual evaluations. But manual evalua-
tions have some disadvantages, such as heavy workload, strength subjectivity, and so 
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on. In addition, the reliability of the learning algorithm of MIRA is not better than 
Structured SVM (Tsochantaridis et al., 2005). 

Cohn & Lapata (2007, 2008, and 2009) formulated the compression problem as 
tree-to-tree rewriting using a synchronous grammar. Each grammar rule is assigned a 
weight which is learned discriminatively within a large margin model. A specialized 
algorithm is used to learn the model weights and find the best scoring compression 
under the model. This method achieves comparable performance with McDonald’s 
model. The main reason for limiting the performance of the model is that the model 
needs to do alignment between noisy syntactic trees. Zhang et al. (2013) compressed 
sentences based on Structured SVM model which treats the compression problem as a 
structured learning problem, i.e., to learn an optimal sub-tree as its compressed sen-
tence on original sentence parse tree. The experimental results showed that it can 
generate target sentence which is grammatical and contains the center information of 
the original sentence in the case of ensuring a better compression rate. 

2.2 Integer Linear Programming in NLP 

ILPs are constrained optimization problems where both the objective function and the 
constraints are linear equations with integer variables. Integer linear programming has 
been applied to many natural language processing tasks, such as relation extraction 
(Roth & Yih, 2004), semantic role labeling (Punyakanok, 2004), syntactic parsing 
(Riedel & Clarke, 2006) and so on. Most of these approaches combine a local clas-
sifier with an inference procedure based on ILP. The classifier proposes possible an-
swers which are assessed in the presence of global constraints. ILP is used to make a 
final decision that is consistent with the constraints and likely according to the clas-
sifier. For example, the argument for a predicate is the role of non-repetition in se-
mantic role labeling, which can be implemented by adding global non-repeating linear 
constrains.  

Gillick et al. (2009) and Berg-Kirpatrick et al. (2011) applied ILP to multi-
document summarization task. They constructed linear constrains for the feature 
space corresponding to the decoding space, then used ILP to select the optimal predi-
cation target according to the feature weight.  

Clarke & Lapata (2008) viewed sentence compression as an optimization problem 
and uses integer linear programming to infer globally optimal compressions in the 
presence of linguistically motivated constraints. Experimental results on written and 
spoken texts demonstrate improvements over state-of-the-art models. Woodsend & 
Lapata (2011) proposed an integer linear programming model for selecting the most 
appropriate simplification from the space of possible rewrites generated by the gram-
mar. Experimental results showed that the method creates simplifications that signifi-
cantly reduce the reading difficulty of the input, while maintaining grammaticality 
and preserving its meaning. Those studies show that ILP could be used for sentence 
compression or simplification in English. We will use the method in Chinese sentence 
compression in this paper. 
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3 Sentence Compression Based on ILP 

In this paper, we treat the sentence compression problem as a structured learning 
problem, i.e. a subtree which learned from the original sentence parse tree is as its 
compressed sentence. Thus sentence compression task is converted to the task of how 
to choose the optimal subtree on original sentence syntactic tree. Here we formulate 
the problem of finding optimal subtree to an ILP decoding problem, that is, to find the 
target optimal subtree by using ILP decoding method.  

 

Fig. 2. The Framework of Chinese Sentence Compression 

This paper uses the structured learning framework in Zhang et al. (2013) (See  
Figure 2). After preprocessing for the corpus, the system extracts the features which 
generated during the original constituent tree transformed into the target tree, and then 
uses the SVM to train feature weights, finally selects the tree with the highest score as 
the best target tree. 

3.1 Linear Objective Function 

Assuming the original sentence x has n words, and then the target set has 2n elements. 
With the increasing number of the word the original sentence has, decoding set expo-
nential growth. Finding an optimal target sentence in such a large decoding space, 
time complexity is very large. Zhang (2012) used McDonald's simplify method to 
decode. In this paper, we formulate the problem of finding the optimal sentence as an 
ILP decoding problem. Each subtree is ranked according to the trimming features and 
lexical features; the subtree with the highest score is the optimal target one. 

Suppose x is the original sentence syntactic tree, y is the target subtree  
corresponding to x. Here we define two vectors: ( )R y  represents the word set of  

y, ( )P y  represents the operation set from x to y. The problem of finding the optimal 

subtree is transformed to solve the maximum value of following objective function. 

( ) ( ) ( )

( , ) argmax r p
y Y x r R y p P y

score y x v v
∈ ∈ ∈

= +                      (1) 

where ( )Y x  is the target subtree set, 
rv is the weight of word r, 

pv is the weight of 

operation p. 
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Before the weights are learned by machine learning, the word r and the operation p 
in Equation (1) need be parameterized. Suppose: w is the vector of feature weight, 

( , )g r y  and ( , )h p y  represent the feature functions of words and operations to target 

sentence respectively, then: 

,

,

( , )

( , )
r

p

v w g

v w

r y

h p y

= <
= <

>
>

 
(2)

where ( , )g r y  includes the features of POS tags, is or not stop word, bigram of POS, 

etc; ( , )h p y  includes the features of the parent node of deleting node, the parent-child 

structure of deleting node, etc. 
After vr and vp parameterized, we assume that ( , )f y x  is the feature function of bi-

gram and trimming features from x to y, then the Equation (1) can be transformed to 
the following form: 
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3.2 Linear Constrain 

According to the previous section, to find the optimal subtree is to get the optimal solu-
tion for Equation (4). In this paper, we define a bigram indicator variable ni (if ni=1, the 
ith node is remained; ni=0, the node is dropped) for each non-terminal node of the orig-
inal constituent tree. In order to maintain the tree structure, its children nodes are all 
deleted when the ith node is deleted, which can be implemented by adding the follow-
ing linear constrain: 0i jn n− ≥ 、

i jn n≤ , where ni is the parent node of nj. 

Similarly, we also define a bigram indicator variable wi (if wi=1, the ith node is re-
mained; wi=0, the node is dropped) for each terminal node of the original constituent 
tree. And a linear constrain is added: wi = nj, where nj is the POS node of word wi. At 
last, a bigram indicator variable fi (if  fi=1, the ith feature appears; or, the feature 
doesn’t appear) is defined for the ith feature. According to the restrictions of feature 
value, the corresponding linear constrains are added.  

3.3 Features 

In this paper, we mainly adopt the features which are used in Zhang (2012). There are 
two kinds of features: Word/POS Features and syntax features. Here in order to avoid 
too slow to decode the ILP problem, we redefine and extract some features under the 
framework of structure learning. 

Due to the small size of our corpora, which will lead to sparseness and over-fitting, 
we mainly extract the feature of the word’s POS and rarely include the word itself. In 
this paper, following features are used: the remaining word’s bigram POS (PosBigram 
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(目击者 称) = NN&VV1), whether the dropped word is a stop word (IsStop (据) = 1), 
whether the dropped word is the headword of the original sentence, the number of 
remaining words. The features of word’s bigram POS used in this paper refer to the 
features in original sentence instead of the ones in target sentence.  

In our experiments, two following syntax features are included: the parent-children 
relationship of the cutting edge (del-Edge (PP) = IP-PP) and the number of the cutting 
edge. In addition, following dependency features are included: the dependant relation 
between the dropped word and its dependence word (dep_type(有)=DEP), the relation 
chain of the dropped word’s POS with its dependence word’s POS (dep_link (, ) = PU-
VMOD-VV), whether the dependence tree’s root is deleted (del_ROOT (无) = 1), and 
whether each dropped word is a leaf of the dependence tree (del_Leaf (法新社) = 1). 

3.4 Linear Constrains to Features 

Due to different limitations of different feature values, linear constrains need to be 
separately defined for different types of features. For example, for the word “据”, 
since the word is a stop word, the value of its feature indicator variable fi  depends on 
the value of word indicator variable wi. When wi=1, the word will be remained in 
target sentence, then  fi =0；Or, fi =1. Therefore, the linear constrain can be defined 
as fi=1-wi. 

In our experiments, we find that the solving time of the ILP problem is getting 
longer with the increasing of constrains. Especially for those bigram features of the 
words, there are (n-1)*n/2 constrains (n is the number of words) which lead to much 
longer solving time. So we use the remaining word’s bigram POS as a feature of word 
to the original sentence.  

3.5 Loss Function 

In our work, loss function means the difference between the predict sentence and the 
gold target sentence. The selection of the loss function has great influence on system 
performance. In our earlier experiments, we used loss ratio of the remaining word’s 
bigram as the loss function which lead to a decrease of decoding speed because of its 
large constrains. In this paper, two loss functions are tested. One is the loss ratio of 
bigram of the remaining word in original sentence. The other is the sum of the num-
ber of the words deleted by mistake and the number of the words remained by mistake 
between the predict sentence and the gold target sentence, which called word  
loss-based function. Since we found the latter better in our experiments, the word 
loss-based function is used in the follow-up experiments.  

3.6 Evaluation  

Currently, manual evaluation is commonly used for sentence compression. Impor-
tance and Grammaticality proposed by Knight & Marcu (2002) are mainly used in 

                                                           
1 In Figure 1, for example (the same below). 
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many works. They are ranked a sentence in a scale from 1 to 5. Importance means 
how well the systems did with respect to selecting the most important words in the 
original sentence, while Grammaticality means how grammatical the target sentences 
were. Although manual evaluations have some disadvantages, such as heavy work-
load, strength subjectivity, and so on, they still have the advantage of high accuracy 
compared to automatic evaluation, which makes them to be used widely. 

In this paper, we also use the two evaluations to evaluate our system. In addition, 
we use sentence similarity and compression ratio (CR) as automatic evaluation me-
tric. Here BLEU score which usually used in machine translation task is introduced as 
similarity evaluation to compare the n-gram difference between the predict sentence 
and the gold target sentence. Since sentence compression can be seen as translating 
the original sentence into shorter sentence with same language, the BLEU score can 
be also used to evaluate the compression performance. To better adapt to sentence 
compression we redefine the parameters of BLUE.  

1

exp( log )
N

n n
n

B leu B P w p
=

= ∗                         (5) 

where pn is the ratio of the number of n consecutive words in candidate compressed 
sentence occupies the number of n consecutive words in gold target sentence. wn=1/N, 
N is the largest n-gram order. The penalty factor BP is redefined as follows: 

 
(6)

where c is the number of words of candidate compressed sentence, and r is the num-
ber of gold target sentence. 

4 Experiments 

In our experiments, we use the same parallel corpus extracted from news documents 

and also extend the corpus using same expansion mode in Zhang (2012), i.e. 2400 
pair sentences as training set, and 100 pair sentences as test set. At first, the original 
sentences in the corpus are parsed using the open-source tool Stanford Parser2. Then 
the words in sentence pair are aligned by the tool developed by our own. Although 
other open-source kits, such as Giza++, Berkeley Aligner etc, can also be used, we 
don’t use them for their poor performance in the same language. And we use Struc-
tured SVM (Tsochantaridis etc. 2005) to learn feature weights. The tool we used is 
an open-source tool SVMstruct3. The convergence ε  is set to 410 − in the training 
process. 

                                                           
2 http://nlp.stanford.edu/software/lex-parser.shtml 
3 http://download.joachims.org/svm_struct/ 
current/svm_struct.tar.gz 
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4.1 Selection of Upper and Lower Bound to Compression Ratio 

Since we use an ILP decoding method to find the optimal sub-tree, it has a large decod-
ing space. We can narrow the feasible space by adding the following linear constrain. 

1

* *
n

lo w e r i u p
i

C R n w C R n
=

≤ ≤
 

(7)

where, 
lowerCR is the lower bound of compression ratio, 

upC R  is the upper bound 

of compression ratio, n is the number of words in the original sentence. To select the 
appropriate lower and upper bound of compression ratio has a greater influence on the 
system performance. 

Since the target compressed sentences in the corpus come from documents’ title, 
they have a relatively uniform length. Moreover, due to the higher compression ratio 
and using the feature of the remaining word’s bigram POS, the system will tend to 
generate shorter and not well grammatical compressed target. So we set the values of 
lower bound and upper bound at the same time. In the experiments, lower bound is set 
to 0.7, and upper bound is set to 10. 

4.2 Experimental Results and Discussion 

Table 1 shows the manual and automatic results of our Chinese sentence compression 
system. In the Table 1, the McDonald row shows the result of Zhang et al. (2003) 
which used McDonald’s decoding model and the ILP row shows the result of our 
system used ILP decoding model. 

Table 1. Results of various experiments 

Model 
Manual Evaluations Automatic Evaluations 

Importance Grammaticality CR BLEU 

Gold 4.335±0.265 4.977±0.077 0.291  

McDonald 4.200±0.562 4.444±0.776 0.401 0.686±0.160 

ILP 4.190±0.578 4.390±0.827 0.3783 0.688±0.166 
 
From the table 1, we can see that: 

1. Compared to McDonald’s model, the evaluation of CR improved 2.2% shows that 
using the ILP decoding method can find an optimal target sentence with better 
compression ratio. 

2. Compared to McDonald’s model, the manual evaluations (Importance and Gram-
maticality) are decreased slightly for two reasons. One is that our system uses sim-
ple features because many features into linear constrains is more complex. The 
other is the more features mean the slower decoding speed, so the number of fea-
tures is less than the one in McDonald’s model. 

3. The BLUE scores are similar whether using McDonald’s decoding method or ILP 
method. 
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In summary, compared to the McDonald’s decoding method, the system based ILP 
decoding method achieves a comparable performance using simpler and less features. 
We can also be expected that the system performance will gradually improve with the 
number of features increases. In addition, from the operating efficiency perspective, 
the overall system’s running time is less than before. Here are some data may illu-
strate the problem: for the same test set, the running time is 8.6 seconds using ILP 
decoding while 18.4 seconds using McDonald’s decoding method.  

5 Conclusions 

In this paper, under the framework of structured learning, the problem of sentence 
compression is formulated as a problem of finding an optimal sub-tree using ILP de-
coding method. Compared to the previous work using McDonald’s decoding method, 
the system which only uses simpler and fewer features achieves a comparable per-
formance on same conditions. And this method has the advantage of speed and using 
fewer features in the case of similar results obtained. In the future, we will explore 
more efficient features and linear constrains to use in the ILP decoding method.  
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Abstract. Negative and speculative expressions are popular in natural  
language. Recently, negation and speculation detection has become an impor-
tant task in computational linguistics community. However, there are few re-
lated research on Chinese negation and speculation detection. In this paper, a 
supervised machine learning method with conditional random fields (CRFs) 
is proposed to detect negative and speculative information in scientific litera-
ture. This paper also evaluates the effectiveness of each feature under the 
character-based and word-based framework, as well as the combination of 
features. Experimental results show that the single-word feature and the part 
of speech feature are effective, and the combined features improve the per-
formance furthest. Our Chinese negation and speculation detection system in 
sentence level achieves 94.70% and 87.10% of accuracy, respectively. 

Keywords: negation, speculation, conditional random fields. 

1 Introduction 

Recent years we have witnessed an increasing interest in negation and speculation 
detection in natural language, especially in information extraction (IE), which sup-
posed that information displayed in the text are factual. In order to guarantee the truth 
of information extracted from text, negative and speculative information should either 
be discarded or presented separately from factual information. 

Chinese linguists defined negative and speculative information as follows. Nega-
tive information was the information which denied the existence of phenomenon or 
the occurrence of event [1]. Speculative information was the information which im-
plied that some attribution of thing, such as property and state, were unreliable or 
uncertain, which reflected vague recognition to object [2]. Speculative information is 
also regarded as one of the essential attributions in natural language understanding. 
Take following two sentences as examples: 

(1)Chinese: 巴塞罗那主席罗塞尔表示不会在今年夏天之前签下内马尔。 
Pinyin: bā sài luó nà zhǔ xí luó sài ěr biǎo shì bú huì zài jīn nián xià tiān zhī qián 
qiān xià nèi mǎ ěr. 
English: Barcelona President Russell said that he would not sign Neymar before 
summer. 
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(2)Chinese: 国际金价持续下跌的原因可能是周五塞浦路斯央行卖出黄金储备。 
Pinyin: guó jì jīn jià chí xù xià diē de yuán yīn kě néng shì zhōu wǔ sài pǔ lù sī 
yāng hang mài chū huáng jīn. 
English: International gold prices continued to decline. The reason may be that 
Central bank of Cyprus sold gold reserves on Friday. 

Example (1) reveals that “在今年夏天之前签下内马尔”[zài jīn nián xià tiān zhī 
qián qiān xià nèi mǎ ěr](he would sign Neymar before summer) would not happen. In 
example (2), the report guesses that the reason why“国际金价持续下跌” [guó jì jīn 
jià chí xù xià diē](international gold prices continued to decline) was that “周五塞浦
路斯央行卖出黄金储备”[zhōu wǔ sài pǔ lù sī yāng hang mài chū huáng jīn](Central 
bank of Cyprus sold gold reserves on Friday), but the fact was uncertain. 

Negation and speculation detection aims to identify whether there is negative or 
speculative information in a given sentence and to detect the word or phrase indicat-
ing negative or speculative meaning. The CoNLL’2010 [3] introduced the task of 
speculation detection, and pointed out that if there was a word or phrase implying 
speculation in a sentence, then this sentence was deemed to contain unreliable or spe-
culative information. This word or phrase can be called speculation cue. “不会” 
[bú huì](not) in example (1) is a negation cue and “可能”[kě néng](may) in example 
(2) is a speculation cue, respectively. 

Negative and speculative information exist in the scientific domains, where various 
linguistic forms are used extensively to describe unproved proposition and express 
impressions, hypothesized explanations of experimental results or negative findings. 
Vincez et al. [4] reported that there are 13.76% and 22.29% of the negative and spe-
culative sentences in the full paper sub-corpus of the BioScope corpus, respectively. 
Chen et al. [5] annotated 19 full papers from Chinese Journal of Computers, and re-
ported that 15.78% and 13.88% of the sentences in corpus contained negative and 
speculative information, respectively. 

In this paper, we propose a CRFs based classifier to identify the negative and spe-
culative sentences in scientific literature, and then to detect the negation and specula-
tion cues. Experimental results show that those features such as word itself and part of 
speech (POS) make more contributions to the system performance, and the combined 
features can improve the performance furthest. 

The rest of this paper is organized as follows. Section 2 reviews related work. Sec-
tion 3 introduces CRF model, tagging sets, feature sets and the setting of feature tem-
plates. Section 4 describes our experiments including the corpus on which our ap-
proach is evaluated, evaluation metrics, and the analysis of the results in the experi-
ment. Finally, Section 5 concludes our work, and predicts some possible future work. 

2 Related Work 

Most of the initial research in this study focused on identifying negative and specula-
tive sentences by using heuristic rules (Chapman et al. [6], Goldin et al. [7]). Machine 
learning methods (Morante et al. [8], Øvrelid [9], Su et al. [10]) have been largely 
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applied after the release of the BioScope corpus [4]. These methods handled the nega-
tion and speculation detection task as a classification task which consists of classify-
ing the tokens of a sentence as being at the beginning of the cue, inside or outside. 
Agarwal et al. [11] created several CRF-based models that automatically detected the 
speculation cues in biomedical literature, and we selected it as our baseline system. 

Most research on Chinese negation and speculation detection focus on the perspec-
tive of Chinese language and literature. Sun [12] divided negative words into verbs 
and adverbs, and explored the usage of negative words. Xu [13] presented a definition 
of negative sentences, and defined the types of negative sentences and their syntactic 
structures. Zhang [1] studied the speculative meaning in negative sentences on seman-
tic level. Cui et al. [14] analyzed and explored the formal meaning representation of 
Chinese fuzzy words. However, there were few researches on identifying Chinese 
negative and speculative information automatically. Ji et al. [15] annotated news doc-
uments, and proposed an automatic approach to identify speculative sentences in Chi-
nese, in which commonly existing cue words were employed to define the score of the 
whole sentence. 

Inspired by Maximum Entropy (ME), Conditional Random Fields (CRFs) was first 
introduced by Lafferty et al. [16]. It is always considered as an arbitrary undirected 
graphical model or Markov Random Field and can be used to label and segment se-
quence data. CRFs are widely applied in natural language processing tasks such as 
Words Segmentation, Identification of Chinese Unknown Words, Named Entity Rec-
ognition, and have achieved good performance. We regard negation and speculation 
detection as a classification task whether each token is inside cue or not. 

3 Conditional Random Fields 

In this section, we introduce the theory of CRFs, tagging sets, feature sets and the 
setting of feature template in detail. 

3.1 Theory of CRFs 

Conditional Random Fields, combining the advantages of Hidden Markov Model 
(HMM) and Maximum Entropy Markov Model (MEMM), is often used for sequence 
labeling and segmenting and has found applications in Named Entity Recognition and 
other tasks. It is a type of discriminative undirected probabilistic graphical model, in 
which each vertex represents random variables and each edge represents the proba-
bility relation between two vertexes. Following Lafferty et al. [16], the conditional 
probability of a sequence of tags y  given a sequence of token X  is: 
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ikki1i
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kk  += −λ        (1) 

Where )x,y(f 1ik −  and )x,y(g ik  can be regarded as feature function for each 

edge and each vertex, and )x(Z  is the normalization factor over all the state se-

quences for the sequence. The model parameters are a set of real-valued feature 
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weights denoted by { }ii u,λλ = , which can be estimated from training data. 

)X|yY(P i =  is the marginal probability of label yYi =  given that the observation 

sequence is X  . Marginal probability of a label can be regarded as the confident score 
of this label. We calculate the marginal probability by using forward-backward algo-
rithm. In our experiments, the observation sequence is sequence of tokens or POS. 

3.2 Tagging Set, Features and Feature Templates 

In this paper, the negation and speculation cue detection task is regarded as a classifi-
cation one. We define three tagging set used to train CRF model. If a token is the 
beginning of a cue, we mark it as ‘BCue’. The remaining tokens in cue are marked 
with ‘ICue’ to indicate that they are inside the cue. The tokens not a part of the cue 
are marked with ‘OCue’ to indicate that they are outside the cue. 

The feature set is crucial to CRFs-based systems and its quality directly affects the 
system performance. In Chinese annotation, character-based framework and word-
based framework are deemed as two kinds of methods of text segmentation. Huang  
et al. [17] compared the performance of Words Segmentation by selecting the same 
features under the two conditions. It provided reference thoughts for us to detect ne-
gation and speculation in this paper. 

• Features based on character 

Features based on character included character itself and word boundary. In Chi-
nese, a word consists of one or more characters. In order to locate each character 
in one specific word, we mark each character’s position by MBES method. In 
this method, word consisting only single character is marked with ‘S’; character 
which is the beginning of the word consisting of multi-characters is marked with 
‘B’; character which is the end of the word consisting of multi-characters is 
marked with ‘E’; other characters are marked with ‘M’. For in-
stance,“查询时间基本不受M值的影响”[chá xún shí jiān jī běn bù shòu zhí M 
de yǐnɡ xiǎnɡ](Query time mainly has nothing to do with M value), first we 
segment it to word sequences “查询时间 基本 不 受 M 值 的 
影响”[cháxúnshíjiān jīběn bù shòu zhí M de yǐnɡxiǎnɡ](Query time mainly has 
nothing to do with M value), then we mark each character in sentence by using 
MBES method and the word boundary feature sequence is “B M M E B E S S S 
S S B E”. 

• Features based on word 

Features based on word included word itself and POS. In grammar, POS is a lin-
guistic category of words, which is generally defined by the syntactic or  
morphological behavior of the lexical item in question. The introduction of an-
notation guidelines [4] was arranged with different POS of cue. All the above 
indicate the importance of POS feature in cue detection. In word-based frame-
work, we assign the POS of word including one or more characters to the feature 
of characters. For example, the POS of “可能”[kě nénɡ](may) is “V”, so the 
POS feature sequence of character of “可 能”[kě nénɡ](may) is “V V”. 
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Table 1. Feature Template 

Word feature Note POS feature Note 

U00:%x[0,0] Local word U10:%x[0,1] Local POS 

U01:%x[-1,0] Previous word U11:%x[-1,1] Previous POS 

U02:%x[1,0] Following word U12:%x[1,1] Following POS 

U03:%x[-1,0]%x[0,0] 
The conjunction 
of previous and 
local word 

U13:%x[-1,1]%x[0,1] 
The conjunction 
of previous and 
local POS 

U04:%x[0,0]%x[1,0] 
The conjunction 
of local and 
following word 

U14:%x[0,1]%x[1,1] 
The conjunction 
of local and 
following POS 

U05:%x[-
1,0]%x[0,0]%x[1,0] 

The conjunction 
of previous, 
local and follow-
ing word 

U15:%x[-
1,1]%x[0,1]%x[1,1] 

The conjunction 
of previous, local 
and following 
POS 

The setting of feature template affects the training of CRF model. In this paper, we 
combine character, word, word boundary and POS to build feature template. Besides, 
the window size of feature template consisting of the offset words can also affect  
the performance. The window size of 3 consisted of C-1,C0,C1,C-1C0,C0C1, 
C-1C0C1(C represents feature and number including -1,0,1 represents the offset to 
local word), and the feature template was showed in Table 1 presenting 
“ U00:%x[0,0], U01:%x[-1,0], U02:%x[1,0], U03:%x[-1,0]%x[0,0], 
U04:%x[0,0]%x[1,0], U05:%x[-1,0]%x[0,0]%x[1,0] ”. For example, when given the 
sentence of “候选集占比没有出现快速增长”[hòu xuǎn jí zhàn bǐ méi yǒu chū xiàn 
kuài sù zēnɡ zhǎnɡ](the proportion of candidates does not increase rapidly), we sup-
pose that the local character is “没”[méi](not), feature of C-1C0, C0C1, C-1C0C1 
will be filled with “比没”[bǐ méi], “没有”[méi yǒu](not), “比没有”[bǐ méi yǒu], 
respectively. CRFs first generates discrimination function responding these features, 
and assign each token to different labeling set by computing the maximum likelihood 
probability. 

4 Experiments and Results 

In this section, we introduce the annotated corpus and evaluation metrics. Then, we 
present experimental results and analyze the performance with different features. 
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4.1 Corpus 

We adopt the Chinese Journal of Computers corpus [5] for training and testing. 
Firstly, authors downloaded full papers from Websites, preprocessed texts and formed 
raw corpus. Secondly, annotators annotated negation and speculation cues through the 
annotation tool to build corpus. Thirdly, they transformed the format of corpus into 
XML. Statistics on the corpus is showed in Table 2. The corpus consisting of 4842 
sentences was chosen from 19 full papers, and 15.78% and 13.88% of the sentences in 
corpus contained negative and speculative information respectively. The corpus 
marked negation and speculation cues and the kappa value (89.82% and 88.13% re-
spectively) indicated that annotators can distinguish cues accurately and that it was 
suitable to the negation and speculation detection. In our experiments, we divide the 
corpus into two groups with equal number of sentences, one being the training set and 
the other being the testing set. 

Table 2. Statistics of the corpus 

 Negation Speculation 

cues 941 812 

cue set 42 59 

sentences 15.78% 13.88% 

4.2 Performance Evaluation 

Four evaluation metrics, that is, Precision (P), Recall (R), F1-measure (F), are used 
for performance evaluation for cues detection, and Accuracy (Acc) is used for per-
formance evaluation for sentences identification including negative and speculative 
information. 

%100
cuesrecognizedall

cuesrecognizedcorrect
P ×= ,      (2) 

%100
corpustestingincuesall

cuesrecognizedcorrect
R ×= ,      (3) 

%100
RP

RP2
F ×

+
××= ,      (4) 

%100
corpustestinginsentencesall

sentencescorrect
Acc ×= ,      (5) 

Negative and speculative sentences contain at least one negation or speculation cue 
annotation. Correct sentences in formula (5) consist of two parts: one is negative and 
speculative sentence appearing both in result and test corpus, the other is sentence in 
which there is not one cue both in result and test corpus. 
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4.3 Results 

In our experiments, ICTCLAS1 implementation is employed to segment words and to 
tag POS, and CRF++0.582 implementation is employed to train model. 

The experiments mainly include three parts. Firstly, we compare system perfor-
mance by using variety features introduced in section 2.2 with the feature template 
window size of 1, 3 and 5, respectively. Secondly, we select the optimal system and 
compare with the baseline system implemented in [11]. Finally, we explore the influ-
ence of imbalance of data sets due to the proportion of the sentences including nega-
tive and speculative information in the corpus. 

 

Fig. 1. Performance with different window size 

We employ different feature combination for our experiments, which includes cha-
racter itself, word itself, word boundary, POS and context information based character 
and based word. (a) and (b) in Fig 1 show the results of negation and speculation cues 
detection, respectively. These results indicate that the best performance is achieved 
when the window size is 3. When the window size increases from 1 to 3, system per-
formance increases due to the utilization of context information. However, the per-
formance decreases when the window size increases from 3 to 5. It is due to data 
sparseness while adding extra context information.  

In our experiment, the best window size of feature template is 3. With this window 
size, the performances with different features are shown in Table 3. Origin features 
represent word itself based on the word or character itself based on the character. In 
word-based experiment, there is no word boundary feature, therefore the table cell is 
filled with ‘N/A’. In Table 3, the best performance of negative information detection 
achieves 68.03% based on word. The performance of speculation detection achieves 
43.20% based on character. The performance of negation cue detection system is 
                                                           
1 http://ictclas.nlpir.org/ 
2 http://crfpp.googlecode.com/svn/trunk/doc/index.html 
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better than the speculation. It is due to the different distribution of their cues. In Fig 2, 
the distribution of negation cues is on the above of the distribution of speculation 
cues. It shows that the distribution of negation cues is more intensive and stable, so 
the features are more similar. All in all, there is difference between negation detection 
and speculation detection, and it is more difficult to detect speculation than negation. 

Table 3. Performanceofnegative and speculatve information detection 

features negation speculation 
character-based word-based character-based word-based 

origin 58.06% 42.17% 43.20% 32.42% 

origin + word 
 boundary 

57.96% N/A 35.27% N/A 

origin+ POS 61.63% 68.03% 37.94% 34.46% 

all features 62.18% 68.03% 33.88% 34.46% 

 

 

Fig. 2. Distribution of cues 

Table 4 shows the comparative results between the optimal system and baseline 
system. The low performance of baseline system is due to the window size of feature 
template [11] didn’t give, and we adopt the default is 1. There is great difference be-
tween optimal system and baseline system, and the results indicate that it is not 
enough only to use features [11] given. Besides, character feature and word boundary 
feature which have no equivalent in English make contributions to increase of system 
performance. 
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Table 4. Compared the best performance with baseline system 

  P R F ACC 

Negation Baseline 1.93% 60.00% 3.74% 24.74% 
Best system 77.72% 60.61% 68.03% 94.70% 

Speculation Baseline 2.33% 43.70% 4.43% 30.19% 
Best system 51.55% 37.17% 43.20% 87.10% 

 
In this paper, we explore the influence of imbalance of data sets. As same as  

baseline system, such as negative information detection, we first select all negative 
sentences including at least one negation cue annotation. We count the number of 
negative sentences and randomly select an equal number of non-negation sentences 
from all non-negation sentences in corpus. Thus we obtain 1528 sentences with 764 
negative sentences and 764 non-negation sentences. We pool these sentences and 
randomly divide them into two sets, one being the training set and the other being the 
testing set. Hence, both the training and testing sets for negative sentences contain 
764 sentences. We carry out experiment by selecting a set of features which lead to 
the best performance and compare the performance with baseline system. As shown 
in Table 5, Acc decreases after we eliminate the imbalance of data sets. It indicates 
that the imbalance of data sets have no positive effective on negation and speculation 
detection.  

Table 5. Results of performance with imbalanced and balanced data sets 

  P R F Acc 

Negation Imbalanced 77.72% 60.61% 68.03% 94.70% 

Balanced 78.00% 57.645 66.29% 86.60% 

Speculation Imbalanced 51.55% 37.17% 43.20% 87.10% 

Balanced 75.54% 43.21% 54.97% 75.61% 

Note: The performance with imbalanced data sets is the best performances above. 

5 Conclusions and Future Work 

In this paper we have presented a machine-learning approach to determine whether 
there exist negative or speculative information and to detect negation or speculation 
cues in scientific literature. The experiment results show that the system performance 
have been raised significantly by adding context information, compared with the  
performance only using features of character and word. Besides, results indicate that 
our approach is suited for negation and speculation detection. The best performance 
of negation and speculation cues detection reaches to 68.03% and 43.20% when  
the window size is 3, respectively. In this paper, we find that there exists obvious 
difference for negation and speculation detection between Chinese and English.  
In particular, the performance decreases when training model with balanced data sets 
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for negative information detection. Further research is in several directions. In the 
first place, syntactic parse features could be integrated in the system in order to optim-
ize performance. Then, the system should be tested in different types of corpus to 
check its robustness. 
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Abstract. Unlike English, Chinese sentences do not have a strict syntactic 
structure and ellipsis is a common phenomenon, which weaken the effective-
ness of syntactic structure in argument extraction. In Chinese event extraction, 
lots of arguments cannot be extracted from the sentence successfully, because 
of the loose connection between the nominal trigger and its arguments. This  
paper brings forward a novel argument extraction approach based on trigger 
mapping. It maps the nominal trigger to its predicate and uses it as a key to ex-
tract syntactic features for classification. Experimental results on the ACE 2005 
Chinese Corpus show that, in terms of F1-measure in argument identification 
and role determination, our approach achieves an obvious improvement. 

Keywords: argument identification, trigger mapping, nominal trigger. 

1 Introduction 

As a hot research topic in the field of information extraction, event extraction mainly 
aims at transferring free texts into semi-structured ones and then extracting the infor-
mation the users are interested in. The process of event extraction is divided into two 
subtasks: event trigger (anchor) extraction and argument extraction. The former is to 
recognize the event trigger mentions and their types and the latter is to identify the 
arguments of a specific event mention and determine their roles. This paper focuses 
on the argument extraction on the ACE 2005 Chinese Corpus. In accordance with the 
definition of ACE evaluation, these terms are supposed to be defined: 
 Entity: an object or a set of objects in one of the semantic categories of inter-

est. 
 Entity Mention: a reference to an entity (typically, a noun phrase).  
 Event mention: a phrase or sentence within which an event is described, in-

cluding a trigger and its arguments. 
 Trigger (anchor): the main word which most clearly expresses the occurrence 

of an event, so recognizing an event can be recast as identifying a correspond-
ing trigger. 

 Argument: the entity mentions involved in an event. 
 Argument role: the relation of an argument to an event where it participates. 
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The effectiveness of syntactic features is weakened because of the looseness of 
Chinese syntactic structure, which is caused by the impreciseness and ubiquitous 
ellipsis. Meanwhile, it is difficult to extract arguments from event mentions that are 
triggered by nominal triggers, for nominal triggers and arguments are not closely 
related in syntactic structures. 

Statistics on the ACE 2005 Chinese Corpus show that the number of the arguments 
in the event sentences with the nominal triggers (~2070) accounts for 26.6% of the 
total, and its performance (F1-measure) is 10% lower than that of verb triggers (refer 
to Table 2). Therefore, improving the performance of argument extraction on nominal 
triggers is helpful to improve that of the whole system. 

With reference to the syntactic structure of the event sentences triggered by nomin-
al triggers, this paper proposes an approach based on trigger mapping which maps 
nominal trigger to its predicate and then improves the performance of argument ex-
traction. 

2 Related Work 

The study of event extraction started early abroad and has made great achievements. 
Nowadays, the mainstream method, known as machine learning, regards event extrac-
tion as a classification issue and most of them focused on English event extraction. 
For example, Chieu and Ng [7] regarded it as a classification issue and used Maxi-
mum Entropy Classifier to extract the arguments of specific roles, such as Lecturer, 
Time, Place and so on. Ahn [1] used a pipeline model and divided the task of event 
extraction into a series of sub-tasks and then took advantage of MegaM and Timble to 
extract the event on the ACE English Corpus. In such method, each word is used as 
an example to train the machine learning model and a lot of negative examples cause 
serious imbalance between the positive and negative examples. Hardy [8] proposed an 
approach based on data driven and used it to detect the event and to classify the can-
didate events. Ji [9] adopted an inductive learning framework which improved the 
performance of event extraction by taking advantage of the derived predicate cluster. 
Their framework was based on both parallel corpus (English and Chinese) and cross-
language information extraction. Based on the consistency of the event type in the 
same document, Liao and Grishman [10] proposed a single document cross-event 
inference method. While Hong et al. [3] made use of the consistency between cross-
entity to extract the event argument. 

In Chinese, Zhao et al. [2] conducted a study on the Chinese event extraction.  
She applied a method combined auto expanding and binary classification in event 
identification stage. These two approaches solved the imbalance between the positive 
and negative samples in the training set as well as data sparsity in event extraction. 
Referred to Ahn’s pipeline model, Chen and Ji [4] realized Chinese event extraction 
system, and calculated the contributions of lexical, syntactic, semantic features and so 
on. Tan [6] put forward a feature selection strategy based on the combination of local 
feature selection and plus-minus features, thus ensuring the detection effect of clas-
sifier in every event type. Hou et al. [5] proposed a trigger word detection method 
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based on character and used CRFs model in view of the inconsistency between Chi-
nese word segmentation and trigger word boundary to identify event mentions. Chen 
ret al. [11] employed a joint modeling approach to event extraction to solve the error 
propagation problem inherent in Li et al.’s [13] pipeline system architecture, and then 
investigated a variety of rich knowledge sources for Chinese event extraction that 
encode knowledge ranging from the character level to the discourse level. Li et al. 
[12] proposed a novel global argument inference model to explore specific relation-
ships among relevant event mentions to recover those inter-sentence arguments in the 
sentence, discourse and document layers. 

3 Mapping Based on Trigger 

3.1 Basic Thoughts 

In an event sentence, nominal trigger and its arguments are not closely related with 
regard to syntax, but their relationship can be established via the predicate if nominal 
triggers are mapped to the predicate. Take the following two event sentences as  
examples: 

(E1)：巴勒斯坦的一个部队（Attacker）袭击（EM1：Attack）了以色列村
庄（Target）。 

(An army of Palestine attacked a village of Israel) 
(E2)：巴勒斯坦（Attacker；Target）和以色列（Attacker；Target）发生冲

突（EM2：Attack） 
(Palestine has a conflict with Israel) 

 
a     b 

Fig. 1. Dependency parsing trees of event sentences 
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The two triggers (EM1 and EM2) in example (E1) and example (E2) have the dif-
ferent POS tag, and they play different roles in the examples, too. The verb trigger  
“袭击”(attack) in example(E1) is a predicate while the nominal trigger “冲突” (con-
flict) acts as an object in the example (E2). Fig 1 shows the dependency analysis result 
of the two examples. In the example (E1), with a subject-predicate relationship with  
“部队”(army) , the verbal trigger “袭击”(attack) shares a predicate-object relation-
ship with “村庄”(village), making it easy to identify “部队”(army) and “村庄” 
(village) as arguments. In the example (E2), the nominal trigger “冲突”(conflict) has 
no direct relationship with “巴勒斯坦”(Palestine) and “以色列”(Israel). Only 
through the predicate “发生”(has) they can build the connection with each other, mak-
ing it difficult to identify them as arguments. 

As is shown in Fig 1, “发生”(has) in example (E2) functions similarly with “袭击” 
(attack) in example (E1). Therefore if we can map the nominal trigger “冲突” (con-
flict) to the predicate “发生”(has), it can improve the structure similarity between  
the example (E1) and (E2), then it will be easy to identify “以色列” (Israel) and  
“巴勒斯坦” (Palestine) as arguments. 

3.2 Filter Pseudo Instances Based on Rules 

Besides, this paper observes that: only the last entities in an NP whose structure is 
parallel or modification can be identified as an argument in most cases. In the follow-
ing instance, “中共” (CPC), “中央” (the central committee), “直属机关” (directly 
subordinated organization), “党委” (Party committee) and “副书记” (Deputy Secre-
tary) in the NP “中共中央直属机关党委第二副书记” (the Second Deputy Secretary 
of directly subordinated organization of the central committee of CPC) are candidate 
arguments and the previous four entities are only used to modify the last one “副书记” 
(Deputy Secretary). In this case, we choose the last one “副书记” (Deputy Secretary) 
as the candidate's argument. 

武绍祖月前已经被安排出任中共中央直属机关党委第二副书记，仍然享受部

级的待遇。 
(Shaozu Wu had been arranged to take up the post of the Second Deputy Secretary 

of directly subordinated organization of the central committee of CPC a month ago, 
still enjoying the treatment of ministers.) 

The entities are not filtered if a trigger exists in the NP structure. In the following 
sentence, “跨党派大陆台商权益促进会” (cross-party benefits promotion for China-
based Taiwanese businessman), “成立” (inaugurating) and “大会” (meeting) are 
parallel entities in a NP, but “成立” (inaugurating) is the trigger of the sentence, thus 
all the entities except the trigger are argument entities. 

行政院长张俊雄今天在立法院参加跨党派大陆台商权益促进会成立大会。 
(Junxiong Zhang, the premier, took part in the inaugurating meeting of cross-party 

benefits promotion for China-based Taiwanese businessman.) 
This paper employs the rules showed in Fig 2 to filter the entities that are not likely 

to be arguments.  
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Fig. 2. Syntactic transformation 

3.3 Extended Features 

The goal of this paper is mapping nominal trigger to the predicate of the event sen-
tence. Since those verb triggers do not need mapping, we only focus on those event 
sentences with nominal triggers. 

Table 1. Feature selection of the sentence with a nominal anchor 

Feature type Feature description Illustration 

 <1>: Full word; POS tag 
trigger: “冲突”; POS tag: 
noun 

Basic features <2>: Event type Event type: Attack 

 <3>: Entity type; Entity headword 
Entity type: GPE; head-
word: “以色列” 

Adjacent word 
features 

<4>: Left one word of entity; POS 
tag 

Left one word of entity: 
“和”; POS tag: conjunc-
tion 

<5>: Right one word of entity; POS 
tag 

Right one word of entity: 
“发生”; POS tag: verb 

<6>: Left one word of trigger; POS 
tag 

Left one word of trigger: 
“发生”; POS tag: verb 

<7>: Right one word of trigger; 
POS tag 

Right one word of trig-
ger: null; POS tag : null 

Dependency 
features 

<8>: Dependency path from trigger 
to entity 

dobj(发生-4, 冲突-5) 
nsubj(发生-4, 以色列-3) 

Syntactic fea-
tures 

<9>: Shortest path from entity to 
trigger 

NR↑NP↑IP↓VP↓NP↓NN 

Relative posi-
tion features 

<10>: Relative position of entity 
and trigger: before or after 

Relative position：前 

New features 

<11>: Predicate of the sentence with 
an nominal trigger 

Predicate word in the 
sentence: “发生” 

<12>: Dependency of the predicate 
and trigger 

dobj(发生-4, 冲突-5) 
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This paper uses Hou’s system [5] as our baseline and adds new features to event 
sentences with nominal triggers. We take the entity “以色列” (Israel) in the example 
(E2) for instance to analyze feature selection. As is shown in Table 1, the last two are 
the new features. In the process of the experiment, the first three features are called 
basic features, while adjacent features, dependency features, syntactic features and 
relative position features are called expanded features. 

4 Experiments 

4.1 Experiments Settings 

This paper adopts ACE 2005 Chinese Corpus as our experiment corpus which con-
tains 633 Chinese documents and most of them are related to news. We randomly 
chose 33 documents as the development set, 534 documents as the train set and the 
last 66 documents as the test set. In the test set, according to the .apf.xml standard 
labeling document, there are 854 arguments, among which the triggers of 665 argu-
ments are verbs, that of 185 arguments are nouns, the others (4 arguments) triggered 
by a preposition and a pronoun. 

This experiment takes the usual Precision (P), Recall (R) and F1-measure as our 
evaluation standard. Stanford’s Maximum Entropy Classifier with default parameters 
is also used. We divide the event argument extraction task into two steps: argument 
identification and role determination. 

For evaluation, we follow the standards:  

 A trigger is correctly identified if its position in the document matches a ref-
erence trigger; 

 A trigger type is correctly determined if its event type and position in the 
document match a reference trigger; 

 An argument is correctly identified if its involved event type and position in 
the document match any of the reference argument mentions; 

 An argument role is correctly determined if its involved event type, position 
in the document, and role match any of the reference argument mentions. 

4.2 Experimental Results 

Table 2 shows the results of argument identification and role determination. We use 
Hou’s system [5] as our baseline and verb_noun refers to the method that we divide 
all arguments in the training set and the candidate arguments in the test set into two 
sets by the POS tags of the trigger mentions and two classifiers, noun-based and verb-
based classifiers, are trained with the same features as the baseline. The new features 
refers to features (11) and (12) in Table 1. In Table 2, our approach improves the F1-
measure of argument identification and role determination by 2.8% and 3.8% respec-
tively, largely due to the gains in those arguments whose trigger mentions are nouns 
(NN). 
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Compared with the baseline, verb_noun achieves the improvement of F1-measure 
by 5.7% in argument identification. The reason is that the sentences with nominal trig-
gers and verb triggers shave great difference in syntactic structure. Besides, the number 
of candidate argument with verb triggers is several times than that with nominal trig-
gers. They will affect each other if we extract argument together without distinguishing 
the sentential form which will lead to the decrease of system performance.  

Table 2. Performance comparison of argument identification and role determination 

 Argument identification (%) 
 NN All 
 P R F1 P R F1 

baseline 32.4 44.9 37.6 41.4 52.8 46.4 
verb_noun 36.3 53.5 43.3 43.0 55.6 48.5 
+new features 39.2 55.1 45.8 43.8 56.0 49.2 
 Argument role determination(%) 
 NN All 
 P R F1 P R F1 
baseline 28.2 39.5 32.9 36.8 47.9 41.6 
verb_noun 31.9 47.0 38.0 39.4 48.9 43.6 
+new features 34.6 48.6 40.4 40.5 51.7 45.4 

 
The new features make the F1-measure increase by 2.5% in argument identifica-

tion, compared with the verb_noun method. The reason is that those nominal triggers 
are mapped to the predicates via the new features. For example, in event sentence “一
名常向女儿伸手要钱的男子在一次讨钱不遂后, 竟恐吓女儿说, 要是女儿不给他

钱, 他就要杀死全家人，结果被控恐吓罪。”(A man who always asks money from 
his daughter but once failed. He should treat his daughter that if she did not give him 
the money, he would kill all the family members. As a result, he was accused  
of extortion), the argument is “他” (he), the nominal trigger is “死” (die) and we find 
that “杀” (kill) connects the two words. If we regard “杀” (kill) as the new trigger, “
他” (he) will be identified as an argument. These new arguments mainly come from 
the sentences whose verbs share a verb-object relationship with triggers and a subject-
predicate relationship with arguments. 

4.3 Experimental Results Analysis 

The contributions of the features in Table 1 are shown in Table 3. Since this paper 
mainly focuses on the argument identification where the triggers are nouns, so only 
the contributions of nouns are listed. We can see that the combined feature is more 
effective than the two simple features used in the argument extraction. The F1-
measure increases by 2.5% due to a huge increase in precision. 

After filtering, the ratio between negative and positive instances decreases from 
3.3:1 (6390:1916) to 3:1 (5520:1817). Table 4 shows the comparison of argument 
extraction with filtering and without filtering.  
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Table 3. Feature contributions for the result of the experiment 

feature P(%) R(%) F1-measure(%) 

Basic feature+ f 
(4,5,6,7)+f(8)+ f(9)+f(10) 

36.3 53.5 43.3 

+f(11) +0.9 +1.1 +1.0 
+f(12) +0.1 -1.1 -0.3 

+f(11)+f(12) +2.9 +1.6 +2.5 

Table 4. The results of argument extraction without filtering 

 P(%) R(%) F1-measure(%) 
Argument identification w/o 
filtering (%) 

37.6(-1.6) 55.7(+0.6) 44.9(-0.9) 

Argument role determination 
w/o filtering (%) 

32.1(-2.5) 47.6(-1.0) 38.3(-2.1) 

5 Summary 

This paper brings forward a novel argument extraction approach based on trigger 
mapping. It maps the nominal trigger to its predicate and uses it as a key to extract 
syntactic features for classification. Experimental results on the ACE 2005 Chinese 
Corpus show that, in terms of F1-measure in argument identification and role deter-
mination, our approach achieves an obvious improvement. The next stage of our work 
aims at nominal triggers, considering more effective feature extraction and how to 
make use of global features to make inference and reach better performance. 
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Abstract. In the process of developing a domain-specific Chinese-English  
machine translation system, the accuracy of Chinese word segmentation on 
large amounts of training text often decreases because of unknown words. The 
lack of domain-specific annotated corpus makes supervised learning approaches 
unable to adapt to a target domain. This problem results in many errors in trans-
lation knowledge extraction and therefore seriously lowers translation quality. 
To solve the domain adaptation problem, we implement Chinese word segmen-
tation by exploring n-gram statistical features in large Chinese raw corpus and 
bilingually motivated Chinese word segmentation, respectively. Moreover, we 
propose a method of combining multiple Chinese word segmentation results 
based on linear model to augment domain adaptation. For evaluation, we con-
duct experiments of Chinese word segmentation and Chinese-English machine 
translation using the data of NTCIR-10 Chinese-English patent task. The expe-
rimental results showed that the proposed method achieves improvements  
in both F-measure of the Chinese word segmentation and BLEU score of the 
Chinese-English statistical machine translation system. 

Keywords: Chinese Word Segmentation, Domain Adaptation, Bilingual  
Motivation, Linear Model, Machine Translation. 

1 Introduction 

In the process of developing domain-specific Chinese-English machine translation 
(MT) system, the accuracy of Chinese word segmentation on large amount of training 
text often decreases because of unknown words. The lack of domain-specific anno-
tated corpus makes supervised learning approaches unable to adapt to a target domain. 
When extracting translation knowledge from large-scale Chinese-English parallel 
corpus, the poor accuracy of Chinese word segmentation results in many errors in 
extracted translation knowledge and therefore seriously lowers translation quality. 

To solve this problem, a few approaches have been applied to domain adaptation of 
Chinese word segmentation. (Zhang et al., 2012) indicates that adding domain-
specific dictionary to CRF-based Chinese word segmentation is effective for domain 
adaptation. In cases where no domain-specific dictionaries are available, n-gram sta-
tistical features are explored from large Chinese raw corpus to replace dictionary 
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(Wang et al., 2011) (Guo et al., 2012). When Chinese-English parallel corpus is given 
for developing MT system, words in English sentences may guide Chinese word seg-
mentation of the corresponding Chinese sentences (Ma et al., 2009) (Xi et al., 2012). 
(Ma et al., 2010) shows that combining different Chinese word segmentation results 
can improve the performance of statistical machine translation system. 

In this paper, we make improvements and extensions to the above approaches and 
implement two Chinese word segmenters, one based on n-gram features of Chinese 
raw corpus and the other one based on bilingually motivated features. Furthermore, 
we propose a method, by which the multiple Chinese word segmentation results of the 
two segmenters are combined based on linear model to augment domain adaptation. 
In this way, we obtain an adapted Chinese word segmenter for a large scale domain-
specific Chinese text. 

The rest of this paper is organized as follows. In Section 2, we introduce the im-
plementation of the two Chinese word segmenters and then describe the method of 
combining multiple Chinese word segmentation results in detail. The evaluation expe-
riments conducted in patent domain are reported in Section 3. Section 4 concludes 
and gives avenues for future work. 

2 Combining Multiple Segmentation Results with Linear Model 

In the process of developing domain-specific Chinese-English machine translation 
system, a large-scale parallel Chinese-English corpus needs to be processed for trans-
lation knowledge extraction. There also exists a large-scale Chinese raw corpus of the 
same domain that needs to be translated by the MT system. For exploring these re-
sources to improve the accuracy of Chinese word segmentation, we attempt to take n-
gram features of the Chinese raw corpus and bilingually motivated features of the 
parallel corpus into account. The idea will be explained in more detail as follows. N-
gram statistical features of the domain-specific Chinese raw corpus are to be explored 
for adapting a Chinese word segmenter to a specific domain. And bilingually moti-
vated features of the parallel corpus are to be utilized as guidance for segmenting 
domain-specific Chinese words. In order to integrate the two kinds of features from 
different types of corpora, we implement two Chinese word segmenters based on n-
gram features and bilingually motivated features respectively and then adopt a linear 
model to combine the results of the two segmenters. The framework of the idea is 
shown in Fig. 1. 

In this paper, we implement a Chinese word segmenter based on CRF model, in 
which n-gram statistical features of Chinese raw corpus are integrated, called as CRF 
segmenter in this paper. Moreover, for using bilingually motivated features, we im-
plement a Chinese word segmentation system based on word alignment techniques, 
called as bilingually motivated segmenter in this paper. We will describe the two 
segmenters in the following two subsections respectively, and give a detailed descrip-
tion about how to combine their results in the third subsection. 
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Fig. 4. An example of bilingually motivated Chinese word segmentation 

alignment. Two directions of alignment processing, i.e. from Chinese to English and 
from English to Chinese, are conducted respectively. After that, the alignment results 
of the two directions are integrated by using heuristic grow-diag-final4. Let ai=< ei, 
C> represent an alignment from one single English word ei to a set of Chinese charac-
ters C. When the Chinese characters of C are consecutive in the Chinese sentence, C 
is regarded as a Chinese word. 

Let Count (ai) represents the number of the alignment ai occurring in the alignment 
results and Count (ei, C) represents the co-occurrence frequency, i.e. the number of 
times C and ei co-occur in the parallel corpus. Let Conf (ai) represents the confidence 
score of ai, by which we measure the possibility of ei being aligned with C when they 
co-occur in one sentence pair. The value of Conf(ai) is therefore estimated as in (1). 
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The algorithm of the bilingually motivated Chinese word segmentation is defined 
as follows. 

(a) Conduct word alignments in two directions by using GIZA++ and integrate the 
alignment results. In using GIZA++, each character of Chinese sentence is re-
garded as one word.  

(b) Calculate confidence scores of alignment results according to (1). 
(c) For each alignment ai=< ei, C>, take C as a word segmentation and the confi-

dence score of the word as Conf(ai), if the characters in C are consecutive in the 
sentence. 

2.3 Combining Multiple Segmentations with Linear Model 

We will describe the method of combining the multiple segmentation results of the 
two segmenters, which have been presented above. 

The n-gram features are extracted from Chinese monolingual corpus, while the bi-
lingually motivated features are extracted from bilingual corpus. The two types of 
features belong to different kinds of language resources. In order to integrate the dif-
ferent kinds of features in Chinese word segmentation, we instead integrate the results 
from the different segmenters which are implemented using different type of features 

                                                           
4 http://www.statmt.org/moses/?n=FactoredTraining.AlignWords 
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respectively. For this purpose, we design a linear model to combine the multiple seg-
mentation results for selecting the best Chinese word segmentation. 

We label boundaries between Chinese characters in a sentence with sequential 
numbers. Such an example is shown in Figure 5, in which the numbered boundaries 
are displayed as nodes. Bi

j denotes the Chinese character sequence between the ith and 
the jth boundaries in the sentence. 

From the CRF segmenter, we adopt the segmentation results in a 10-best list and 
take the probability score ConfCRFk  as the confidence score of corresponding words 
in the k-best result (1≤k≤10). We then adopt the segmentation result of the bilingually 
motivated segmenter as the eleventh segmentation result and the confidence score of 
alignment Conf(ai) is taken as the confidence score of corresponding words in the 
result. We designed a linear model as in (2) to combine the 11 segmentation results. 

 ),(),(),( 11,11101010111, jisegConfjisegConfjisegConfF jiCRFCRFji ⋅⋅+⋅⋅++⋅⋅= λλλ   (2) 

Where Fi,j denotes the possibility score of Bi
j being a word; segl(i, j) (1≤l≤11) is a 

two-valued function, segl(i, j)=1 when Bi
j being a word in the lth segmentation result; 

otherwise, segl(i, j)=0; ConfCRFk (1≤k≤10) is the confidence score of the kth segmenta-
tion result from the CRF segmenter; Confi,j is the confidence score of the segmenta-
tion result from the bilingually motivated segmenter; λl (1≤l≤11) are weights of 11 
segmentation results. 
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Fi,j is normalized into wi,j as in (3). wi,j is the normalized score of a word. We then 
represent the multiple candidate words in a lattice, as shown in Fig. 5. The nodes 
marked with numbers represent boundaries between characters and the directed edge 
<i, j>, from nodes i to node j, represents that Bi

j is a word with a normalized score wi,j. 
The best segmentation result should be a sequence of words with a maximum product 
of their scores. Such a sequence can be found by a dynamic programming, also called 
decoding for lattice. 

 

Fig. 5. An example of Chinese word segmentation lattice 

To train the parameters λl (1≤l≤11), we use Powells algorithm combined with a 
grid-based linear optimization method as follows (William et al., 2002). First, a point 
in 11-dimensional parameter space is randomly selected as a initial point and then  
the parameters λl are optimized through iterative process. In each step, only one  
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parameter is optimized w.r.t. F-measure of word segmentation, while keeping all oth-
er parameters fixed. To avoid local optimum, we select different starting points for 
parameter estimation. 

In this way, we obtain a linear model, by which the best word segmentation is se-
lected from the results of the two domain-adapted segmenters and therefore domain-
adaptation of Chinese word segmentation is effectively augmented. 

3 Experimental Result 

For verifying the contribution of the proposed method, we consider a practical case of 
machine translation system development. For this aim, the experiments are designed 
on the NTCIR-105 Chinese-English parallel patent description sentences. We carry 
out word segmentation on the Chinese part of the data by using the proposed method 
and conduct evaluations from two aspects, accuracy of Chinese word segmentation 
and translation quality of MT system. 

3.1 Experimental Data 

The data of NTCIR-10 provides 1,000,000 sentence pairs for training, 2,000 sentence 
pairs for development and 2,000 sentence pairs for testing. From the training set, 300 
sentence pairs are randomly selected as annotation set, denoted as AS. The remaining 
sentences are used as training set, denoted as TS. The purpose of this work is to in-
crease the accuracy of Chinese word segmentation on the Chinese part of TS and 
bring about improvement on translation quality of MT system. We annotate the Chi-
nese sentences of AS according to the word segmentation specification of the Penn 
Chinese Treebank (Xia et al., 2000). The annotated 300 sentences are then randomly 
divided into two parts, denoted as AS1 and AS2, used for training the parameters of 
the linear model and evaluating Chinese word segmentation accuracy, respectively. 

The Penn Chinese Treebank (CTB 5.0), including chapter 1-270, chapter 400-931 
and chapter 1001-1151, are used as annotated corpus to train the CRF segmentation 
model. 

3.2 Evaluation of Chinese Word Segmentation 

To train the domain-adapted CRF segmentation model, we use CTB data as annotated 
data and take the Chinese sentences of TS as a large raw corpus for extracting the n-
gram features. The CRF segmentation model adapted to the patent domain is then 
used to segment the Chinese sentences of TS and the segmentation results of 10-best 
list for each sentence are kept as candidate words. 

We also conduct word alignment on the Chinese-English parallel sentence pairs of 
TS and obtain bilingually motivated Chinese word segmentation results on the Chi-
nese sentences of TS according to the algorithm described in Section 2.2.  

                                                           
5 http://research.nii.ac.jp/ntcir/ntcir-10/ 
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The parameters λl (1≤l≤11) of the linear model are trained by the 150 annotated 
sentences of AS1. At last, we use the linear model to combine the 11 Chinese seg-
mentation results and obtain the best word segmentation results on the Chinese sen-
tences of TS. 

To evaluate the accuracy of the Chinese word segmentation, we segment the 150 
sentences of AS2 in the same way and show the evaluation results in Table 1. We can 
see that the linear model outperforms the other two methods. Compared with the 1-
best of CRF segmenter, the accuracy of the linear model is increased by 1% both on 
precision and on recall rate, and F-measure is therefore increased by 1.257%.  It 
proves that the proposed method of combining multiple word segmentation results 
yields higher performance in adapting the Chinese word segmentation to the patent 
domain. We investigate the segmented sentences of TS and find that there are totally 
37,109,126 Chinese words. This implies that the slight variation in the accuracy of 
Chinese word segmentation is of practical value. Furthermore, an improvement in 
translation quality of MT system is expected to be achieved by the improvement of 
Chinese word segmentation. 

Table 1. Comparison of the evaluation results of three domain-adapted Chinese word 
segmentation methods 

Chinese word segmentation 
method 

Precision[%] recall[%] F-measure[%] 

Bilingually motivated segmenter 73.1312 61.4480 66.7825 
1-best of CRF segmenter 90.2439 90.7710 90.5067 

Our method(Combining multiple 
segmentation results) 

91.6650 91.8614 91.7631 

3.3 Evaluation of Machine Translation System 

We then develop a phrase-based statistical machine translation system on the Chi-
nese-English parallel sentences of TS with Moses6. The Chinese sentences of TS, 
which have been segmented in Section 3.1, are used here. The 2,000 sentence pairs of 
the development set are used in the minimum error rate training (Och et al., 2003) for 
optimizing the MT system. At last, the MT system is evaluated on the 2,000 sentences 
pairs of the test set in BLEU score (Papineni et al., 2002). The evaluation results are 
shown in Table 2. 

Table 2. Evaluation results of the MT systems using different Chinese word segmentation 
methods 

MT systems using different segmentation methods BLEU[%] 
1-best of CRF segmenter 30.53 

Our method (Combining multiple segmentation results) 31.15 
Stanford Chinese segmenter 30.98 
NLPIR Chinese segmenter 30.56 

                                                           
6 http://www.statmt.org/moses/ 
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For comparison, we also use Stanford Chinese segmenter7 and NLPIR Chinese 
segmenter (ICTCLAS 2013)8 for Chinese word segmentation of the same data and 
develop MT systems using the segmented data, respectively. The evaluation results on 
the same testing data are also shown in Table 2. 

In this evaluation, we take the MT system using the result of 1-best of CRF  
segmenter as baseline system, whose BLEU score is 30.53%. Compared with the 
baseline system, the BLEU score of the MT system using the results of our method is 
improved by 0.62%. It proves that the proposed method not only increases the accura-
cy of Chinese word segmentation, but also achieves improvement in the translation 
quality. The BLEU scores of the MT systems using Stanford Chinese segmenter and 
NLPIR Chinese segmenter are 30.98% and 30.56%, respectively. So the performance 
of the proposed method is better than those of the two popular segmenters. 

4 Conclusion 

In this paper, we implement two domain-adapted Chinese word segmenters, one 
based on n-gram statistical feature of large Chinese raw corpus and the other one 
based on bilingually motivated features of parallel corpus. To augment domain adap-
tation, we propose a method of combining multiple Chinese segmentation results of 
the two segmenters based on linear model. The proposed method also provides a solu-
tion to the problem of poor performance of Chinese word segmentation in develop-
ment of Chinese-English machine translation system. The experimental results on the 
NTCIR-10 show that both F-measure of Chinese word segmentation result and the 
BLEU score of the machine translation system are improved. 

However, the proposed method has its limitation. The proposed method cannot be 
used in the application of the Chinese-English MT system for segmenting input Chi-
nese sentences, because the corresponding English sentences are required by the  
bilingually motivated segmenter. In the future, we attempt to train the CRF-based 
segmentation model using the result of the bilingually motivated segmenter too and 
accordingly to achieve a word segmentation model integrated with the bilingual moti-
vated features for application of MT system. 
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Abstract. Traditional methods for sentiment analysis mainly focus on the con-
struction of emotional resources based on the review corpus of specific areas, 
and use phrase matching technologies to build a list of product feature words 
and opinion words. These methods bring about the disadvantages of inadequate 
model scalability, low matching precision, and high redundancy. Besides, it is 
particularly difficult to deal with negative words. In this work, we designed a 
unified framework based on finite state matching machine to deal with the 
problems of emotional element extraction. The max-matching principal and 
negative words processing can be integrated into the framework naturally.  
In addition, the framework leverages rule-based methods to filter out illegiti-
mate feature-opinion pairs. Compared with traditional methods, the framework 
achieves high accuracy and scalability in emotional element extraction. Expe-
rimental results show that the extracting accuracy is up to 84%, which has  
increased by 20% comparing with traditional phrase matching techniques. 

Keywords: sentiment analysis, e-commerce, emotional elements extraction,  
finite state matching machine. 

1 Introduction 

With the rapid development of the Internet, E-commerce is becoming an increasingly 
popular network application. According to the 31th statistic report of China Internet 
Network Development State [1] from CNNIC (China Internet Network Information 
Center) in Jun 2013, there are 242 million internet users with online shopping expe-
rience up to the end of 2012. This is 20% of the total internet users. Compared with 
the year of 2011, the number has increased by 48.07 million with an increasing rate of 
24.8%. At the same time, more and more internet users write reviews about product 
features and using experience. Sentiment analysis for customer reviews can help un-
derstand users’ feedback about customers’ attitude to each feature of a product timely 
and effectively. As a result, sentiment analysis for customer reviews is becoming a 
core technic that e-commerce websites are scrambling to develop. 
                                                           
* This work was supported by Natural Science Foundation (60903107, 61073071) and National 

High Technology Research and Development (863) Program (2011AA01A205) of China. 
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A practical review sentiment analysis system has two very important parts: one is 
to build emotional resources based on user comments (e.g. sentiment lexicon); the 
other is to analyze customer reviews and extract emotional elements based on  
the constructed emotional resource. There has been a lot of work [2-11] studying the 
issue of building a high-quality emotional resource, however there is little work fo-
cusing on how to use the constructed emotional resources to analyze user comments, 
extract emotional elements and summarize emotional tendencies of customers to 
product features. Traditional methods for emotional elements extraction are usually 
based on simple string matching techniques, which bring about the disadvantages of 
inadequate model scalability, low matching precision, and high redundancy. Besides, 
it is particularly difficult to deal with negative words. Our work is an attempt to fill 
this gap and improve the performance of emotional elements extraction using the 
emotional resource constructed. 

In this work, we proposed a unified framework based on finite state matching ma-
chine for emotional elements extraction. We integrated max-matching principle and 
negative adverbs processing into the framework. Furthermore, the framework leve-
rages rule-based methods to filter out illegitimate feature-opinion pairs. In our frame-
work, emotional elements extraction is divided into three steps: emotional elements 
matching, extracting and filtering. Experimental results show that the accuracy of 
emotional elements extracted is up to 84%, which is an increase of more than 20% 
compared with traditional phrase matching techniques. On the other hand, the redun-
dancy of emotional elements extraction is reduced a lot. In addition, the framework 
we proposed has a good scalability in that one can easily integrate new rules to deal 
with more complex customer reviews. Sophisticated evaluation and experiments veri-
fied both the effect and efficiency of our framework. 

The main contribution of this work is that, we propose a unified framework based 
on finite state matching machine, which extracts emotional elements from customer 
reviews based on an emotional resource constructed. With this framework, the practi-
cality of sentiment analysis is improved a lot. 

2 Related Work 

Automatic sentiment analysis for customer reviews is an important domain in web 
data mining. Some previous work [2-4] discussed how to calculate sentiment score for 
a whole sentence for the purpose of review information retrieving and classifying. 
Generally speaking, a sentence may contain more than one features and more than 
one sentiment polarities (e.g. “电视画面清晰但是价格太高了” , translated as “The 
picture is clear but the price is too high”, contains two different sentiment polarities 
for the two product features “Picture” and “Price”). Sentence-level sentiment analysis 
can only determine whether a whole sentence is positive, negative or neutral. It cannot 
reveal the customer attitude towards specific product features exactly. Kim et al. [5] 
proposed that sentiment can be represented within four aspects, which are topic,  
opinion-holder, sentiment-descriptor and sentiment-polarity. That is to say, the opi-
nion-holder uses some descriptors containing sentiment polarity to express his or her 
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opinion about a topic. As a result, various work attempts to construct emotional  
resources constituting the four aspects for further sentiment analysis. Liu et al. [6] 
manually annotated features of products based on part-of-speech tagging. Then they 
used association rules to mine the association of feature words and opinion words. Li 
et al. [7] proposed a method using semantic relations of feature and opinion words to 
mine the relationship between them, which achieved good performance. There is 
much similar work [8-11] discussing emotional resource construction based on cus-
tomer reviews, which also achieved good results. It is noteworthy that there is little 
work focusing on systematic research about how to use the constructed emotional 
resource to analyze reviews, extract emotional elements and summarize customer 
attitudes to the features of products.  

Based on the constructed emotional resource, traditional emotional elements ex-
traction methods use string-matching techniques. They extract emotional elements 
directly if an element exists in the emotional resource (e.g. Sentiment Lexicon), which 
face the disadvantages of low accuracy, poor scalability, redundancy and the difficul-
ty to deal with negative words, because customer reviews are usually very colloquial 
and flexible. These shortages lower the practicality of the traditional methods. In this 
work, we designed a unified framework for emotional elements extraction based on 
finite state matching machine to meet these challenges. We integrate the max-
matching principal and negative words processing into the unified framework. In 
addition, we built a set of rules to determine whether a feature-opinion pair is reason-
able and filter it out if not. With our framework, the precision of emotional elements 
extraction has been improved a lot, with a much lower extraction redundancy. Fur-
thermore, the unified framework is flexible enough to add new rules to deal with more 
complex customer reviews, such as reviews containing comparative forms or adverbs 
of degree. In this work, we also evaluate the performance of our framework in detail 
over various aspects. 

3 Emotional Resource Construction 

In this work, we use the method proposed in [7] to construct emotional resources. 
Then with the constructed emotional resource, we implement our unified framework 
for emotional elements extraction and evaluate its performance. 

In the method proposed in [7], the emotional resource constitutes of various fea-
ture-opinion pairs attached with the corresponding sentiment polarity. The method 
mainly consists of three steps: feature words extraction, opinion words extraction and 
sentiment polarity labeling of feature-opinion pairs. In the step of feature words ex-
traction, the method extracts a set of feature word candidates based on part of speech 
rules. In this step, the method also takes the words out of vocabulary into considera-
tion. It then filters noise feature words from the candidate set based on their co-
occurrence with adjective words and their frequencies in background corpus. In the 
second step, the method extracts opinion words based on part of speech, statistics 
information and word dependencies. In the last step, namely the sentiment polarity 
labeling of feature-opinion pairs, the method takes context and the distance between 
tagged feature-opinion pairs with untagged feature-opinion words into consideration. 
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In addition, it also uses global information to calculate the sentiment score of each 
feature-opinion pair iteratively. 

In this work, our main consideration is not the process of emotional resource  
construction. In fact, we used the method in [7] to construct an emotional resource 
directly, and further use it to implement our unified framework for emotional ele-
ments extraction. Our framework for emotional elements extraction is introduced in 
the following section. 

4 The Unified Framework Based on Finite State Matching 
Machine 

In our framework, the process of emotional elements extraction is divided into 3 
steps: Matching, Extracting and Filtering. In the first step, emotional elements match-
ing, each review is mapped into a list of feature words, opinion words and negative 
adverbs, which are sorted by the order in which they occur in the original review. In 
the second step, the list will be the input of the finite state machine. We will find out 
the feature-opinion pairs according to the context and the sentiment lexicon. In addi-
tion the sentiment polarity of each pair is also determined in this step. Then in the last 
step, our framework judges the legality of each feature-opinion pair.  

4.1 Emotional Elements Matching 

Using traditional methods based on string matching for emotional elements extrac-
tion, there is much extracting redundancy in the results. For example, for the customer 
review “电视画面非常清楚(The TV picture is very clear)”, there are four feature-
opinion pairs matched in the sentiment lexicon, which are “画面|清楚(picture | 
clear)”, “画面|清(picture | clear)”, “电视画面|清楚(TV picture | clear)” and “电视画
面|清(TV picture | clear)”. Traditional methods based on string matching would ex-
tract all of the four feature-opinion pairs as emotional elements, which would bring 
about redundancy in feature-opinion pair extraction. 

In order to solve the problem of extracting redundancy, we use the max-matching 
principle, which requires that the emotional elements would choose the max-length 
feature words and max-length opinion words if multiple feature or opinion words can 
be extracted. However, by taking advantage of the max-matching principle, we just 
extract “电视画面|清楚(TV picture | clear)” as the only emotional element. 

Dealing with negative adverbs plays an important role in emotional elements ex-
traction. A negative adverb could invert the sentiment of a review. In our framework, 
we build a list of words, which contains many popular negative adverbs, such as “不
是(not)”, “没有(without)”, “不够(not enough)” and “不(no)”, etc. At the same time, 
we notice that there exist words that are not negative as a whole, but part of them may 
be negative adverbs. For example, “不是一般(not a little)” does not represent a nega-
tive sentiment, but “不是(not)”, which is a part of it, is exactly a negative adverb. As 
a result, we build a whitelist of words, which are not regarded as negative adverbs, 
such as “不是一般(not a little)”, “差不多(almost)”  and so on. 
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By now, we have built three resources, which are sentiment lexicon, the list of 
negative adverbs and the negative adverbs whitelist. In the following parts, we will 
introduce the process of extracting emotional elements using these resources. In order 
to guarantee the precision of emotional elements extraction, we deal with these three 
resources in the order of negative adverbs whitelist, sentiment lexicon and the list of 
negative adverbs. For each customer review, the process of extracting emotion ele-
ments from it is like this: 

 

Fig. 1. Matching Process of Emotional elements 

Each step in the figure above follows the max-matching principle. After the match-
ing process of emotional elements, a review will be mapped into a list of feature 
words, opinion words and negative adverbs sorted by the order in the original review. 
For example, the review “画质不是一般的不清晰(The picture quality is not a little 
lack of clarity)” will be mapped into the list of  words “画质(picture quality, feature 
word)”, “不(not, negative adverb)” and “清晰(clarity, opinion word)”, which is the 
input of the finite state machine in the next section. 

4.2 Emotional Elements Extraction 

For the purpose of judging whether a feature word and an opinion word is a pair ac-
cording to the context, we design a finite state matching machine, which uses the 
resulting list of words in the previous step as input. The finite state matching machine 
is showed as follows: 

 

Fig. 2. The Finite State Matching Machine 

When we design the finite state machine, we made two assumptions: 1) negative 
adverbs only occur in the front of opinion words or other correct negative adverbs; 2) 
when a user makes a review about more than one feature, he or she will put all the 
opinion words either in the front or in the back of the feature words. For example, a 
user may say “价格实惠画面也很清楚 (the price is reasonable and the picture is 
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clear)”, instead of “价格实惠且有清晰的画面 (The price is reasonable and the TV 
has a clear picture)”. The two assumptions are in line with most of the user habits.  

Our machine can deal with various complex conditions, such as the cases where 
one review contains more than one feature words, opinion words and negative ad-
verbs. Using the list from step 1, the machine begins from state S and transforms its 
state according to the nature of words (feature, opinion or negative adverbs) in the 
list. When reaching the final state E, we get one or more than one feature-opinion 
pair(s). In the third step, we will further judge the legality of these feature-opinion 
pairs. We use the following three examples to make the process clearer: 

1. The review “颜色鲜艳但是音效不是很好 (The color is bright but the sound ef-
fect is not very good)” contains feature words “颜色 (color)” and “音效 (sound 
effect)”, opinion words “鲜艳 (bright)” and “好 (good)” and negative adverb “不
是 (not)”; the process for this is S→1→ 2→E→1→3→2→E. 

2. The review “不合理的价格 (It is not a reasonable price)” contains feature word 
“价格 (price)”, opinion word “合理 (reasonable)” and negative adverb “不 
(not)”; the process is S→5→6→7→E. 

3. The review “时尚大方的外观 (Stylish and elegant appearance)” contains feature 
word “外观 (appearance)” and opinion words “时尚 (stylish)”  and  “大方 
(elegant)”; the process is S→6→6→7→E. 

4.3 Emotional Elements Filtering Based on Rules 

There are still some errors in emotional elements extraction after the two steps intro-
duced before, due to the fact that customer reviews are usually very colloquial and 
flexible. For example, “京东的售后服务真的很棒 (The service of JingDong is real-
ly great)” will be extracted into two feature-opinion pairs, which are “服务|真 (ser-
vice | really)” and “服务|棒 (service | good)”, where “服务|真 (services | really)” is 
not a correct pair. As a result, we build a set of rules to judge whether a feature-
opinion pair is legal or not. We take four factors into consideration, which are the 
following: 

1. The order of feature word and opinion word. There are some opinion words which 
could occur both in the front and in the back of a feature word, for example, “画面
清楚 (the picture is clear)” an “清楚的画面 (clear picture)” are both legal. How-
ever, some opinion words can only occur either in the front or in the back, for ex-
ample, people say “使用复杂 (complex usability)”, and seldom do they say “复杂
使用 (usability complex)”. 

2. The length of opinion words. The shorter an opinion word is, the more likely it’s a 
part of another phrase. For example, “大 (big)” is a part of “强大(powerful)”. 

3. The distance between feature words and opinion words. Generally speaking, 
people tend to put opinion words close to feature words when writing a review. For 
example, people prefer saying “价格实惠 (The price is reasonable)” directly to in-
serting many other words between “价格 (price)” and “实惠 (reasonable)”. 
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4. The probability that a feature word and an opinion word is a pair. We use the fre-
quency of co-occurrence of a feature word and an opinion word to measure this 
probability, which is counted when constructing the sentiment lexicon. 

Taking the four factors into consideration, the process of judging whether a feature-
opinion pair is legal or not is shown in the following pseudo code: 
 

Boolean Accept (FeatureWord, OpinionWord) 
IF FeatureWord Occurs Before OpinionWord: 

IF (BeforeTime == 0) OR (Distance > ReviewLength/2 AND BeforeTime < β AND 
OpinionLength==1): 
    RETURN False 

ELSE: 
IF AfterTime==0 AND OpinionLength <3 AND (BeforeTime < γ OR Distance > 
ReviewLength/2): 
    RETURN False 

RETURN True

 
In the pseudo code, “BeforeTime” and “AfterTime” represent the times when the 

feature word occurs before and after the opinion word, correspondingly. “Distance” 
represents the distance between the feature and the opinion word. “ReviewLength” 
and “OpinionLength” indicate the length of the whole review and the opinion word. 
“β” and “γ” are two thresholds, which should be adjusted according to the size of the 
corpus used to construct the sentiment lexicon. We set β=10, γ=5 in our framework. 

Now we give the whole procedure of our framework below (F-O: feature-opinion): 

 

Fig. 3. Diagram of the whole framework for emotional elements extraction 

We will process each customer review following the three steps above strictly. A 
feature-opinion pair is extracted if and only if the function “Accept” in the third step 
returns “True”. If the function “Accept” returns “False” or the finite state machine 
fails to transform from one state to another, we regard these as wrong feature-opinion 
pairs and ignore them. 

Compared with the traditional method based on string matching, our framework 
not only achieves a high precision, but also lowers the redundancy a lot in emotional 
elements extraction. In the next section, we will evaluate the effect in detail. 
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5 Evaluation for the Unified Framework 

5.1 Data Preparation 

We crawled 65549 customer reviews of 340 television products from TaoBao and 
JingDong. These reviews are mainly about five TV brands, which are Samsung, LG, 
Hisense, TCL and Skyworth. There are 263 smart television products and 77 non-
smart television products. We randomly selected 80% of these reviews and used them 
to construct our emotional resource, resulting in a sentiment lexicon with 3800 entries 
in smart television domain. Each entry contains a feature-opinion pair and a the cor-
responding sentiment polarity, for example, “{1} 画面|细腻({1} Picture | smooth)” 
indicating that feature word “画面(Picture)” has a positive sentiment when described 
by the opinion word “细腻(smooth)”. The remaining 20% of the user reviews is used 
to test the performance of our framework for emotional element extraction. 

5.2 Accuracy of Emotional Elements Extraction 

Based on the sentiment lexicon and the remaining 20% of customer reviews, we eva-
luated the performance of emotional elements extraction of our framework. In this 
section, we make a comparison among the following three methods: 

1. TSM (Traditional String Matching): this is the traditional method for emotional 
element extraction, which extracts all the feature-opinion pairs that occur in both 
the sentiment lexicon and the reviews. 

2. FSMM (Finite State Matching Machine): this method is our framework without 
the third step of rule-based feature-opinion pair filtering. A feature-opinion pair is 
extracted as long as the finite state matching machine reaches the final state. 

3. TUF (The Unified Framework): this method is our final unified framework. 
Compared with the method of FSMM, rule-based feature-opinion pairs judging and 
filtering technic is added into the method of TUF. 

We run the experiment three times independently for the purpose of more accurate 
evaluation. In each experiment, we randomly selected 10% of customer reviews from 
the remaining 20% user reviews. Then we use the three methods above to extract 
emotional elements. At last, we manually annotated each emotional element into three 
categories, which are explained below (M=1 means the feature-opinion pair is 
matched correctly and P=1 means the polarity labeling is conducted correctly): 

─ M=1, P=1: Both feature-opinion pair matching and polarity labeling is correct. For 
example, “价格 |实惠 (price | reasonable)” is extracted from “电视价格实惠 
(Price of the TV is reasonable)”, and the polarity is labeled as positive. 

─ M=1, P=0: The feature-opinion pair matching is correct, but the polarity is labeled 
incorrectly. For example, “使用|满意 (usability | satisfactory)” is extracted form 
“电视使用满意 (usability of the TV is satisfactory)”, which is a correct feature-
opinion pair, but the sentiment polarity is labeled as negative. 
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─ M=0: The feature-opinion pair matching is incorrect, no matter whether the polari-
ty is correct or incorrect. For example, “服务|真 (service | really)” is extracted 
from “服务真不错 (the service is really good)”. 

We annotated 14932 emotional elements in total, and calculated the proportion of 
each category in each run. The results are shown below: 

Table 1. Accuracy of emotional elements extraction 

Run No. Method M=1, P=1 M=1, P=0 M=0 

1 
TSM 0.5880 0.0619 0.3501 

FSMM 0.8088 0.0416 0.1496 
TUF 0.8392 0.0407 0.1201 

2 
TSM 0.6080 0.0654 0.3266 

FSMM 0.8238 0.0421 0.1341 
TUF 0.8404 0.0436 0.1160 

3 
TSM 0.6062 0.0629 0.3309 

FSMM 0.8241 0.0453 0.1306 
TUF 0.8405 0.0465 0.1130 

 
In our experiments, we regard the category of M=1, P=1 as correct extractions. We 

can see that FSMM and TUF can achieve much higher accuracies in this category 
compared with TSM. Compared with TSM, FSMM increases the extracting accuracy 
by 23.4% at most and lowers the proportion of incorrect matching by about 20%. 
Compared with FSMM, we see that in the unified framework (TUF), the rule-based 
feature-opinion pairs filtering technique can further reduce the matching error rate, 
which contributes to the improvement of accuracy. 

In addition, the unified framework we proposed reduces the emotional elements 
extraction redundancy, and has a good performance in negative adverbs processing. 
We evaluate the performance in these two aspects respectively next. 

5.3 Reduce the Redundancy of Emotional Element Extraction 

Many redundant emotional elements may be extracted using traditional methods 
based on string matching. The unified framework we proposed has a good effect in 
reducing redundancy, some typical examples are shown as follows: 

1. Example 1: If we use traditional methods, the customer review “功能强大 (the 
function is powerful)” will be extracted as “功能|强大 (function | powerful)”, “功
能|强 (function | strong)” and “功能|大 (function | big)”; but in our framework, 
only “功能|强大 (function | powerful)” will be extracted because it meets the max-
matching principle. 

2. Example 2: For the review “亮度好价格也很低 (brightness is good and price is 
low too)”, four feature-opinion pairs are extracted using traditional method, which 
are “亮度|好 (brightness |good)”, “价格|低 (price | low)”, “亮度|低 (brightness | 
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low)” and “价格|好 (price | good)”, which contains two redundant pairs. However, 
only “亮度|好 (brightness | good)” and  “价格|低 (price | low)” are extracted us-
ing our unified framework, because in our finite state matching machine, a feature-
opinion pair will not be re-extracted as long as it reaches the final state. 

As a result, the unified framework for emotional elements extraction based on finite 
state matching machine can not only reduce redundancy (Example 1), but also reduce 
the number of incorrect extractions (Example 2).  

Furthermore, we counted the number of emotional elements extracted using differ-
ent methods in each experiment. To compare with the traditional method TSM, we 
calculated the Redundancy Reduction Rate for method FSMM and TUF. The Redun-

dancy Reduction Rate is defined as '(#E #E ) / #R E= − , where #E represents the 

number of emotional elements extracted using TSM, and #E’ represents the number of 
emotional elements using FSMM or TUF. The result is shown in Table 2 below: 

Table 2. Redundancy Reduction Rate using different methods 

 
Experiment 1 Experiment 2 Experiment 3 

TSM FSMM TUF TSM FSMM TUF TSM FSMM TUF 

#E/#E’ 2211 1517 1449 2033 1447 1397 2034 1455 1389 

R -- 31.4% 34.5% -- 28.8% 31.3% -- 28.5% 31.3% 

 
From the result above, we see that redundant emotional elements extracted can be 

reduced a lot using the unified framework we proposed. Compared with TSM, FSMM 
reduced the redundancy by 31.4% at most and TUF reduced by 34.5% at most. The 
underlying reason is that the max-matching principle made it possible to extract only 
the feature-opinion pairs of maximum length, which are most likely to be correct. 

5.4 Evaluation of Negative Adverbs Processing 

The traditional methods for emotional elements extraction based on string matching 
cannot deal with negative adverbs well, as they usually cannot take advantage of the 
rich context information of negative adverbs in customer reviews. In our framework, 
negative adverbs processing can be easily integrated into the finite state matching 
machine. With the context information provided by the finite state machine, we 
achieved good performance in negative adverbs processing. For example, “功能确实
不少 (The functions are not few indeed)” can be relabeled as positive from negative 
by considering the negative adverb “不(not)”. 

In addition, the number of feature-opinion pairs whose polarities are changed by 
taking negative adverbs into consideration in our unified framework is 2290; and the 
accuracy of these changes is 88.6%. 

Furthermore, we noticed that the polarities of some entries in the sentiment lexicon 
are labeled incorrectly, although the feature-opinion pairs extracted are correct. In 
order to evaluate the pure performance of negative adverbs processing, we made an 
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evaluation under the hypothesis that the polarities are always correct, although it is 
not true for some entries. Following this hypothesis, if the negative adverbs 
processing gives a correct sentiment invert, we annotate it as M=1 and P=1, regard-
less of whether the polarity itself is correct or not. We randomly selected 10% of the 
reviews containing negative adverbs at each time and conducted three times of evalu-
ation independently, the results are shown in the table below: 

Table 3. Evaluation results of negative adverbs processing 

Experiment No. Use the hypothesis? M=1,P=1 M=1,P=0 M=0 

No.1 (394 reviews) 
No 0.8219 0.0585 0.1196 
Yes 0.8626 0.0178 0.1196 

No.2 (351 reviews) 
No 0.8429 0.0429 0.1142 
Yes 0.8629 0.0229 0.1142 

No.3 (347 reviews) 
No 0.8353 0.0434 0.1213 
Yes 0.8671 0.0116 0.1213 

 
The performance of negative adverbs processing without the hypothesis is satisfac-

tory, which is similar to the overall performance in Table 1. This indicates that our 
framework performs well in terms of stability. On the other hand, under the hypothe-
sis that the sentiment polarities are always correct in the sentiment lexicon, the preci-
sion of negative adverbs processing is more than 86%, which is about a 2% increase 
from that without the hypothesis.  It indicates that if the quality of the sentiment 
lexicon were better, our unified framework would also achieve better performance, 
which is in good consistency with sentiment lexicon construction techniques used. 

Note that, although we used many methods to improve the performance of emo-
tional elements extraction, the proportion of emotional elements extracted where 
M=0, namely the incorrect extractions, is still about 10%. After analyzing the bad 
cases, we find that most of them are in need of leveraging semantic and knowledge 
information to ‘understand’ the meaning of a user review correctly, such as “价格当
当最便宜 (The price of DangDang is the lowest)”. As a result, future attempt would 
be devoted to the use of semantic and knowledge information in our framework to 
further enhance the performance of emotional elements extraction. 

6 Conclusion 

In this work, we proposed a unified framework based on finite state matching ma-
chine for emotional elements extraction. We integrated max-matching principle and 
negative adverbs processing into the framework. Furthermore, the framework leve-
rages rule-based methods to filter out illegitimate feature-opinion pairs. Compared 
with traditional methods, the framework achieves high accuracy and scalability  
in emotional elements extraction. In addition, the framework has a good scalability  
in which one can easily integrate new rules to deal with more complex customer  
reviews. Sophisticated evaluation and experiments verified both the effect and effi-
ciency of our framework. 
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In the future work, we would add more rules to our emotional elements extraction 
framework in order to deal with more complex reviews, such as reviews containing 
comparative forms or adverbs of degree. Furthermore, we would introduce semantic 
and knowledge information into our framework to further enhance the performance of 
our framework. 
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Abstract. How to preserve and make use of ancient Chinese characters is not 
only a mission to contemporary scientists but is also a technical challenge. This 
paper proposes a feasible solution to enable character collection, management, 
and access on the Internet. Its advantage lies in a unified representation for  
encoded and uncoded characters that provide a visual convenient and efficient 
retrieval method that does not require new users to have any prior knowledge 
about ancient Chinese characters. We also design a system suitable for describ-
ing the relationships between ancient Chinese characters and contemporary 
ones. As the implementation result, a website is established for public access to 
ancient Chinese characters.  

Keywords: Ancient Characters, Digital Heritage, Web Access. 

1 Background 

Ancient Chinese Characters (ACCs) represent an important heritage of Chinese histo-
ry, which contains rich cultural information and serves as a basis for contemporary 
research tracing the evolution of modern characters. However, the origin and devel-
opment of Chinese characters (also referred to as Han characters, Han ideographs, or 
Hanzis) are not one-dimensional. We see increasing numbers of score marks left on 
cultural relics of the New Stone Age, as they are unearthed one after another (Fig.1). 
We come to understand that it has taken a long and complicated process to arrive at 
the Chinese characters in use today. 

The ancient characters studied here date back to at least 3300 year-old oracle-bone 
inscriptions that have some correlation to modern characters. Researchers have col-
lected more than 4500 different characters from oracle-bone inscriptions, many that 
are variations of the same character. Other characters such as those of ancient seals 
are confined in a limited space and lack context for systematic study. The largest 
number of relics is the newly unearthed Qin and Chu collection of bamboo slips that 
contain very large quantities of texts related to the Warring States Period.  
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a digital identity to each modern Chinese character so that each character is easily  
distinguished from another during processing of data streams. Because any coding 
system is limited by space requirements, none of the above systems is very useful in 
describing the entire character set of ACCs. The deep-rooted reason causing encoding 
difficulty is that the glyphs of ACCs vary in structure and stroke styles due to a lack of 
established rules, so that early ACCs have no fixed form, and one character generally 
has more than one shape. For instance, each of the characters of the oracle-bone in-
scriptions, in particular, proves to be precious due to their rarity. To further complicate 
matters, a single character has various forms (Fig 2). Preservation of the multiple styles 
used to depict characters adds to the difficulty in digitalizing Ancient Characters. 

 

Fig. 2. An oracle-bone character “she (射)” represented by several different glyphs 

Without reasonable codes, it is almost impossible to input ACCs directly into a 
computer, let alone support management and research requiring advanced IT technol-
ogy. In fact, most contemporary research on ancient characters relies on ambiguous 
codes corresponding to modern characters.  

Last, but not least, traditional IMEs (input method editors) do not have the capabil-
ity to reproduce ACCs. These IMEs emphasize a high precision rate of character loo-
kup by a short symbol sequence. Most of them require users to have some knowledge 
regarding a wanted character, such as its pronunciation, shape, or meaning. Most 
users will not be able to input an ACC using these IMEs, because users are not famili-
ar with ACCs, or encoding schemes cannot guarantee the right relationship between 
an ACC and its counterparts in many cases. In contrast to IMEs, a practical ACC 
lookup service should provide users with a higher recall even for rarely used ACCs 
present in a very large list of candidates. 

In recent years, computer technology has shown progress in applications for the 
study of ancient characters. In 1993, Xusheng Ji completed the electronic version 
“Index for Individual Characters of Bronze Inscription”. In 1994, Ning Li[1] compre-
hensively presented some general principles for computational research of Chinese 
writing system. In 1996, Fangzheng Chen of the Institute of Chinese Studies, the Chi-
nese University of Hong Kong, began the set up of a computer database for oracle-
bone inscriptions, and carried out adjustment, classification, numbering, and merging 
of oracle bone inscriptions. Peirong Huang researched into and applied an ancient 
character font database. The “Statistics and analysis system for structures of Chinese 
characters” was established by Zaixing Zhang et al.[2], Che Wah Ho’s ancient text 
database in Hong Kong and Derming Juang’s Digital Library in Taiwan are all appli-
cable for ancient characters classification. Zhiji Liu[3,4] conducted an investigation of 
the collation of glyphs of ancient writings. Minghu Jiang[5] presented a constructive 
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method for word-base construction through syntax analysis of oracle-bone inscrip-
tions. Derming Juang et al. [6] proposed an approach consisting of a glyph expression 
model, a glyph structure database, and supporting tools to resolve uncoded characters. 
Yi Zhuang et al. [7] proposed an interactive partial-distance map (PDM) - based high-
dimensional indexing scheme to speed up the retrieval performance of large Chinese 
calligraphic character databases. James S. Kirk et al. [8] used self-organizing map 
methods to address the problem of identifying an unknown Chinese character by its 
visual features. Furthermore, to input ACCs by handwriting recognition is also feasi-
ble. Dan Chen et al. [9] proposed a method for on-line character recognition based on 
the analysis of ancient character features. 

However, there is yet to be a management and search system for ancient characters 
open for public use in a network environment. Hence the ancient characters system 
proposed in this article intends to meet the requirements as follows: Design a digital 
resource pool of ancient characters for network applications; Search for an ancient 
character form corresponding to a modern character; Search for rare characters such 
as those beyond the scope of GBK code or even those without a correlative modern 
character; Search through multiple channels, by font, Unicode, phonetic, or other 
information. 

On the above basis, we can build an academic exchange platform on the Internet 
that overcomes retrieval time and limited space issues and provides more extensive 
network services to high-profile designers, scholars studying Chinese heritage, philol-
ogy research fellows, and amateurs. 

2 Formalization of Relationships between ACCs and Modern 
Characters 

To systematically manage ancient characters and provide a network service, we must 
clearly define and reasonably describe character classification. The latest computer 
technology can be employed to achieve the above-mentioned objective. 

Ancient characters are divided into three categories: 

Z1: Recognized characters  
This refers to characters that have been studied and interpreted, and are recognized by 
the academic community. We can find the corresponding relationships of most of 
these characters with their contemporary Chinese characters. Therefore, contemporary 
Chinese characters can be used as an index to retrieve the glyphs of corresponding 
ancient characters. 

It must be pointed out that quite a number of recognized glyphs are polysemous  
characters. In other words, the character pattern, structure, stroke, and shape of the cha-
racters are not completely the same, so they might represent different meanings that 
generally reflect variations of time and location such as different eras and countries. 

Z2: Ambiguous characters  
This refers to the characters that are provided with multi-conclusions from textual 
research and are not recognized unanimously by the academic community. 
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The index of ambiguous characters should be strongly compatible, that is, these 
characters should be searchable based on different information obtained from textual 
research. Therefore, when choosing the representative words for ambiguous charac-
ters, we must identify and distinguish them in terms of character pattern, usage, and 
context.   

Z3: Unrecognized characters  
This refers to characters that have not been defined through textual research. Such 
ancient characters are numerous, and have no identified correlation with contempo-
rary Chinese characters. Therefore, special codes or symbols are necessary for index-
ing purposes. 

As a result, we briefly state the following definitions:  

 
(1)

A refers to the collection of existing encoded Chinese characters,  refers to a cer-
tain Chinese character, and i is the total number of encoded records, 1,2, … . 

 
(2)

B refers to the collection of marks for uncoded Chinese characters,  refers to a 
certain mark, and j is the total number of uncoded records, j 1,2, … . 

The ACCs can be divided into two parts X and Y. 

 
(3)

X refers to the collection of ACCs bearing corresponding relationships with contem-
porary encoded characters, where,  

 
(4)

 refers to an ACC set corresponding to a certain contemporary character. , 1,2, …  refers to a certain ACC that mainly belongs to recognized characters or am-
biguous characters 

21 ZxZx kk ∈∈  

 mYYYY  ...21=  (5) 

Y refers to the collection of ACCs bearing no corresponding relationships with the 
contemporary encoded characters, where, 

 { }1 2, ,... .j qY y y y=  (6)  ， 1,2,…q refers to a certain ACC that mainly belongs to one unrecognized 

character( 3Zyl ∈ ). jY  refers to the collection of unrecognized characters. 

All ACCs that can be collected and sorted out are expressed by YXZ = . 

{ }1 2, ,... nA a a a=

{ }1 2, ,... mB b b b=

nXXXX  ...21=

{ }1 2, ,... .i pX x x x=
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The primary information expected to be used in the ancient character system is the 
collection of existing encoded Chinese characters and their corresponding ACCs, 
expressed by,  

 ( ) ( ) ( ){ }1 1 2 2, , , ,... , .n nU a X a X a X=  (7) 

As for the uncoded ACCs, the corresponding relationships can be fulfilled by borrow-
ing uncoded Chinese character marks or self-defined codes, so they can be processed 
together with encoded Chinese characters. This relation can be described as follows:    

 ( ) ( ) ( ){ }1 1 2 2, , , ,... , .m mV b Y b Y b Y=  (8) 

Based on this model, the key to the follow-up processing of ACCs is to establish the 
information base that can store the U and V collections, and simultaneously provide 

the correct search method based on contemporary Chinese characters ia or mark jb . 

3 Establishment of Super Large Font 

As accessing ACCs relies heavily on sufficient modern characters, we need to estab-
lish a super large font to depict modern characters. However, the traditional process of 
font design is time-consuming and costly, including but not limited to creating basic 
strokes with the new style, composing radicals, and constructing characters. To speed 
up font creation, various innovative technologies have been developed to allow crea-
tion of new characters based on sample characters [21-26]. 

We have also focused on the automatic generation of Chinese characters for many 
years and proposed several methods [27-30]. Take the problem of deformation of 
stroke thickness and serif for example, as shown in Fig. 3; we adopt a distortionless 
resizing method for composing Chinese characters based on their components. By 
using a transformation sequence generating algorithm and a stroke operation algorithm, 
this method can generate the target glyph by an optimized scaling transformation.  

                          
(a)                                             (b) 

Fig. 3. Typical problems in recomposing Chinese characters. (a) Adjustment of radicals; (b) 
Resizing of strokes. 

To establish reasonable relationships between ACCs and modern characters, an in-
tensive analysis of their structures is necessary. First, a set of rules regarding glyph 
structure decomposition is defined. Next, the hierarchical relationship of strokes and 
radicals is represented by a framework. Generally speaking, most radicals are basic 
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components that will not be decomposed. However, some radicals are compound 
components, and contain multiple basic components and possibly additional strokes. 
Consequently, the structural decomposition of a glyph may not be limited to only one 
possible decomposition. To provide users with more convenience, the redundant ex-
pressions of glyph structures are permitted in our system. Furthermore, an algorithm 
is designed to classify the characters by their multi-level radicals and to calculate the 
number of corresponding strokes. 

4 ACC Database 

Based on the in-depth and comprehensive organization of Chinese characters, particu-
larly by considering the varied information on ancient characters, the ACC database is 
effectively designed.  

4.1 Relation Schema 

Management of ACCs should integrate the code and related information, so we define 
the main relation schema in Table 2. 

Table 2. Relation schema of ACC database (ACC_RS)  

Item Meaning 
Unicode Contemporary Chinese character Unicode for this ancient 

character.     
Dynasty Dynasty when this ancient character was used.  
Type Type of this ancient character (e.g. pictographic characters, 

ideograph, and phonogram)  
Classification Class type of this ancient character (e.g. inscriptions on 

bones or tortoise shells of the Shang Dynasty, inscriptions 
on bronze, seal character, etc.)  

Place Contemporary place where this ancient character was 
unearthed.  

Carrier Carrier of this ancient character (e.g. the name or the num-
ber of a certain bronze implement) 

Country Ancient country where this ancient character was used.  
SubbaseID Number of the font database storing this ancient character.  
SubID Code of the ancient character, used in sub-font database.  
Filename File name for the picture of this ancient character.  
ID The unique ID of this ancient character in the font data-

base. 

Other relation schemas we used include: Dynasty and Country (DC_RS), Ancient 
C_Character Classification (ACCC_RS), ACC Type (ACCT_RS), Unicode and 
Glyph (UG_RS), Radical and Component (RC_RS), Ancient Image (AI_RS), Con-
temporary Image (CI_RS). 

To edit, sort, and manage the information of the ancient characters effectively, all 
tables are organized properly, and their relationships are shown in Fig. 4. 
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Fig. 4. Relationships of the data tables 

4.2 Query and Browse Method 

As Fig. 5 shows, a special engine, glyph tree is used to show characters not present in 
GBK code. 

 

Fig. 5. Flow chart of the search process 
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Based on the corresponding relationships between ACCs and contemporary cha-
racters, the retrieval system consists of two categories, including search of encoded 
Chinese characters and search of uncoded characters. The encoded Chinese charac-
ters, such as within GBK, can be input by common IMEs, while the rare characters 
and unrecognized characters can be searched by interactive query methods with spe-
cial glyphs provided by our system. 

5 Implementation and Results 

Several technologies are adopted to achieve high extensibility, scalability, and main-
tainability. The development of the software system, collecting, editing, and 
processing the information of the ACCs took many years to combine into a compre-
hensive system. The search function is now available, and users can look up the 
glyphs of old Chinese characters from our website (http://efont.foundertype.com/ 
AgentModel/FontOldQ.aspx). Fig. 6 shows the search results for the Chinese charac-
ter Ma (马), yielding a number of possible ACCs related to it. 
 

    

Fig. 6. The search results for the character Ma (马). 

6 Further Research 

In terms of the ACC system, the most urgent issues so far are how to present the in-
formation of ACCs that have lost connection with contemporary Chinese characters 
(the V collection previously mentioned). As this category of ACCs cannot be backed 
up by the corresponding contemporary characters, they are rarely displayed in the 
computer system. 

Furthermore, to benefit more people and increase academic interaction, the plat-
form needs to be accessed by more users, experts, and scholars. Any newly discov-
ered ancient characters or useful information can be easily added to the platform, and 
we can exchange ideas on the source, authenticity, identification, and interpretation of 
these characters. 

With the basic information provided on ancient characters, the public can use the 
system to make an in-depth study and analysis on the evolution of ancient characters 
and their connection to character patterns, thus actively enhancing the cognation anal-
ysis of ACCs, radical classification and arrangement, as well as automatic analysis of 
the commonly confused words. 
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Abstract. Expanding corpora is very important in designing a spoken dialogue 
system (SDS). In this big data era, data is expensive to collect and there are rare 
annotations. Some researchers make much work to expand corpora, most of 
which is based on rule. This paper presents a probabilistic method to simulate 
dialogues between human and machine so as to expand a small corpus with 
more varied simulated dialogue acts. The method employs Input/output HMM 
with user history (UH-IOHMM) to learn system and user dialogue behavior. In 
addition, this paper compares with simulation system based on standard 
IOHMM. We perform experiments using the WDC-ICA corpus, weather do-
main corpus with annotation. And the experiment result shows that the method 
we present in this paper can produce high quality dialogue acts which are simi-
lar to real dialogue acts. 

Keywords: SDS, Corpora, UH-IOHMM, dialogue acts. 

1 Introduction 

Recently, SDSs have been developing rapidly. For example, Apple introduced “Siri”, 
an intelligent personal assistant and knowledge navigator which works as an applica-
tion for Apple Inc.'s iOS. In addition, Android phones have employed speech-
activated “Voice Actions”, which can be used to call your contacts, get directions, 
send messages, and perform a number of other common tasks and so on[1]. Cam-
bridge designed CamInfo system, which offers service of travel information to people, 
based on partially observed Markov decision process (POMDP) [2] [3].  

In spite of its fast developing, SDS still remains challenging. Among the changing, 
insufficient available data with annotation is the biggest bottleneck. There are no cor-
pora big enough to sufficiently explore the vast space of possible dialogue states and 
strategies [3]. In addition, Data is expensive to collect and annotate. So, it is vital to 
expand corpora in designing a SDS. 

                                                           
* Corresponding author. 
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Many research efforts have been undertaken in expanding corpora, including rule-
based and data-driven approaches. 

The point of rule-based intention simulation approach is that the developer can 
create many kinds of  rules, which can generate variant dialogue acts given some 
certain information (Chung, 2004, López-Cózar et al., 2006 and López-Cózar et al., 
2003) [4] [5]. In addition, Schatzmann et al. proposed an agenda-based user simula-
tion technique for bootstrapping a statistical dialog manager, the main feature of 
which is that it is without access to training data (Schatzmann et al., 2007a). It gene-
rates user dialogue acts based on a full representation of the user goal and a stack-like 
user agenda[6]. 

The main feature of data-driven approach is to use statistical methods to simulate 
users’ dialogue acts given corpora. The “bigram” model of dialog is employed in 
earlier studies. Its distinguish feature is the simulated user input is decided only by the 
previous system utterance (Eckert et al., 1997) [7]. One of the main advantages of the 
approach is that it is simple and another advantage is that it is independent on domain 
and language. There also remains improvement, for example, Levin et al. modified 
the bigram model to make a more realistic degree of conventional structure in dialog 
(Levin et al., 2000). In order to solve the problem of lack of the goal consistency in 
the model proposed by Levin, Scheffler and Young introduced the use of a graph-
based model (Scheffler and Young, 2000 and Scheffler and Young, 2001). The model 
is goal directed. The main characteristic of this model is that it defined a goal as a 
specification of the dialog transaction that the user wants to accomplish[8] [9] [10] 
[11]. Cuayahuitl, Renals, Lemon, and Shimodaira (Cuayahuitl et al., 2005) presents a 
method for dialogue simulation based on Hidden Markov Models (HMMs). Their 
method generates system and user actions [2] [12]. It expands a small corpus of dialo-
gue data with more varied simulated conversations. 

Previous works expand the corpora based on rule or probability [2]. However, they 
mostly focus on the system turns and neglect the user history information. This brings 
the problem that the expanded dialogues acts are not as similar as real dialogues acts. 
The simulated user often repeat dialogue acts. This paper presents a probabilistic me-
thod to simulate dialogues between human and machine based on UH-IOHMM so as 
to expand corpora with more varied simulated dialogue acts. The dialogues acts gen-
erated through the method presented in this article are more close to real dialogues 
and in task-orient domain, such as weather information inquiry domain, less turns are 
needed before the task is satisfied[2] [13]. 

The rest of this article proceeds as follows. In section 2 we present some related 
knowledge and technology including SDS structure and typical simulation structure. 
In Section 3 we present simulation system based on UH-IOHMM. In section 4 we 
design the experiment on WDC-ICA corpora, which consists 100 dialogue sections 
with annotation in the domain of weather information, and analyze the experiment 
result. Finally, we summarize our conclusions and point future work. 
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2 Related Knowledge and Technology 

2.1 SDS Structure 

Typically, SDSs are composed of five components: automatic speech recognition 
(ASR); Natural language understanding (NLU); Dialogue manager (DM), Natural 
Language generation (NLG); Speech generation, such as text-to-speech (TTS) [1]. 
Among these units, the central module of any SDS is DM, which is in charge of the 
course of the interaction with user: it receives the semantically parsed representation 
of the user input and generates an appropriate high-level representation of the next 
system action [1]. DM mainly includes three parts: a dialogue model representing 
state information such as the user’s goal, the user’s last dialogue act and the dialogue 
history; a policy which selects the system’s responses based on the inferred dialogue 
state; and a cumulative reward function which specifies the desired behavior of the 
system[1] [2] [3]. Figure 1 shows the structure of spoken dialogue system. 

 
Fig. 1. The structure of spoken dialogue system 

2.2 Typical Simulation Structure 

A typical probabilistic dialogue simulation model often consist two main modules: 
system module and user module. The former’s role is to control the flow of the con-
versation; the latter’s role is to generate user’s dialogue acts based on conditional 
probabilities. However, a training corpus with annotation is required, which is used to 
acquire knowledge and train system and user models [2]. The simulation model is 
shown in figure 2. 

 
Fig. 2. The structure of simulation system 
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3 Simulation System 

3.1 UH-IOHMM Based Simulation System 

Our work in this article is to improve IOHMM based simulation system proposed by 
Cuayahuitl, Renals, Lemon, and Shimodaira. The proposed model is based on the 
assumption that a user’s action depends on not only the previous system response, but 
also users’ history information [13] [14]. 

A dialogue simulation system based on UH-IOHMM is shown in Figure 3, where 
empty circles represent visible states; the lightly shaded circles represent observa-
tions; the dark shaded circles represented user responses; A represents transfer matrix; 
B represents confusion matrix; U represents user action transfer matrix[2] [15]. The 
model is characterized by a set of visible states 1 2{ , , , }NS S S S=   which correspond 

to system turns, and a set of observations 1 2{ , , , }MV v v v=   which represent system 

action set [3] [16]. We employ tq  to represent the state at time t . The user responses 
are represented using a set of user intentions 1 2{ , , , }LH H H H=   and the user action 

at time t  is denoted using tu [2] [3]. 

UH-IOHMM we presented in this paper gathers together the next state transition 

1tq +  on the current state tq  and current user response tu  as conditions. The state 
transition probability is represented as 1( | , )t t tP q q u+ , and the user intentions is condi-

tioned not only on the system intention and symbol observed at time t , but also on 
the user’s history acts represented as 1 2( | , . , )t t t t t t mP u q c u u u− − − , where m  represents 

the steps we trace back the user’s history acts. Apparently, the bigger  is, the 
more history information can be considered. But at the same time the computation 
complexity becomes bigger too. In this paper, in order to balance the history informa-
tion and computation complexity, we select m as 1. Figure 3 illustrates the structure 
of dialogue simulation system based on UH-IOHMM.  

 
Fig. 3. UH-IOHMM based simulation system 

Because there are many dialogue turns in corpora, some of which may repeat, we 
cut the WDC-ICA corpora into some sub goals. And each sub goal is modeled as a 
UH-IOHMM. We train each separate model for each sub goal. So we don’t need to  
 

m
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train a single giant IOHMM for simulating complete dialogues. The full corpora are 
not viewed as a whole set, but as a bag of sub goals [2] [3]. The next goal is decided 
by the conditional probability 1( | )n nP g g − [2] [17]. Figure 4 shows the language model 

about sub goals [2]. 

 

Fig. 4. Language model of sub goals 

The dialogue simulation algorithm using UH-IOHMM is shown in figure 5. Simu-
late UH-IOHMM function generates a sequence of system intentions and user inten-
tions. 

Fig. 5. Simulation algorithm 

1. function Simulate UH-IOHMM 
2. t ← 0 
3. tq

 ←random system turn from π 
4. tc

 ←random system intention from 
( | )t tP c q  

5.   loop 

6.     print tc  

7.     tu ←random user intention from 
1( | , , )t t t tP u q c u −  

8.     print tu  

9.     tq ←random system turn from 
1( | , )t t tP q q u+  

10.     if t nq q=
 then return 

11.     else t ← t +1 
12.     tc ←random system intention from 

( | , )t t tP c q u  

13.   end 
14. end 
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4 Experimental Design and Result 

We employ WDC-ICA corpus, which consists 100 dialogue sections with annotation 
in the domain of weather information. The annotation consists of the system action 
and user intention as well as parameters needed in the domain like location and time 
and so on. We assume that there is no ASR error [2] [18] [19]. We use affinity propa-
gation algorithm [20], considering its simplicity, general applicability, and perfor-
mance, to classifier system turns and user dialogues acts into states used in UH-
IOHMM. For example, the system turns are classified four different states and the 
user intention are classified as seven different states.  

Table 1 shows the result after classifying, where 0 represents that the parameter 
lacks, and 1 represents that the parameter is filled. For example, the state “s1” 
represents that the system asked the user to offer time and location information, be-
cause both parameters lack. 

Table 1. States and action in weather domain corpora 

s1 Inquiry (time=0, location=0) 
s2 Inquiry (time=0, location=1) 
s3 Inquiry (time=1,location=0) 
s4 Inquiry weather(time=1, location=1) 
s5 Response (time=0, location=0) 
s6 Response (time=0, location=1) 
s7 Response (time=1,location=0) 

               
a1 Inquiry (time, location) 
a2 Inquiry (time) 
a3 Inquiry (location) 
a4 inquiry weather 

 
Due to the limitation of corpora size, there may be some intentions that can’t ap-

pear in the corpora. So considering unseen entries, we use Good-Turing algorithm, 
which provide a simple estimate of the total probability of the objects not seen, to 
smooth the probability distributions. 

It is hard to evaluate the simulated dialogues due to the fact the flexibility of  
dialogues acts. The quality of the simulated dialogues has been assessed using a varie-
ty of different direct or indirect evaluation methods. We use dialogue length to eva-
luate the result, which computers the average number of turn per dialogue, giving a 
rough indication of agreement between two sets of dialogues. We train the corpora 
and generate 105 dialogues based on IOHMM and UH-IOHMM proposed in this pa-
per. Fragments of a simulated dialogue generated by IOHMM and UH-IOHMM are 
shown in figure 6 at left and right side respectively. We can see that the dialogue gen-
erated based on UH-IOHMM is more efficient than that based on IOHMM. 
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Fig. 6. Fragments of a simulated dialogue generated by IOHMM (left) and UH-IOHMM (right) 

We select 10000 dialogue sections and add up the dialogue turns in each dialo-
gue sections. From figure 7, where horizontal axis represents the number of dialogue 
turns in each dialogue section while vertical axis represents the number of dialogue 
sections, we can make a safe conclusion that: based on WDC-ICA corpus, the method 
proposed in this paper can satisfy users’ need in less turns than the state of the art 
method which is based on IOHMM.  

 
Fig. 7. Dialogue numbers of different dialogue turns 
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Abstract. The performances of machine learning based opinion analysis 
systems are always puzzled by the insufficient training opinion corpus. Such 
problem becomes more serious for the resource-poor languages. Thus, the 
cross-lingual opinion analysis (CLOA) technique, which leverages opinion 
resources on one (source) language to another (target) language for improving 
the opinion analysis on target language, attracts more research interests. 
Currently, the transfer learning based CLOA approach sometimes falls to over 
fitting on single language resource, while the performance of the co-training 
based CLOA approach always achieves limited improvement during bi-lingual 
decision. Target to these problems, in this study, we propose a mixed CLOA 
model, which estimates the confidence of each monolingual opinion analysis 
system by using their training errors through bilingual transfer self-training and 
co-training, respectively. By using the weighted average distances between 
samples and classification hyper-planes as the confidence, the opinion polarity 
of testing samples are classified. The evaluations on NLP&CC 2013 CLOA 
bakeoff dataset show that this approach achieves the best performance, which 
outperforms transfer learning and co-training based approaches. 

Keywords: Cross lingual Opinion Analysis, Transfer Self-Training, Co-
Training, Mixed Model. 
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1 Introduction 

With the rapid development of Internet, mass texts are published on self-media, such 
as micro-blogging, news reviews, product reviews, etc. These texts contain many 
valuable subjective opinions. Thus, the opinion analysis technique, which identifies 
and analyzes the opinions in these text become a focus topic in natural language 
processing research. Generally speaking, current opinion analysis techniques are 
camped into rule-based or machine learning based approaches. Rule-based opinion 
analysis approach achieves good performances in some specific tasks, but it requires 
manually compile of rules and patterns. The machine learning based, especially 
supervised learning based opinion analysis approach is the majority of existing 
techniques. However, their performances are always influenced by the insufficient 
training corpus. Such problem becomes more serious for some resource-poor 
languages. Thus, the cross-lingual opinion analysis (CLOA) techniques are 
investigated. The main idea of CLOA is to translate and project the opinion resources 
from one language (named as source language) to another language (named as target 
language) for enriching target language resources, and thereby improving the 
performance of opinion analysis on target language.  

Normally, there are much noises occurred during mapping and projecting the 
source language resources to target language, which affects the classifier training. 
Therefore, one of the core problems in CLOA is to investigate effective mechanism 
for selecting high quality transferred samples for classifier training. Most existing 
CLOA techniques in general can be divided into two categories: 1. Transfer learning 
based approach, which transfers the source language resources to target language, 
including dictionary and opinion corpus, for improving the classifier on target 
language; and 2.Co-training based approach, which adopts co-training strategy to 
improve the opinion analysis performance on both languages. A typical transfer 
learning based CLOA works is conducted by J. Wiebe [1], which utilized English and 
Romanian aligned corpus to generate a Romanian subjectivity dictionary and then 
developed a dictionary/ruled based Romanian opinion analysis system. Yao [2] used 
Chinese and English cross-lingual dictionary to determine the polarity of Chinese 
text. Xu et al.[3] proposed Transfer Ada-boost and Transfer Self-training algorithms 
for improving the CLOA performance through selectively using the high quality 
transferred samples and filtering the low quality transferred samples, respectively. 
Furthermore, Dai [4] adopted Boosting technology to improve the system 
performance on target language through enhancing the weights of target language 
samples and reducing the weight of low quality transferred source language samples, 
iteratively. A typical co-training based CLOA works is conducted by Wan [5, 6], 
which used straight push co-training learning method for improving the opinion 
analysis on both languages using bilingual corpora. J. Wiebe [7] extended the 
bilingual learning to multi-lingual (Arabic, German, French, etc.) for improving 
multiple monolingual opinion analysis following co-training strategy. 

Current CLOA research has yielded obvious progress, but there are still many 
problems left. Attribute to the small annotated opinion corpus on target language, the 
transfer learning based CLOA sometimes falls into an over-fitting to the transferred 
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source language samples. Meanwhile, the co-training based CLOA, which estimates 
the bilingual model similarity to the samples, always leads to a relatively limited 
performance improvement. Target to these problems, this paper proposes a mixed 
CLOA model, which incorporates bilingual transfer self-training and co-training 
method to improve the monolingual opinion classifier, respectively. The outputs of 
these two models are weighted to generate the final classification results based on 
their training error rates. This approach is evaluated on NLP&CC2013 CLOA bakeoff 
data set. The experimental results show that our proposed approach outperforms 
transfer learning and co-training based approach. It achieves the best performance on 
this data set based on our knowledge. 

The rest of this paper is organized as follows. Section 2 presents our mixed cross-
lingual opinion analysis model. Section 3 gives the evaluation results and discussions. 
Finally, Section 4 concludes this paper. 

2 A Mixed Cross-Lingual Opinion Analysis Model 

In this section, a mixed CLOA model is proposed which adopts a weighting strategy 
for combining the classification output of transfer learning CLOA method and co-
training CLOA method.  This mixed model aims to unite the advantages of these two 
CLOA methods for further improving the opinion analysis performance. 

2.1 Cross-Lingual Self-training Model 

Cross-lingual transfer self-training model is based on cross lingual resource transfer 
learning. Its main idea is to transfer opinion samples from source language to target 
language through translation and projection. During this process, the transfer self-
training method conducts confidence estimation for choosing high confidence 
samples into target language training corpus, iteratively. Different from Xu’s work [3] 
which only transfers source language resources to target language, in this work, we 
investigate bi-directional transfer, i.e. both transfer from source language to target 
language and transfer from target language to source language are considered. 

In general, though the target language is lack of labeled data, there is large number 
of unlabeled data, which is called raw corpus. Based on the available raw corpus on 
target language and annotated corpus on source language, we may transfer raw corpus 
on target language to source and transfer annotated corpus on source language to 
target language, respectively, through machine translation. Now, we have annotated 
corpus and raw corpus on both languages. The self-training algorithm is then applied 
to source language and target language, respectively. It is an iterative training process. 
In each pass, the classifier (which is trained by using annotated corpus) is applied to 
classify the raw samples and estimate the classification confidence. The raw samples 
with high confidence are moved the annotated corpus with their classification labels. 
The classifier is then re-trained by using the expanded annotated corpus. Such 
iteration terminates until the predefined condition is satisfied. The description of 
bilingual cross-lingual self-training is given in Algorithm 1.  
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More detail, for the annotated corpus on source language Dsa, its translation to 
target language is Dta; for the raw corpus on target language Dtr, its translation to 
source language is Dsr. We train the support vector machines (SVMs) classifier on 
source language and target language by using Dsa and Dsr, Dta and Dtr , respectively. 

Algorithm 1. Cross-lingual transfer self-training model  

Source language side:  

Input: training sample Dsa, training examples to be transferred Dsr. 

Iterations K, updated training set after i iterations Ti, number of 

appended samples after every iteration k. 

 T0=Dsa 

 For each  ∈ 1,  

1） Train SVMs classifier Ci-1 on Ti-1 

2） Classify Dsr using C
i-1 

3） Add k classified positive and negative samples with the highest 

confidence to Ti-1 , respectively 

4） Ti=Ti-1 

5） Delete the k added data from Dsr 

 End for 

 

Target language side: 

Input: training sample Dta, training examples to be transferred Dtr. 

Iterations K, updated training set after i iterations Ti, number of 

appended samples after every iteration k. 

 T0=Dta 

 For each  ∈ 1,  

1) Train SVMs classifier Ci-1 on Ti-1 

2) Classify Dtr using C
i-1 

3) Add k classified positive and negative samples with the highest 

confidence to Ti-1 , respectively 

4) Ti=Ti-1 

5) Delete the k added samples from Dtr 

 End for 

Output: classifier Cs which has the minimum training error among all the 

iteration result of source language, classifier Ct which has the minimum 

training error among all the iteration result of target language 

 
On the target language side, classifier  is trained on Dta. This classifier is then 

used to classify the samples in the raw corpus Dtr. Suppose that the support vectors in 
 are , … , for a sample in raw corpus dj( ∈ ):  ∑ ( , )                    (1) 
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Where, is parameter in SVMs, Kernel is the kernel function of SVMs. The 
physical meaning of formula (1) is the distance between input samples and hyper-
plane constructed by SVMs under this model. In this study, we regard this distance as 
the confidence to describe the probability that input samples are correctly classified. 
A value greater than 0 indicates the corresponding sample is a positive sample, 
otherwise, negative. The larger absolute value of confidence means the greater 
probability that they are correctly classified. 

All of the classified samples in Dtr are sorted according to their confidence values. 
k samples with the maximum and minimum results are selected as high quality 
positive and negative examples, respectively. They are moved from Dtr to Dta. In the 
next iteration, the classifier is re-trained on Dta and is obtained.  is then 
applied to classify the samples in Dtr and then move top k positive and negative 
samples Dta. Such procedure repeats while the termination condition satisfied. Finally, 
the classifier Ct is obtained which has the smallest training error rate on the target 
language.  

In the source language side, the same strategy is adopted to obtain the final 
classifier Cs which has the smallest training error rate on source language.  

For a given target language sample xt, we first generate its machine translation 
results xs on source language. Based on the PAC learning theory [8], the actual error 
rate of the classifier has a high probability to converge to training error rate together 
with increasing training data. Thus, xt is classification by, ∑ (1 )  &                 (2) 

where, (  & ) are the training errors on source language and 
target language, respectively. When y is greater than zero, xt is classified as a positive 
example, otherwise, negative. The physical meaning of this weighting formula is that 
for two classifiers, the one with lower training error rate should have a higher weight 
in the final decision.  

2.2 Cross-Lingual Co-training Model 

The main procedure of cross-lingual co-training model is similar to cross-lingual 
transfer self-training model. The major difference is that transfer self-training regards 
the classifier training in both languages as two independent iterative processing, while 
in the co-training model, the classification results for a sample in one language and its 
translation in another language are incorporated for classification in each iteration. 
The model is described as Algorithm 2. 

More detail, for the annotated corpus on source language Dsa, its translation to 
target language is Dta; for the raw corpus on target language Dtr, its translation to 
source language is Dsr. The support vector machines (SVMs) classifiers,  and , 
are trained on annotated date in source language and target language, respectively.  

For a sample in raw corpus on target language, ( ∈ ) and its corresponding 
translated samples in source language ’ ( ’ ∈ ), their classification may be 
determined by following formula: 

                        (3) 
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Where, Ws and Wt are the weights corresponding to source language side and target 
language side, respectively. The outputs for each dj are sorted according to their 
values of y. The top k samples with the maximum and minimum y values and their 
corresponding translated samples are moved from raw corpus to annotated corpus on 
both languages, respectively. The classifier on target language is retrained on the 
annotated corpus and  is obtained. Similarly, the classifier on source language is 
trained and is obtained. Such training process is repeated until the terminate 
condition satisfies. Finally, the classifiers,  and , for target language and source 
language are obtained, respectively. 

Algorithm 2. Cross-lingual co-training 

Input: Source language training samples Dsa, training examples to be 

transferred Dsr, target language training sample Dta, training examples to 

be transferred Dtr. Iterations K, updated source language training set 
after i iterations , updated target language training set after i 
iterations , number of appended samples after every iteration k. 

 ，  

 For each  ∈ 1,  

1) Train SVMs classifier  on  

2) Train SVMs classifier  on  

3) Classify  using  

4) Classify  using  

6) Add k classified positive and negative samples with the highest 

confidence to  and , respectively 

5) ，  

6) Delete the k added data from  and  

 End for 

Output: classifier Cs which has the minimum training error among all the 

iteration result of source language, classifier Ct which has the minimum 

training error among all the iteration result of target language 

 
For the target language samples to be classified , its translation to source language 
is generated. Its classification is then determined by following formula (2).  

2.3 Weighting Strategy in Mixed Model  

Considering that the transfer self-training based model regards target language and 
source language as two separated languages, sometimes it falls to over fitting the 
training error in single language side. On the other hand, co-training based model 
obtained the improvements on both source and target languages. However, the 
achieved classification performance improvement by following formula (2) is always 
lower than transfer training model. Therefore, we propose a mixed model with 
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weighing strategy in order to incorporate the classification results by transfer self-
training based model and co-training based model.  

The weighting strategy is similar to formula (2). Based on the PAC learning theory 
[8], we know that, with the increasing training samples, the actual classifier error rate 
will converge to the training error rate with a high probability:  

| | 1               (4) 

Where m is the number of training samples,  is any positive number. 
In this study, transfer self-learning model and co-training model have the same 

sample amounts, thus the actual error rates of the two models will have the same 
probability to converge to their own training error rates. Therefore, the error rates are 
used as weighting parameters for classifications results of two models. The model 
which has lower training error rate is assigned a higher weight in the voting.  

Assume that after k iterations of transfer self-training, the trained classifier with the 
minimum training error in k trained classifiers on source language is labeled as :  
and the trained classifiers with the minimum training error in k trained classifiers on 
target language is labeled as : . Similarly, after k iterations of co-training, the 
trained classifiers with the minimum training error in k trained classifiers on source 
language is labeled as :  and the trained classifiers the minimum training error in k 
trained classifiers on target language is labeled as : . For a target language sample 
to be classified,  and its translations  in source language, the results of function 
W corresponding to the above four classifiers are calculated by following formula (1). 
The final classification is determined by weighting the classification results of the 
four classifiers as given in formula (5): ∑ ∑ (1 : ) :&&                    (5) 

Similar to formula (2), when y is greater than zero, the sample sentence will be 
classified as positive, otherwise negative. In formula (5), the classifier with a lower 
error rate is assigned a higher weight in the final voting because it leads to higher 
probability to classification with lower error rate. This mixed method takes the 
confidence and training error rate into account is expected to combine multiple 
classifier outputs for a better performance.  

3 Experiment Results and Analysis 

3.1 Experiment Settings 

The proposed mixed CLOA model is evaluated on NLP&CC 2013 CLOA bakeoff 
dataset. This dataset consists of the reviews on DVD, Book and Music category. The 
training data of each category contains 4,000 English annotated documents (ratio of  
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positive and negative samples is 1:1) and Chinese raw corpus contains 17,814 DVD 
documents, 47,071 Book documents and 29,677 Music documents. In the testing 
dataset, each category contains 4,000 Chinese documents. The performance is 
evaluated by the correct classification accuracy for each category, and the average 
accuracy of the three categories, respectively. 

The category accuracy is defined as: 

 
#      

           (6) 

Where c represent one of the DVD, Book and Music categories, respectively. The 
overall average accuracy is defined as: 

  ∑                      (7) 

In this experiment, ICTCLAS is used as the word segmentation tool. The 
monolingual opinion classifiers are developed based on SVMs (using SVMlight1) while 
word unigram and word bigram features are employed. 

Firstly, we directly use the translated source language annotated data as the 
training examples. The achieved baseline performances listed in Table 1: 

Table 1. Baseline performance (directly using translation results) 

Category Accuracy 

AccuracyDVD 0.7373 

AccuracyBook 0.7215 

AccuracyMusic 0.7423 

Accuracy 0.7337 

 
The performances of transfer self-training model, co-training model and mixed 

model are then evaluated and discussed in the following subsections, respectively. In 
the experiment, the maximum number of iterations is set to 200. The numbers 
of added positive and negative samples in each iteration is set to10. 

3.2 Evaluation on Transfer Self-training Model 

In Experiment 1, the performance of transfer self-training model is evaluated. The 
achieved performances corresponding to iteratively trained classifiers are shown in 
Figure 1.  

It is observed that the performances of transfer self-training model improved with 
the increasing of training iterations on both Chinese and English classifiers, but the 
overall performance grows slowly.  Since the two classifiers on different languages 

                                                           
1 http://svmlight.joachims.org/ 
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are regarded independent in transfer self-training model, the weighted voting results 
by these two monolingual classifiers may obtain better result. In DVD category, the 
weighted classifier voting achieves the 2.4% and 4.6% further accuracy 
improvements on Chinese and English classifier, respectively. In Book category, the 
classifier voting obtained 5% and 3.4% further improvements, respectively. In Music 
category, the classifier voting obtained a lower advantage that only 0.2% higher than 
the Chinese classifier, but 6.3% higher than English classifier. 

 

Fig. 1. Performance of transfer self-training model 

Overall, the final performance of transfer self-training model achieves 2-4.7% 
improvement on monolingual classifier. 

3.3 Evaluation of Co-training Model 

Experiment 2 evaluates the co-training model. The achieved performances 
corresponding to iteratively trained classifiers are shown in Figure 2. In DVD 
category, the accuracy of Chinese classifier increased by 4.6% and the accuracy of 
English classifier increased by 4.7%. In Book category, the accuracy improvement for 
Chinese and English are 5.8% and 3.3%, respectively. In Music category, the 
accuracy improvements are 3.4% and 6.3%, respectively. In general, co-training 
model leads to obvious classifier performance improvement. The average accuracy 
increased by 4.7%, which is much higher than transfer self-training model. The main 
reason is that, during the co-training process of the two classifiers on the two 
languages, the selected transfer samples are more reliable by considering the 
confidence from both classifiers. Thus, the performance improvement of the final 
model is obvious. 
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Fig. 2. Performance of co-training model 

However, when applying weighted voting strategy to monolingual classifiers on 
the two languages, the performance improvement is limited. In DVD category, the 
result by weighted voting is only 1.6% higher than Chinese monolingual classifier and 
1.8% higher than English monolingual classifier, respectively. In the Book category, 
the accuracy improvements are 1.2% and 1.3%, respectively. In Music category, the 
accuracy improves 0.1% and 2.5%, respectively. 

In general, the co-training model leads to 1-1.7% accuracy improvement. 
Compared to transfer self-training model, the further performance improvement by 
co-training model is limited. 

3.4 Evaluation on Mixed CLOA Model 

Experiment 3 evaluates the mixed CLOA model which incorporates transfer self-
training model and co-training model. The achieved performances corresponding to 
iteratively trained models are shown in Figure 3. 

 

Fig. 3. Performance of the mixed CLOA model 
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It is observed that generally the mixed model further improve the classifier 
performances. In DVD category and Music category, the mixed model performance 
improves about 0.2% compared to the best single model classifier. In the book 
category, the mixed model achieved 0.6% further improvement. The reason for these 
different performance improvements results is as follows. In the weighted voting 
framework, the model which performs a better performance is assigned a higher 
weight. Thus, for general samples classification, the better single model plays a major 
role in voting. When the better single model outputs a low confidence and another 
model has a higher confidence, the second model plays the major role. Hence, the 
mixed voting strategy is shown effective to avoid the risks caused by low 
performance of single model.  

3.5 Compared with Other Results on NLP&CC 2013 CLOA Dataset 

Six teams participate the NLP&CC 2013 cross lingual opinion analysis bakeoff. The 
achieved performance of each team are listed in Table 2 and compared with our 
proposed CLOA model. 

In NLP&CC 2013 CLOA bakeoff, HLT-Hitsz achieved the best accuracy 
performance. This system is developed by our team in the bakeoff. Meanwhile, it is 
shown that our proposed mixed CLOA model further improves the performance. The 
achieved accuracies are higher than the listed system in all of the three categories. Up 
to now, the final overall performance is the best result on this dataset base on our 
knowledge. 

Table 2. Performance comparision on NLP&CC2013 CLOA dataset 

Team DVD Music Book Accuracy 

BISTU 0.6473 0.6605 0.5980 0.6353 

HLT-Hitsz 0.7773 0.7513 0.7850 0.7712 

THUIR-SENTI 0.7390 0.7325 0.7423 0.7379 

SJTUGSLIU 0.7720 0.7453 0.7240 0.7471 

LEO_WHU 0.7833 0.7595 0.7700 0.7709 

Our Approach 0.7965 0.7830 0.7870 0.7889 

4 Conclusion 

This paper proposes a mixed cross-lingual opinion analysis model which weighted 
incorporates transfer self-training model and co-training model. This mixed model 
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achieves the best performance on NLP&CC 2013 CLOA bakeoff dataset which shows 
the effectiveness of our proposed mixed CLOA model.  

Since the transfer learning process does not satisfy the independent identical 
distribution hypothesis of training samples and test samples, actually our proposed 
weighted strategy based on training error rate is a kind of estimation of  
theory weighting. Meanwhile, the further performance improvement by following this 
weighting strategy is limited which is shown in the experiments. Therefore, the 
strategy for accurately filtering samples and estimating classifier error rate are the 
important problems to be solved in our future study. 
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Abstract. In text categorization (TC), labeled data is often limited while unla-
beled data is ample. This motivates semi-supervised learning for TC to improve 
the performance by exploring the knowledge in both labeled and unlabeled da-
ta. In this paper, we propose a novel bootstrapping approach to semi-supervised 
TC. First of all, we give two basic preferences, i.e., sufficiency and diversity for 
a possibly successful bootstrapping. After carefully considering the diversity 
preference, we modify the traditional bootstrapping algorithm by training the 
involved classifiers with random feature subspaces instead of the whole feature 
space. Moreover, we further improve the random feature subspace-based boot-
strapping with some constraints on the subspace generation to better satisfy the 
diversity preference. Experimental evaluation shows the effectiveness of our 
modified bootstrapping approach in both topic and sentiment-based TC tasks. 

Keywords: Sentiment Classification, Semi-supervised Learning, Bootstrapping. 

1 Introduction 

Text categorization (TC) aims to automatically assign category labels to natural lan-
guage text (Sebastiani, 2002) and this task can be grouped into two major categories: 
topic-based text classification (Yang and Liu, 1997) (referred to as topic classification 
in the following) and sentiment classification (Pang et al., 2002). While the former 
classifies a document according to some objective topics, such as education, finance, 
and politics, the latter classifies a document according to some subjective semantic 
orientations, such as positive and negative. Nowadays, the most popular approach to 
both categories of TC tasks is based on supervised learning methods which employ 
large amounts of labeled data to train a classifier for automatic classification. Howev-
er, it is often  expensive and time-consuming to obtain labeled data. To overcome 
this difficulty, various semi-supervised learning methods have been proposed to im-
prove the performance by exploiting unlabeled data that are readily available for most 
TC tasks (Blum and Mitchell, 1998). 

In principle, an unlabeled document could be helpful for classification. Consider 
the following review from a corpus for sentiment classification:  
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Example 1: This brand is the worst quality that I have purchased. I would avoid this 
brand. 

Each sentence in this review provides a strong indicator, i.e., "worst quality" and 
"avoid this brand", for predicting the review as a negative one. Assume that a trained 
classifier has already possessed the classification knowledge for predicting "worst 
quality" but got no idea about "avoid this brand". Once the review is correctly pre-
dicted and added into the labeled data for further learning, the classifier is then likely 
to contain the classification knowledge for predicting "avoid this brand". Therefore, 
when we iteratively label the unlabeled documents and use them to retrain the clas-
sifier, it is possible to introduce helpful knowledge in the unlabeled documents. This 
process is exactly a typical implementation of the semi-supervised learning approach 
named bootstrapping. Intuitively, this approach should be effective for semi-
supervised TC since the information of many documents are often redundant for pre-
dicting categories, that is, there are usually more than one indicator for predicting the 
category label. Unfortunately, bootstrapping has been reported to be a poorly-
performed approach for semi-supervised TC in previous studies. For example, as 
reported by Li et al. (2010), bootstrapping (called self-training therein) is one of the 
worst approaches for semi-supervised sentiment classification and fails to improve the 
performance across almost all the eight domains.  

In this paper, we will change the awkward situation of bootstrapping. First of all, 
we give two basic preferences for a possibly successful bootstrapping, namely suffi-
ciency and diversity. While sufficiency indicates the ability of the classifier for cor-
rectly predicting the class to enable a successful bootstrapping, diversity indicates the 
preference of adding unlabeled samples which better represent the natural data distri-
bution. Specifically, to better satisfy the diversity preference, we use several feature 
subspace classifiers to automatically label and select samples instead of using a single 
classifier over the whole feature space. In this way, selected samples tend to be more 
different from the existing labeled data in terms of the whole feature space. Empirical 
studies demonstrate a great success of our novel bootstrapping approach by using 
feature subspace classifiers.  

The rest of this paper is organized as follows. Section 2 reviews related work on 
semi-supervised TC. Section 3 describes the two preferences for a successful boot-
strapping. Section 4 proposes some novel alternatives of bootstrapping with a focus 
on the diversity preference. Section 5 presents experimental results on both topic and 
sentiment classification. Finally, Section 6 gives the conclusion and future work. 

2 Related Work 

2.1 Topic Classification 

Generally, two major groups of methods are exploited in topic classification: the  
first is Expectation Maximization (EM) which estimates maximum posteriori parame-
ters of a generative model (Dempster et al., 1977; McCallum and Nigam, 1998; Ni-
gam et al., 2000; Cong et al., 2004) and the second one is Co-training which employs 
two or multiple disjoint views to train a committee of classifiers to collectively select 
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automatically labeled data (Blum and Mitchell, 1998; Braga et al., 2009). Both of 
them have achieved great success on topic classification. To compare EM and Co-
training, Nigam and Ghani (2000) present an extensive empirical study on two 
benchmark corpus: WebKB and 20News. The results show that EM performs slightly 
better than Co-training on WebKB while Co-training significantly outperforms EM 
on 20News. The general better performance of Co-training is due to its more robust-
ness to the violated assumptions.  

Except the two main groups, some studies propose other semi-supervised learning 
approaches for topic classification, such as transductive learning (Joachims, 1999) 
and SemiBoost (Mallapragada et al., 2009). All these studies confirm that using unla-
beled data can significantly decrease classification error in topic classification. 

2.2 Sentiment Classification 

While supervised learning methods for sentiment classification have been extensively 
studied since the pioneer work by Pang et al. (2002), the studies on semi-supervised 
sentiment classification are relatively rare. 

Dasgupta and Ng (2009) integrate several technologies, such as spectral clustering, 
active learning, transductive learning, and ensemble learning, to conduct semi-
supervised sentiment classification. However, the obtained performance remains very 
low (the accuracies on Book and DVD domains are about 60% when using 100 la-
beled samples).  

More recently, Li et al. (2010) propose a Co-training algorithm with person-
al/impersonal views for semi-supervised sentiment classification. Their experiments 
show that both self-training and tranductive learning completely fail and even in their 
co-training approach, incorporating unlabeled data is rather harmful on DVD domain.  

Unlike both studies mentioned above, our bootstrapping approach is much more 
successful for semi-supervised sentiment classification and impressively improves the 
performance on Book and DVD domains when using 100 labeled samples. 

3 Two Basic Preferences for Successful Bootstrapping 

Bootstrapping is a commonly used approach for semi-supervised learning (Yarowsky, 
1995; Abney, 2002). In bootstrapping, a classifier is first trained with a small amount 
of labeled data and then iteratively retained by adding most confident unlabeled sam-
ples as new labeled data.  

To guarantee successful bootstrapping, two basic preferences should be reinforced. 
On one side, the classifier C in bootstrapping should be good enough to correctly 
predict the newly-added samples in each iteration as many as possible. Otherwise, 
many wrongly predicted samples would make bootstrapping fail completely. For clar-
ity, we refer to this preference as sufficiency.  
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Fig. 1. Possible hyperplane (the solid red line) when the labeled samples are more concentrated 

                                 : Initial labeled samples 

                                     : Newly-added labeled samples 

                              : Unlabeled samples 

 

 

 

Fig. 2. Possible hyperplane (the solid red line) when the labeled samples are less concentrated 

On the other side, traditional bootstrapping is prone to label the samples very simi-
lar to the initial labeled data in the initial several iterations because these samples 
could be predicted with much more confidence due to the small scale of the labeled 
data. However, labeling similar samples might be dangerous because the labeled data 
including the initial and the newly-added ones would violate the data distribution and 
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fail to obtain a good classification hyperplane. Figure 1 shows the trained hyperplane 
(the solid line) under the situation when the labeled data are concentrated. We can see 
that when the newly-added data is too close to the initial labeled data, the trained 
hyperplane might be far away from the optimal one (the dotted line). One possible 
way to overcome the concentration drawback is to make the added data more different 
from the initial data and better reflect the natural data distribution. Figure 2 shows the 
situation when the labeled data are less concentrated. In this case, the trained hyper-
lane would be much better. For clarity, we refer to this preference of letting newly-
labeled data more different from existing labeled data as diversity.  

4 Subspace-Based Bootstrapping for Semi-supervised TC 

4.1 Feature Subspace in TC 

A document is represented as a set of features { }1,...,= mF f f  in a machine learn-

ing-based method for TC. Assume 1 2( , ,..., )nX X X X=  the training data containing 

n documents and a document iX  is denoted as 1 2( , ,..., )i i i imX x x x=  where ijx  is 

some statistic information of the feature jf , e.g., tf , tf idf⋅ . 

When a feature subset, i.e., { }1 ,...,S S S
rF f f=  ( r m< ), is used to generate the 

feature vectors of the documents, the original m-dimensional feature space becomes 
an r-dimensional feature subspace. In this way, the modified training data 

1 2( , ,..., )S S S S
nX X X X=  , denoted as subspace data, consists of r-dimensional sam-

ples 1 2( , ,..., )S S S S
i i irX x x x=  ( 1,..., )i n= . A classifier trained with the subspace train-

ing data is called a subspace classifier. 

4.2 Bootstrapping with Random Subspace  

In bootstrapping, the classifier for choosing the samples with high confidences is 
usually trained over the whole feature space. This type of classifier tends to choose 
the samples much similar to the initial labeled data in terms of the whole feature 
space. As pointed in Section 3, this might cause the labeled data too concentrated to 
form a reasonable classification hyperplane. Instead, when a subspace classifier is 
applied, the added data is only similar to the existing labeled data in terms of the fea-
ture subspace and thus could be possibly more different in terms of the whole feature 
space. Generally, the extent of the differences between each two subspace classifiers 
largely depends on the differences of the features they used. One straight way to ob-
tain different subspace classifiers is to randomly select r features from the whole fea-
ture set in each iteration in bootstrapping. Figure 3 illustrates the bootstrapping algo-
rithm with random subspace classifiers. 
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    Input: 
             Labeled data L   
             Unlabeled data U   
     Output: 
             New classifier C  
      Procedure: 
        For k=1 to N 

(1). Randomly select a feature subset S
kF of size r from F 

(2). Generate a subspace data  S
kL  with S

kF  and L 

(3). Learn a subspace classifier S
kC  with S

kL  

(4). Use S
kC  to predict samples from 1kU   

(5). Choose n  most confidently predicted samples kA   

(6). Add them into kL , i.e., k k kL L A   

(7). Remove  kA  from kU , i.e., 1k k kU U A  

         Use the updated data NL to train a classifier C 

 

Fig. 3. Bootstrapping algorithm with random subspace classifiers 

The size of the feature subset r is an important parameter in this algorithm. The 
smaller r, the more different subspace classifiers are from each other. However, the 
value of r should not be too small because a classifier trained with too few features is 
not capable of correctly predicting samples.  

4.3 Bootstrapping with Excluded Subspace 

Although random feature selection is able to make the subspaces in different boot-
strapping iterations differ from each other to some extent, the degree is still limited. 
To better satisfy the diversity preference, we improve the random subspace generation 
strategy with an constraint which restricts that every two adjacent subspace classifiers 

do not share any feature, i.e., 1
S S

k kF F − = ∅ where S
kF  represents the feature sub-

set used in k-th iteration. This can be done by selecting a feature subset S
kF  from  

1
S

kF F −−  instead of F . We refer to this feature generation strategy as subspace ex-

cluding strategy. Figure 4 illustrates the bootstrapping algorithm with excluded sub-
space classifiers. 
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   Input: 
            Labeled data L   
            Unlabeled data U   
    Output: 
            New classifier C  
     Procedure: 
       For k=1 to N 

(1). Select a feature subset S
kF  of size r from  1

S
kF F  

(2). Generate a subspace data  S
kL  with S

kF  and L 

(3). Learn a subspace classifier S
kC  with S

kL  

(4). Use S
kC  to predict samples from 1kU   

(5). Choose n  most confidently predicted samples kA   

(6). Add them into kL , i.e., k k kL L A   

(7). Remove  kA  from kU , i.e., 1k k kU U A  

        Use the updated data NL to train a classifier C 

 
Fig. 4. Bootstrapping algorithm with excluded subspace classifiers 

4.4 Diversity Consideration among Different Types of Features 

TC tasks, especially sentiment classification, often involve many types of features, 
such as word anagrams, word diagrams, or even syntactic features from dependency 
parsing (Xia et al., 2011). Although different types of the features may differ in mor-
phology, some are sharing similar knowledge. Take excellent and is_excellent as ex-
amples of word unigram and bigram features respectively. Obviously, these two fea-
tures share similar classification ability and are very likely to select similar samples. 
Therefore, it is necessary to consider the diversity among different types of features 

for real diversity between each two adjacent subspaces  1
S

kF −  and S
kF . 

Therefore, we introduce another constraint which restricts that every two adjacent 
subspace classifiers do not share any similar features. Here, two features are consi-
dered similar when they contain the same informative unigram. For example, 
is_excellent and very_excellent are considered similar because they both contain the 
informative unigram 'excellent'.  In this study, we perform a standard feature selec-
tion method, mutual information (MI), on the labeled data to select top-N unigrams as 
the informative unigrams (Yang and Pedersen, 1997).  

To satisfy this constraint, we first select a set of unigram features, denoted 

as −S UniF , from 1−− S
kF F ; Then, we collect all the other-type features that contain any 

informative feature in −S UniF and put them into the feature subset. For example, as-

sume that excellent is an informative feature. Once it is selected in −S UniF , we collect 
all bigrams like is_excellent, very_excellent,  not_excellent, etc., and put them into the 
feature subset. It is important to note that the total number of the features for generat-
ing subspace is not guaranteed to a fixed value such as r. Instead, we make that size of 
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the unigram feature set fixed, which equals ⋅UniF θ  where UniF is the feature set of 

word unigrams and θ  ( /= r mθ ) is the proportion of the selected features and all 
features. 

5 Experimentation 

5.1 Experimental Setting 

In topic classification, we use two common benchmark corpora: 20News and WebKB, 
where the former consists of 20017 articles divided almost evenly into twenty different 
categories (Joachims, 1999) and the latter contains 4199 web pages from four popular 
categories (Craven et al., 1998). In sentiment classification, we use the product reviews 
from four domains: book, DVD, electronic, and kitchen appliances (Blitzer et al., 2007). 
Each of the four domains contains 1000 positive and 1000 negative reviews. In the ex-
periments, 200 documents in each category are served as testing data and the remaining 
data are served as initial labeled data and unlabeled data. 

Maximum Entropy (ME) is adopted as the classification algorithm with the help of 
Mallet1 tool. All parameters are set to their default values. In particular, we employ 
both word unigrams and bigrams as the features. Our experimental results show that 
combining both word unigram and bigram features achieves similar results to only 
using unigrams in topic classification but apparently more preferable in sentiment 
classification. Nevertheless, our feature subspace-based bootstrapping approach is 
effective in both cases. To highlight the importance of diversity consideration of bi-
gram features, we focus on the results of using both unigram and bigram features. 

5.2 Experimental Results on Bootstrapping 

In this section, we systematically evaluate the performance of our feature subspace-
based bootstrapping and compare it with the supervised baseline: 

1) Baseline: training a classifier with the initial labeled data (no unlabeled data is 
employed); 

2) Bootstrapping-T: the traditional bootstrapping algorithm as shown in Figure 1; 
3) Bootstrapping-RS: the bootstrapping algorithm with random subspace classifiers 

as shown in Figure 3; 
4) Bootstrapping-ES: the bootstrapping algorithm with excluded subspace classifiers 

as shown in Figure 4; 
5) Bootstrapping-ES+: the Bootstrapping-ES implementation with a feature 

excluding strategy as described in Section 4.4 to guarantee the difference between 
different types of features, i.e., word unigrams and bigrams in this study. 

Performance of Different Bootstrapping Approaches 
Figure 5 illustrates the results of the baseline and different bootstrapping approaches 
in topic classification and sentiment classification. For those approaches involving 
random selection of features, we run 5 times for them and report the average results. 

                                                           
1 http://mallet.cs.umass.edu/  
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Figure 5 shows that: 

 Semi-supervised learning in sentiment classification is much more difficult than 
that in topic classification. While the traditional bootstrapping, i.e., Bootstrapping-
T could dramatically outperforms the baseline in both datasets of topic 
classification, it performs much worse than baseline in all four domains of 
sentiment classification.  

 Bootstrapping-RS significantly outperforms Bootstrapping-T (p-value<0.001) 
except in the dataset of WebKB. This may be due to the fact that topic 
classification on WebKB has reached its performance ceiling via traditional 
bootstrapping and thus become difficult to make further improvement. 

 Bootstrapping-ES is more effective than Bootstrapping-RS across four datasets 
but fails to improve Bootstrapping-RS in two datasets: Book and Electronic. This 
failure is due to the fact that using bigrams makes each two adjacent subspaces 
similar to each other to some extent. In fact, if only unigrams is used, 
Bootstrapping-ES always outperforms Bootstrapping-RS, increasing the accuracy 
from 0.62 to 0.67 in Book and from 0.71 to 0.73 in Electronic.  
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Fig. 5. Comparison of different bootstrapping approaches in topic classification (10 labeled 
samples per category) and sentiment classification (50 labeled samples per category) 
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 Bootstrapping-ES+ performs best among the four types of bootstrapping 
approaches and it almost outperforms both Bootstrapping-ES and Bootstrapping-
RS in all datasets. Especially, it performs much better than Bootstrapping-ES in 
Book and Electronic, which verifies the importance of considering the diversity 
among different types of features.  

 
Sensitiveness of the Parameter ( / )r mθ  

The size of the feature subspace is an important parameter in our approach. Figure 6 
shows the performance of Bootstrapping-ES+ with varying sizes of the feature sub-
space. From Figure 6, we can see that a choice of the proportion between 1/3 and 1/6 
is recommended. The size of the feature subspace should not be too small because a 
small amount of features would prevent a subspace well representing the samples and 
violate the sufficiency preference. 
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Fig. 6. Performances of Bootstrapping-ES+ over varying sizes of feature subspace 

6 Conclusion and Future Work 

In this paper, we first give two basic preferences for successful bootstrapping,  
namely sufficiency and diversity.  To better satisfy the diversity preference, we present 
a novel bootstrapping approach by using feature subspace classifiers. Empirical studies 
show that our approach can effectively exploit unlabeled data in both topic and  
sentiment classification and significantly outperforms the traditional bootstrapping  
approach. 

In our future work, we will try to develop a sound theoretical understanding to the 
effectiveness of our approach and propose other diversity strategies to further improve 
the performance on text categorization. Moreover, we will apply our feature sub-
space-based bootstrapping to other tasks in NLP.  
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Abstract. This paper is concerned with exploring efficient domain adap-
tation for the task of statistical machine translation, which is based on
extracting sentence pairs (pseudo in-domain subcorpora, that are most
relevant to the in domain corpora) from a large-scale general-domain
web bilingual corpus. These sentences are selected by our proposed un-
supervised phrase-based data selection model. Compared with the tra-
ditional bag-of-words models, our phrase-based data selection model is
more effective because it captures contextual information in modeling
the selection of phrase as a whole, rather than selection of single words
in isolation. These pseudo in-domain subcorpora can then be used to
train small domain-adapted spoken language translation system which
outperforms the system trained on the entire corpus, with an increase
of 1.6 BLEU points. Performance is further improved when we use these
pseudo in-domain corpus/models in combination with the true in-domain
corpus/model, with increases of 4.5 and 3.9 BLEU points over single in-
and general-domain baseline system, respectively.

Keywords: domain adaptation, phrase-based data selection, pseudo
in-domain subcorpora, spoken language translation.

1 Introduction

Statistical machine translation (SMT) system performance is dependent on the
quantity and quality of available training data. It seems to be a universal truth
that translation performance can always be improved by using more training
data, but only if the training data is reasonably well-matched with the current
translation task [14]. It is also obvious that among the large training data the
topics or domains of discussion will change [3], which causes the mismatch prob-
lems with the translation task. For these reasons, one would prefer to use more
in-domain data for training, and this would empirically better target the trans-
lation task at hand [12,11]. However, parallel in-domain data is usually hard to
find, and so performance is assumed to be limited by the quantity of domain-
specific training data used to build the model. Additional bilingual data can be

G. Zhou et al. (Eds.): NLPCC 2013, CCIS 400, pp. 116–126, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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readily acquired, but at the cost of specificity: either the data is entirely unre-
lated to the task at hand, or the data is from a broad enough pool of topics and
styles, such as the web, that any use this corpus may provide is due to its size,
and not its relevance [1].

Domain adaptation task in SMT is to translate a text in a particular (target)
domain for which only a small amount of training data is available, using a SMT
system trained on a larger set of data that is not restricted to the target domain.We
call this larger set of data a general-domain corpus, which allows a large uncurated
corpus to include some text that may be relevant to the target domain.

Many existing domain adaptation methods fall into two broad categories.
First, adaptation can be done at the corpus level, by selecting or weighting
the data sets upon which the models are trained [1,5,13]. Second, it can be
also achieved at the model level by mixing multiple translation models together
[1,4,7], often in a weighted manner. In this paper, we explore both of the two
above categories.

Firstly, we propose two types (monolingual and bilingual) phrase-based data se-
lection models, and assume that data selection should be performed at the phrase
level. Compared with the traditional bag-of-words models that account for data
selection of single words in isolation [5,13], our two phrase-based data selection
model are potentially more effective because they captures some contextual infor-
mation in modeling the selection of phrase as a whole. More precise selection can
be determined for phrases than for words, as we will show in the experiments.

Nextly, we use the phrase-based data selection models for ranking the sentence
pairs in a large-scale general-domain web bilingual corpus with respect to an in-
domain corpus. A cutoff can then be applied to produce a very small but useful
subcorpus, which in turn can be used to train a domain-adapted SMT system.
We show that it is possible to use our data selection models to subselect less than
18% of a large general training corpus and still increase translation performance
by nearly 1.6 BLEU points on the IWSLT task.

Finally, we explore how best to use these selected subcorpora. We test their
combination with the in-domain corpora, followed by examining the subcorpora
to see whether they are actually in-domain, out-of-domain, or something in be-
tween. Based on this, we compare translation model combination methods. We
show that these tiny translation models for model combination can improve sys-
tem performance even further over the current standard way of producing a
domain-adapted SMT system. The resulting process is lightweight, simple, and
effective. Performance is further improved when we use these domain-adapted
corpus/models in combination with the true in-domain corpus/model, with in-
creases of 4.5 and 3.9 BLEU points over single in- and general-domain baseline
system, respectively.

The remainder of this paper is organized as follows. Section 2 describes our
proposed monolingual and bilingual phrase-based data selection methods. Sec-
tion 3 presents the large-scale general-domain web corpus, domain adaptation
results and experimental analysis, and followed by conclusions and future work
in section 4.
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2 Phrase-Based Data Selection

For the phrase-based translation model [6], the basic translate unit is phrase,
that is to say, a continuous word sequence. It is a natural idea to use the phrase
to measure the similarity between the sentence pairs in in- and general-domain
corpus. If the sentence pair in general-domain corpus which are selected con-
tain more phrases in in-domain corpus, the sentence pair is more similar to the
in-domain corpus. Then we try to select the bilingual sentence pairs from the
general-domain corpus which can cover more phrases of the in-domain corpus as
the similar sentence pair for domain adaptation. Next, we will first describe the
monolingual phrase-based data selection, and then extend it to bilingual data
selection.

2.1 Monolingual Phrase-Based Data Selection

In our monolingual phrase-based data selection model, the phrases play a vital
role. Inspired by the work of [9,10], we assume the following generative process.
Firstly, we extract all the phrases from the source-side sentences in the in-domain
bilingual corpus and assign them different weights. We take two aspects into
account to estimate the weight of phrase: the information it contains and the
length of the phrase.

In information theory, the information contained in a statement is measured
by the negative logarithm of the probability of the statement [2,8]. Therefore,
we should estimate the probability of each phrase firstly. We class the phrases
with their lengths and only use the phrases whose length is not longer than five1

in order to avoid the sparse data problem. We calculate the probabilities of the
phrases based on their lengths. For a phrase p, |p| represents its length, and the
probability P (p) is estimated by the following formula:

P (p) =
count(p)∑

|pi|=|p| count(pi)
(1)

where the numerator count(p) is the total number of phrase p appearing in the
source-side sentences of the in-domain bilingual corpus, and the denominator is
the total number of the phrases whose length is equal to |p|. It is worth to notice
that letting the phrase length be one reduces the model from phrase to word,
and we get word frequency. Though this is somewhat similar to TF-IDF, our
approach is based on information theory, they are different in essence and get
different performances.

Then, the information contained in phrase p is calculated as follows,

I(p) = − logP (p) (2)

In this way, we get the information contained in each phrase. Because the
translation model is based on phrase, the longer phrase will lead to better trans-
lation. Therefore, we take |p|, the length of phrase, into account. We use the

1 In our experiments, when the phrase length is large than five, the phrase become
sparse sharply, and the performance of selected sentences decreases consistently.



Pseudo In-Domain Data Selection from Large-Scale Web Corpus 119

square root of length, but not the length directly because of the data smoothing
problem. The formula used to calculate the weight of each phrase is shown as
follows,

W (p) =
√
|p| · I(p) (3)

Next, we get the weight for each phrase in the source-side sentences of the in-
domain bilingual corpus based on the length of the phrase and the information
it contains. Then we can estimate the average weight of a source-side sentence
in the sentence pair of general-domain bilingual corpus by the weights of all the
phrases it contains. For a source-side sentence ssrc in the bilingual sentence pair,
if more phrases it contains appear in the source-side sentences of the in-domain
bilingual corpus, we assign it a larger score. Thus, the score of the source-side
sentence ssrc can be calculated by the following formula:

Scoremono
1 =

∑
p∈P I

src
W (p)

|ssrc|
(4)

where |ssrc| represents its length, and P I
src is the set of all the phrases contained

in the source-side sentences of the in-domain bilingual corpus.
We extract all the phrases whose length is not longer than five in sentence

ssrc, and add all the weights of phrases together. If a phrase does not appear
in the source-side sentences of the in-domain corpus, the weight of the phrase is
set to zero. Then, the sentence pairs are sorted by their source-side sentence’s
score Scoremono

1 in a descending order, and we select the sentence pair whose
Scoremono

1 higher as the similar sentence pairs and add into pseudo in-domain
corpus.

To further improve the performance, we also define another formula to esti-
mate the weight of sentence ssrc, as follows,

Scoremono
2 =

∑
p∈P I

src
W (p)−

∑
p∈(PG

src−P I
src)

W (p)

|ssrc|
(5)

where, PG
src is the set of all the phrases contained in the source-side sentences of

the general-domain bilingual corpus.
Compared with Scoremono

1 , in this formula, we consider the phrases which
have occurred in PG

src but not occurred in P I
src as the unseen phrases, assume

these unseen phrases have negative information to similarity measure, and assign
lower score to the source-side sentence ssrc which has more unseen phrases. This
means the sentence pair in the general-domain bilingual corpus whose source-
side sentence contains more unseen phrases, would not like to be selected as
the similar sentence pair. The weights of the unseen phrase are calculated as
Equation (1) to Equation (3) on the source-side sentences of a random subset2

from the general-domain bilingual corpus.

2 In our experiments, the size of the random subset is equal to the size of in-domain
corpus.
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2.2 Bilingual Phrase-Based Data Selection

To further use the above monolingual criteria for data selection, we propose
another new model that takes into account the bilingual nature of the problem.
To this end, we sum monolingual phrase-based similarity score over each side of
the bilingual sentence pair, both source- and target-side,

Scorebi1 =

∑
p∈P I

src
W (p)

|ssrc|
+

∑
p∈P I

tgt
W (p)

|stgt|
(6)

Scorebi2 =

∑
p∈P I

src
W (p)−

∑
p∈(PG

src−P I
src)

W (p)

|ssrc|

+

∑
p∈P I

tgt
W (p)−

∑
p∈(PG

tgt−P I
tgt)

W (p)

|stgt|
(7)

Again, the sentence pair in the general-domain bilingual corpus which has
higher sum scores are presumed to be better. These two models reuse the two
extract phrase sets from the source-side sentences in in- and general-domain
bilingual corpus, respectively, but requires the corresponding similarly-trained
twos over the English side.

3 Experiments and Results

3.1 Corpora

We conduct our experiments on the International Workshop on Spoken Language
Translation (IWSLT) Chinese-to-English task. Two corpora are needed for the
domain adaptation task. Our in-domain bilingual corpus consists of the Ba-
sic Traveling Expression corpus and China-Japan-Korea corpus, which contains
0.38M parallel sentence pairs with 3.5/3.82M words of Chinese/English. Our
general-domain bilingual corpus are collected from web data (Baidu3, Youdao4,
Huajian5 and Shooter6), which contains 11M parallel sentences pairs with
123/135M words of Chinese/English, and they are most relevant to the spo-
ken language domain. The test set is IWSLT 2007 test set which consists of 489
sentences with 4 English reference translations each, and the development set is
IWSLT 2005 test set which consists of 506 sentences with 4 English reference
translations each.

3 The example bilingual sentence pairs in http://dict.baidu.com/
4 The example bilingual sentence pairs in http://dict.youdao.com/
5 The example bilingual sentence pairs in http://www.hjtrans.com/
6 The bilingual subtitles in http://www.shooter.cn/xml/list/sub

http://dict.baidu.com/
http://dict.youdao.com/
http://www.hjtrans.com/
http://www.shooter.cn/xml/list/sub
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3.2 System Description

We use an out-of-the-box Moses7 (2010-8-13 version) framework to implement
the phrase-based machine translation system. GIZA++ [17] is used to get word
alignments from the bilingual corpus with grow-diag-final-and option. Using the
English side of the corresponding bilingual corpus, we estimate the 4-gram lan-
guage models (LM) by the SRILM toolkit [19] with interpolated modified Kneser-
Ney discounting. We perform minimum error rate training [16] to tune the fea-
ture weights on the development set. The translation quality is evaluated by
case-insensitive BLEU-4 metric [18] using the script mteval-v13a.pl.

3.3 Baseline System

Using the corresponding corpus, the baseline translation models (in- and general-
domain) are generated by Moses with default parameter settings. The BLEU
scores of the baseline single-corpus systems are in Table 3. The results show
that a translation system trained on the general-domain corpus outperforms a
system trained on the in-domain corpus by over 0.5 BLEU points.

Table 1. Baseline translation results for in- and general-domain corpus

Corpus
BLEU

Development Test

In 51.94 40.62
General 48.32 41.15

3.4 Selecting Subset from the General-Domain Corpus

The baseline results show that a translation system trained on the general-
domain corpus outperforms a system trained on the in-domain corpus by over
0.5 BLEU points. However, this can be further improved. In our experiments,
we consider the following methods for extracting domain targeted sentence pairs
from the general-domain bilingual corpus:

TF-IDF is the foundation of our experiment since it has gained significant
performance for data selection based translation model adaptation [5,13]. We
use it as the source-side monolingual formula for data selection.

Bilingual Cross-Entropy Difference (BCED) [1] is chosen to be com-
pared with our approach, because it also captures contextual information when
selecting similar data, and it is used to select data from large-scale general-
domain corpus for SMT. It sum cross-entropy difference over each side of the
sentence pair in general-domain bilingual corpus, both source- and target-side:

[HI−src(ssrc)−HG−src(ssrc)] + [HI−tgt(stgt)−HG−tgt(stgt)] (8)

7 http://www.statmt.org/moses/index.php?n=Main.HomePage

http://www.statmt.org/moses/index.php?n=Main.HomePage
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where, in our implementation, the in-domain source- and target-side LM are
estimated by the corresponding side of in-domain bilingual corpus, the general-
domain source- and target-side LM are estimated on the corresponding side of
a random subset of 0.38M sentences pairs8 from the general-domain corpus,
respectively.

Scoremono
1 and Scoremono

2 are our proposed source-side monolingual phrase-
based data selection model, and Scorebi1 and Scorebi2 are our proposed bilingual
phrase-based data selection model, respectively.

Regardless of method, the overall procedure is the same. Using the scoring
method, we rank the individual sentence pairs of the general-domain corpus. The
net effect is that of domain adaptation via threshhold filtering. New SMT systems
are then trained solely on these small subcorpora, and compared against the
baseline model trained on the entire 11M sentence pairs of the general-domain
corpus.

We select the top N sentence pairs using each scoring method, varying N
from 0.5M to 6M, and then train the corresponding translation models on these
subcorpora. These translation models are then used to test the performance on
the development set, as shown in Fig. 1. These subcorpora outperforms the entire
general-domain corpus, and yet, no of them are anywhere near the performance of
the in-domain corpus. From this, it can be deduced that data selection methods
are not finding data that is strictly in-domain. Rather they are selecting pseudo
in-domain data which is relevant, but with a different distribution than the
original in-domain corpus. The results show that the top 2M pseudo in-domain
sentence pairs works best. From now, we use this top 2M sentence pairs out of
the 11M general-domain corpus for the next experiments.

Fig. 1. The translation results of pseudo in-domain sentence pairs selection from the
large-scale general-domain corpus on the development set

8 Which is equal to the size of in-domain corpus.
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Table 2. Translation results of using only a subset of the general-domain corpus

Method Sentence Pairs
BLEU

Development Test

General 11M 48.32 41.15

TF-IDF 2M 50.15 41.92
BCED 2M 50.68 42.43

Scoremono
1 2M 50.42 42.21

Scoremono
1 2M 50.56 42.13

Scorebi1 2M 50.97 42.51
Scorebi2 2M 51.23 42.77

Table 2 contains BLEU scores of the systems trained on subsets (pseudo in-
domain sentence pairs) of the general-domain corpus. Using only the source-side
monolingual phrase-based score (Scoremono

1 and Scoremono
1 ) are able to out-

perform the general-domain model when selecting 2M out of the entire 11M
sentence pairs. The previous BCED (bilingual cross-entropy difference) works
better. The bilingual phrase-based method (Scorebi1 and Scorebi2 ) proposed in
this paper work best, especially Scorebi2 consistently boosting performance by
+1.6 BLEU points while using less than 18% of the available training data (2M
sentence pairs). Consider the unseen phrases can further improve the perfor-
mance of the phrase-based data selection model (Scorebi2 vs. Scorebi1 ; Score

mono
2

vs. Scoremono
1 ).

3.5 Mixing Corpus

As further evidence, consider the results of mixing the in-domain corpus with the
best extracted sub pseudo in-domain corpus to train a single translation system
in Table 3.

Table 3. Translation results of mixing the in-domain and pseudo in-domain data to
train a single model

Method Sentence Pairs
BLEU

Development Test

In 0.38M 51.94 40.62
General 11M 48.32 41.15

BCED 2M 50.68 42.43

Scorebi1 2M 50.97 42.51

Scorebi2 2M 51.23 42.77

In+BCED 2.38M 53.51 44.24

In+Scorebi1 2.38M 53.83 44.46

In+Scorebi2 2.38M 54.16 44.52
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The change in both the development and test scores appears to reflect dissimi-
larity in the underlying data. Were the two data sets more alike, one would expect
the models to reinforce each other rather than cancel out. Mixing the pseudo
in-domain data with in-domain data outperforms the in- and general-domain
data, and with increases of 3.9 (“In+Scorebi2 ” vs. “In”) and 3.4 (“In+Scorebi2 ”
vs. “General”) BLEU points, respectively.

3.6 Mixing Models

Finally, we test the approach in [4,7], passing the two phrase tables directly
to the decoder and tuning a system using both phrase tables in parallel. Each
phrase table receives a separate set of weights during tuning, thus this mixed
translation model has more parameters than a normal single-table system. Un-
like the previous work [15], we explicitly did not attempt to resolve any overlap
between the two phrase tables, as there is no need to do so with the multiple
decoding paths. Any phrase pairs appearing in both models will be treated sep-
arately by the decoder. However, the exact overlap between the phrase tables
was tiny, minimizing this effect.

It is well to use the in-domain data to select pseudo in-domain data from
the general-domain corpus, but given that this requires access to an in-domain
corpus, one might as well use it. As such, we used the in-domain translation
model alongside the pseudo in-domain translation models. The detail translation
results are in Table 4.

Table 4. Translation results from mixing in-domain and pseudo in-domain translation
models together

Method
BLEU

Development Test

In 51.94 40.62
General 48.32 41.15

In,General 53.61 43.57

In,BCED 2M 54.77 44.82
In,Scorebi1 2M 55.03 44.99

In,Scorebi2 2M 55.17 45.16

A translation system trained on the pseudo in-domain subset of the general-
domain corpus, can be further improved by combining with an in-domain model.
Furthermore, this system combination works better than the conventional mix-
ing multi-model approach by up to 0.6 BLEU points (“In,Scorebi2 2M” vs.
“In+Scorebi2 ”) on the test set. Thus a domain-adapted system mixing two phrase
tables trained on a total of 2.38M sentences outperforms the standard multi-
model system which is trained on 11M sentences. This model-combined system
is also 4 BLEU points better than the general-domain system by itself, and
4.5 BLEU points (“In,Scorebi2 2M” vs. “In”) better than the in-domain system
alone.



Pseudo In-Domain Data Selection from Large-Scale Web Corpus 125

4 Conclusions and Future Work

To improve the performance of spoken language translation, we have collected
large-scale general-domain web parallel corpus, such as example bilingual sen-
tence pairs and bilingual subtitles. However, sentence pairs from these general-
domain web bilingual corpus that seem similar to an in-domain corpus may not
actually represent the same distribution of language. Nonetheless, we have shown
that relatively tiny amounts of the pseudo in-domain data can prove more use-
ful than the entire general-domain corpus for the purposes of domain-targeted
translation tasks. A translation model trained on any of these subcorpora can
be comparable or substantially better than a translation system trained on the
entire corpus.

We have also proposed two types phrase-based data selection methods to ex-
tract these pseudo in-domain sentence pairs from the general-domain corpus.
Compared with the traditional bag-of-words models, our proposed methods are
more effective in that they can capture contextual information instead of select-
ing single words in isolation, and are shown to be more efficient and stable for
SMT domain adaptation. Translation models trained on data selected in this
way consistently outperform the general-domain baseline while using as few as
18% (2M out of the entire 11M sentence pairs) and result in an increase of 1.6
BLEU points. Next, we have shown that mixing pseudo in-domain corpus/model
with the true in-domain corpus/model significantly outperforms the two state-
of-the-art translation systems trained on in- and general-domain corpus, with
increases of 4.5 and 3.9 BLEU points, respectively.

In the future, it will be instructive to explore other approaches for bilingual
data selection, such word-based translation model [12], bilingual topic model
[11]. Besides improving translation performance, this work also provides a way to
mine very large corpora in a computationally-limited environment in the future,
such as on a mobile terminal. The maximum size of a useful general-domain
corpus is now limited only by the availability of data, rather than by how large
a translation model can be fit into memory at once.

Acknowledgments. This work was supported by 863 program in China (No.
2011AA01A207). We thank the anonymous reviewers for their insightful and
helpful comments.
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Abstract. This paper presents a discriminative latent variable model
(DPLVM) based classifier for improving the translation error detection
performance for statistical machine translation (SMT). It uses latent
variables to carry additional information which may not be expressed
by those original labels and capture more complicated dependencies be-
tween translation errors and their corresponding features to improve the
classification performance. Specifically, we firstly detail the mathemati-
cal representation of the proposed DPLVM method, and then introduce
features, namely word posterior probabilities (WPP), linguistic features,
syntactic features. Finally, we compare the proposed method with Max-
Ent and SVM classifiers to verify its effectiveness. Experimental results
show that the proposed DPLVM-based classifier reduce classification er-
ror rate (CER) by relative 1.75%, 1.69%, 2.61% compared to the MaxEnt
classifier, and relative 0.17%, 0.91%, 2.12% compared to the SVM clas-
sifier over three different feature combinations.

Keywords: Translation Error Detection, Binary Classification, MaxEnt
Classifier, SVM Classifier, DPLVM Classifier.

1 Introduction

In recent years, a number of different types of SMT methods have been proposed,
such as the phrase-based, hierarchical phrased-based, and syntax-based models
etc., which significantly improve the translation quality, and a lot of effort has
been put to apply SMT systems to practical use. However, the translation quality
cannot fully satisfy the actual demand of industry yet. For example, the ungram-
matical errors and disordered words in the translation often increase human cost.
Therefore, high-quality automatic translation error detection or word-level con-
fidence estimation is necessary to further improve the working efficiency of the
post-editors or translators.

Typically, most translation error detection methods utilize system-based fea-
tures (e.g. WPP) combining with extra knowledge such as linguistic features
to decrease the classification error rate (CER) [1–9]. As to the system-based
features, a number of different algorithms to calculate the WPP were proposed
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based on the N -best list or word lattice, and had been applied to SMT trans-
lation quality estimation. Afterwards, some researchers try to introduce more
useful knowledge sources such as syntactic and semantic features to further im-
prove the error detection capability. However, these features are not that easy to
extract due to their complexity, low generalization capability, and dependency
on specific languages etc. Hence, currently the system-based features such as
WPP and lexicalized features (e.g. word and part-of-speech (POS)) still play
the main role in the error detection task or the confidence estimation task.

Generally, translation error detection can be regarded as a binary classification
task. Thus, the accuracy of the classifier also plays an important role in terms
of improving the prediction capability besides adding new features and extra
knowledge. This paper presents a more effective classifier – discriminative prob-
abilistic latent variable model based classifier that uses latent variables to carry
additional information which may not be expressed by those original labels and
capture more complicated dependencies between errors and their corresponding
features to improve the classification performance [10–12].

The rest of the paper is organized as follows: Section 2 briefs the related
work. Section 3 describes the DPLVM-based classifier as well as the feature
representation. In Section 4, three typical WPP and three linguistic features are
described. Experimental settings, implementation and analysis are reported in
Section 5. Some observations from the results are also given in this section. The
final section concludes and gives avenues for future work.

2 Related Work

The question of translation confidence estimation has attracted a number of re-
searcher due to its importance in promoting SMT application. In 2004, Blatz et
al. improved the basic confidence estimation method by combining the neural
network and a naive Bayes classifier to predict the word-level and the sentence-
level translation errors [2]. The features they used include WPP calculated from
the N -best list, translation model-based features, semantic feature extracted
from the WordNet, as well as simple syntactic features. Experimental results
show that all among these features, WPP is more effective with strong general-
ization capability than linguistic features.

Ueffing and Ney exhaustively explore various kinds of WPP features to per-
form confidence measures, and proposed different WPP algorithms to verify the
effectiveness in confidence estimation task [1, 3]. In their task, the words in the
generated target sentence can be tagged as correct or false to facilitate post-
editing or work in an interactive translation environment. Their experiments
conducted on different data sets show that different WPP algorithms perform
differently, but basically each can reduce the CER. Furthermore, the combina-
tion of different features can perform better than any individual features.

Specia et al. have done a lot of work with regard to the confidence estima-
tion in the computer-aided translation field [13, 14]. They categorize translations
into “bad” or “good” classes based on sentence-level binary scores of the post-
edition MT fragments. The features used are called “black-box” features, which
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can be extracted from any MT systems only if the information from the input
(source) and translation (target) sentences are given, such as source and target
sentence lengths and their ratios, the edit distance between the source sentence
and sentences in the corpus used to train the SMT system. Recently, Specia et
al. (2011) have started exploiting linguistic information for sentence-level quality
estimation, for instance, used POS tagging, chunking, dependency relations and
named entities for English-Arabic quality estimation [6, 7]. Hardmeier explored
the use of constituency and dependency trees for English-Swedish/Spanish qual-
ity estimation [8].

Xiong et al. proposed an MaxEnt classifier based error detection method to
predict translation errors (each word is tagged as correct or incorrect) by inte-
grating a WPP feature, a syntactic feature extracted from LG parser and some
lexical features [4]. The experimental results show that linguistic features can
reduce CER when used alone, and it outperforms WPP. Moreover, linguistic
features can further provide complementary information when combined with
WPP, which collectively reduce the classification error rate.

On the basis of Xiong’s work, Du and Wang carried out a systematic com-
parison between the MaxEnt and SVM classifiers in order to show the influence
of different classifiers on the error detection capability. Under the conditions of
same data sets and same feature sets, their experiments indicated that the SVM-
based classifier performed better than the MaxEnt-based classifier in terms of
the CER [9].

On the basis of previous work, this paper mainly focuses on introducing a new
classifier to significantly improve the classification performance. Specifically, this
paper

– verifies the performance of various classifiers, namely the MaxEnt classifier
and the SVM classifier on the translation error detection task;

– presents a new classifier – DPLVM-based classifier – to obtain better results.

3 Discriminative Probabilistic Latent Variable Model
Based Classifier

In this section, we come up with a new classifier – DPLVM-based classifier – to
perform our translation error detection task.

In natural language processing (NLP) such as sequential labeling [11], DPLVM
demonstrated excellent capability of learning latent dependencies of the specific
problems, and have outperformed several commonly-used conventional models,
such as support vector machines, conditional random fields and hidden Markov
models. In this section, we theoretically introduce the definition and mathemat-
ical description of the DPLVM algorithm in our task and compare the classifi-
cation performance with two other classifiers in later sections.

Given a sequence of observations x = {x1, x2, . . . , xm} and a sequence of
labels y = {y1, y2, . . . , ym}, the task is to learn a mapping between x and y. yi
is a class label and is a member of a set Y of possible class labels. DPLVM also
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assumes a sequence of latent variables h = {h1, h2, . . . , hm}, which is hidden in
the training examples.

The DPLVM is defined as in (1)(Morency et al., [10]; Sun and Tsujii, [11]):

P (y|x, Θ) =
∑
h

P (y|h,x, Θ)P (h|x, Θ) (1)

where Θ are the parameters of the model. It can be seen that the DPLVM
equates to a CRF model if it has only one latent variable for each label.

For the sake of efficiency, the model is restricted to have disjoint sets of latent
variables associated with each class label. Each hj is a member in a set Hyj

of possible latent variables for the class label yj . We define H as the union
of all Hyj sets, so sequences which have any hj �∈ Hyj will by definition have
P (y|x, Θ) = 0, so that the model can be rewritten as in (2):

P (y|x, Θ) =
∑

h∈Hy1×...Hym

P (h|x, Θ) (2)

where P (h|x, Θ) is defined by the usual conditional random field formulation,
as in (3):

P (h|x, Θ) =
expΘ · f(h,x)∑
∀h expΘ · f(h,x) (3)

in which f(h,x) is a feature vector. Given a training set consisting of n labeled se-
quences (xi, yi), for i = 1 . . . n, parameter estimation is performed by optimizing
the objective function in (4):

L(Θ) =
n∑

i=1

logP (yi|xi, Θ) −R(Θ) (4)

The first term of this equation is the conditional log-likelihood of the training
data. The second term is a regularizer that is used for reducing over-fitting in
parameter estimation.

For decoding in the test stage, given a test sequence x, we want to find the
most probable label sequence y∗, as in (5):

y∗ = argmax
y

P (y|x, Θ∗) (5)

Sun and Tsujii (2009) argued that for latent conditional models like DPLVMs,
the best label path y∗ cannot directly be generated by the Viterbi algorithm
because of the incorporation of hidden states. They proposed a latent-dynamic
inference (LDI) method based on A∗ search and dynamic programming to ef-
ficiently decode the optimal label sequence y∗. For more details of the LDI
algorithm, refer to [11].

Our translation error detection is a binary classification task that annotates a
word e of the translation hypothesis eI1 as “correct” if it is translated correctly,
or “incorrect” if it is a wrong translation. Therefore, the label set for the clas-
sification task can be denoted as y = {c, i}, where y indicates the label set, c
stands for class “correct” and i represents class “incorrect”.
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4 Features and Vector Representation

4.1 WPP Feature

WPP is served as a major and effective confidence estimation feature both in
speech recognition and SMT post-processing. As to SMT, WPP refers to the
probability of a word occurring in the hypothesis given a source input. Gener-
ally speaking, the underlying idea is that if the posterior probability of a word
occurring in a hypothesis is high, then the chance that it is believed to be correct
is big correspondingly. Thus, it is reasonable that the more useful information
considered in the WPP algorithm, the better the performance would achieve.

The general mathematical description of WPP is as:
For an SMT system S, given the input sentence fJ

1 , and the exported N -best

list en,Inn,1 , where n = 1, . . . , N , en refers to the nth hypothesis with the probability

p(fJ
1 , e

n,In
n,1 ), then the WPP in the error detection task can be represented as

calculating the probability pi(e|fJ
1 , e

I
1) of the word e at position i in the 1-best

hypothesis of the N -best list as in (6),

pi(e|fJ
1 , e

I
1) =

∑N
n=1 f(a, en,i, e) · p(fJ

1 , e
n,In
n,1 )∑N

n=1 p(f
J
1 , e

n,In
n,1 )

(6)

where a is a hidden variable which indicates an alignment measure; f(a, en,i, e)
is a binary sign function as in (7),

f(a, en,i, e) =

{
1 en,i = e

0 otherwise
(7)

It can be seen from the description of N -best based WPP algorithm that the
posterior probability of a word in a hypothesis can be worked out according
to the sentence-level posterior probabilities of hypotheses in the N -best list.
The vital information to be considered is the position of the word e which is
determined by the alignment measure between the 1-best hypothesis and the
rest of the N -best list.

Here we introduces three typical WPP methods to illustrate their different
influence on the error detection performance over different kinds of classifiers.

4.1.1 Fixed Position Based WPP
The fixed position based WPP is also called “direct WPP”. The basic idea is
that given an input fJ

1 , the posterior probability of a word e at position i in
the hypothesis eI1 can be calculated by summing the posterior probabilities of all
sentences in the N -best list containing target word e at target position i, which
is as in (8),

pi(e|fJ
1 , e

I
1) =

∑N
n=1 δ(en,i, e) · p(fJ

1 , e
n,In
n,1 )∑

e′
∑N

n=1 δ(en,i, e
′) · p(fJ

1 , e
n,In
n,1 )

(8)
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where δ(x, y) is the Kronecker function as in (9),

δ(x, y) =

{
1 x = y

0 otherwise
(9)

This method only uses the original position information of each word without
any extra alignment measure between the 1-best and any other hypotheses.

4.1.2 Flexible Position Based WPP
The potential problem of fixed position based WPP is that generally the hy-
potheses in the N -best list have different length that will make the same word
occur at different positions so that the WPP would have a large error com-
pared to the real probability distribution. Naturally the intuition to improve
this method is to make the position flexible, e.g. using a sliding window.

The basic idea of sliding window is to consider the words around the position
i, i.e., the context. Let the window size be t, then the sliding window at position
i can be denoted as i ± t. If the target word e appears inside the window, then
we regard it occurring at position i and sum up the probability of the current
hypothesis, which is formulated as in (10),

pi,t(e|fJ
1 , e

I
1) =

i+t∑
k=i−t

pk(e|fJ
1 , e

I
1) (10)

where pk(e|fJ
1 , e

I
1) is as illustrated in Eq. (8).

4.1.3 Word Alignment Based WPP
The sliding window based method needs to choose a proper window size which
can only be determined by experiments. Thus, another straightforward way to
improve the fixed position method is to perform the word alignment between
the 1-best hypothesis and the rest of hypotheses in the N -best list, i.e., align the
rest of hypotheses against the 1-best hypothesis.

Specifically, let L(eI1, e
n,In
n,1 ) be the Levenshtein alignment between en1 and

other hypotheses, then the WPP of the word e at position i is as in (11):

plev(e|fJ
1 , e

I
1) =

plev(e, f
J
1 , e

I
1)∑

e′ plev(e
′, fJ

1 , e
I
1)

(11)

where

plev(e, f
J
1 , e

I
1) =

N∑
n=1

δ(e, Li(e
I
1, e

n,In
n,1 )) · p(fJ

1 , e
n,In
n,1 ) (12)

p(fJ
1 , e

n,In
n,1 ) is the posterior probability of each hypothesis in the N -best list,

which is given by the SMT system. δ(x, y) is the Kronecker function as in Eq. (9).
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4.2 Linguistic Features

4.2.1 Syntactic Features
Xiong et al. extracted syntactical feature by checking whether a word is con-
nected with other words from the output of the LG parser. When the parser
fails to parse the entire sentence, it ignores one word each time until it finds
linkages for remaining words. After parsing, those ignored words which are not
connected to any other words to be called null-linked words. These null-linked
words are prone to be syntactically incorrect and the linked words are prone to
be syntactically correct, then a binary syntactic feature for a word according to
its links can be defined as in (13),

link(e) =

{
yes e has links with other words

no otherwise
(13)

Refer to detailed description in [4].

4.3 Lexical Features

Lexical features such as the word itself and the POS are common features used
in NLP tasks. In this paper, we also utilize the word/pos with its context (e.g.
the previous two words/pos and next two words/pos) to form a feature vector
as follows,

– word: (w−2, w−1, w, w1, w2)
– pos: (pos−2, pos−1, pos, pos1, pos2)

4.4 Feature Vector Representation

Generally in the NLP classification task, context information is usually to be
considered in the process of feature extraction. In our task, we have four kinds
of features: wpp, pos, word and link (c.f. Section 4). To build a feature vector for
a word e, we look at 2 words before and 2 words after the current word position
as well. Thus, the feature vector x that includes four kinds of features can be
denoted as,

x = < wpp−2, wpp−1, wpp, wpp1, wpp2, pos−2, pos−1,

pos, pos1, pos2, word−2, word−1, word, word1 ,

word2, link−2, link−1, link, link1, link2 >

As to the individual classifiers, we use the MaxEnt toolkit1 as our Max-
Ent classifier, use LibSVM2 as our SVM classifier, and use Sun’s open source
toolkit [11] as the proposed DPLVM-based classifier respectively. Refer to [9] for
more details about Maxent and SVM classifiers.

1 http://homepages.inf.ed.ac.uk/s0450736/maxenttoolkit.html.
2 Software available at http://www.csie.ntu.edu.tw/~cjlin/libsvm

http://homepages.inf.ed.ac.uk/s0450736 /maxent toolkit.html.
 http://www.csie.ntu.edu.tw/~cjlin/libsvm
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5 Experiments and Analysis

5.1 Chinese-English SMT

We utilize Moses [15] to provide 10, 000-best list with translation direction from
Chinese to English. The training data consists of 3,397,538 pairs of sentences
(including Hong Kong news, FBIS, ISI Chinese-English Network Data and Xin-
Hua news etc.). The language model is five-gram built on the English part of
the bilingual corpus and Xinhua part of the English Gigaword.

The development set for SMT training is the current set of NIST MT 2006
(1,664 source sentences) and the test sets are NIST MT-05 (1,082 sentences)
and NIST MT-08 (1,357 sentences). Each source sentence has four references.
During the decoding process, the SMT system exports 10, 000-best hypotheses
for each source sentence, i.e., N = 10, 000.

Performance of SMT systems on two test sets is shown in Table 1 in terms of
BLEU4, TER scoresand ratio of correct words (RCW) scores.

Table 1. SMT performance and the ratio of correct words (RCW)

dataset BLEU4(%) WER(%) TER(%) RCW(%)

NIST MT 2008 25.97 69.79 63.56 37.99
NIST MT 2005 33.17 69.50 61.40 41.59

5.2 Experimental Settings for Translation Error Detection Task

Development and test sets: In the error detection task, we use NIST MT-08
as the development set to tune the classifiers, and NIST MT-05 as the test set
to evaluate the classification performance.
Data annotation:We use the WERmetric in TER toolkit [16] to determine the
true labels for words in the development and the test sets. Firstly, we perform the
minimum edit distance alignment between the hypothesis and the four references,
and then select the one with minimum WER score as the final reference to tag
the hypothesis. That is, a word e in the hypothesis is tagged as c if it is the same
as that in the reference, otherwise tag it as i.

There are 14,658 correct words and 23,929 incorrect words in the 1-best hy-
pothesis of MT-08 set (37.99% ratio of correct words, RCW), 15,179 correct
words and 21,318 incorrect words in the 1-best hypothesis of MT-05 set (41.59%
RCW). See RCW in Table 1.
Evaluation Metrics: The commonly-used evaluation metrics for the classifica-
tion task includes CER (classification error rate), precision, recall and F mea-
sure. In our translation error detection task, we use CER as the main evaluation
metric to evaluate the system performance that is defined as in (14),

CER =
#of wrongly tagged words

#of total words
(14)
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Since the RCW is less than 50% (41.59%), i.e., the number of incorrect words
is more than correct words, it is reasonable to use the RCW as the baseline of
CER to examine the classification performance of classifiers.

We also use F measure as the auxiliary evaluation metrics to evaluate some
performance of features and classifiers. See definitions in [4].

5.3 Error Detection Experiments

5.3.1 Classification Experiments Based on Individual Features
Results of three typical WPP features and three linguistic features on MaxEnt,
SVM and the proposed DPLVM classifiers are shown in Table 2.

Table 2. Results of individual features over three classifiers

MaxEnt SVM DPLVM
Feature CER(%) F(%) CER(%) F(%) CER(%) F(%)

Baseline 41.59 – 41.59 – 41.59 –

WPP Dir 40.48 67.65 37.64 75.11 37.16 74.13
WPP Win 39.70 68.51 37.47 75.18 36.87 74.90
WPP Lev 40.12 72.83 37.37 75.25 36.99 73.84

word 39.11 69.04 37.68 71.48 36.93 73.11
pos 39.50 71.89 39.12 73.68 37.39 72.68
link 40.89 72.77 37.70 74.78 37.38 74.61

WPP Dir represents the fixed position-based WPP, WPP Win represents the
flexible position-based WPP with the window size 2, and WPP Lev represents
word alignment-based WPP.

We can see that 1) three WPP features over three classifiers significantly
reduce the CER compared to the baseline; 2) the WPP Win and WPP Lev
perform better than WPP Dir which shows that position information is helpful;
3) Regarding the linguistic features, they are helpful to significantly reduce the
error rate compared to the baseline over three classifiers; 4) the proposed DPLVM
performs best compared to the SVM and MaxEnt classifiers in terms of the CER,
which verifies that the proposed classifier is effective.

5.3.2 Classification Experiment on Combined Features
The results of the feature combination experiment which combines three typical
WPP and three linguistic features over three individual classifiers respectively
are shown in Table 3.

In Table 3, com1 represents the feature combination of WPP Dir + Word +
Pos + Link, com2 stands for the feature combination of WPP Win + Word +
Pos + Link, and com3 indicates the feature combination of WPP Lev + Word
+ Pos + Link. All these feature combinations are linearly combined without any
weights in the model.

We can see from the results that compared to the MaxEnt and SVM classifiers
over three feature combinations, namely com1, com2 and com3, the proposed
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Table 3. Results of combined features over three classifiers

MaxEnt SVM DPLVM
Feature CER(%) F(%) CER(%) F(%) CER(%) F(%)

Baseline 41.59 – 41.59 – 41.59 –

com1 35.93 74.17 35.36 74.95 35.30 74.61
com2 35.55 73.83 35.27 74.86 34.95 74.69
com3 35.62 73.15 35.44 74.75 34.69 74.04

DPLVM classifier method achieved significant improvement respectively by rel-
ative 1.75%, 1.69%, 2.61%, and 0.17%, 0.91%, 2.12% in terms of CER.

From the systematic comparison of the results, we can conclude:

– generally speaking, WPP Win performs the best and robust both in the
three individual WPP features and the three combined features. The reason
we consider is that the sliding window makes the alignment more flexible
and considers more context information.

– linguistic features are helpful to the error detection.
– SVM classifier outperforms the MaxEnt classifier in all sets of experiments

in terms of CER and F measures, and the proposed DPLVM-based classifier
performs best in terms of the CER that shows its effectiveness in translation
error detection task. It is analyzed that the latent variables can carry addi-
tional information and capture more relations between translation errors and
features so that the classification performance can be significantly improved.

5.3.3 Observations
We carried out a deep analysis on the results classified, and based on the obser-
vations, we found that,

– the name entities (person name, location name, organization name etc.) are
prone to be wrongly classified;

– the prepositions, conjunctions, auxiliary verbs and articles are easier to be
wrongly classified due to the factors that they often have an impact on the
word orders or lead to empty alignment links;

– the proportion of the notional words that are wrongly classified is relatively
small.

6 Conclusions and Future Work

This paper presents a new classifier – DPLVM-based classifier – for translation
error detection. Firstly a discriminative probabilistic latent variable model based
classifier is proposed which takes advantage of hidden information to predict the
label for each word in a hypothesis. Then three different kinds of WPP features,
three linguistic features are introduced, and finally a systematic comparison
among the MaxEnt classifier, SVM classifier and our DPLVM classifier using
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different individual and combined features is carried out. Experimental results
on Chinese-to-English NIST MT data sets show that the proposed classifier
performs best compared to two other individual classifiers in terms of CER.

In future work, we intend to carry out further study on the error detection
task in the respects of 1) introducing paraphrases to annotate the hypotheses
so that it can truly reflect the correct or incorrect at the semantic level; 2)
introducing new useful features to further improve the detection capability; 3)
performing experiments on more language pairs to verify our proposed method.
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Abstract. News articles express information by concentrating on
named entities like who, when, and where in news. Whereas, extract-
ing the relationships among entities, words and topics through a large
amount of news articles is nontrivial. Topic modeling like Latent Dirichlet
Allocation has been applied a lot to mine hidden topics in text analy-
sis, which have achieved considerable performance. However, it cannot
explicitly show relationship between words and entities. In this paper,
we propose a generative model, Entity-Centered Topic Model(ECTM)
to summarize the correlation among entities, words and topics by taking
entity topic as a mixture of word topics. Experiments on real news data
sets show our model of a lower perplexity and better in clustering of enti-
ties than state-of-the-art entity topic model(CorrLDA2). We also present
analysis for results of ECTM and further compare it with CorrLDA2.

Keywords: news, named entity, generative entity topic models.

1 Introduction

With the popularization of the Internet, reading online news has become an
elementary activity in people’s daily life. Named entities which refer to names,
locations, time, and organizations play critical roles in conveying news semantics
like who, where and what etc. In today’s fast-paced life, capturing the seman-
tic relationships between news and entities can help people to understand and
explore news. It has abroad applications such as news summarization, multiple
dimensional news search and news event extraction.

Recently, there is growing interest and lots of valuable researches in finding
and analyzing entities mentioned in news using topic models. In [1], a genera-
tive entity-topic model is proposed to combine context information and topics
for entity linking given global knowledge. [2] use nonparametric topic models
and hierarchial topic models for entity disambiguation respectively. [3] presents
a named entity topic model for named entity query, specifically finding related
topics given a set of related entities. Though entity topic models have been
widely used in many applications, in this paper, we focus on extracting relation-
ships between entities and news article, which can be applied in the applications
mentioned above.

G. Zhou et al. (Eds.): NLPCC 2013, CCIS 400, pp. 139–150, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Figure 1 (a)-(c) illustrates different dependencies between entities and topics
of previous topic models. As shown in Figure 1(a), LDA [4] can also be extended
to detect interaction between entities and topics, but it cannot model the rela-
tionship between words and entities. Figure 1(b) illustrates ETM [5] modeling
the generative process of a word given its topic and entity information, but it
does not cover relationship among entities. As we can see from Figure 1(c),
David Newman et al. propose entity topic model, called CorrLDA2, modeling
word topic as a distribution over entity topics [6]. The model can cluster entities
and explicitly show word topic related entity topics, while experimental results
show unreasonable clustering of entities. In this paper, we propose an entity-
centered topic model, ECTM shown in Figure 1(d) to model entity topics as
mixtures of word topics. ECTM clusters entities better and obviously mines cor-
relation among entities, words and topic, specifically entities-related word topics.
The intuition underlying the idea is when writing a news article, usually person,
time and location are determined first, then topics are generated by expanding
around these entities.

Fig. 1. Different Dependencies in News Modeling

In this paper, with the intuition that entities play a critical role in news
articles and the content is usually generated around entities, we propose an
entity-centered topic model, ECTM to model entities and topics from a large
news articles set. Entity groups and entities-related word topics are demonstrated
explicitly.

The main contributions of this paper can be summarized as follows:

– We propose an entity-centered topic model, ECTM to model generation of
news articles by sampling entities first, then words.

– We give evidence that ECTM is better in clustering entities than CorrLDA2
by evaluation of average entropy and sKL.

– We apply ECTM on real news articles sets to analyze entity groups, also
named entity topics and entities-related word topics. We also present analysis
and further compare with entity topic model(CorrLDA2).
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The rest of the paper is organized as follows. We review related work in section
2. In section 3, we will define problem and describe ECTM in detail. Experiments
and analysis will be given in section 4. Finally, we conclude the paper in section 5.

2 Related Work

In early days, documents are represented as a vector of TF-IDF vlues[7]. In 1990,
latent semantic indexing(LSI) [8] was presented to avoid missing related articles
but with no keywords occurrence. With further probabilistic theory considered,
Hofmann comes up with probabilistic LSI(pLSI)[9] for document modeling. The
key idea underlying LDA [4] is that a document is a bag of words, which can
be considered as a mixture of latent topics with each topic a distribution over
words. Documents are represented as a distribution over K topics, having fea-
tures reduced compared with TF-IDF representation. In comparison with pLSI,
LDA has its merits in parameter estimation and inference.

A lot of topic models have been derived from LDA to meet various scenarios.
Author Topic (AT) model [10] incorporates authors in LDA to model authors in
different communities, where authors in same community have common interest.
In academic searching and analysis, Author Conference Topic (ACT) model is
proposed to simultaneously model topical aspects of papers, authors, and publi-
cation venues [11]. David Andrzejewski et al. incorporate domain knowledge into
LDA to maximize the utilization of domain knowledge [12]. [6] presents a sta-
tistical entity topic model, CorrLDA2, modeling entities and topics, where word
topics are mixtures of entity topics. However, it cannot meet certain scenar-
ios, for example, presenting entity topic’s distribution over word topics directly.
Some improvements aim at modeling correlation among topics, such as correlated
topic model (CTM) [13], Pachinko allocation model(PAM)[14] and even hierar-
chical Pachinko allocation model (HPAM)[15], hierarchical LDA (hLDA)[16] for
learning hierarchical topic relationships. Gibbs sampling [17] is a widely-used
alternative to variational method for topic model’s inference.

Named entity has become a catch eye word currently. Various aspects of
named entities including named entity recognition, entity linking, entity res-
olution have been researched. [18] recognizes and finds relationships between
named entities in web pages. We address entity-centered summarization of the
news articles set by utilizing ICTCLAS 1 for entity recognition. In terms of entity
linking, [19] links named entities with knowledge base via semantic knowledge.
As our model can enrich semantic information related with the given entity, it
definitely can be applied in entity linking.

3 Models

In this section, we describe three graphical entity topic models for news modeling.
We begin with existing topic models, LDA and CorrLDA2. Then we discuss

1 http://www.nlpir.org/

http://www.nlpir.org/
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about our proposed model, ECTM. All models discussed in this paper treat
documents as bag of words. We first introduce some basic notations used in
graphical models.

Table 1. Notation Definition

notation defination

K,K̃ number of word topics, number of entity topics

θ topic distribution of document

Ψ super topic distribution over topic distribution

β,β̃ word distribution, entity distribution

α,η,η̃,μ prior of θ, β,β̃,Ψ

M number of documents in news articles collection

Nd number of words and entities in document d

N ,Ñ number of words, entities in a document

3.1 Previous Models

We illustrate LDA in Figure 2(a) where entities are identical to words. After
post-processing, we can extract relationships between entities and topics. LDA
models documents mixtures of topics which are mixtures of words. For each word,
the model generates a topic according to multinomial distribution. Specifically,
it generates a document in the following process:

1. For each d ∈ D
– sample topic distribution θ ∼ Dir(α)
– for all topics t = 1, 2, ...K,sample word distribution β ∼ Dir(η)

2. For each word w ∈ d
– sample a topic z ∼ Multi(θ)
– sample a word w ∼ Multi(β)

Figure 2(b) presents statistical entity topic model, CorrLDA2, where words
are sampled before entities. For each entity, it samples a super word topic first,
then sample an entity topic. Therefore, the modelling results reveal word topic
related different groups of entities. Another difference is that CorrLDA2 allows
different topic numbers for word topic and entity topic. The generative process
of it is as follows:

1. For all d ∈ D sample θd ∼ Dir(α)
2. For all t = 1, 2, ...,K word topics sample βt ∼ Dir(η) and ψt ∼ Dir(μ)
3. For all t = 1, 2, ...K̃ entity topics sample β̃t ∼ Dir(η̃)
4. For each word w ∈ d

– sample a topic z ∼ Mult(θd)
– sample an word w ∼ Mult(βd)

5. For each entity e ∈ d
– sample a super word topic x ∼ Mult(z1, z2, ..., zK)
– sample an entity topic z̃ ∼ Mult(ψx)
– sample an entity e ∼ Mult( ˜betaz̃)
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Fig. 2. Graph Representation of Previous Models

3.2 Entity-Centered Topic Model

With the intuition that entity play a pivotal role in news articles, we propose a
new entity topic model, entity-centered topic model, ECTM. ECTM is similar
with CorrLDA2 but differs from it mainly in sampling order of entity and word.
With our model, entity topic contains a mixture of groups of words, for example,
an entity topic of earthquake places may include word topics of earthquake dis-
aster situation, personnel recovery, reconstruction of city and tsunami. However,
previous models cannot produce such modelling results.
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Fig. 3. Graph Representation of ECTM
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Figure 3 illustrates our ECTM. In detail, ECTM models a news article fol-
lowing the generative process:

1. For all d ∈ D sample θd ∼ Dir(α)
2. For all entity topics t̃ = 1, 2, ...K̃, sample β̃t ∼ Dir(η̃) and ψ ∼ Dir(μ)
3. For all word topics t = 1, 2, ...K, sample β ∼ Dir(η)
4. For each entity e ∈ d

– sample an entity topic z ∼ Multi(θ̃) according to Equation 1
– sample an entity e ∼ Multi(β̃)

5. For each word w ∈ d
– sample a super entity topic x ∼ Multi(z̃1, z̃2, ..., z̃K̃)
– sample a topic z ∼ Multi(ψ) according to Equation 2
– sample a word w ∼ Multi(β)

According to the graphical model of ECTM, we infer the equations of full
conditional probabilities used in gibbs sampling as follows.

p(z̃i = k̃|ei = e, z̃¬i, e¬i, α, β̃) ∝

N k̃
m̃¬i

+ α∑k̃′=K̃
k̃′=1 N k̃′

m̃¬i
+ K̃α

·
Ne

k̃¬i
+ β̃∑e′=Ṽ

e′=1 Ne′
k̃¬i

+ Ṽ β̃
.

(1)

p(zi = k, x = k̃|wi = w, z¬i, z̃, w¬i, β) ∝

N k̃
m̃ + 1

N + K̃
·

Nk
k̃¬i

+ μ∑
k′ Nk′

k̃¬i
+Kμ

·
Nw

k¬i
+ β∑w′=V

w′=1 Nw′
k¬i

+ V β
.

(2)

3.3 Time Complexity

Gibbs Sampling is a widely used algorithm for probabilistic models. We assume
the iteration times is t and the total words and entities in the document set are
N and Ñ , then for LDA, the time is O(t(N + Ñ)). For CorrLDA2, as for each
entity, we will first sample a super word topic, then an entity topic, thus the time
is O(tN + 2tÑ). Similarly, ECTM consumes time O(tÑ + 2tN), where number
of words, N is usually much bigger than entity number Ñ . Therefore, ECTM is
usually more time-consuming than previous models.

4 Experiments

4.1 Experiment Setup

To cover various kinds of news articles set, we collect three data sets from News-
Miner2. One is an event about Chile Earthquake called Dataset1, in which all
articles are about Chile Earthquake happened in February, 2010. Another is

2 http://newminer.net

http://newminer.net


Incorporating Entities in News Topic Modeling 145

about various kinds of intranational news, Dataset2 containing various news in
our country. The last data set is a collection about three events including Qing-
hai Earthquake, Two Sessions in 2013 and Tsinghua University, named Dataset3.
Dataset1 and Dataset2 have 632 and 700 news articles respectively, Dataset3 has
1800 articles. We preprocess the data by 1) word segmentation and entity recog-
nition with ICTCLAS which has been mentioned in section 2, 2) removing stop
words. Afterwards, there are 5482 words, 1657 entities in Dataset1, 15862 words,
5357 entities in Dataset2 and 19597 words, 10981 entities in Dataset3.

CorrLDA2 has been proven more effective in entity prediction [6]. Therefore,
we evaluate ECTM’s performance by perplexity taking LDA and CorrLDA2
as baselines [4]. To further analyze the entity topics generated using different
models, we measure with average entropy of entity topics computed as Equation
3 and average sKL between each pair of entity topics according to Equation 4.
Finally, we analyze and compare overall results of different models.

4.2 Perplexity

Perplexity is usually used to evaluate a topic model’s ability to fit data. All topic
models presented in this paper use gibbs sampling for estimation and inference.
The prior α is set to be 50/K, so is μ, 50/K̃, β is set to be 0.1, empirically [20]. In
terms of topic number K, we empirically determine by choosing the value where
the perplexity is lowest. Here, we conduct 10-fold cross validation and take the
average perplexity of ten times as final performance. Each time, we choose 90%
as training data and the remaining 10% as test data for which we calculate the
perplexity. We choose different number of topics to get the perplexity curves of
LDA as shown in Figure 4.

We can see from Figure 4, the best topic numbers for three data sets are 10,
35 and 45 respectively. Applying the topic number in CorrLDA2 and ECTM, we
determine the number of entity topics where the perplexity is lowest. The best
entity topic numbers are 10, 30, 35 for Dataset1, Dataset2, Dataset3 separately.
In Table 2, we list corresponding perplexity with three models in different data
sets.

Table 2. Perplexity

LDA CorrLDA2 ECTM

Dataset1 2991.9535 1508.8008 1412.5654

Dataset2 19805.3647 11593.1167 10415.7223

Dataset3 26230.7089 14891.4707 13544.4122

It can be apparently seen that our proposed model has lowest perplexity,
which shows ECTM performs well. The reason behind that may be it is more
reasonable for news article writing with entities going first. When one is going to
write a news article, he should determine the person, organization, time, location
that he’s going to write about first, then what happened with the named entities.
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Fig. 4. Perplexity of LDA on Topic Trends

4.3 Evaluation of Entity Topic

As both CorrLDA2 and ECTM have entity topic which is a distribution of
entities. We set a probabilistic threshold and for each entity topic, we consider
entities whose probability is larger than threshold belonging to the entity topic.
Then we calculate the average entropy of all entity topics and average sKL for
each topic pair to evaluate the entity clustering performance of different models.
The results computed according to Equation 3 and Equation 4 are shown in
Table 3. The equations of entropy and sKL are shown as below:

Entropyof(Topic) = −
∑
z

p(z)
∑
e

pz(e) log2[pz(e)] . (3)

sKL(i, j) =

Ñ∑
e=1

[β̃ie log2
β̃ie

β̃je

+ β̃je log2
β̃je

β̃ie

] . (4)

As we all know, lower entropy and higher sKL means better clustering of
entities with small distance within entity topic and large distance between top-
ics. From Table 3, we find that ECTM performs better than CorrLDA2 except
Dataset1 with threshold 0.001 and 0.01 and Dataset 2 with threshold 0.0001. For
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Table 3. Entropy and sKL

Entropy
sKL

0.0001 0.001 0.01

CorrLDA2 ECTM CorrLDA2 ECTM CorrLDA2 ECTM CorrLDA2 ECTM

Dataset1 0.9540 0.3340 0.0784 0.3244 0.0553 0.2841 7.6710 7.8022

Dataset2 2.4365 3.1221 0.0457 0.0251 0.0710 0.0171 3.2836 4.3278

Dataset3 0.0444 0.0331 0.0427 0.0369 0.0295 0.0219 2.7085 4.2780

(a) Results on Dataset1 (b) Results on Dataset2

Fig. 5. Results of ECTM

Dataset1, the reason may be entity topics are very similar in an event collection.
While for Dataset2, the reason is that the threshold is too low to be reasonable.
In terms of sKL, we find for all data sets, even Dataset1, ECTM gets larger sKL
between topics.

4.4 Analysis and Comparison of Results

In this section, we will display and analyze the results of topic modeling applied
in three different data sets. To show the ability of ECTM to organize news
articles as distributions over entity topics, where entity topic is a distribution
over word topics, we show part of modeling results on Dataset1 and Dataset2 in
Figure 5.
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Fig. 6. Comparison of CorrLDA2 and ECTM

In Figure 5(a), we can see ”��”, ”��”, ”���” these entities in the entity
topic. We can judge the entity topic is about both China and Chile Earthquake.
As expected, the entity topic is 73 percent talking about Chinese people situation
in earthquake and 16 percent talking about Chile earthquake, which is shown
on the edges. The top 15 words in a topic is listed below the topic label. It is
unsurprising that we see ”��” in the word topic under the entity topic with
many entities such as ”��”, ”���”, ”�������” implying China.

In Figure 5(b), ”��” includes entities like ”���”, ”��” and is almost
only related to the word topic ”����”�However, the entity topic ” ��”
is almost 60% about ”����” and 30% about ”����” as shown in the
figure. From those results, ECTM shows its ability to cluster entities and mine
entities-related word topics.

We briefly compare ECTM’s experimental results on Dataset1 and Dataset2
with CorrLDA2. The left is result of CorrLDA2 and the right is result of ECTM
where result is presented with word topics above of most related group of entities.
We choose almost the same word topic and pick up corresponding closely related
entity topic representing by top 15 entities. As mentioned previously, ECTM is
more powerful than CorrLDA2 in clustering entities and extracting entities-
related word topics. We will illustrate this in following Figure 6.

We can see that ECTM clusters entities which are closely related to ”��”,
while corrLDA2 clusters all countries related with ”����” on Dataset1. For
Dataset2, the results of CorrLDA2 are worse. For one side, as ”��” should be
related with ”����” where he was buried, the entities under the entity topic
are not as relevant as those generated by ECTM. For another side, the words
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included in the word topic, ”��” are also not accurate by the reason of some
unrelated words such as ”��”, ”��” and so on.

4.5 Experimental Observations

In summary, our model, ECTM has three advantages. Firstly, it has lower per-
plexity than LDA and CorrLDA2. Secondly, ECTM mines hidden entity topic
with better performance, specifically lower entropy and higher sKL than Cor-
rLDA2. Lastly, ECTM extracts entities-related word topics as described in pre-
vious subsection, presenting correlation among entities, words and topics. Nev-
ertheless, previous models cannot show entities related words and word topics
directly.

5 Conclusions

In this paper, we address the problem of extracting correlation among entities,
words and topics. We develop a new entity-centered topic model, ECTM which
samples entity first and then samples words according to already-sampled super
entity topics. Therefore, ECTM models news collection entity topics which are
mixtures of word topics. Through experiments, we find ECTM better in cluster-
ing entities and mining entities-related word topics than state-of-the-art entity
topic model CorrLDA2.

Entity has become an eye-catching word now. Various aspects about entity has
been researched. Incorporating entities into news topic modeling is a challenging
problem. There are still many potential future work. For example, we can develop
hierarchial entity topic models to mine correlation between entities and topics.
We can also research about different models fitting different news collections,
specifically, what model fits a news event collection and what model fits collection
with various topics.
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Abstract. Since the quality of statistical machine translation (SMT) is heavily 
dependent upon the size and quality of training data, many approaches have 
been proposed for automatically mining bilingual text from comparable 
corpora. However, the existing solutions are restricted to extract either bilingual 
sentences or sub-sentential fragments. Instead, we present an efficient 
framework to extract both sentential and sub-sentential units. At sentential 
level, we consider the parallel sentence identification as a classification problem 
and extract more representative and effective features. At sub-sentential level, 
we refer to the idea of phrase table’s acquisition in SMT to extract parallel 
fragments. A novel word alignment model is specially designed for comparable 
sentence pairs and parallel fragments can be extracted based on such word 
alignment. We integrate the two levels’ extraction task into a united framework. 
Experimental results on SMT show that the baseline SMT system can achieve 
significant improvement by adding those extra-mined knowledge. 

Keywords: statistical machine translation, comparable corpora, two-level  
parallel units extraction, parallel sentences, parallel sub-sentential fragments. 

1 Introduction 

Parallel corpus is an important resource in many natural language processing tasks, 
such as statistical machine translation (SMT) and cross-lingual information retrieval. 
Especially for SMT system, the size and quality of the training data has a vital impact 
on its performance. However, parallel corpora are always very limited in size, 
domain, and language pairs. Moreover, it is impractical to build such parallel corpora 
manually for it will take enormous human material and financial resources. Hence, we 
have to shift our attention to the large amount of available resources from the Internet 
and try to extract useful information automatically.  

While parallel data are very scarce, comparable corpora are much more available 
and diverse. To alleviate the lack of parallel data, many methods have been proposed 
to extract parallel text from comparable resources. These works include identifying 
parallel sentences[3,8,15,18,19,20] and finding parallel fragments[9,12,13]. 

For the task of identifying parallel sentences, most of the previous work adopts the 
classification method. However, the performance of various features has not been 
investigated in-depth, which cannot achieve a good balance on classification accuracy 
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and speed. For the extraction of parallel fragments, most of the previous work has not 
found an appropriate method to build an alignment model for the comparable corpus. 
However, this alignment model is essential for the performance of the subsequent 
parallel fragments extraction. Furthermore, the previous solutions are restricted to 
extract either sentential or sub-sentential fragments. In reality, it’s very common that 
both of them do coexist. In this case, existing approaches fail to extract both sentences 
and fragments at the same time, which will lead lots of useful resources unexploited. 

Therefore, in this paper, we propose a two-level parallel text extraction framework 
which can extract both parallel sentential and sub-sentential fragments at the same 
time. At sentence level, a classifier is used to identify whether the bilingual sentence 
pair is parallel or not. We investigate the impact of different groups of features on the 
performance of classification and choose one set of features that can give us better 
performance. Moreover, at sub-sentential level, a novel word alignment model for 
comparable sentence pairs is presented, and a new approach is proposed to extract 
sub-sentential fragments from comparable sentences using our word alignment model. 
We applied our framework to the extraction of Chinese-English parallel units from 
Wikipedia. Experiments show that our framework can extract all parallel units at both 
sentential and sub-sentential level which can help to improve the translation quality 
significantly when adding the extracted data to large-scale Chinese-English training 
data. 

The remainder of this paper is organized as follows: Section 2 introduces the 
related work. Section 3 gives our two-level parallel text extraction framework. 
Section 4 presents the experiments on data extraction and SMT results. Finally, we 
conclude the paper in Section 5. 

2 Related Work 

Much research work has been done on the task of mining parallel units from 
comparable corpus. Comparable corpora may contain parallel documents, parallel 
sentences, or parallel sub-sentential fragments. In existing approaches, the parallel 
sentence extraction process is often divided into two steps: (1) identify document 
level alignment, and (2) detect parallel sentences within the identified document pairs. 
[8] uses cross-lingual information retrieval methods to get more precious article pairs 
and a maximum entropy classifier is used to extract parallel sentences from the article 
pairs. [15] exploits “inter-wiki” links in Wikipedia to align documents. [18] 
implements hash-based algorithms to find cross-lingual article pairs efficiently. [19] 
extends parallel sentence alignment algorithm to align comparable news corpora. [3] 
calculates pair-wise cosine similarities to identify parallel sentence pairs. [17] extends 
the classification approach and adopts a beam-search algorithm to abandon target 
sentences early during classification. 

Furthermore, not all comparable documents contain parallel sentence pairs but they 
could still have plenty of parallel sub-sentential fragments. Typical phrase extraction 
method used in SMT only works on parallel sentences and it only collects phrase 
pairs that are consistent with the word alignment [4, 10]. However, this typical 
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method is not suitable for comparable sentence pairs since it will produce lots of non-
parallel phrases due to the un-aligned parts. [9] firstly attempts to detect parallel sub-
sentential fragments in comparable sentences and they use a word-based signal filter 
method to extract sub-sentential fragments. Since the source and target signals are 
filtered separately, there is no guarantee that the extracted sub-sentential fragments 
are translations of each other. [12] proposes two generative models for segment 
extraction from comparable sentences, but they don’t show any improvements when 
applied to in-domain test data for MT. [13] uses a hierarchical alignment model and 
its derivation trees to detect parallel fragments. The experiments show their method 
can obtain good fragments but their method need some extra data like gold-standard 
alignments and parse trees for source and target sentences to train the alignment 
model. 

3 Two-Level Parallel Units Extraction Framework 

Our two-level parallel text extraction framework is shown as Fig. 1. Since our work 
mainly focuses on parallel sentences identifying and parallel sub-sentential fragments 
detecting, we suppose the given documents have been already aligned before.  
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Fig. 1. Two-level parallel unit extraction framework 

The resource our framework needed is only a small amount of parallel data used to 
train the classifier. The bilingual dictionary used for the word-overlap filter process is 
automatically learned from the small amount of data. First, we obtain a GIZA-lexicon 
by running GIZA++1 from two directions on the corpus. Considering the GIZA-
lexicon contains too much noise, we adopt log-likelihood-ratios[2,6,7] (LLR) statistic 
in two directions to get LLR-lexicon. This statistic can estimate the correlation of 
word pairs and can be calculated using the formula below: 
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1 http://www.statmt.org/moses/giza/GIZA++.html 
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In the formula, x and y represent two words for which we wish to estimate the 
strength of association. C(y) and C(￢y) are the observed frequencies of y occurring 
or not occurring in the corpus; C(x, y), . . . , C(￢x,￢y) are the joint frequencies of the 
different possible combinations of x and y occurring and not occurring; and p(y), p(￢
y), p(y|x), . . . , p(￢y|￢x) are the maximum likelihood estimates of the corresponding 
marginal and conditional probabilities[7]. 

3.1 Candidate Sentence Pairs’ Selection 

We use a method based on word-overlap to filter the candidate sentence pairs. For 
each article pairs, we take all possible sentence pairs and pass them through the word-
overlap filter. It checks that the percentage of words that have a translation in the 
other sentence must be above a threshold according to LLR-lexicon. Any sentence 
pairs that don’t meet the condition will be discarded. This step can help to remove 
most unrelated sentence pairs and the remaining sentences will be passed on to the 
parallel sentences identifying and parallel fragments detecting stage. 

3.2 Parallel Sentences’ Identification 

We use a binary classifier to identify whether a sentence-pair is parallel or not. 
Considering that the maximum entropy model (ME) proves to be effective in [8], we 
adopt the maximum entropy model in our classifier. 

3.2.1   Establishment of Training Data 
As Fig. 1 shows, the training data of the classifier is from the seed parallel sentence 
corpus. We randomly choose 5,800 parallel sentence pairs2 as positive instances and 
then generate non-parallel sentence pairs from those sentence pairs. This will generate 
(58002-5800) non-parallel sentence pairs. Since we only apply classifier on the 
sentence pairs passing the word-overlap filter, we randomly select 5,800 negative 
instances under the same condition. After training data is prepared, we use the 
features we proposed to train parallel sentence classifier. 

3.2.2   Selection of Features 
Features are quite important to the performance of classifier. Besides the features 
used in [8], we believe that there must be some other useful features. After 
comparing parallel and non-parallel sentence pairs, we find the following three 
features should be useful: strong translation sentinels[20] , log probability of word 
alignment and pair-wise sentences cosine similarity.  

Log probability is word alignment score and pair-wise sentences cosine similarity 
can tell us the similarity between two sentences. Intuitively, if two sentences are 
translations of each other, the translated words should distribute in the whole 
sentence. Strong translation sentinels come from that intuition. In order to extract 
this feature conveniently, we only take the content words near the beginning and end 
                                                           
2 We choose 5800 parallel sentence pairs in our experiment. This can be adjusted. 
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of the sentences into consideration (the first and last two content words) and count 
the number of these four words that have a translation on the other side. These three 
features are light-weight features and can be computed efficiently.  

To sum up, we will use the following features3 to train our classifier: 

 The features in [8]: 
1) General features: Length feature; Translation coverage feature; 
2) Features derived from IBM Model-1 alignments. 

 Our new features: 1) Log probability of the alignment; 2) Pair-wise sentences 
cosine similarity; 3) Strong translation sentinels. 

We will investigate the impact of all above features to the classification 
performance in our experiment. By analyzing the impact, we can choose a group of 
features that can best meet our needs and train a better classifier for the parallel 
sentence extraction task. 

After passing the candidate sentence pairs through the classifier, we extract those 
pairs that are classified as positive and finally we only keep the ones with 
classification confidence higher than a predefined threshold. 

3.3 Parallel Sub-sentential Fragments’ Extraction 

3.3.1 Alignment Model 
Since the comparable data is huge, we need a simple but efficient word alignment 
model to get the word alignment. IBM Model-1[1] is one such model. But it has some 
shortcomings like it often produces vast false word correspondences in high 
frequency words. Inspired by YAWA[16], we propose a modified IBM Model-1 that 
uses bilingual translation lexicons in two stages to obtain a better alignment.  

 
Fig. 2. An example of our modified IBM Model-1. The solid lines in the left are the links of 
content words obtained in the first step. The dotted lines are the new added links of function 
words in the second step. 

                                                           
3 We use all the features with numerical value in ME classifier. 
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Phase 1: Content Words Alignment. Content words can represent the skeleton of 
one sentence and the links between content words are much more reliable than those 
between function words4. First, we compute the content words alignment by greedily 
linking each content word in source sentence with its best translation candidate which 
has the highest log-likelihood (LL) association score from target sentence according 
to LLR-lexicon. If a pair of words doesn’t exist in the LLR-lexicon or some words 
appear more than once in the target sentence, we just leave such words and align them 
in the second stage since the existing links in the first stage can give contextual 
information for the unaligned words. If the end punctuations are translations, we also 
link them. The left in Fig. 2 exemplifies the links created in end of the first phase. 

Phase 2: Function Words Alignment. The existing links in stage 1 can be treated as 
phrase boundaries. In this stage, we will heuristically match the blocks and add links 
to the unaligned words. The algorithm is given as follows: align two blocks if the 
surrounding words are already aligned and then align words in the two blocks. We 
illustrate this situation in Fig. 2. For example, we have (了(le), 各(ge), 个(ge)) 
unaligned in the Chinese side after phase 1. Its surrounding words are “形成
(xingcheng)” and “国家(guojia)” which are aligned with “formed” and “country” 
respectively. Thus, the chunk (了, 各, 个) is aligned with block (the, culture, circle, 
of, each) and then we can align words in these two blocks. We can align the rest 
unaligned words in the same way. The new links are shown in the right side of Fig. 2 
by the dotted lines. 

3.3.2   Parallel Sub-sentential Fragments’ Detection 
Fig. 3 gives an example of a comparable sentence pair that contains two parallel sub-
sentential fragments. In this part, we are concerned about finding such fragments. 

 

Fig. 3. An example of comparable sentences containing parallel sub-sentential fragments 

To detect the sub-sentential fragments, we generate word alignments using our 
modified IBM Model-1 from bi-directions for each comparable sentence pair and then 
use intersection [4] method to obtain better alignments. After that, we traverse the 
word alignment and extract phrases that satisfy the following constraints: 

(a) The length of the source and target phrase is no less than 3; 
(b) Words inside the source phrase can only be aligned with words inside the 

target phrase and the same for the words outside the phrase boundaries; 
(c) The phrase span can contain a small percentage of content words without any 

connection; 
(d) The unaligned boundary word of the phrase can only be function words.  

                                                           
4 We count words appearing in the text we will experiment with and take the 100 most frequent 

words on each side as function words. The remaining words are treated as content words. 
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When traversing the word alignment, it will often produce short fragments which 
are not really parallel. And the fragment is more confident when it is longer. 
Constraint (a) helps us to exclude phrases with less than 3 words and extract long 
fragments. Constraints (b) and (c) are the content constraints. Constraint (b) limits us 
from extracting phrases that contain words aligned outside the phrases. Because of the 
coverage of the LLR-lexicon, not every word can find its translation in the other side. 
Constraint (c) allows us to extract fragments with a small percentage of words 
unaligned and such constraint can help us obtain some new lexicon entries. Constraint 
(d) decides whether a phrase can be extended or not. This makes some function words 
like “the” and “of” in English and “的(de)” and “了(le)” in Chinese can be included in 
the phrases.  

After sub-sentential fragments extraction, we also need to do some pruning to get 
better fragments. We filter those low-frequent fragment pairs. 

4 Experiments 

We evaluate our two-level extraction framework following the steps blow: (1) 
investigating the impact of different features used in our classifier on the extraction of 
parallel sentence pairs, (2) describing the extraction of sub-sentential fragments, and 
(3) evaluating the impact of the extracted data on SMT performance. 

4.1 Experiments Setup 

We perform our two-level extraction method on Chinese and English Wikipedia 
articles. We download the dump files from Wikimedia dump5. For the seed corpora, 
we use a large bilingual training data from LDC corpus6 . Since Wikipedia is a 
different domain from our seed corpora, we extract article titles from Wikipedia 
documents as the additional baseline training data. Thus, the initial parallel data 
consists of large bilingual data from LDC corpus and Wikipedia article title pairs and 
we denote it as LDC&WikiTitle. Table 1 shows the relevant statistics of 
LDC&WikiTitle. 

Table 1. Statistics of our initial parallel corpus 

 Parallel initial corpus sentences tokens 
Corpus from LDC Chinese 2,085,331 27,640,151 

English 2,085,331 31,826,668 
Wikipedia title pairs Chinese 236,565 639,813 

English 236,565 642,743 
LDC&WikiTitle Chinese 2,321,896 28,279,964 

English 2,321,896 32,469,411 

                                                           
5  http://dumps.wikimedia.org/backup-index.html  
6  LDC category number: LDC2000T50, LDC2002E18, LDC2003E07, LDC2004T07, 

LDC2005T06, LDC2002L27, LDC2005T10 and LDC2005T34. 
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To obtain LLR-lexicon, we run GIZA++ with default setting on LDC&WikiTitle 
from two directions, use “grow-dial-final-and” strategy to combine the alignments 
and then keep lexicon with LLR score above 10. Finally, we obtain 4,631,477 GIZA-
lexicon and 325,001 LLR positive lexicons. 

4.2 Experimental Results on Parallel Sentences Extraction 

We create training data from the large bilingual data of LDC as description in Sub-
section 3.2.1. A maximum entropy binary classifier using the Maximum Entropy 
Modeling Toolkit7 is used as the classifier model. 

4.2.1 Evaluation of Various of Features 
In order to investigate the influence of features on the performance of ME classifier, 
we use the same method to build a test set of 1,000 positive instances and 1,000 
negative instances from CWMT’2011 data8 . We first test the features in [8] by 
incrementally adding features from F1 to F8. Table 2 reports the performance 
evaluation. 

Table 2. Evaluation on different features. F2-F5 use only bidirectional alignments. F6-F8 add 
three combinations (intersection, union, refined) of the bi-directional alignments respectively. 

Features Precision Recall F-score 
F1:General features 0.7021 0.608 0.6516 
F2: +no connection 0.7414 0.889 0.8085 
F3: +fertility 0.7395 0.9 0.8119 
F4: +contiguous connected span 0.7300 0.933 0.8191 
F5: +unconnected substring 0.7288 0.941 0.8214 
F6: +intersection 0.7344 0.91 0.8128 
F7: +union 0.7435 0.928 0.8256 
F8: +refined 0.7606 0.896 0.8227 

 
From Table 2, the classifier evaluation results show that the most useful features 

are F1 and F2. The other features are relatively difficult to calculate and don’t help to 
improve the performance a lot. Due to the large amount of comparable data, we give 
up these features. Instead, we use three other features which are very easy to compute 
and the evaluation scores are given in Table 3. In order to compare the real 
performance of our features with those features in [8], we give the detailed scores 
both on speed and accuracy presented in Table 4. 

 

                                                           
7 http://homepages.inf.ed.ac.uk/lzhang10/maxent_toolkit.html 
8 The 7th China Workshop on Machine Translation Evaluation. 
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Table 3. Evaluation on our added features 

Features Precision Recall F-score 
F1:General features 0.7021 0.608 0.6516 
F2:+no connection 0.7414 0.889 0.8085 

F9:+log probability 0.7429 0.893 0.8110 
F10:+cosine similarity 0.7439 0.895 0.8125 
F11:+sentinels 0.7466 0.899 0.8157 

Table 4. Performance comparison under different features 

Features F-score Time (s) 
F1-F5 0.8214 2259.26 
F1-F8 0.8227 4097.63 
F1+F2+F9+F10+F11  0.8157 403.45 

 
Table 4 presents the time it costs to extract different set of features from 100,000 

sentence pairs. Using F1-F8 cost nearly twice the time of using F1-F5, but the F-score 
improvements are slight. Our features have achieved the comparable performance to 
the features in [8], and it is much faster to extract these features. Thus we finally use 
the features in Table 3 to train a ME classifier and we can affirm that our classifier 
will be much efficient than Munteanu and Marcu’s. 

4.2.2 Parallel Sentences’ Extraction  
We use “inter-wiki” links to align Wikipedia article pairs and finally obtain 199,984 
article pairs. Then we use word-overlap filter process to obtain the candidate sentence 
pairs based on LLR-lexicon. Here sentence pairs with translation coverage above 0.3 
are maintained. Then we apply our ME classifier to the candidate sentence pairs and 
extract sentence pairs with confidence higher than 0.75. The amount of candidate 
sentence pairs and extracted parallel sentence pairs are shown in Table 5. 

Table 5. Size of extracted parallel text 

 Chinese-English 
Candidate sentence pairs 2,101,770 
Parallel sentence pairs 201,588 
Parallel fragments 7,708,424 

4.3 Experimental Results on Parallel Sub-sentential Fragments Extraction 

We employ the method described in Sub-Section 3.3 to extract parallel sub-sentential 
fragments. We use the sentence pair shown in Fig. 3 to illustrate the extraction 
procedure. The word alignment result is shown in Fig. 4 and part of the extracted 
fragments is presented in Table 6. 

From Table 6, we can see that our method can find the parallel sub-sentential 
fragments in comparable sentence pairs. Our method is quite simple and easy to be 
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implemented. We apply this method to the candidate sentence pairs and the results are 
shown in Table 5. The number of the extracted sentence pairs is 201,588 and it makes 
up about 10% of the candidate sentence pairs. The amount of the fragments is 
7,708,424 and it is nearly 40 times larger than the parallel sentences. This also shows 
the importance of the exploration of the parallel fragment resource. 

 

Fig. 4. Word alignment result using intersection strategy to combine bi-directional alignment 

Table 6. Examples of the extracted fragments 

Chinese English 
一 国 两 制 one country , two systems 
一 国 两 制 ” one country , two systems " 
一 国 两 制 ” 的 办法 解决 台湾 问题 one country , two systems " to peacefully resolve the 

taiwan issue 
两 制 ” 的 办法 解决 台湾 问题  two systems " to peacefully resolve the taiwan issue 
制 ” 的 办法 解决 台湾 问题  systems " to peacefully resolve the taiwan issue 

解决 台湾 问题 resolve the taiwan issue 

4.4 Experimental Results on SMT Performance 

We use LDC&WikiTitle as our baseline SMT training data. We adopt GIZA++ and 
grow-diag-final-and for word alignment, Moses toolkit[5] with default settings to 
train the SMT systems. Language model is trained on the English part of 
LDC&WikiTitle plus Wikipedia data with SRILM[14]. We have two development 
and testing sets: one is the 790 parallel sentence pairs manually selected from 
Wikipedia and half of them as development set (Dev A) and the rest as test set (Test 
A); the other is NIST MT 2003 evaluation data as the development set (Dev B) and 
NIST MT05 as test set (Test B). Translation performance is evaluated using BLEU 
metric[11]. 

In order to show the advantage of our two-level parallel text extraction method, we 
conduct the following evaluation respectively: (1) only adding the extracted parallel 
sentences, (2) only adding the extracted parallel sub-sentential fragments, and (3) 
adding both the extracted parallel sentences and sub-sentential fragments to the 
original corpora and then evaluate the impact to an end-to-end SMT system. 

As Table 7 shows, the translation performance on Test A is much lower than that 
on MT05 under the baseline system. This is because the LDC&WikiTitle corpus is 
mainly consisted of news data and it can only learn less knowledge about Wikipedia. 
When adding the extracted parallel text, the SMT performance on Test A has been 
improved significantly (+16 BLEU points for extracted sentences and +20 points for 
extracted fragments). It is due to the extra data can provide much translation 
knowledge about Wikipedia. This means that our parallel sentences and fragments 
extraction method is useful for machine translation.  
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Table 7. SMT evaluation results 

 Test A Test B 

baseline 24.49 29.96 
baseline +extracted sentence   (201,588 sentence pairs) 41.31 30.84 
 baseline+ extracted fragment   (7,708,424 fragments) 45.20 30.21 

baseline + sentence + fragment 50.52 30.23 
 
However, the extracted fragments don’t seem to be much too useful for MT05 by 

only slightly improvement for MT05. Intuitively, this could come down to the 
following reasons: (1) MT05 is in news domain, which is a different domain from 
Wikipedia. However, domain adaptation is a very difficult research task. (2) The 
fragments are much more than the baseline corpus which may be drowned by the new 
added data. We also conduct the evaluation on MT06. The evaluation results show 
0.24 improvements when adding the extracted sentences and 0.27 improvements 
when adding both extracted sentences and fragments compared to the baseline. 

In order to find why the effect is not so obvious on Test B, we give the statistical 
information of LLR positive lexicon size with different training corpus in Table 8. 
From Table 8 we can see that the new lexicon entries don’t increase too much by the 
extracted sentences (19,067, 5.87%) but increase dramatically by the extracted 
fragments (364,613, 112.2%). This illustrates that the extracted sentences are very 
close to the baseline training data LDC&WikiTitle, thus the translation result is 
improved relatively significantly by 0.88 BLEU score. However, for the extracted 
fragments, it has two times of lexicon entries compared to the LDC&WikiTitle, so 
those two corpora have much difference in domain and the original data may be 
drowned by the new added fragments. Consequently the SMT performance did not 
meet our expectations on MT05 and MT06. In this respect, it is not wise to add all 
fragments directly to the LDC&WikiTitle to train translation model. We have to do 
further experiments to inspect and verify how to add our resource appropriately to the 
baseline SMT model as a beneficial supplement. However, this can also show our 
new framework is able to help mine much more useful information for SMT from 
another aspect. 

Table 8. LLR positive lexicon size 

 LLR positive lexicon size 
LDC&WikiTitle corpus 325,001 

LDC&WikiTitle corpus + extracted sentence 344,068 

 LDC&WikiTitle corpus+ extracted fragment 678,652 
LDC&WikiTitle corpus + sentence + fragment 689,614 

5 Conclusion 

In this paper, we propose a simple and effective two-level parallel unit extraction 
method for extracting both sentential and sub-sentential parallel text from comparable 
corpora. At sentential level, we treat the task of identifying parallel sentences as a 
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classification problem and investigate the impact of different features in detail to find 
the best group of features. For sub-sentential fragment, we developed a novel word 
alignment model for comparable sentence pairs and describe how to extract parallel 
sub-sentential fragments based on such word alignment. Our new framework can help 
us extract much more useful information with a good trade-off performance at 
accuracy and speed. We applied our framework to the extraction of Chinese-English 
parallel units from Wikipedia used for Chinese-to-English SMT. Experimental results 
show that it can improve the translation quality significantly by adding the extracted 
data to large-scale Chinese-English training data. 

In the next step, we will study on the method of how to evaluate the confidence of 
the extracted sentences and fragments and how to use those mined parallel fragments 
appropriately for a SMT system with a given domain. 
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Abstract. The traditional method of Named Entity Translation Equivalents 
extraction is often based on large-scale parallel or comparable corpora. But the 
practicability of the research results is constrained by the relatively scarce of the 
bilingual corpus resources. We combined the features of Chinese and Japanese, 
and proposed a method to automatically extract the Chinese-Japanese NE 
translation equivalents based on inductive learning from monolingual corpus. 
This method uses the Chinese Hanzi and Japanese Kanji comparison table to 
calculate NE instances similarity between Japanese and Chinese. Then, we use 
inductive learning method to obtain partial translation rules of NEs through 
extracting the differences between Chinese and Japanese high similarity NE 
instances. In the end, the feedback process refreshes the Chinese and Japanese 
NE similarity and translation rule sets. Experimental results show that the 
proposed method is simple and efficient, which overcome the shortcoming that 
the traditional methods have a dependency on bilingual resource.  

Keywords: named entity translation equivalents, Chinese Hanzi and Japanese 
Kanji comparison table, inductive learning method. 

1 Introduction 

Named entity generally refers to proper names and the meaningful quantifier appeared 
in the text. Named entity was divided into seven categories in the MUC-6[1], 
including: Person, Location, Organization, Date, Time, Percentage and Monetary 
value. Person, Location and Organization is the hardest and most important 
categories. Named entity described in this paper is a collection of these three types of 
named entities. 

Named Entity research is a basic task of natural language processing. Mainstream 
extraction methods of named entity include rule-based approach, statistical approach 
and the combination of rule and statistics methods and etc.. With the development 
of named entity extraction technology, the main task of named entity extraction has 
changed to automatically construct the NE translation equivalents. The technology of 
Constructing NE translation equivalents have important significance for multilingual 
information processing,  such as automatic summarization, machine translation, cross-
language information retrieval and automatic question answering system.  

In recent years, some of the cross-language automatic named entity extraction 
methods have been proposed, such as looking up the dictionary [2], transliteration 
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model [2-4] and etc.. On the one hand, since the word-based transliteration models 
often cannot be as accurate as dictionary translation. And the bilingual dictionary 
translation method exist the problem that the dictionary has a limited coverage to NE 
translation equivalents. On the other hand, early studies on NE translation 
equivalents mainly focus on the named entities acquisition from the parallel corpus 
[5-7]. By this method the accuracy of NE extraction result is very high, but 
the parallel corpus acquisition is not a simple task. Especially when the relevant 
language resources are rare, acquisition of large-scale parallel corpora has become 
more difficult. 

In order to avoid the huge cost to obtain parallel corpus, many researchers 
have turned to use the comparable corpus to obtain bilingual resources. Comparable 
bilingual corpus is a bilingual text set that is not parallel, but related to the same topic. 
For example, the Boston terrorist bilingual news could be considered comparable. 
Compared with the parallel corpus, comparable corpus is easier acquisition, resources 
are more abundant, therefore it’s more suitable for large-scale NE translation 
equivalents extraction task. 

One of the earliest researches in this field is based on word co-occurrence and 
proposed by Rapp [8]. This method assumes that if the joint probability of co-
occurrence of two words larger than the occurrence probability of the respective 
word, these two words are more likely to appear in a similar context. In his paper, he 
used the similarity matrix and the joint probability to estimate the lexical mapping. 
Most of the existing methods are based on this assumption and put 
forward different similarity calculation method, according to the feature 
of different similarity matrix content, They can be classified as shown in table 1. 

Table 1. Taxonomy of cross-language similarity metrics 

 Entity Relationship 

Using entity names E R 

Using textual context EC RC 

1. E: Entity names in the two corpora can be compared based on their phonetic 
similarity, e.g., high phonetic similarity between Obama and the Chinese 
translation of Obama, 奥巴马 (pronounced ’Aobama’), is evidence that they are a 
translation pair. 

2. EC: Entity Context, i.e., common text surrounding the named entity translation pair 
in the two corpora, can be compared. For example, Obama and 奥巴马 , 
surrounded by words with the same meanings, such as ‘president’ and ‘总统’, 
support the inference that they are translation pairs. 

3. R: Relationships between an NE pair in one corpus and an NE pair in other corpus, 
quantified by monolingual NE co-occurrence, can be used as relational evidence 
that they are translation pair. For example, Barack and Michelle (巴拉克 and 米
歇尔) frequently co-occur in both corpora, and high translation similarity of 
(Obama, 奥巴马) supports the inference that Michelle and 米歇尔 are translation 
pair. 



166 K. Ru et al. 

 

4. RC: Relationship Context, i.e., the surrounding text that explains the relationship 
of the NE pair in each corpus, is evidence for whether the two NE relationships are 
comparable. For example, Barack and Michelle described as a couple in both 
corpora is evidence that they have strong relationship, and, therefore, it can 
enhance the relationship similarity R. 

Only use one feature as the similarity matrix is difficult to obtain satisfactory results 
[9-11]. Most recent approach is to integrate various features. Shao and Ng [12] 
integrate the E and EC. Lee and Aw [13] come together E, EC and R. You [14, 15] 
did not only merge all the features together, also joined the additional latent features 
into system such as time. 

In summary, traditional methods require large-scale parallel corpus or other 
bilingual resources. Compared with monolingual corpora, large-scale bilingual 
resources are relatively scarce and high building costs. However the large-
scale monolingual corpus construction technique is simple, low cost and easy to 
implement. 

At present, the Chinese and Japanese bilingual resources are very few. While 
construct Japanese Chinese bilingual NE translation dictionary, in order to solve the 
above problem, we propose a method  based on inductive learning Chinese and 
Japanese monolingual corpus for automatic extraction method of NE translation. This 
method uses the Chinese Hanzi and Japanese Kanji table calculate Chinese and 
Japanese named entity similarity between instances. Then use inductive learning 
method to extract the common part and different part in high similarity Chinese and 
Japanese NE pairs. And obtain partial translation rules from these two parts. In the 
end, through the feedback process updates on the Chinese and Japanese named entity 
similarity and partial translation rule set. Experimental results show that, the method 
proposed in this paper is simple and efficient, which can effectively use monolingual 
corpora building large-scale Chinese Japanese named entity translation dictionary. 

In the following part of this paper, our research and resources are introduced in the 
2nd section, mainly including inductive learning method and the Japanese Chinese 
characters table; The 3rd section describes the extraction method of named entity 
translation Equivalents;  Section 4 discusses and analyses the experimental results; 
Finally make summarizes and give the future works. 

2 The Related Research and Resources 

Current mainstream machine learning methods include supervised, semi-supervised 
and unsupervised three categories. The proposed method uses example-based 
inductive learning method and use Chinese Hanzi and Japanese kanji table as existing 
knowledge. 

2.1 Inductive Learning Method 

The example-based inductive learning method is proposed by Professor Kenji Araki 
and etc. [16]. The basic idea mainly includes two aspects. One is the recursive 
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extraction the common part and different part from two examples to obtain rules; the 
other, through the feedback processing screen and optimize rules. This paper acquires 
the inherent rules in the instance using inductive learning approach. Firstly we 
determine the corresponding relationship between the strings, secondly, to 
extract correspondence rules from unknown strings, as shown in Table 2. 

Table 2. Extraction instance from Unknown string pairs 

Input 1 αθσψδλν 

Input 2 ΞΣψδΥΦΘ 

Segment 1 αθσ ΞΣ 

Segment 2 ψδ ψδ 

Segment 3 λν ΥΦΘ 

 
The input 1 and input 2 in Table 2 exist corresponding relationship with an 

underline (ψδ). Subsequently, align the different parts according to the order of 
segments. The results are shown in Table 2, segment 1, segment 2 and segment 3 
constitute corresponding relationship respectively. Except correspond to the sequence 
shown in Table 2, there may be the reverse mapping relation. As to the position 
order or reverse, will depend on the specific research goals and use the empirical 
method to resolve. 

According to the same method we extract the common part from segment and 
reduce the segment to primitives. The example of extracting primitives from the 
segment is shown in Table 3. We extract the common part marked with an underline 
(θσ，ΦΘ) from segment 1, 2 as the primitive 2. Then we extract the different parts of 
both sides ((α,Υ)，(γμ，Σ)) as primitive 1 and primitive 3. Thus, by separating 
the common part and different part, we can get three primitives. 

Table 3. Extraction primitive from segments 

Segment 1 αθσ ΥΦΘ 

Segment 2 θσγμ ΦΘΣ 

primitive 1 α Υ 

primitive 2 θσ ΦΘ 

primitive 3 γμ Σ 

 
Because the primitives can be merge to the segments, so these three primitives 

became the perfect substitutes of two segments. This extraction method usually needs 
the help of empirical rules which determine the correspondence between strings. This 
example-based method extracts the common part and different part by stages so as to 
obtain knowledge, which is a kind of inductive learning methods. 



168 K. Ru et al. 

 

2.2 Chinese Hanzi and Japanese Kanji Comparison Table 

Chinese characters are in widespread use [17]. Japanese Kanji comes from ancient 
Chinese. Therefore Japanese Kanji and Chinese Hanzi (including Simplified Chinese 
and Traditional Chinese) in many cases are the same. However, as shown in Table 4, 
the corresponding relationship between Japanese Kanji and Chinese Hanzi are very 
complicated. Goh, etc. [18] using the Japanese-Chinese dictionary, change the 
Japanese Kanji to Chinese Hanzi through direct matching method. Chu et al [17] use 
open source resources to build Japanese kanji, Traditional Chinese, Simplified 
Chinese Hanzi table. 

Table 4. Extraction primitive from segment 

Japanese Kanji 愛 国 書 氷 

Traditional Chinese Hanzi 愛 國 書 冰 

Simplified Chinese Hanzi 爱 国 书 冰 

 
Chinese clients of Chinese-Japanese bilingual translation system typically contain 

only simplified Chinese Hanzi, so this paper construct Japanese Kanji and Simplified 
Chinese Hanzi table. In the process, this paper uses a total of three types of dictionary 
information: 

1. Variants Dictionary. A Hanzi in a Chinese-Japanese dictionary may exist in a 
variety of different shape, while building the dictionary, we enumerate the 
circumstances of each Variant. Unihan Database is the CJK trilingual knowledge 
databases of Unicode Consortium. 1  The database contains variants feature 
information which recorded the relationships in Japanese kanji and Chinese Hanzi. 
In this paper, we use variants to change Japanese kanji shape. If there is a link 
between variants, then two characters can be transformed into each other. 

2. Chinese and Japanese Kanji Dictionary. We use the Chinese-Japanese kanji 
dictionary of Kanconvit2, which contains a total of 1159 vocabulary variants. 

3. Traditional-Simplified Chinese Dictionary. As shown in Table 5, Traditional-
Simplified Chinese Hanzi is not the simple one-to-one relationship. We use the 
Traditional-Simplified Chinese Dictionary in Chinese Encoding Converter3 which 
contains a total of 6740 pairs of traditional Hanzi to simplified Hanzi. 

Table 5. Hanzi converter standard conversion table 

Traditional Hanzi 萹，稨 變 並，併 佈 

Simplified Hanzi 扁 变 并 布 

                                                           
1 http://unicode.org/charts/unihan.html 
2 http://kanconvit.ta2o.net 
3 http://www.mandarintools.com/zhcode.html 
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3 Our Method 

The existing method for NE translation equivalents acquisition from bilingual corpus 
required that the bilingual corpora have a strong correlation. Even the methods using 
comparable corpus also require the correlation [19, 20]. The proposed method use 
large monolingual corpora, and reduce the difficulty of obtaining the corpus. 

First we get two monolingual collection of NE through the monolingual named 
entity recognition tools. Secondly, we use the named entity translation rules 
and Chinese Hanzi and Japanese Kanji comparison table as additional knowledge 
and calculate the similarity between bilingual NEs to obtain the similarity list. Then 
we have an inductive learning process for high similarity NEs. For example in “BBC 
ウェールズ” (BBC Wales) and “BBC 威尔士”，we get the different part is “ウェ

ールズ” and “威尔士” when we take the word as the smallest semantics unit. We 
count up the different parts in NE list. Then we select the entries whose co-occurrence 
rate are higher than giving threshold and add them into partial translation rules. We 
use partial translation rules to calculate the similarity iteratively, until we cannot 
generate new NE translation equivalents. Procedure of the method is shown as Fig 1. 

 

Fig. 1. Procedure of the method 

3.1 Monolingual Named Entity Recognition 

Monolingual named entity recognition technology has developed rapidly, the main 
method include rule-based, dictionary-based and statistical methods. 
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Generally, when the extracted rules can reflect the language phenomenon 
accurately, rule-based approach is superior to the performance of statistical methods. 
However, these rules are often dependent on the specific language and style of the 
text. Its compilation process is time-consuming. And the system is difficult to 
cover the entire language phenomenon. It is particularly prone to error, bad system 
portability, and it requires linguistic experts to rewrite new rules for different system.  

Statistical methods use artificial annotated corpus for training which does not 
require extensive linguistics knowledge, and can be finished in short time. In CoNLL-
2003 Conference, the all 16 participating systems based on statistical methods. The 
methods become the mainstream of current research. Such systems migrate to new 
areas cannot make big changes, just use new corpus for training. Statistical machine 
learning methods mainly include: Hidden Markov Model (HMM), Maximum Entropy 
(ME), Support Vector Machine (SVM), Conditional Random Fields (CRF) and etc.. 

In these four kinds of learning methods, maximum entropy model is compact with 
good versatility. The main drawback is that the training complexity is very high, and 
sometimes even lead to unbearable training costs. It needs the clear normalized 
calculation, resulting in large overhead. The CRF provides a flexible feature and 
global optimal annotation framework for NER. But at the same time, there are some 
problem such as slow convergence and long training time. 

In this paper, monolingual named entity recognition tool is based on CRF. 

3.2 Examples Selection 

In the initial phase of this module, we mainly use Chinese Hanzi and Japanese Kanji 
comparison table, calculating NE similarity between Chinese and Japanese instances, 
and then obtain examples for inductive learning through given appropriate threshold 
values. Together with the partial translation rules, which are generate by inductive 
learning module, we further improve the named entity similarity. 

There are many ways to calculate the similarity between named entities, such as 
edit distance, Hamming distance, cosine vector, Jaccard similarity and etc.. 
Considering the word frequency information, we use the cosine vector as the 
similarity Formula. The basic idea is: If the two named entity to use words more 
similar, their content should be more similar. Therefore, we can start from word 
frequency, calculate their similarity. Japanese NE express as A，and Chinese NE 
express as B. Formula is shown as follows:                                      ·| | | | ∑ ( )∑ ( ) ∑ ( )        (1) 

Cosine values closer to 1, it shows that the angle is close to 0 degrees, which means 
the two vectors are more similar. 

Taking Japanese named entity "大原綜合病院附属大原医療センター " 
(Ohara subsidiary medical center of Ohara General Hospital) and Chinese named 
entity "大原综合医院附属大原医疗中心" for example, the processing steps are as 
follows: 
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1. Have monolingual word segmentation for Japanese and Chinese.  
Japanese Segmentation Results: 大原 綜合 病院 附属 大原 医療 センター 

Chinese Segmentation Results: 大原 综合 医院 附属 大原 医疗 中心 

2. We use the NE Partial Translation Rules to translation the NEs. In the initial state 
of the rule base is empty, after a few iterations, in this case, "病院"(hospital) -> "医
院", "綜合"(general) -> "综合" has been extracted as a partial rule, which can 
improve the similarity. 
Japanese partial translation results: 大原 综合 医院 附属 大原 医療 センター 

Chinese: 大原 综合 医院 附属 大原 医疗 中心 

3. Convert the Japanese Kanji to Simplified Chinese Hanzi by Chinese Hanzi and 
Japanese Kanji comparison table. In this example, ‘療’-> ‘疗’ 
Japanese kanji conversion results: 大原 综合 医院 附属 大原 医疗 センター 

Chinese: 大原 综合 医院 附属 大原 医疗 中心 

4. We unified segmentation granularity and looked the Japanese word 
segmentation results as the standard. If unable to confirm 
the boundary, the unknown part keeps the initial state of Chinese word 
segmentation. 
Japanese: 大原 综合 医院 附属 大原 医疗 センター 

Chinese unified segmentation granularity results:  
大原 综合 医院 附属 大原 医疗 中心 

5. List all the word bilingual named entity contains, forming a vector. 
[大原 综合 医院 附属 医疗 センター 中心] 

6. Get the word frequency vector. 
Japanese word frequency vector: 
[大原/2 综合/1 医院/1 附属/1 医疗/1 センター/1 中心/0] 
Chinese word frequency vector:  
[大原/2 综合/1 医院/1 附属/1 医疗/1 センター/0 中心/1] 

7. Calculate the similarity. We can think of them as two lines in space, are from the 
origin ([0, 0, ...]) starting, pointing in different directions. An included angle is 
formed between the two lines, if the angle is 0 degrees, mean line overlap and 
point the same direction; If the angle of 90 degrees, which means a right angle, the 
direction is completely dissimilar; If the angle is 180 degrees, which means the 
opposite direction. Therefore, we can judge the similarity through the included 
angle. The smaller the angle, the more similar it represents. 

3.3 Inductive Learning 

Inductive learning process is recursive extraction of the common part and the 
different part between the two NE instances. The pseudo code as follows: 
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Algorithm: Inductive Learning 

INPUT：J_C_dict, Simlarity，Part_Trans_Rules  

INITIALIZATION: Diff_count  

For entity in Simlarity:  

If entity.value > Threshold.diff: 

#Get the same and different part in NEs. 

content = GetDiff(entity.ja, entity.ch)  

 Diff_count[content]++ 

For content in Diff_count: 

#If rule frequency higher than threshold, add it into partial 

translation rules. 

If Diff_count[content] > Threshold.rules:  

   Part_Trans_Rules += content 

Like the example in section 3.1. 

1. Select the high similarity instance, statistics on the frequency of occurrence of 
different parts. 

2. Such as "センター"(center) and "中心" are the different part. The frequency of 
appearance above the threshold. Add the part into “Partial Translation rules”. 
The new rules can be used to further improve the similarity calculation results. 
Iterative generalize rule, until no new rules. 

4 Experiment and Result Analysis 

4.1 Data and Evaluation Criteria 

The source monolingual corpora used in the experiments come from the 
Wikipedia database.  The corpora have a total of 69,874 Japanese monolingual texts 
and 84,055 Chinese monolingual texts. The monolingual NER tools used in the 
experiments are the CRF-based NER tools of our lab. Recognition results shown in 
Table 6, the results of the experiment were randomly selected 8000 entries from all 
the entries and manually aligned and use this part as an experimental golden answer. 

Table 6. The result of NER 

 Chinese Japanese 

PER 88203 73322 

LOC 183677 152688 

ORG 49442 41101 

 
We use Precision, Recall and F-measure as the evaluation criteria of the results. 
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Table 7. Condition as determined by Gold standard 

 True False 

Test outcome Positive True positive False positive 

Negative False negative True negative 

As shown in Table 7.                          (2)                          (3) 

· ··                  (4) 

When the parameter 1, that is, the precision and recall rate have the same 
weight, it is generally called F1 values. 

4.2 The Experimental Results 

The results in Table 8. 

Table 8. The experimental results  

No. of iterations P R F1 

1 70.14 40.28 51.17 

2 85.33 70.66 77.31 

3 87.13 74.26 80.18 

4 89.90 79.80 84.55 

5 91.89 84.05 87.80 

6 92.58 85.17 88.72 

 
From the table 8, its effect is satisfactory that extracting NE translation equivalents 

from unrelated monolingual corpora use this method. With the increase in the number 
of iterations, the difference list of translations become larger and larger which makes 
similarity calculation results in ascending order. Experiments test and verify 
the proposed method is simple and effective. After careful analysis of the 
experimental results, we can find this kind of method is better if named entities 
contained kanji, but when the Japanese named entities all are kana and have no 
association with existing partial translation rules, this method does not recognize 
anything. Such as "コーネリアス(小山田圭吾)" (Keigo Oyamada), due to there is 
no correlation and internal rules. We are completely unable to identify this NE, whose 
similarity calculation result is 0. Different categories named entity extraction final 
results shown in Table 8 below: 
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Table 9. The different type of NE  

 P R F1 

PER 89.77 81.45 85.41 

LOC 93.27 89.21 91.19 

ORG 93.16 86.27 89.58 

 
Among them, the number of iterations and the length of named entity have some 

relationship. The length of PER are lower than average length of NE, so we cannot 
get new rules after 2 iterations. But the ORG and LOC will give more iteration. In 
addition, in an iterative process, rule extraction threshold value should be gradually 
relax, otherwise we cannot extract the new rules after 2 iterations. But we cannot 
select the low threshold at the beginning neither, so that the rules will greatly improve 
redundancy. The threshold seems to exponentially decrease is a good choice. 

5 Conclusions and Prospects 

Compared with other methods, this paper combines the language features of Chinese 
and Japanese. We propose a method based on inductive learning for automatically 
extracting NE translation equivalents from Chinese and Japanese monolingual corpus. 
It effectively reduce the cost to build the corpus and the need for additional 
knowledge when we use a weak correlation bilingual text sets and minimal additional 
knowledge to extract named entity translation equivalents. 

Using this method is facing the problem that pure Kana named entity may be 
unable to extract partial translation rules. Our future work will mainly focus on the 
pure kana named entity extraction. 
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Abstract. Data quality is one of the key factors in Statistical Machine
Translation (SMT). Previous research addressed the data quality prob-
lem in SMT by corpus weighting or phrase scoring, but these two types
of methods were often investigated independently. To leverage the de-
pendencies between them, we propose an intuitive approach to improve
translation modeling by collective corpus weighting and phrase scoring.
The method uses the mutual reinforcement between the sentence pairs
and the extracted phrase pairs, based on the observation that better
sentence pairs often lead to better phrase extraction and vice versa. An
effective graph-based random walk is designed to estimate the quality of
sentence pairs and phrase pairs simultaneously. Extensive experimental
results show that our method improves performance significantly and
consistently in several Chinese-to-English translation tasks.

Keywords: data quality, corpus weighting, phrase scoring, graph-based
random walk.

1 Introduction

Statistical Machine Translation (SMT) depends largely on the performance of
translation modeling. The training of a translation model usually starts from au-
tomatically word-aligned bilingual corpus, followed by the extraction and scoring
of phrase pairs. In real-world SMT systems, bilingual data is often mined from
the web, meaning the low-quality data is inevitable. The low-quality bilingual
data degrades the quality of word alignment and leads to incorrect phrase pairs
and defective phrase scoring, which hurts the translation performance of phrase-
based SMT systems. Therefore, it is crucial to exploit data quality information
to improve the translation modeling.

Previous research has addressed the data quality problem by corpus weight-
ing or phrase scoring, but these two kinds of methods are often investigated
independently. On the one hand, conventional corpus weighting methods esti-
mate the quality of each sentence pair in the bilingual corpus individually, but
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neglect that similar sentence pairs are usually in similar quality. On the other
hand, the translation probability of phrase pairs are often estimated based on the
assumption that the sentence pairs are equally well. In real-world SMT, these
assumptions may not hold due to the varying quality of the bilingual corpus.
Therefore, the mutual reinforcement should be leveraged for translation mod-
eling, which means the quality of the sentence pairs depend on the extracted
phrase pairs and vice versa.

To this end, we propose an intuitive and effective approach to address this
problem. Obviously, high-quality parallel data tends to produce better phrase
pairs than low-quality data. Meanwhile, it is also observed that the phrase pairs
that appear frequently in the bilingual corpus are more reliable than less frequent
ones because they are more reusable, hence most good sentence pairs are prone
to contain more frequent phrase pairs [1, 2]. This kind of mutual reinforcement
fits well into the framework of graph-based random walk. When a phrase pair
p is extracted from a sentence pair s, s is considered casting a vote for p. The
higher the number of votes a phrase pair has, the more reliable of the phrase pair.
Similarly, the quality of the sentence pair s is also determined by the number of
votes casted by all the extracted phrase pairs from s.

In this paper, we have developed a PageRank-style random walk algorithm
[3, 4, 5] to iteratively compute the importance score of each sentence pair and
each phrase pair that indicates its quality: the higher the better. In SMT, these
scores are integrated into the log-linear model to help translation generation in
decoding. The importance scores of sentence pairs are used as fractional counts to
re-calculate the phrase translation probabilities based on Maximum Likelihood
Estimation (MLE). In addition, the important scores of phrase pairs are directly
used as new features. We evaluate our method on the colloquial text (IWSLT
test sets) and the formal text (NIST test sets). Extensive experiments show that
our method improves the performance significantly and consistently in several
Chinese-to-English translation tasks, with up to 1.9 BLEU points.

The rest of the paper is organized as follows: The proposed approach is ex-
plained in Section 2. Experimental results are presented in Section 3. Section 4
introduces some related work. Section 5 concludes the paper and suggests future
research directions.

2 The Proposed Approach

2.1 Graph-Based Random Walk

Graph-based random walk is a general algorithm for approximating the impor-
tance of a vertex within the graph in a global view. In our method, the vertices
denote the sentence pairs and phrase pairs. The importance of each vertex is
propagated to other vertices along the edges. Depending on different scenar-
ios, the graph can take directed or undirected, weighted or un-weighted forms.
Starting from the initial scores assigned in the graph, the algorithm is applied to
recursively compute the importance scores of vertices until it converges, or the
difference between two consecutive iterations falls below a pre-defined threshold.
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Fig. 1. The circular nodes stand for S and the square nodes stand for P . The dotted
and solid lines capture the sentence-phrase and phrase-phrase recommendations.

2.2 Graph Construction

In this paper, we exploit the graph-based random walk to convert the translation
modeling in SMT to a mutual recommendation problem. An undirected graph
is constructed over the entire bilingual corpus. In the graph, we partition the
vertices into two groups: sentence pair vertices and phrase pair vertices. The
edges characterize the mutual recommendation relationships between vertices.

Formally, an undirected graph is defined as follows:

G = (V,E) (1)

where V = S ∪P is the vertex set, E = ESP ∪EPP is the edge set. S = {si|1 ≤
i ≤ n} is the set of all sentence pairs. P = {pj|1 ≤ j ≤ m} is the set of all phrase
pairs that are extracted from S based on the word alignment. ESP is a subset
in which the edges are between S and P , thereby ESP = {〈si, pj〉|si ∈ S, pj ∈
P, φ(si, pj) = 1}.

φ(si, pj) =

{
1 if pj can be extracted from si

0 otherwise
(2)

EPP = {〈pj , pk〉|pj , pk ∈ P, j �= k, ψ(pj, pk) = 1} denotes a subset of edges
between vertices in P .

ψ(pj , pk) =

{
1 ∃i, φ(si, pj) = 1

∧
φ(si, pk) = 1

∧
Aj

⋂
Ak �= ∅

0 otherwise
(3)

where Aj and Ak are the sets of word alignment links contained in phrase pairs
pj and pk.

Figure 1 illustrates the graph structure. The circular nodes stand for S and the
square nodes stand for P . The edges represent the mutual recommendation rela-
tionships among vertices. There are two types of recommendation relationships.
The dotted lines capture the Sentence-Phrase Recommendation (SPR) denoted
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by ESP and the solid lines capture the Phrase-Phrase Recommendation (PPR)
denoted by EPP . If si is in high quality, it will recommend that pj is a good
phrase pair when φ(si, pj) = 1, and vice visa. Similarly, if pj is a good phrase
pair, it will recommend that the quality of pk is good when ψ(pj , pk) = 1. The
motivation behind this approach is that high quality sentence pairs can produce
good phrase pairs. At the same time, a good phrase pair can recommend other
phrase pairs that have good quality if they overlap within the same sentence
pair. We do not consider the recommendation between sentence pairs because
the dependency information between them is always missing during translation
modeling in most SMT systems.

2.3 Graph Parameters

In general, graph parameters include importance scores for the vertices and
weights for the edges. In our work, each edge is associated with a weight repre-
senting a recommendation score between two vertices. At the same time, each
vertex is associated with a importance score representing the importance of the
vertex within the graph.

The recommendation scores for SPR and PPR are computed in different ways.
For SPR, a nonnegative recommendation score h(si, pj) is defined using the
standard TF-IDF formula, which is similarly used in (Wan et al., 2007):

h(si, pj) =

{
PF (si,pj)×IPF (pj)∑

p′∈{p|φ(si,p)=1} PF (si,p′)×IPF (p′) if φ(si, pj) = 1

0 otherwise
(4)

where PF (si, pj) is the phrase frequency in a sentence pair and IPF (pj) is the
inverse sentence frequency of pj in the whole parallel corpus, h(si, pj) can be
abbreviated as hij if there is no ambiguity.

For PPR, its recommendation score is defined based on the statistics of word
alignment links. Given an edge 〈pj , pk〉 ∈ EPP , let Am be the set of word align-
ment links contained in a phrase pair pm, the recommendation score of 〈pj , pk〉
is computed by the Dice’s coefficient:

g(pj, pk) =
2|Aj

⋂
Ak|

|Aj |+ |Ak|
(5)

The larger g(pj, pk) is, the more contexts between pj and pk are shared and
thereby the stronger the recommendation between them. g(pj , pk) is abbreviated
as gjk. Figure 2 illustrates an example of PPR based on the word alignment
generated by GIZA++. p1 and p2 have strong mutual recommendation as well
as p3 and p4, because they share many word alignment links, while p2 and p3 have
less mutual recommendation. This kind of mutual recommendation is propagated
among the vertices along the edges in the graph. Furthermore, through human
checking, we find that p3 is not a good phrase pair due to the word alignment
error. Naturally, this strongly suggests that p4 is a poor phrase pair but weakly
suggests that p2 is poor. Finally, the quality of each phrase pair is determined
by the net effect of the positive and negative recommendations.
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Fig. 2. A PPR example, 〈guoji, cooperation〉 is an incorrect link shared by p3 and p4

2.4 Weighted Mutual Recommendation Algorithm

In this section, we develop an algorithm to estimate the importance scores of the
vertices using the weights of the edges in the graph. The importance score of a
vertex is influenced by either the neighboring sentence pair vertices or the neigh-
boring phrase pair vertices. Extending the PageRank algorithm [3], Mihalcea and
Tarau [4] proposed a graph-based random walk algorithm for weighted graphs
to calculate the importance of a vertex, which is determined by the importance
of all its neighboring vertices:

I(Vi) = (1− d) + d×
∑

j∈E(Vi)

wij∑
k∈E(Vj)

wjk
I(Vj) (6)

where Vi denotes vertex i, I(Vi) is the importance of Vi, E(Vi) is the set of
vertices that are connected to Vi, wij is the weight of the edge between vertex i
and j, d is the damping factor inherited from the PageRank algorithm.

Our graph contains two types of vertices: sentence pair vertices and phrase
pair vertices. The importance scores of sentence pair vertices and phrase pair
vertices are computed iteratively. Meanwhile, the weight wij is extended to hij

and gij as well to reflect the relationships between two types of vertices.
Let u(si) and v(pj) denote the importance scores of a sentence pair vertex si

and a phrase pair vertex pj. They are computed by Equations 7 and 8:

u(si) = (1 − d) + d×
∑

j∈ESP (si)

hij∑
k∈ESP (pj)

hkj
v(pj) (7)

v(pj) = α× vSP (pj) + (1− α)× vPP (pj) (8)
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where vSP (pj) and vPP (pj) are the relative confidence contribution from neigh-
boring sentence pair vertices and neighboring phrase pair vertices, which are
computed by Equation 9 and 10:

vSP (pj) = (1− d) + d×
∑

i∈ESP (pj)

hij∑
k∈ESP (si)

hik
u(si) (9)

vPP (pj) = (1− d) + d×
∑

i∈EPP (pj)

gij∑
k∈EPP (pi)

gik
v(pi) (10)

where α ∈ [0, 1] is the interpolation factor that can be optimized on the develop-
ment data; d is set to 0.85, which is the default value in the original PageRank
algorithm, ESP (si) = {j|〈si, pj〉 ∈ ESP }, ESP (pj) = {i|〈si, pj〉 ∈ ESP } and
EPP (pi) = {j|〈pi, pj〉 ∈ EPP }.

Based on Equations 7-10, we devise aWeighted Mutual Recommendation Algo-
rithm (WMRA) to iteratively compute the importance scores of all the vertices.
Let U = [u(si)]n×1 and V = [v(pj)]m×1 be two vectors denoting the importance
scores of all sentence pair vertices and phrase pair vertices, H = [hij ]n×m and
G = [gij ]m×m be the matrixes of the recommendation scores from SPR and

PPR, Ĥ and Ĝ be the corresponding normalized matrixes in which the sum of
each row equals to one, and H̃ be the normalized version of HT . In is a col-
umn vector with n rows and all the elements are one, VSP = [vSP (pj)]m×1 and
VPP = [vPP (pj)]m×1.

WMRA is illustrated in Algorithm 1, where U and V are initialized to In and
Im (Lines 1-2). They are iteratively computed and normalized (Lines 7-12),U(n)

and Q(n) are the results of nth iteration. At the end of each iteration (Lines 13-
15), the maximum difference δ of the importance scores between two consecutive
iterations is calculated.1 The above procedure will terminate when δ is lower than
a pre-defined threshold (10−12 in this study). As shown in Algorithm 1, WMRA
is a natural extension of the weighted graph-based random walk in [4]. The
difference is that the computation for importance scores of sentence pair vertices
and phrase pair vertices is performed individually. In addition, normalization is
also conducted separately to guarantee the sum of the importance scores for each
type of vertices is equal to one.

2.5 Integration into SMT Log-Linear Model

The importance scores of phrase pairs V = [v(tj)]m×1 produced by WMRA can
be directly integrated into the log-linear model as additional new features, which
are called the Phrase Scoring (PS) features.

1 For a n dimensional vector x: 1-norm ‖x‖1 equals to
∑n

i=1 |xi|, while maximum-norm
‖x‖∞ equals to max(|x1|, |x2|, · · · , |xn|).
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Algorithm 1. Weighted Mutual Recommendation Algorithm

Require: H̃, Ĥ, Ĝ
1: U(0) ← In
2: V(0) ← Im
3: δ ← Infinity
4: ε ← threshold
5: n ← 1
6: while δ > ε do
7: U(n) ← (1− d)× In + d× H̃

T ×V(n−1)

8: V
(n)
SP ← (1− d)× Im + d× Ĥ

T ×U(n−1)

9: V
(n)
PP ← (1− d)× Im + d× Ĝ

T ×V(n−1)

10: V(n) ← α×V
(n−1)
SP + (1− α)×V

(n−1)
PP

11: U(n) ← U(n)

‖U(n)‖1
12: V(n) ← V(n)

‖V(n)‖1
13: δU ← U(n) −U(n−1)

14: δV ← V(n) −V(n−1)

15: δ ← max(‖δU‖∞, ‖δV‖∞)
16: n ← n+ 1
17: end while
18: return U(n),V(n)

The importance scores of sentence pair vertices U = [u(si)]n×1 are used as
the weights of sentence pairs to re-estimate the probabilities of phrase pairs by
MLE method. Followed by the corpus weight estimation approach [6], given a
phrase pair p = 〈f̄ , ē〉, A(f̄ ) and B(ē) indicate the sets of sentences that f̄ and
ē occur in. Then the translation probability is defined as:

PCW(f̄ |ē) =
∑

i∈A(f̄)∩B(ē) u(si)× ci(f̄ , ē)∑
j∈B(ē) u(sj)× cj(ē)

(11)

where ci(·) denotes the count of the phrase or phrase pair in si. PCW(f̄ |ē)
and PCW(ē|f̄) are called Corpus Weighting (CW) based translation probability,
which are also integrated into the log-linear model in addition to the conventional
phrase translation probabilities [7].

3 Experiments

3.1 Setup

We evaluated our method on Chinese-to-English machine translation tasks over
three experimental settings with different bilingual corpus for domains and sizes.

SLDB+BTEC Setting: A corpus in colloquial style from the DIALOG task
of IWSLT 2010 was used, consisting of the Spoken Language Databases (SLDB)



Collective Corpus Weighting and Phrase Scoring for SMT 183

corpus and parts of the Basic Travel Expression Corpus (BTEC) corpus. The
Chinese portion contained 655,906 words and the English portion contained
806,833 words. The language model was trained over the English portion of the
training corpus. The development dataset was devset8 plus the Chinese DIALOG
data set and the test data was devset9.

FBIS Setting: A news domain corpus (FBIS dataset, LDC2003E14) was used
in this experiment. The Chinese portion contained 2.99 million words and the
English portion contained 3.94 million words. The development dataset was the
NIST 2003 evaluation dataset and the test datasets were the NIST 2006 and
NIST 2008 evaluation datasets. The language model was trained over the English
portion of FBIS plus the Xinhua portion of the Gigaword V4 corpus.

Mixed Domain Setting: This experiment used a mixed-domain bilingual cor-
pus containing around 30 million sentence pairs. The bilingual data was mainly
mined from the web, as well as the United Nations parallel corpus released by
LDC and the parallel corpus released by China Workshop on Machine Trans-
lation (CWMT). The development and test datasets were the same as in the
FBIS setting. The language model was trained over the English portion of the
bilingual corpus plus the Xinhua portion of the Gigaword V4 corpus.

A phrase-based decoder was implemented based on chart-based CKY parsing
with inversion transduction grammar [8]. We used the following feature functions
in the log-linear model for the baseline system:

– phrase translation probabilities and lexical weights in both directions (4
features);

– 5-gram language model (1 feature);
– lexicalized reordering model (1 feature);
– phrase count and word count (2 features).

The translation model was trained over the word-aligned bilingual corpus
conducted by GIZA++ [9] in both directions, and the diag-grow-final heuristic
was used to refine the symmetric word alignment. A 5-gram language model was
trained using the modified Kneser-Ney smoothing [10]. The lexicalized reordering
model [11] was trained over the parallel data. Case-insensitive BLEU4 [12] was
used as the evaluation metric. The parameters of the log-linear model were tuned
by optimizing BLEU on the development data using MERT [13]. Statistical
significance test was performed using the bootstrap re-sampling method [14].

3.2 Implementation Details

In the baseline system, the phrase pairs that appear only once in the bilingual
corpus were simply discarded because most of them were noisy. In addition,
the fix-discount method in [1] for phrase table smoothing was also used. This
implementation made the baseline system perform much better and the model
size was much smaller. In fact, the basic idea of our ”one count” cutoff is very
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similar to the idea of ”leaving-one-out” in [2]. The results in Table 1 show that
the ”leaving-one-out” method performs almost the same as our baseline, thereby
cannot bring other benefits to the system.

When the random walk ran on the mixed-domain bilingual corpora, even fil-
tering phrase pairs that appear only once would still require dozens of days of
CPU time for a number of iterations. To overcome this problem, we used a dis-
tributed algorithm based on the iterative computation in the Section 2.4. Before
the iterative computation starts, the sum of the outlink weights for each vertex
was computed first. The edges were randomly partitioned into sets of roughly
equal size. Each edge could generate key-value pairs, where the same key were
summed locally and accumulated across different machines. Then, in each itera-
tion, the score of each vertex was updated according to the sum of the normalized
inlink weights. The algorithm fits well into the MapReduce programming model
[15] and we used it as our implementation.

3.3 SMT Performance Evaluation

As mentioned in Section 2.5, we have integrated the new features of PS and
CW into the SMT log-linear model as well as the baseline features. This sec-
tion reports the evaluation results of different settings. The experimental results
are shown in Table 1. The results show that WMRA leads to significant per-
formance improvements compared to the baseline, which demonstrates that the
recommendation scores propagated among the vertices are quite useful for SMT
systems. It seems the integration of PS or CW leads to similar performance
improvements, while integrating both of them achieves the best performance.

Table 1. BLEU(%) of Chinese-English translation tasks on three settings (p < 0.05)

SLDB+BTEC FBIS Mixed Domain

test nist2006 nist2008 nist2006 nist2008

Baseline 45.60 31.30 23.29 35.20 29.38
Leaving-one-out - - - 35.30 29.33
+WMRA PS 46.77 32.01 24.13 - -
+WMRA CW 47.08 32.03 24.10 - -
+WMRA PS+CW 47.50 32.42 24.77 36.10 30.22

In general, our method improves the BLEU scores significantly over the bilin-
gual corpus of different sizes. The largest improvement comes from the setting
of SLDB+BTEC, which improves by 1.9 BLEU points over the baseline. The
reason might be that the sentence pairs in SLDB+BTEC are quite similar, so
that the graph-based random walk can effectively distinguish the good phrase
pairs from the poor ones.
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Fig. 3. SMT Performance as the relative contribution ratio α varies. From left to right,
the three figures shows the SMT experiments on the SLDB+BTEC setting, the FBIS
setting with Nist 2006 test set and Nist 2008 test set.

3.4 Interpolation Factor

The interpolation factor α in Equation 8 controls the relative contribution ratio
from neighboring sentence pair vertices and neighboring phrase pair vertices. In
principle, this ratio should be estimated automatically using machine learning
techniques. In order to avoid the overhead of end-to-end training, we empirically
tune it in the range of 0 to 1 with an interval of 0.1. Figure 3 shows the tuning
results under three different settings when applying WMRA. As shown, the SMT
performance arrives at the maximum when α is around 0.5. Therefore, without
loss of generality, α is set to 0.5 for all the experiments in Section 3.3.

4 Related Work

4.1 Phrase Scoring and Corpus Weighting

A great deal of work has been done to get high quality translation knowledge and
filter out the noise. There are two main categories of approaches addressing these
problems. The first category was based on phrase scoring. Some non-parametric
Bayesian techniques [16] were used to estimate the weights of phrase pairs. In ad-
dition to the generative models, discriminative training for phrase alignment and
scoring [17] was also proposed. In this method, the objective function for phrase
alignment was optimized jointly with SMT decoding to achieve end-to-end per-
formance improvements. The second category was based on corpus weighting.
They tried to handle the problem by corpus weight estimation according to the
quality of sentence pairs. A discriminative corpus weighting method [6] was pro-
posed to assign smaller weights to the low quality bilingual sentence pairs. In
contrast to previous research, in which corpus weighting and phrase scoring are
investigated separately, our method optimizes them collectively and gains more
improvements in SMT performance.

4.2 Graph-Based Random Walk

Graph-based random walk was extensively used in web analysis and search. The
most famous algorithms were Google’s PageRank [3]. Beyond that, graph-based
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random walk was also successfully applied to other tasks, such as document sum-
marization, keywords extraction [4] and tags recommendation [18], etc. More-
over, document summarization and keywords extraction were accomplished si-
multaneously [19, 5], with the graph being built using the relationships between
sentences and words homogenously and heterogeneously. Recently, graph-based
random walk has been used for SMT to clean the noisy bilingual data [20], which
can be considered as an unsupervised approach for corpus weighting. Inspired by
previous work, our method uses the graph-based random walk to distinguish high
quality translation knowledge from noise, which is better than the traditional
MLE approach for the parameter estimation.

5 Conclusion and Future Work

In this paper, we have developed an effective approach to optimize phrase scoring
and corpus weighting jointly using graph-based random walk. The proposed ap-
proach automatically estimates the quality of parallel sentence pairs and phrase
pairs by performing mutual recommendation. We convert the importance scores
into new features and integrate them into the log-linear model of the SMT sys-
tem. Significant improvements are achieved in our experiments.

In the future, we will extend our method to other SMTmodels such as the hier-
archical phrase-based model and syntax-based models in which non-terminals are
contained in syntactic translation rules. These extensions have higher complexity
because more translation rules will be extracted from the bilingual corpus. To
this end, we will further optimize our algorithm based on the divide-and-conquer
strategy when the graph size is extremely large.
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Abstract. Weighted alignment hypergraph [4] is potentially useful for
statistical machine translation, because it is the first study to simultane-
ously exploit the compact representation and fertility model of word
alignment. Since estimating the probabilities of rules extracted from
hypergraphs is an NP-complete problem, they propose a divide-and-
conquer strategy by decomposing a hypergraph into a set of independent
subhypergraphs. However, they employ a Bull’s algorithm to enumerate
all consistent alignments for each rule in each subhypergraph, which is
very time-consuming especially for the rules that contain non-terminals.
This limits the applicability of this method to the syntax translation
models, the rules of which contain many non-terminals (e.g. SCFG rules).
In response to this problem, we propose an inside-outside algorithm to ef-
ficiently enumerate the consistent alignments. Experimental results show
that our method is twice as fast as the Bull’s algorithm. In addition, the
efficient dynamic programming algorithm makes our approach applicable
to syntax-based translation models.

Keywords: statistical machine translation, weighted alignment hyper-
graph, optimization.

1 Introduction

Word alignment is the task of identifying translational relations (alignment links)
between words in parallel corpora, in which a word at one language is usually
translated into several words at the other language [1]. Following Moore [6], we
divide alignment links into four categories: “one-to-one” (1-1), “one-to-many”
(1-n), “many-to-one” (m-1) and “many-to-many” (m-n). Table 1 shows the dis-
tribution of links in a word-aligned corpus that contains 1.5 million sentence
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pairs. From this table, we can see that nearly half of the links are not 1-1 links
in both 1-best alignments and 10-best lists. This analysis suggests that the links
are not irrelevant to each other and it is necessary to pay attention to the rela-
tions among them.

Table 1. The distribution of alignment links in a word-aligned corpus that contains
1.5 million sentence pairs

Alignments 1-1 1-n m-1 m-n

1-best 56.5% 17.4% 12.9% 13.2%
10-best 56.4% 17.3% 12.8% 13.5%

To model this phenomenon, Liu et al., [4] propose a novel graph-based compact
representationofword alignment,which takes into account the joint distribution of
alignment links. They first transform each alignment to a bipartite graph (bigraph
in short), in which the nodes are the words in the source and target sentences, and
the edges are word-by-word links. Each bigraph can be decomposed into a set of
disjoint minimal subgraphs, each of which is connected and corresponds to a set
of interrelated links. These subgraphs work as fundamental units in the proposed
approach to exploit the relations among the links. Then they employ a weighted
alignment hypergraph to encode multiple bigraphs, in which each hyperedges cor-
responds to a subgraph in the bigraphs (§ 2.1).

Since estimating the probabilities of rules extracted from hypergraphs is an
NP-complete problem, they propose a divide-and-conquer strategy by decompos-
ing a hypergraph into a set of independent subhypergraphs. Indeed, the reduced
number of hyperedges in the subhypergraphs make the strategy computation-
ally tractable (§ 2.2). However, they employ a Bull’s algorithm to enumerate all
consistent alignments for each rule in each subhypergraph, which is very time-
consuming especially for the rules that contain non-terminals (§ 2.3). This limits
the applicability of this method to the syntax translation models, the rules of
which contain many non-terminals (e.g. SCFG rules).

To alleviate this problem, we propose an inside-outside algorithm to further
divide the subhypergraph into two independent parts (§ 3). With the inside-
outside algorithm, we can employ shared structures for efficient dynamic pro-
gramming. This is very important when calculating the probabilities of rules
with non-terminals. Experimental results show that our approach is twice as fast
as the conventional Bull’s algorithm (§ 4.2). Specifically, the fact that we spend
much less time in the rules with non-terminals makes our approach applicable to
syntax-based translation models, whose rules contain many non-terminals (e.g.
SCFG rules) (§ 4.2).

2 Background

2.1 Weighted Alignment Hypergraph

Each alignment of a sentence pair can be transformed to a bigraph, inwhich the two
disjoint vertex sets S and T are the source and target words respectively, and the
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Fig. 1. (a) An example of bigraph constructed from an alignment between a pair of
Chinese and English sentences, (b) the disjoint subgraphs of the bigraph in (a)
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Fig. 2. (a) One alignment of a sentence pair; (b) another alignment of the same sentence
pair; (c) the resulting hypergraph that takes the two alignments as samples

edges are word-by-word links. For example, Figure 1(a) shows the corresponding
bigraph of an alignment. Since the bigraph usually is not connected, it can be de-
composed into a unique set ofminimum connected subgraphs (MCSs), where each
subgraph is connected and does not contain any other MCSs. For example, the bi-
graph in Figure 1(a) can be decomposed into the MCSs in Figure 1(b). We can see
that eachMCS corresponds to a many-to-many link. Hereinafter, we use a bigraph
to denote an alignment of a sentence pair.

A weighted alignment hypergraph [4] is a hypergraph that compactly encodes
multiple bigraphs. For example, Figures 2(a) and 2(b) show two bigraphs of the
same sentence pair. Then, a weighted alignment hypergraph can be constructed
by encoding the union set of MCSs in each bipartite hypergraph, in which each
MCS serves as a hyperedge, as in Figure 2(c). Accordingly, each hyperedge is
associated with a weight to indicate how well it is, which is the probability sum
of bigraphs in which the corresponding MCS occurs divided by the probability
sum of all possible bigraphs.

Formally, a weighted bipartite hypergraph H is a triple 〈S, T,E〉 where S and
T are two sets of vertices on the source and target sides, and E are hyperedges
associated with weights. Liu et al., [4] estimate the weights of hyperedges from
an n-best list by calculating relative frequencies:
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w(ei) =

∑
BG∈N p(BG)× δ(BG, gi)∑

BG∈N p(BG)

where

δ(BG, gi) =

{
1 gi ∈ BG
0 otherwise

(1)

Here N is an n-best bigraph (i.e., alignment) list, p(BG) is the probability of
a bigraph BG in the n-best list, gi is the MCS that corresponds to ei, and
δ(BG, gi) indicates that whether a subgraph gi occurs in the bigraph BG or
not.

2.2 Calculating Rule Probabilities

Liu et al., [4] calculate the fractional count of a phrase pair extracted from the
hypergraph as the probability sum of the alignments with which the phrase
pair is consistent, divided by the probability sum of all alignments encoded in a
hypergraph. Therefore, they need to calculate two probability sums:

1. How to calculate the probability sum of all alignments encoded in a hyper-
graph?

2. How to efficiently calculate the probability sum of all consistent alignments
for each phrase pair?

Enumerating All Alignments
Liu et al., [4] show that enumerating all possible alignments in a hypergraph can
be reformulated as finding all possible complete hypergraph matchings in this

Algorithm 1. Algorithm for enumerating all possible complete hyperedge
matchings in a bipartite hyperedge H = 〈S, T,E〉.
1: procedure ENUMERATION(〈S, T,E〉)
2: completes ← ∅
3: paths ← {∅}
4: for e in E do
5: new paths ← ∅
6: for path in paths do
7: if e ∩ path == ∅ then
8: new path ← path ∪ {e}
9: if new path connects all vertices then
10: add new path to completes
11: else
12: add new path to new paths

13: add new paths to paths

14: return completes
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hypergraph, an NP-complete problem. Therefore, they propose a divide-and-
conquer strategy by decomposing a hypergraph into a set of independent sub-
hypergraphs. For example, Figure 3(b) shows the independent subhypergraphs
of the hypergraph in Figure 3(a). The reduced number of hyperedges in the
subhypergraphs makes the strategy computationally tractable. For each subhy-
pergraph, they employ a Bull’s algorithm for enumerating all possible complete
hyperedge matchings in each subhypergraph, as shown in Algorithm 1. The com-
plexity of this algorithm is O(|E|), where |E| is the number of hyperedges in the
hypergraph.

Enumerating Consistent Alignments
To efficiently calculate the probability sum of all consistent alignments for each
phrase pair, they only concern the overlap subhypergraphs which may generate
the alignments that are not consistent with the phrase pair. As an example,
consider the phrase pair in the grey shadow in Figure 3(a), it is consistent with
all sub-alignments from both h1 and h2 because they are outside and inside
the phrase pair respectively, while not consistent with the sub-alignment that
contains hyperedge e2 from h3 because it contains an alignment link that crosses
the phrase pair. Liu et al., [4] show that nearly 90% of the phrase pairs only need
to concern less than 20% of all subhypergraphs, suggesting that the enumeration
of all consistent alignments for each rule is practically feasible.
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Fig. 3. (a) An example of a hypergraph in which the nodes in the grey shadow are the
candidate phrase, (b) the independent subhypergraphs of the hypergraph in (a).

2.3 Drawbacks

For each overlap subhypergraph, Liu et al., [4] first enumerate all possible align-
ments using Algorithm 1, then check whether the translation rule is consistent
with each alignment. This method has two drawbacks:
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1. It is memory-intensive. As the number of alignments is exponential (although
enumerable) in each hypergraph, it will consume a lot of memory to store
all possible alignments, especially for the hypergraphs that have relatively
many hyperedges.

2. It is time-consuming. To check consistence between an alignment and a rule
that contains non-terminals (sub-phrase pairs in a phrase pair are replaced
with non-terminals), they should check the consistency between the align-
ment and all phrase pairs (including the sub-phrase pairs). It will be time-
consuming and not applicable to the rules that contain many non-terminals
(e.g., SCFG rules in syntax-based translation models).

Given the great number of translation rules extracted from the hypergraphs,
it will take most of the time to enumerate all consistent alignments for each
rule. Therefore, we propose a simple and fast strategy to speed up the process,
and make the weighted alignment hypergraph applicable to the syntax-based
translation models.

3 Optimization

We borrow ideas from the inside-outside algorithm that successfully works in
compact representations [5,9,10,7,8], and apply it to the weighted alignment
hypergraph.

Given a phrase pair and a overlap subhypergraph, we divide the hyperedges in
the subhypergraph into three categories: (1) inside hyperedges that only cover the
vertices inside the phrase pair, (2) outside hyperedges that only cover the vertices
that outside the phrase pair, and (3) crossed hyperedges that cover the vertices
both inside and outside the phrase pair. Take the overlap subhypergraph h2 in
Figure 3(b) as example, e4 is an inside hyperedge, e3 is an outside hyperedge,
and e2 is a crossed hyperedge.

If we remove the crossed hyperedges from a overlap subhypergraph, we will
obtain two independent partial hypergraphs: inside partial hypergraph whose
vertices are connected by the inside hyperedges, and outside partial hypergraph
whose vertices are connected by the outside hyperedges. Given a phrase pair
P , the probability sum of all consistent sub-alignments encoded in the overlap
subhypergraph h is:

p(A|h, P ) =
∑
a∈A

p(a|h, P )

=
∑
a∈AI

p(a|IPH)×
∑
a∈AO

p(a|OPH) (2)

Here IPH and OPH denote the inside and outside partial hypergraphs respec-
tively, and AI and AO denote the sub-alignments generated from them individ-
ually. Let OS denotes the set of overlap subhypergraphs for the phrase pair,
then
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p(A|H,P ) =
∏

hi∈OS

p(A|hi, P )×

∏
hi∈H−OS

p(A|hi) (3)

Here the set of non-overlap subhypergraphs (H−OS) are irrelevant to the phrase
pair, and we have p(A|h, P ) = p(A|h) for each h ∈ H −OS. Then the fractional
count of the phrase pair is:

count(P |H) =
p(A|H,P )

p(A|H)

=

∏
hi∈OS p(A|hi, P )∏
hi∈OS p(A|hi)

(4)

We can easily extend this process to variable rules that contain non-terminals.
For example, we have two sets of overlap subhypergraphs for a variable rule that
contains one non-terminal (i.e., the phrase pair and the sub-phrase pair). Note
that the subhypergraphs intersection set overlaps both the phrase and the sub-
phrase. Therefore, we divide the hyperedges in the intersection set into four
categories: (1) inside the sub-phrase pair, (2) outside the sub-phrase pair but
inside the phrase pair, (3) outside the phrase pair, and (4) crossed hyperedges.
Then we replace the two factors in Eq. 2 with the first three categories above.
We use Eq. 2 for the other overlap subhypergraphs for the phrase and sub-phrase
pairs respectively.

The advantage of inside-outside algorithm is we can employ shared structures
for efficient dynamic programming. For example, when enumerating consistent
alignments for a rule containing one non-terminal in Bull’s algorithm, we should
repeatedly check the consistency between the alignments and the phrases (sub-
phrases). With inside-outside algorithm, we only need to concern the varied part
of the structure (i.e. the intersection between the phrase and the sub-phrase), and
re-used the previous calculated probabilities of the shared structures (i.e. the in-
side probability of the sub-phrase and the outside probability of the phrase). This
greatly speeds up calculating probabilities of rules that contains non-terminals
(§ 4.2).

4 Experiments

4.1 Setup

We carry out our experiments using a reimplementation of the hierarchical
phrase-based system [2]. Each translation rule is limited to have at most two
non-terminals. Our training data is FBIS corpus from LDC dataset that con-
tains 239K sentence pairs.1 We first follow Venugopal et al. [11] to produce n-best

1 The FBIS corpus shares similar subhypergraph distribution with a larger corpus that
contains 1.5 million sentence pairs. We believe that our results also suits large-scale
corpora.
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lists via GIZA++. We produce 20-best lists in two translation directions, and use
“grow-diag-final-and” strategy [3] to generate the final 100-best lists by selecting
the top 100 alignments. Finally we construct weighted alignment hypergraphs
from these 100-best lists. For computational tractability, we follow Liu et al. [4]
to only allow a subhypergraph has at most 10 hyperedges.

4.2 Results

Figure 4 shows the comparison results between the conventional Bull’s algorithm
(Bull) and our optimized approach (Optimization). We find that the optimiza-
tion spends half of the time compared with Bull’s algorithm, indicating that our
approach speeds up the rule extraction.
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Fig. 4. The comparison results of two approaches

For both approaches, phrase extraction (rules without non-terminals) con-
sumes a high portion of time. This is in accord with intuition, because we extract
all possible candidate phrases from the hypergraphs. To maintain a reasonable
rule table size, we only remain more promising candidates that have a frac-
tional count higher than a threshold, which are used to generate rules with non-
terminals. It should be emphasized that our approach consumes more time on
phrase extraction, because we need to calculate the alignments probability sums
for both inside and outside hyperedges, which can be reused in the calculation
of rules with non-terminals.

Concerning translation rules with non-terminals (i.e. One-NT and Two-NT),
we see that Bull’s algorithm spends much more time than our approach. In
Bull’s algorithm, each alignment is repeatedly checked even they share many
sub-alignments. To make things worse, for a rule with n non-terminals, each
alignment is checked (n+1) times (the phrase and the n sub-phrases). In contrast,
our approach only need to concern the intersection of the phrase and the non-
terminals. This proves that our approach is applicable to SCFG rules that contain
many non-terminals.
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4.3 Analyses

Why Our Approach Is Faster?. From Figure 4 we can see that our ap-
proach outperforms Bull’s algorithm mainly due to we spend much less time on
the rules with two non-terminals. In this section, we will investigate that why
our approach is faster on the rules with two non-terminals. For the intersecting
overlap subhypergraphs of the two sub-phrases (the two phrase that are replaced
with non-terminals), Bull’s algorithm should check whether the alignments gen-
erated from these subhypergraphs are consistent with the the phrase and the two
sub-phrases. Figure 5(Bull) shows the comparison of two approaches on the rules
with two non-terminals. We find that nearly half of the subhypergraphs have no
less than 5 alignments, which makes the Bull’s algorithm very time-consuming.
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Fig. 5. The comparison of two approaches on the rules with two non-terminals

In contrast, our approach only focuses on the crossed hyperedges that may
generate alignments that are not consistent with the rule. For example, given
an overlap subhypergraph that overlaps both two sub-phrases, its vertices can
be divided into three parts: (1) inside the first sub-phrase, (2) inside the second
sub-phrase, (3) outside the two sub-phrases. Therefore, we divide the hyperedges
in the subhypergraph into four categories: (1) inside the first sub-phrase, (2)
inside the second sub-phrase, (3) outside the two sub-phrases, and (4) crossed
hyperedges. The first two sets are previously calculated and we only need to
concern (3): the hyperedges outside the two sub-phrases. Figure 5(Optimization)
shows the distribution of the hyperedges outside the two sub-phrases. It should
be noted that if there is no hyperedges outside the two sub-phrases, no sub-
alignments can be constructed to cover the vertices outside the two sub-phrases.
Then all the alignments generated from this subhypergraph are not consistent
with the rule, and we can directly filter this rule without any calculation. Figure 5
shows that half of the overlap subhypergraphs have no hyperedges outside the
two sub-phrases, which will greatly avoid the time-consuming calculation. Even
in the rest subhypergraphs, most of them have no more than 3 hyperedges, which
will spend few time for the calculation.
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In conclusion, our approach avoids a great number of unnecessary and re-
peated calculation, and speeds up the process.
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Fig. 6. The influence of phrase length on the ratio of overlap subhypergraphs to all
subhypergraphs

The Influence of Phrase Length. As aforementioned, the percentage of over-
lap subhypergraphs in all subhypergraphs determines the efficiency of rule ex-
traction. As one would expect, there are more overlap subhypergraphs for longer
phrases, because a subhypergraph is more likely to cross the phrase and becomes
an overlap subhypergraph for the phrase. Figure 6 shows the influence of phrase
length on the proportion of overlap subhypergraphs, where xtics denotes the
ratio of overlap subhypergraphs to all subhypergraphs and higher value means
more overlap subhypergraphs need to be processed. We can see that the ratio of
overlap subhypergraphs goes up with the increase of phrase length. For example,
when the phrase length is 1 (the top left figure), nearly 90% of the phrase pairs
only need to concern less than 30% of all subhypergraphs. When the phrase
length increases to 10 (the bottom right figure), more than 30% of the phrase
pairs need to process more than 30% of all subhypergraphs. The results indicate
that the limit on the phrase length will speed up the rule extraction.



198 Z. Tu et al.

5 Conclusion and Future Work

In this paper, we propose a inside-outside algorithm to speed up the rule extrac-
tion in weighted alignment hypergraphs. Experimental results shows that the
dynamic programming algorithm is twice as fast as the Bull’s algorithm, and
makes our approach applicable to syntax-based translation models.

Currently, we still spend much time on the calculating probabilities of phrases,
which are reused in the calculation of rules with non-terminals. In the future,
we will develop an efficient algorithm to speed up this process.
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Abstract. Personal Family Network is an important component of social 
networks, therefore, it is of great importance of how to extract personal family 
relationships. We propose a novel method to construct personal families based 
on bootstrapping and coreference resolution on top of a search engine. It begins 
with seeds of personal relations to discover relational patterns in a 
bootstrapping fashion, then personal relations are further extracted via these 
learned patterns, finally family networks are fused using cross-document 
coreference resolution. The experimental results on a large-scale corpus of 
Gigaword show that, our method can build accurate family networks, thereby 
laying the foundation for social network analysis. 

Keywords: Family Network, Social Network, Bootstrapping, Cross-Document 
Coreference Resolution. 

1 Introduction 

In recent years, social network becomes more and more important in people’s daily 
life with the rapid development of social digitalization, and its analysis and 
application could help improve the living quality and efficiency. As is known to all, a 
family is the basic unit of human society, thus family network should be the core of 
social network. Traditional Social Network Analysis (SNA) focuses on independent 
individuals and their functions, ignoring the influence of the whole family which is 
indispensible in social network. This paper starts with extracting family relationships, 
and then builds rich personal family networks in turn, laying the foundation for the 
research of constructing large-scale social networks. 

Social Network Analysis is an active topic in the field of computer science and 
social science, and the construction of social network is the basis of SNA. Early 
research in building social networks mainly exploited the co-occurrence of personal 
names, such as Referral Web/Flink [1, 2]. Recently, machine learning methods come 
into fashion in order to excavate social networks in some specific fields, such as 
ArnetMiner [3], a kind of social network in academics; in literature works [4, 5], or in 
character biographies [6]. Traditional social network construction takes independent 
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individuals of interest as the central subject and mines mutual relationships between 
them, without acknowledging families as the core of the social network. In addition, it 
does not perform well due to the over-simplicity of dealing with the name ambiguity 
issue. 

In this paper, we extract personal relationships via bootstrapping with the notion of 
families as the core of social networks in mind. Then we aggregate these family 
relationships into family networks by addressing the problems of name variation and 
name ambiguity, i.e. Cross-Document Coreference Resolution (CDCR), using simple 
and effective methods. The performance of our work shows that it can construct 
family networks successfully from a large-scale Chinese text corpus. 

This paper is structured as follows. After a brief survey of related work in Section 2, 
we describe our method of constructing personal family networks in Section 3. In 
Section 4 we present our evaluation measurement. The results of the experiments are 
reported in Section 5. We discuss our findings, draw conclusions, and identify future 
work in Section 6. 

2 Related Work 

The primary task of constructing social networks is to extract social relationships 
between persons, which is a specific branch of semantic relation extraction. Semantic 
relation extraction is an important part of Nature Language Processing (NLP) and 
Information Extraction (IE), whose objective is to extract the semantic relations 
between named entities. When named entities are limited to persons, semantic relation 
extraction is reduced to personal relation extraction. Most research of relation 
extraction adopts machine learning approaches. In terms of the scale of annotated 
labor it needs, we can divide relation extraction methods into supervised learning [7], 
weakly supervised learning [8], and unsupervised learning [9]. Usually both the 
quantity and quality of the annotated corpus determine the performance of relation 
extraction. 

As a kind of the weakly supervised learning methods, bootstrapping comes into 
fashion because of its less demand of manual annotations, and can mine a great 
majority of instances using only a small scale of seeds at the beginning. Hearst [10] 
took the lead in using bootstrapping to extract the hyponym relation (is-a). It starts 
with several seeds and discovers more patterns and then more instances in turn in an 
iterative manner. Pantel et al. [11] proposed a bootstrapping system—Espresso, which 
is based on the framework in (Hearst [10]). Espresso effectively resolves the problem 
of the confidence calculation of patterns and instances when extracting relations from 
a large scale corpus like the Web. Yao et al. [12] and Gan et al. [13] took the 
advantage of the redundant information in Web pages to discover personal relations 
by employing a simulated annealing algorithm on top of bootstrapping. Peng et al. 
[14] explored the tree kernel-based method for personal relation extraction, expanding 
personal relations to static (family relations and business relations) and dynamic 
(personal interactive relations) ones. 
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In the field of social network construction, early research leverages the statistics of 
name co-occurrence in web pages to extract the personal relationships. Kautz et al. [1] 
propose a system named as Referral Web, which is based on personal name co-
occurrence in order to automatically mine social networks. Mika et al. [2] adopted the 
same strategy as Referral Web with the exception of using personal emails as 
additional source data besides Web pages. Recent research turns to machine learning 
methods, with the purpose to extract more types of social relations. Tang et al. [3] 
proposed the ArnetMiner system to build social networks among academic scholars 
using SVM and CRF classifiers to classify the relations. Elson et al. [4] and Agarwal 
et al. [5] discuss social networks in literature works. They propose the notion of 
implicit social relations among different characters participating in the same event, 
such as Interaction and Observation. Camp and Bosch et al. [6] extract personal 
relations that entail emotional polarity, and build social networks with SVM 
classifiers. 

It is worth noting that the StatSnowball system (Zhu et al. [15]) extracts social 
relations by bootstrapping in conjunction with Probability Models and Markov Logic 
Networks. StatSnowball achieves a promising performance on constructing social 
networks from the large scale Web corpus. 

Although our paper chooses the same method of bootstrapping as before to mine 
social networks, we take a different perspective from previous works. We extract 
personal social relations in a family unit from a large scale text corpus, further, we 
investigate the issue of person coreference resolution in constructing family networks, 
laying the foundation for building large scale social networks. 

3 Personal Family Network Construction  

There are three phases in the procedure of constructing family networks from a large 
scale corpus, including Personal Family Relation Extraction (PFRE), Cross-
Document Coreference Resolution (CDCR) and Family Network Aggregation (FNA). 
Family relations are the ones between persons in the same family, including husband-
wife, father-son, mother-son, father-daughter, mother-daughter, brotherhood and 
sisterhood etc. Cross-Document Coreference Resolution attempts to group personal 
names from different documents into equivalence classes referred to as “coreference 
chains” with each chain representing the same person. The task of aggregating 
personal family networks is to cluster persons having family relationships into the 
same family network. After the first two phases of relation extraction and coreference 
resolution, family network construction would become easy and direct. 

3.1 Personal Family Relation Extraction 

In this phase, we adopt a minimally supervised learning method, i.e. bootstrapping, 
for the sake of reducing the amount of training set. Taking several seed instances of a 
particular relation type as input, our algorithm iteratively learns surface patterns to 
extract more instances and vice versa. When extracting patterns and instances, we 
calculate their reliability scores and retain the ones with high reliability. 



 Research on Building Family Networks Based on Bootstrapping 203 

 

In terms of the importance of family relations, we define two major types of family 
relationships, i.e. “Parent-Child” and “Husband-Wife”. We further divide “Parent-
Child” into four subtypes, such as “Father-Son”, “Father-Daughter”, “Mother-Son” 
and “Mother-Daughter” to facilitate the bootstrapping procedure. Totally, there are 
five types of family relations available for bootstrapping. However, the four subtypes 
should be combined into one just before the phase of Family Network Aggregation. 
We take Espresso as our prototype system, which include four steps as follows: 

Pattern Induction 
In order to quickly search the whole corpus for patterns and instances, we preprocess 
the corpus and load it into the Solr1 search engine. As to a person pair {x, y} of a 
certain type of relation Ri, we submit both x and y as keywords to Solr and obtain text 
from the corresponding pages, then we extract the patterns co-occurring with {x, y}. 
For instance, given a seed of “Husband-Wife” relation type as “江泽民, 王冶坪” 
(Jiang Zemin, Wang Yeping), we can acquire the text “中国国家主席江泽民的夫人
王冶坪今天下午……” (This afternoon Chinese President Jiang Zemin's wife Wang 
Yeping…). We select the string between the two person names as the candidate 
pattern, and here we can obtain the pattern “<Husband> 的 夫 人 <Wife>” 
(<Husband>’s wife<Wife>) for the “Husband-Wife” relation. 

Pattern Ranking/Selection 
We use Pointwise Mutual Information (PMI) [16] to measure the strength of 
association between the pattern p and the instance. The higher the PMI value is, the 
stronger the association is. Here, we adopt the PMI method suggested in (Pantel [11]). 

A well-known issue is that PMI is usually biased towards infrequent events, 
therefore we multiply the PMI value with the discounting factor suggested in (Pantel 
and Ravichandran) [17]. 

We define the reliability score of a pattern p, rπ(p), as the average strength of 
association across all instances, with each instance weighted by the product of its 
reliability score and the PMI value between the instance and the pattern: 
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Where rl(i) is the reliability score of an instance. The reliability score for each seed 
instance is 1.0 and for instance discovered in the subsequent iterations it is calculated 
as described in Formula (4). 

After calculating all patterns’ reliability scores, we choose the top 10% patterns 
carried over to the next iteration. 

 

                                                           
1 http://lucene.apache.org/solr/ 
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Instance Induction 
In this phase, we retrieve from the corpus the set of instances that match any of the 
patterns acquired in the previous iteration. We submit the patterns as keywords to Solr 
and extract text from the corresponding pages. As to the sentences containing the 
pattern, we utilize ICTCLAS2 to perform Chinese word segmentation and named 
entity recognition. If two personal names surround the pattern, we take them as an 
instance. For example, given the pattern “<Husband>的夫人<Wife>” (<Husband>’s 
wife<Wife>), we submit “的夫人” (’s wife) as keywords to Solr and get a sentence 
like “中国国务院总理李鹏的夫人朱琳上午来到……” (On the morning, Chinese 
Premier Li Peng’s wife Zhu Lin came to…). After word segmentation and named 
entity recognition, a new instance “李鹏, 朱琳” (Li Peng, Zhu Ling) arises. 

Instance Ranking/Selection 
We define the reliability score of an instance i, rl(i), as its average strength of 
association across all patterns, with each pattern weighted by the product of its 
reliability score and the PMI value between the pattern and the instance: 
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After calculating all instances’ reliability scores, we choose the top 15% instances 
fed to the next iteration. 

After we obtained all the patterns of the above five types of family relations by 
bootstrapping, we merged “Father-Son”, “Father-Daughter”, “Mother-Son” and 
“Mother-Daughter” relations into the “Parent-Child” relation and we could integrate 
their subtype patterns if possible. For example, the pattern “<Son>的父亲<Father>” 
(<Son>’s father<Father>) can be discovered by the relationship of “Father-Son” and 
the pattern “<Daughter>的父亲<Father>” (<Daughter>’s father<Father>) can also 
be discovered by “Father-Daughter”. These two patterns are the same and can be 
combined into one pattern “<Child>的父亲<Parent>” (<Child>’s father<Parent>). 
Finally, we search the corpus again to acquire all the instances that satisfy the patterns 
corresponding to the two types of relations “Parent-Child” and “Husband-Wife”, and 
take the instances as input to Family Network Aggregation. The reason in so doing is 
that, on one hand, the patterns are highly reliable so that the instances induced by them 
are highly reliable as well; on the other hand, this can help improve the system recall. 

3.2 Personal Family Network Aggregation Based on Coreference Resolution 

After finishing Personal Family Relation Extraction, we can start on aggregating our 
family networks, which is meant to assemble persons into families while merging 

                                                           
2 http://www.ictclas.org/ 
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their redundant relations. A family under consideration in this paper should contain no 
less than three valid persons and two valid relationships. When assembling family 
networks, an inevitable issue is the complexity of cross-document coreference. Here 
are several example sentences: 

(a)“卡恩的妻子西蒙娜却站出来维护自己的丈夫，说……”(But Kahn’s wife 
Simone stood up for her husband and said…) 

(b)“巴博的妻子西蒙娜当日早些时候在执政党明确表示,法国并没有在……” 
(Earlier the day, as a representative of the ruling party, Gbagbo's wife Simone 
expressed clearly that French did not …) 

(c)“尼日利亚国家元首阿巴查的夫人玛丽亚姆・阿巴查26日在接受本社记
者采访……” (The wife of the head of Nigeria Abacha, Mariam Abacha received our 
interview on the 26th…) 

(d)“尼日利亚国家元首阿巴查和夫人玛利亚姆・阿巴查、外交部长
……”(The Head of Nigeria Abacha and his wife Mariam Abacha and the Foreign 
Minister…) 

(e)“这些人员中主要包括 阿 巴 查 的儿子 穆 罕 默 德 ・ 阿 巴 查 和 商 人
……”(These individuals included Abacha’s son Mohammed Abacha and 
merchant…) 

These five Chinese example sentences are from five respective documents. Among 
them, the person with the name of “西蒙娜” (Simone) in (a) is different from that in 
(b), so that the “Husband-Wife” relationships in (a) and (b) are different; the person 
whose name is “玛丽亚姆・阿巴查” (Mariam Abacha) mentioned in (c) is obviously 
the same person as “玛利亚姆・阿巴查” (Mariam Abacha) mentioned in (d), so that 
the relations in both (c) and (d) should be the same. Thus, the persons in (a) and (b) 
cannot constitute a family while (c), (d) and (e) can. 

Through the above examples can we find that it is critical to address the problems 
of name ambiguity and name variation in Family Network Aggregation. The former 
means the same name can point to multiple persons in different documents. The latter 
means the same person can be referred to by different names in different documents. 
Therefore, during the phase of Family Network Aggregation, it is necessary to put the 
same name that refers to different persons into their respective coreference chains, i.e. 
name disambiguation, as well to put the various mentions of a person into one 
equivalence coreference chain, i.e. name variation clustering. 

Cross-Document Coreference Resolution 
General techniques of CDCR include unsupervised clustering [18] and supervised 
classification [19] etc. The features they adopt contain local context word features, 
global word features, global named entity features, entity semantic features and so on. 
Particularly, the relationship between persons often demonstrates to be a more 
powerful feature than the others, thus it should be taken into full consideration for 
CDCR. We follow the principle that if there are two instances (each instance contains 
a pair of persons) discovered from different documents with the same names and the 
same relationship, they should be regarded as the same instance and thus merged. 
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In this paper, we follow a simple, yet effective method of name string matching to 
aggregate multiple persons into the same family. The processing steps are as follows: 

1. Exact Name Matching (ENM): compare person names involved in all instances 
regard those with the exactly same names as one person. These persons are taken 
as the linking point for families, through which initial families are formed. It is 
worth noting that different persons may have the same name, and in this step they 
are merged into the same family. 

2. Name Disambiguation (ND): remove the namesake, i.e. the different person with 
the same name, from the initial family. We adopt global document entity features 
to compute the cosine similarity between the same names from different 
documents, and discard the names whose similarity score is below the empirical 
threshold.  

3. Name Variation Aggregation (NVA): Inside a family, we adopt minimum 
Levenshtein distance to calculate the similarity score between two names. If the 
similarity score between two names is above a threshold (how to fix it), then these 
two names are merged into the same coreference chain. As such, family networks 
are generated.  

Name Disambiguation and Name Variation Aggregation 
For Name Disambiguation, the similarity score between two names is computed as 
the cosine between their corresponding feature vectors. We take names of entities that 
co-occur with the target name as its features. Only if the similarity score is above the 
empirical threshold can we regard the names as referring to the same person. The 
score is calculated as follows: 
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Where w1i and w2i are the weights of the feature ti which is shared by both name1 
and name2. The frequency of an entity occurring in the document is taken as its 
weight. Named entities are recognized using ICTCLAS, including person names 
tagged as “-nr”, geographic names tagged as “-ns”, organization names tagged as “-
nt” etc. 

For Name Variation Aggregation inside a family, we use the minimum 
Levenshtein distance to merge name variations. Minimum Levenshtein distance 
(a.k.a. edit distance) measures the similarity between two names by the number of 
edit operations needed to transform one string to another. Usually there are three 
operations, i.e. insertion, deletion and replacement. Each of them is given a value as 
its operation cost. The costs for three operations are 0.5, 1.5 and 2.0 for insertion, 
deletion and replacement. 

It should be pointed out that, there are a very few instances that belong to the same 
family, yet they cannot be fused into a family due to diverse name expressions by our 
method. For example, in “Parent-Child” relation type, between the instances “苏哈多, 
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哈迪扬蒂” (Suharto, Hardiyanti) and “苏哈托, 鲁克马纳” (Suharto, Rukmana), the 
names of “苏哈多” (Suharto) and “苏哈托” (Suharto) actually refer to the same 
person, i.e. the former Indonesian president “苏哈托” (Suharto); and the names of “
哈迪扬蒂” (Hardiyanti) and “鲁克马纳” (Rukmana) also refer to the same person, 
i.e. the daughter of “苏哈托” (Suharto), whose full name is “西蒂·哈迪扬蒂·鲁克马纳” 
(Siti Hardiyanti Rukmana). Nevertheless, due to the diversity in their name expressions, 
the two instances cannot be linked as one by Exact Name Matching, let alone the 
construction of the family thereafter. 

4 System Performance Evaluation 

There are three phases in constructing family networks, thus, for the sake of 
evaluating our work comprehensively, we devise three metrics for them. 

4.1 Evaluation for Personal Family Relation Extraction 

It is obvious that the performance of relation extraction phase determines the 
performance in the following phases. Because of lacking effective approaches to 
compute the recall from a large scale of corpus, instead we pay more attention to the 
precision in this phase. The precision score is defined as follows: 

 Precision
C

T
=  (4) 

Where C is the number of correct instances extracted by our system, and T is the 
total number of instances we extracted. 

Since it is difficult to check the validity of all extracted instances owing to its 
relatively large number, we select n (n=40) instances randomly and judge their 
validity manually. This process is repeated four times. Finally, the precision is 
calculated as the average of four times. 

4.2 Evaluation for Cross-Document Coreference Resolution 

We used the standard B-CUBE [21] scoring algorithm to evaluate the co-reference 
chain inside a family. The algorithm adopts object-oriented method to compute the 
score of each coreference chains created by our system. Then the Precision, Recall 
and F1 scores are calculated by comparing the ground-truth chains with the chains 
formed by the system. 

It should be pointed out that when computing the scores for isolated mentions, 
which cannot be fused with any family, the below principle is followed: if the 
mention is linked to a coreference chain by mistake, we will calculate the loss of 
performance it causes; otherwise it is ignored. 
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4.3 Evaluation for Family Network Aggregation 

As for family networks, there is not any existing measure available. Since the number 
of constructed families is not quite large, we annotate the families generated by our 
system manually. A family is regarded as correct only if it matches an annotated one 
exactly, then the corresponding precision, recall and F1 scored are normally 
calculated. 

5 Experimental Results and Analysis 

5.1 Corpus and Preprocessing 

In this paper, we choose the Chinese corpus of Gigaword, which is gathered from 
various types of newspapers, as the experimental dataset, owing to its uniform in 
language expression. The dataset contains 1,033,679 articles of news, including 
Xinhua News Agency and Lianhe Zaobao. After transformed into XML format, the 
dataset was loaded into Solr for local retrieval. 

When constructing family networks, the baseline is built with the exact matching 
of person names. Manual annotations are then performed on the baseline. We 
manually go through each family to rectify errors in coreference chains and families, 
i.e. separate ambiguous names for distinctive persons and merge various names for 
the same people, and then finalize the golden set. During annotation we follow the 
principle that the names that cannot be linked to a family are ignored. This will help 
us avoid the problem of prohibitive amount of manual annotation, though at the loss 
of a very few families (cf. Section 3.2). The statistics of the golden set is shown in 
Table1.  

Table 1. Statistics on manual tagging results 

# of coreference chains # of families # of persons in families 
867 149 510

5.2 The Performance of Relation Extraction 

Table 2 shows patterns and instances extracted in relation extraction phase. Note that 
each pattern can reliably describe the corresponding relationship between persons. 
From the table, we can see a sufficient number of patterns obtained by the 
bootstrapping procedure. 

Table 2. Patterns learned from bootstrapping 

Relation types # of patterns Examples 

Parent-Child 26 
<Parent>的儿子<Child>、< Parent >的次子< 
Child >、< Parent >同志的女儿< Child >… 

Husband-Wife 33 
<Husband>的夫人<Wife>、< Husband >的遗
孀< Wife >、<Husband>的妻子<Wife>… 
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Table 3. Person pairs learned from bootstrapping 

# of pairs discovered Precision (%) 
2167 94.0 

 
Table 3 gives the total number of instances and its precision score. It shows that the 

precision score reaches 94.0%. Through error analysis, we find that the major error is 
caused by word segmentation. A person name would be segmented into various forms 
because of its high frequency of occurrence in documents. For instance, in the 
sentence “下午三点半, 当李鹏总理和夫人朱琳来到厂区时……” (When Chinese 
Premier Li Peng and his wife Zhu Lin came to the plant at 3:30pm…), the name of “
朱琳” (Zhu Lin) is segmented as “朱琳来” (Zhu Linlai) by mistake. 

5.3 The Performance of Coreference Resolution 

Table 4 compares the results, i.e. the performance of coreference chains discovered in 
families, from the different methods (i.e. Exact Name Matching, Exact Name 
Matching plus Name Variation Aggregation, Name Disambiguation and Name 
Disambiguation plus Name Variation Aggregation) for Cross-Document Coreference 
Resolution in family networks. From the table we can see: 

(i) Using the Exact Name Matching method the precision can reach as high as 
97.3%, nevertheless the recall is only 77.3%. It means that the phenomenon 
of name variation is far more serious than that of name ambiguity. 

(ii) After Name Variation Aggregation, the performance improves significantly, 
particularly when it is performed on top of Exact Name Matching. 

(iii) Compared with Exact Name Matching, Name Disambiguation decreases 
recall significantly, though it can help to increase the precision moderately. 
This means that name disambiguation will split the correct person names as 
well as the wrong ones. 

Table 4. Performance of CDCR with different methods 

Methods # of chains # of correct chains P (%) R (%) F1 (%) 
ENM 1041 593 97.3 77.3 86.2 

ENM+NVA 753 564 96.1 90.9 93.4 
ND 896 479 99.1 73.7 84.5 

ND+NVA 609 447 98.2 88.3 93.0 

5.4 The Performance of Family Networks 

Table 5 reports the total number of families discovered, precision, recall and F1 for 
various CDCR methods on the corpus. The table shows that Name Variation 
aggregation has significant effect on Family Network Fusion, increasing both 
precision and recall. There is an interesting phenomenon that though using name 
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Table 5. Performance of family networks with different CDCR methods 

Methods # of families 
# of correct 

families 
P (%) R (%) F1 (%) 

ENM 264 93 35.2 62.4 45.0 
ENM+NVA 211 107 50.7 71.8 59.4 

ND 232 85 36.6 57.0 44.6 
ND+NVA 176 98 55.7 65.8 60.3 

 
disambiguation alone will decrease the performance for both CDCR and family 
networks, it can indeed improve the performance of family networks when used in 
conjunction with name variation aggregation. This suggests that Name 
Disambiguation can promote the precision, therefore it has a positive effect on family 
network fusion. Taking the sentences (a) and (b) in Section 3.2 as examples, accurate 
name matching will merge “卡恩” (Kahn) and “巴博” (Gbagbo) into one family with 
the linking point “西蒙娜” (Simone), and thus generate a spurious family containing 
two “Husband-Wife” relations. However name disambiguation will distinguish the 
mentions of the same name “西蒙娜” (Simone) in (a) and (b), thus it can remove the 
noise to improve family networks. 

6 Conclusion and Future Work 

In this paper, we present a method to use bootstrapping and coreference resolution 
techniques for constructing personal family networks. By adopting a bootstrapping 
architecture, we first learn patterns of different relations, and then discover pairs of 
persons as instances of patterns iteratively. After bootstrapping, we fuse pairs of 
persons into family networks by Cross-Document Coreference Resolution techniques. 
Experiments on the Chinese large-scale corpus of Gigaword show that our method 
can construct personal family networks accurately and efficiently. 

However, the family networks we generated still have several shortcomings. For 
example, the types of family relations are not sufficient enough; we don’t take the 
association between different families into consideration; the recall of performance is 
not good enough. For future work, we intend to import more types of family relations 
and the relations between different families to further expand the scale of families so 
as to enrich our family networks. 
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Abstract. This paper studies the emotion classification task on microblogs.
Given a message, we classify its emotion as happy, sad, angry or surprise. Ex-
isting methods mostly use the bag-of-word representation or manually designed
features to train supervised or distant supervision models. However, manufactur-
ing feature engines is time-consuming and not enough to capture the complex
linguistic phenomena on microblogs. In this study, to overcome the above prob-
lems, we utilize pseudo-labeled data, which is extensively explored for distant su-
pervision learning and training language model in Twitter sentiment analysis, to
learn the sentence representation through Deep Belief Network algorithm. Exper-
imental results in the supervised learning framework show that using the pseudo-
labeled data, the representation learned by Deep Belief Network outperforms the
Principal Components Analysis based and Latent Dirichlet Allocation based rep-
resentations. By incorporating the Deep Belief Network based representation into
basic features, the performance is further improved.

Keywords: Emotion Classification, Deep Belief Network, Representation
Learning, Microblogs.

1 Introduction

Users of social media such as Twitter and Weibo often express freely their opinions and
emotions with others. Social media are valuable sources to mine the opinions of users.
Sentiment analysis (Opinion mining) [1, 2] is a fundamental research area in natural
language processing. Recently, a large number of studies have investigated the prob-
lem of sentiment analysis on social media, in particular, microblogs [3, 4]. Generally,
sentiment analysis on microblogs are divided into two perspectives, target-independent
[3, 5] and target-dependent sentiment analysis [4]. The difference between the two tasks
is that target-dependent sentiment analysis aims to analyze the opinion of a piece of text
towards an aspect. This paper studies the task of emotion classification from the per-
spective of target-independent sentiment analysis. Namely, given a text, we classify its
emotion as happy, sad, angry or surprise.

Although previous studies [6–8] have tested a large number of learning and classi-
fication methods for opinion and emotion mining such as SVM, CRF and so on, these
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methods are mostly based on shallow representation structure, such as bag-of-word
(BOW) representation [9]. The recent progress in machine learning suggests that deep
learning that tries to build a deep representation structure can be more appropriate for
many challenging tasks [10, 11]. In order to explore an abstract representation instead
of BOW and deal with the curse of dimensionality, this paper studies the use of deep be-
lief network (DBN) for representation learning on emotion classification. The sentence
representation learned from corpus can be used as individual features or supplements to
traditional features for emotion classification.

In microblogs, emoticons such as :-) :-( are widely explored as strong in-
dicators to reflect users’ opinions and emotions [12, 8, 13]. Our statistics of 10 millions
random messages on Weibo 1 shows that 12% of them contain at least one emoticon.
Users frequently use emoticons to express their emotion, such as the examples shown
in Table 1. In these examples, the emoticons can be used to label the emotion of their
corresponding plain texts [12]. For example, the emoticon in Table 1 shows a clear
indicator of a happy emotion, so that the corresponding plain text The movie is wonder-
ful, I love it! will be collected as a happy message. In this paper, the messages gathered
via emoticons is called pseudo-labeled corpus. Although previous studies have tested
the effectiveness of pseudo-labeled corpus by training distant supervision model [8] and
emoticon-based language model [13] on sentiment classification task. Our preliminary
experimental results with the distant supervision method on emotion classification show
that the cross-validation accuracy is dissatisfied, which is just around 50%.

Table 1. Sampled Emoticon Messages from Weibo (translated examples)

Emotion type Content of messages
Happy The movie is wonderful! I love it!
Sad My heart is broken
Angry He pissed me off!
Surprise OMG!! I’m shocked!!

In this paper, we take advantage of the pseudo-labeled corpus to learn the sentence
representation in a DBN based framework. We have tested the approach on manually
labeled corpus and experimental results in supervised learning framework show that the
representation learned by DBN achieves comparable results with basic features, outper-
forms Principal Components Analysis and Latent Dirichlet Allocation based features,
improves the basic features through feature incorporation.

This study shows that:

1. Using the pseudo-labeled data, Deep Belief Network can learn a better representa-
tion than Principal Components Analysis and Latent Dirichlet Allocation, and this
can yield better results in the emotion classification task.

2. Compared with labeled data and randomly selected unlabeled data, the pseudo-
labeled corpus shows positive impacts on sentence representation in the emotion
classification task.

1 http://www.weibo.com/

http://www.weibo.com/


214 D. Tang et al.

The reminder of this paper is organized as follows: Our method about representation
learning for emotion classification is described in Section 2. Experimental results and
analysis are reported in Section 3. Section 4 summarizes the existing work on emotion
classification, Twitter sentiment analysis and deep learning for NLP. Section 5 con-
cludes our work and presents the future work.

2 Methodology

Some steps are necessary to learn representation from pseudo-labeled corpus. In or-
der to obtain pseudo-labeled corpus, emoticons for each category needs to be selected
beforehand. For the purpose of reducing the manual work and meanwhile filtering the
ambiguous emoticons, we propose to select representative emoticons based on their
quality and quantity (in subsection 2.1). Subsequently, preprocessing and normaliza-
tion are implemented to ensure the quality of the pseudo-labeled corpus (in subsection
2.2). Afterwards, basic features are proposed to map each message into the same dimen-
sional feature space (in subsection 2.3) for further representation learning. Finally, deep
belief network is explored to learn sentence representation by a unsupervised, greedy
layer-wise algorithm (in subsection 2.4).

2.1 Emoticon Selection

Emoticons are frequently used in microblogs. In Weibo, there are 425 official emoti-
cons2, such as . In addition to these official emoticons, some printable charac-
ters, such as :-) and :( , are also commonly used to indicate users’ emotions. However,
we observe that the emotions of some emoticons are ambiguous. For example, some
users use to show their happiness, however others use it as a sad indicator. These am-
biguous emoticons make the automatic annotation difficult. To guarantee the quality of
the automatic annotation, not all the emoticons can be retained, and the ambiguous ones
should be filtered out. Therefore, an automatic ranking strategy based on the quality and
quantity of the emoticons is essential. Inspired by the work of [14], the importance of
each emoticon in each emotion category is calculated as the Equation 1 shows.

Si(ej) = Acci(ej)× log10(freq(ej)) (1)

Acci(ej) =

∑
k co freq(ej , swik)∑

k

∑
I co freq(ej , swIk)

(2)

In Equation 1, the first multiplier corresponds to the quality factor and the second mul-
tiplier indicates the quantity factor. freq(ej) in the second multiplier stands for the
frequency of the emoticon ej in the corpus. In Equation 2, co freq(ej , swik) refers to
the frequency that the emoticon ej and the k-th emotional word swik in the i-th emotion
category co-occur within a message in the corpus. Here, Peking Emotion Lexicon (EL)3

is used as the external lexicon resource. EL contains approximate 90 tokens with high
confidence for each kind of emotions. Finally, according to the calculation results, the
top ranked emoticons are selected for each emotion, as shown in Table 2.

2 Until 2011, there are totally 425 official emoticons.
3 EL is available at http://icl.pku.edu.cn/icl_res/

http://icl.pku.edu.cn/icl_res/
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Table 2. Emoticons for Each Category of Emotions

Emotion type Selected emoticons
Happy :) :-) :D
Sad :( :-(
Angry
Surprise

2.2 Pseudo Labelled Corpus Collection

Manually annotating training examples is time consuming and expensive, in this subsec-
tion, the pseudo-labeled corpus are extracted without manually labeling. As described
in Section 1, pseudo labeled corpus refers to the messages with emoticons in them. In
order to generate high-quality data, a lot of preprocessing and basic natural language
processing work need to be done beforehand, such as word segmentation and text nor-
malization. The implementation details of preprocessing are described as follows:

1. remove the repost part of a message to keep the pure source content edited by the
users.

2. replace the official metadata to the corresponding normalization form. Specifi-
cally, replace @username with REF, #hashtag# with TAG, http://... with URL.
For example, the message “#Taylow Swift# @David I love her so much!!!
http://j.mp/d5Dupr” will be unified to “TAG REF I love her so much!!! URL”.

3. remove duplicated messages based on the Longest Common Subsequence (LCS)
algorithm. If the rate of LCS between two messages is higher than a threshold, they
will be recognized as duplicated and the shorter one will be ignored.

4. remove the messages whose length are less than 10.

After preprocessing, the messages containing only one kind of emoticons will be
collected as pseudo-labeled messages. That is to say, the messages containing emoti-
cons from different emotion categories are not collected. For example, the message
containing and simultaneously is ignored. Subsequently, word segmentation is
implemented by the Language Technology Platform (LTP) 4.

2.3 Basic Features

Previous work [9, 15–17] has discovered some effective features for sentiment analysis
on movie reviews and tweets. The commonly used features include word unigram, POS
tags, polarity of a word in the sentiment lexicon, etc. Before learning the deep represen-
tation, some basic features are needed to map the messages into the same dimensional
feature space. Inspired by previous studies, the basic features used in this paper are
described as follows:

1. Word unigram features. To control the dimension of the feature space, only the
2000 most frequent words in the pseudo training data are considered, as done by
[18].

4 http://ir.hit.edu.cn/demo/ltp/

http://ir.hit.edu.cn/demo/ltp/
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2. Punctuation features. Some punctuation sequences which can reflect emotion are
muanually selected, such as “!!!”, “...” and “???”. These punctuation features are
utilized as binary features according to whether a predifined punctuation occurs in
a message.

3. Emotion lexicon features. In order to map the emotional words in a message into
predefined emotion category, the external lexicon ML is introduced. Given a mes-
sage, the lexicon is used to judge whether the words of each emotion exist in the
message, and the corresponding feature is used as a binary feature. For example,
given a message “I am very happy today”, the word happy occurs in the lexicon’s
happy category, and no word exists in the lexicon’s other emotion categories (sad,
angry and surprise). Thus, the feature is that: happy(1), sad(0), angry(0) and sur-
prise(0). Besides, the occurrences of emotional words in the message are treated as
binary features too.

4. Onomatopoeia features. In microblogs, onomatopoeia words are frequently used to
express sentiment, such as “aha”, “hey” etc. Therefore, an Onomatopoeia Lexicon
(OL) is built manually. The onomatopoeia feature is a binary one according to
whether there exists any onomatopoeia word in the given message. Similar with
Emotion lexicon features, the occurrences of onomatopoeia words in the message
are treated as binary features.

5. Function word features. Function words are mostly verbs that can induce a subjec-
tion expression, such as feel, think, consider. A Function Word Lexicon (FWL) is
manually collected. The usage of FWL is similar with emotion lexicon and ono-
matopoeia lexicon.

After extracting the basic features, each message will be mapped into the same di-
mensional feature space, which will be used as the input of the visible nodes to learn
the sentence representation in the following subsection.

2.4 Representation Learning for Emotion Classification

In this paper, we assume that compared with randomly selected data, the pseudo-labeled
corpus is closer to the emotional dataset. Thus, the learned representation on pseudo-
label corpus has much potential to improve the performance of the emotion classification
model. In this subsection, we explore deep belief network (DBN) [19] for representation
learning in emotion classification. The illustration of the DBN model is given in Figure
1, which is composed of three layers, and each one of the three layers stands for the
Restricted Boltzmann Machine (RBM). The training procedure of DBN is greedy layer-
wised, whose intuition is “re-construction” [19, 20]. The idea is to train one layer at a
time, starting from lower layers, so that its training objective for the currently added
layer is to reconstruct the previous layer. With unsupervised layer-wise training, each
layer is trained to model the abstract distribution of the previous layer.

Restricted Boltzmann Machine [21] is proposed to model an ensemble of binary
vectors as a two-layer network. Take the bottom layer in Figure 1 as an example, the
observed basic features of a message correspond to the “visible” units in the layer v and
the latent features correspond to the hidden units in the layer h1. A joint configuration
(v, h) of the visible and the hidden units has an energy given by
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Fig. 1. The Deep Belief Network for Representation Learning

E(v,h) = −
∑

i∈inputs

bivi −
∑

j∈features

bjhj −
∑
i,j

vihjwij (3)

where vi and hj are the binary states of the i-th node in the visible layer and the j-th
node in the hidden layer, bi and bj are their biases respectively, and wij is the weight
between them.

In the training process, each RBM performs a nonlinear transformation on its input
vectors and the output vectors will be used as the input for the next layer. The sigmoid
function is used to calculate the probability of each node is on. After activating the
hidden units stochastically, a confabulated vector is produced. The states of the hidden
units are then updated by the confabulation vector in the same way. The parameters are
updated by

�wij = ε(< vihj >data − < vihj >recon) (4)

where ε is the learning rate, < vihj >data is the probability of the i-th node in v and
the j-th node in h are on together when the hidden features are driven by the real data,
and < vihj >recon is the corresponding probability in the reconstruction stage.

3 Experiment

3.1 Experiment Setup

Dataset We collect 1.2 million Chinese messages from September 2009 to September
2010 using the Weibo API5. One million messages are randomly selected to get the
pseudo-labeled corpus. After removing the duplicate messages, 20,000 emoticon data
are obtained as the pseudo labeled data with 5,000 messages for each kind of emotions.

5 http://open.weibo.com/

http://open.weibo.com/
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And the same number of messages without emoticons are randomly selected as unla-
belled data. In consideration of that there are no available annotated corpus for emotion
classification in Weibo, we manually annotate 5,000 messages without emoticons from
the rest of 0.2 million messages. Two annotators are required to conduct the annotation,
and each annotator is asked to annotate each message as happy, sad, angry, surprise
or others. The inter-agreement of the annotators is 87.54%. Finally, after removing the
inconsistent annotations and the messages labeled as “others”, 2,875 instances are col-
lected as the gold standard for emotion classification. There are 548 happy, 837 sad,
905 angry and 567 surprise messages in the final labeled dataset. The accuracy of cross-
validation on the gold dataset is used as evaluation metric. For each type of feature, we
utilize LibLinear 6 to train models for emotion classification.

Details of Lexicon Resources. In subsection 2.3, we utilize several lexicon resources,
such as Emotion Lexicon (EL), Onomatopoeia Lexicon (OL) and Function Word Lexi-
con (FWL), to extract basic features. Figure 3 gives the detailed information about these
lexicons.

Table 3. Details of Lexicon Resources

Lexicon
EL

OL FWL
Happy Sad Angry Surprise

Size 83 89 101 91 166 188

Architecture of the Network. In this study, different architectures are designed to check
the usefulness of representation learned by DBN. For example, there are three lay-
ers in the architecture of 2,729-2,000-1,000-500, each of which corresponds to RBM
with 2,729×2,000, 2,000×1,000, 1,000×500 individually. In the bottom layer, 2,729
visible units corresponds to the basic features described in subsection 2.3 and the num-
ber of hidden units is 2,000. In the training stage, each layer is trained for 50 times
greedily. Using this network, a 2,729-dimension binary vector will be represented by a
500-dimension distributed vector. In the preliminary experiment, we conduct two archi-
tectures, 2,729-2,000-1,000-500 and 2,729-1,500-750-500, to discover the influence of
the architecture. Due to their close performance, we will just report the results achieved
from the former architecture.

3.2 Results and Analysis

Below we first present the finding of comparing DBN based representation with the
classical text-based feature and PCA or LDA based feature. Then, we compare the ef-
fectiveness of the pseudo-labeled corpus with the unlabeled data and small-scale labeled
data on representation learning for emotion classification.

Comparison between Representations. In the first set of experiments, we compare the
learned representation by DBN with the following methods:

6 http://www.csie.ntu.edu.tw/˜cjlin/liblinear/

http://www.csie.ntu.edu.tw/~cjlin/liblinear/
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– BOW: Bag-Of-Word representation [8] is widely used feature for opinion and emo-
tion classification.

– BF: Basic Feature (in subsection 2.3) is re-used as a sentence representation.
– PCA: Principal Components Analysis [22] is adopted to find the directions of the

greatest K variances in the dataset and represent each data by these directions.
– LDA: Latent Dirichlet Allocation [23] is utilized to map each sentence into the

topic space, whose dimension is K.

In this set of experiments, pseudo-labeled corpus is used for representation learning in
the PCA and DBN algorithm. To make fair comparison with DBN, K is set to 500 in
the PCA algorithm. Experimental results are listed in Table 4. Each line corresponds to
a kind of feature for emotion classification. For example, the first line (BOW) means
that bag-of-words are used as features and the last line (BF + DBN) indicates that we
use the composition of basic feature and representation learned by DBN.

Table 4. Experimental Results for Emotion Classification on Weibo

Method Accuracy(%)

Text Feature
BOW 69.97

BF 72.03

Learned Feature
PCA 70.54
LDA 67.72
DBN 73.28

Combined Feature
BF + PCA 72.46
BF + LDA 70.19
BF + DBN 75.60

By comparing the results of different methods, we draw the following observations:
(1) Using the pseudo-labeled data, the sentence representation learned by DBN based

method achieves better than PCA and LDA based method for the task of emotion classi-
fication. In the setting of using the learned representation as feature individually, DBN-
based method (73.28% in Line 4) outperforms PCA (70.54% in Line 3) by 2.74 points
in accuracy. In the setting of combining basic feature with learned representation, DBN
(75.60% in Line 6) outperforms PCA (72.46% in Line 5) by 3.14 points in accuracy.
The same trend is observed when DBN is compared with LDA method.

(2) By concatenating the DBN based representation with basic features, the perfor-
mance is further improved. The incorporation of DBN based representation (75.60%)
improves the basic feature (72.03% in Line 2) by 3.57% points in accuracy. The intro-
duce of DBN has positive impacts on the emotion classification task.

Sensitivity to Corpus. In order to further investigate the sensitivity of the DBN based
method to the corpus for representation learning, in Table 5, we show the emotion clas-
sification accuracy using the learned representation as individual feature. Each line cor-
responds to one type of corpus used for representation learning. For example, the first
line means that the small-scale labeled data is used to learn representation by DBN
algorithm.
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Table 5. Sensitivity of DBN to Corpus for Representation Learning

Corpus Accuracy(%)
Labeled Data 67.31

Unlabeled Data 71.55
Pseudo-Labeled Data 73.28

By comparing the results of different corpus, we draw the following observations:
(1) Compared with pseudo-labeled corpus, small-scale labeled data is not suffi-

cient for represent learning based on DBN algorithm. In Table 5, compared with us-
ing pseudo-labeled corpus (73.28% in Line 3), the accuracy achieved using the labeled
data(67.31% in Line 1) decreases by 5.97 points in accuracy, which is worse that the
basic feature (72.03%) by 4.72 points. The experimental results demonstrate that DBN
algorithm is sensitive to the training corpus.

(2) Compared with unlabeled data, representation learned from the same number
of pseudo-labeled corpus achieves better performance for emotion classification. The
representation learned from pseudo-labeled corpus (73.28% in Line 3) outperforms the
one learned from unlabeled data (71.55% in Line 2). The introduce of pseudo-labeled
corpus has positive impacts on representation learning for emotion classification.

4 Previous Work

With the popularity of blogs and social media, sentiment analysis has become a hot
point in natural language processing research community. Overall, sentiment analy-
sis on microblogs could be viewed from two perspectives, target-independent [3, 5]
and target-dependent [4] sentiment analysis. This paper studies the task of target-
independent emotion classification.

4.1 Emotion Classification and Twitter Sentiment Analysis

The original attempt of sentiment analysis [9, 24] aims to classify whether a whole
document expresses a positive or negative sentiment. [9] treat the sentiment classifi-
cation of reviews as a special case of text categorization problem and first investigate
machine learning methods. In their experiments, the best performance is achieved by
SVMs with bag-of-words representation. Apart from positive and negative evaluations,
some researchers aim to identify the emotion of text, such as happy, sad, angry, etc. [7]
uses emoticons labelled by the blogger to collect corpus in LiveJournal. And similar
with [9], SVMs is utilized to train a emotion classifier with a variety of features over
100 emotions. Mishne and [25] use a similar method to identify words and phrases
in order to estimate aggregate emotion levels across a large number of blog posts. [6]
combine SVMs and CRF for emotion classification at the document level. As social
media become popular, Twitter sentiment analysis attracts much researcher’s attention.
[8] collect positive and negative data automatically with emoticons such as :-) and :-(.
[12, 26] go further and use both hashtags and smileys to collect corpus. In addition,
they use a KNN-like classifier for multiple emotion classification. [15] leverage three
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sources with noisy labels as training data and use a SVM classifier with a set of fea-
tures. From a different perspective, [13] train a language model based on the manually
labelled data, and then use the noisy emoticon data for smoothing. However, the major-
ity of existing methods use the bag-of-word representation, which cannot capture the
complex linguistic phenomena.

4.2 Deep Learning for NLP

The recent revival of interest deep learning, or representation learning [27], has a strong
impact in the area of Natural Language Processing, such as multi-task learning [28], do-
main adaptation [29], parsing [30], entity disambiguation [31], etc. Majority of the ex-
isting work are based on word embedding, which means learning a distributed represen-
tation for each word [32]. In sentiment analysis, [33, 34] propose the Semi-Supervised
Recursive Autoencoders for sentiment distribution prediction. [35] learn word vectors
capturing semantic term-document information for document-level sentiment classi-
fication. [36] propose a deep learning approach based on Stacked Denoising Auto-
encoders to study the problem of domain adaptation for sentiment classification. Glorot
et al verified the effectiveness of unlabelled data for domain adaptation. However, these
methods mostly need labeled data or crowd intelligence. In this work, we use pseudo-
labeled corpus, which is extracted automatically from microblogs, to learn the sentence
representation for emotion classification on microblogs, in particular, Weibo.

5 Conclusion and Future Work

In this paper, we propose a deep learning approach that automatically learns sentence
representation for emotion classification on microblogs. The sentence representation
is learned leveraging pseudo labeled corpus, without any manual effort of annotating
messages. Experiment reveals the importance of DBN algorithm and the usefulness of
pseudo-labeled corpus in this field. By incorporating the DBN based representation into
basic features, performance is further improved.

As to future work, the first plan is to learn word representation (word embedding)
for emotion classification. The sentence is potential to have positive impacts on emotion
classification based on a more meaningful word representation. In addition, as we ob-
served that when pseudo-labeled data, whose size is larger than labeled data, was used,
better performance was achieved. So a natural question is whether the performance will
continue to increase with even more pseudo-labeled corpus.
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Abstract. Chinese microblog is a popular Internet social medium where
users express their sentiments and opinions.But sentiment analysis onChi-
nese microblogs is difficult: The lack of labeling on the sentiment polarities
restricts many supervised algorithms; out-of-vocabulary words and emoti-
cons enlarge the sentiment expressions, which are beyond traditional sen-
timent lexicons. In this paper, emoticons in Chinese microblog messages
are used as annotations to automatically label noisy corpora and construct
sentiment lexicons. Features including microblog-specific and sentiment-
related ones are introduced for sentiment classification. These sentiment
signals are useful for Chinese microblog sentiment analysis. Evaluations on
a balanced dataset are conducted, showing an accuracy of 63.9% in a three-
class sentiment classification of positive, negative andneutral.The features
mined from the Chinese microblogs also increase the performances.

Keywords: Microblog, Sentiment Analysis, Sentiment Lexicon
Construction, Support Vector Machine.

1 Introduction

Microblog is a new form of social networking service where millions of people ex-
press their feelings and the posts are colloquial and irregular. A high percentage
of messages have positive or negative sentiment.Sentiments of people in social
events draw wide attentions of the public and sentiment analysis on microblog
messages has become a popular research topic.

Sentiment analysis can be applied to many topics in microblogs. On business
topics, we can obtain word-of-mouth reputation of brands or products from a
large number of users, thus helping companies to improve their products [6]. On
stock markets, people’s sentiment polarities towards a hot topic may affect the
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stock prices [2]. On political events, the sentiments of citizens reflect election sit-
uations [13]. Generally speaking, most of these studies are in English microblogs
(such as Twitter), but similarly they are also important in Chinese microblogs.

The objective of sentiment classification is to classify the sentiment of a piece
of text into three classes: Positive, negative and neutral. Traditional sentiment
analysis methods mainly concentrate on a specific target in reviews, such as
product reviews or movie reviews. In these domains, users post their comments
as well as the ratings (in scores or stars) for a certain product or movie. Based
on the texts and ratings, supervised machine learning models can be utilized to
learn semantic information of the products such as feature-opinion pairs, which
are then applied to texts in the same domain. However, for microblog messages,
they have all types of topics which do not belong to a certain domain. What is
more, they do not have labels or ratings like product reviews; it costs much time
and efforts to label many messages manually. The above difficulties for microblog
sentiment analysis are of main concerns in the research area.

In Chinese microblogs, there are even more challenges on sentiment analysis,
including word segmentation with out-of-vocabulary (OOV) words recognition,
syntactical analysis on informal sentences. Hence, we propose the following con-
tributions to reduce these difficulties:

First, we propose a new method for automatic sentiment lexicon construction
with emoticon evidences, meanwhile dealing with out-of-vocabulary words and
commonly used phrases. More over, in our lexicon, every word has a potential
sentiment, which is reflected by continuous positive score and negative score. It is
more flexible to extract features other than discrete-valued scores. Further more,
in sentiment classification, we use different types of features, which represent
different views of chacteristics of microblog messages. And finally, unlike many
three-class classification methods, our method does not necessarily need large
amounts of neutral corpora, which are really difficult to obtain.

The rest of this paper is organized as follows: Section 2 briefly describes some
related work. In section 3, we introduce emoticons and present our methods
of sentiment lexicon construction. Section 4 presents our methods in feature
extraction and classification strategies. We conduct experiments in section 5
and conclude the paper in section 6.

2 Related Work

Sentiment analysis is usually considered as a classification problem: Classify the
sentiments of microblog messages into positive, negative or neutral. Traditionally,
machine learning methods have been applied to sentiment classification [11].
More specifically, in Twitter sentiment analysis, the noisy tweets can be used as
training data to train a classification model [1]. Part of the noisy data is obtained
by some rules (e.g. tweets containing specific sentiment words), hence the features
of the classifier are restricted to some limited ones generated from the formal
words. Different from them, emoticons are used as approximate labels of tweets
to obtain a large amount of noisy data [10]. In these methods, the quality and
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bias of the noisy data limit the performance of classification. More over, when
perform three-class classification, assumptions about neutral corpora in twitter
such as [10] do not hold in Chinese microblog.

To ensure the quality of training corpus, the best method is manually labeling
[8]. However, the scale of labeled data is limited – then the features extracted
have to be more general, while the dimension of features is also reduced. Senti-
ment lexicons make it possible to map a high dimension of word vector to a low
dimension of several sentiment strengths.

Lexicons can be constructed manually [16,18]. The advantage is of higher
accuracy, but they are limited for the cost and coverage [9,12]. Meanwhile, large
numbers of spoken words, buzz words and dialects (e.g. Cantonese) make the
coverage of manually constructed lexicons even more limited.

Lexicons can also be constructed automatically from the corpus. Starting with
a few sentiment words and making use of the relationship of words in the corpus,
the sentiment polarities of more words can be discovered [5,7,14]. Some emoticons
can serve as seeds, However, the interrelation of words must be reliable. Hence
discovering a proper relationship of words is important when building a lexicon
from the corpus, especially when the corpus is noisy.

3 Sentiment Lexicon Construction

3.1 Emoticons in Chinese Microblogs

Emoticon is one of the main characteristics of Chinese microblogs. Instead of
typing characters to compose emoticons (e.g. “:-)”) in English microblogs, in
Chinese microblogs users “type” emoticons by clicking on some icons on the
web interface. The icons are mapped to characters surrounded with brackets to
store and transfer as texts; these texts are displayed as emoticon images when
rendering the web page. The emoticons are usually animated, making microblog
messages more vivid, and more accurate to show users’ emotions.

In previous work, emoticons such as :-) or :-( are used to collect positive or
negative tweets from noisy data. However, there are much more emoticons in Chi-
nese microblogs who indicate strong emotions. Hence we examine ten commonly
used emoticons, including five positive ones: [笑哈哈] (laughing), [太 开心]

(very happy), [哈哈] (Haha), [给力] (Geili, awesome), [good]; and five
negative ones: [泪] (tears), [悲伤] (sad), [弱] (weak), [鄙视] (despise),

[怒] (angry). For each of these emoticons, we randomly labeled 100 microblog
messages containing it. The proportions of positive, neutral and negative mes-
sages are shown in Fig. 1.

It shows that messages containing or , are mostly neutral instead of
positive. These two emoticons do have positive sentiments as shown in their ap-
pearances, but many users are used to posting them in any messages. Compared
with them, the other three: , and have stronger positive sentiments,
thus are more suitable for collecting positive messages from the corpus.
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Fig. 1. Proportions of sentiment polarities of microblog messages with emoticons

Similarly, for the negative emoticons, and have more noises than ,
and – the former two have less negative but more positive messages. This

may because they are ambiguous; people use them not only when they are sad,
but also when they are moved. Therefore, the latter three emoticons are more
suitable for collecting negative messages from the corpus.

3.2 Phrase Extraction and Out-Of-Vocabulary Word Recognition

Because of the irregular expressions, traditional segmenters do not work well on
microblog messages. And Out-Of-Vocabulary (OOV) words are also commonly
used. Besides, many phrases (n-grams) occur very often and have less ambiguity
compared to treating them as separate words, such as “太次”(too bad). These
phrases are also put in the lexicon which benefits sentiment analysis.

In a large set of segmented sentences(with NLPIR2013[17]), we concatenate
adjacent words to get every phrase (n-grams, n is not limited to two) with less
than M characters. Then we compute two metrics of each phrase t:

1. Frequency freq(t): the number of its occurrences in the corpus.
2. Tightness T (t): Denote the words in the phrase t as {wi}, the tightness of

t is defined as:
T (t) =

freq(t)
n
√∏

freq(wi)
(1)

With some proper thresholds, phrases of at least one large enough metric are
selected, which cover OOVs. In this paper about 60,000 phrases and OOVs are
extracted (without POS tags). In the following part of this paper, all the basic
words, OOVs and phrases are referred to as words. They make a word set.

3.3 Modified-by-Degree-Adverbs Words Recognition

Modified by Degree Adverbs (MDA) words are the words that can be modified by
degree adverbs. These words often have obvious opinions, such as “喜欢” (favor),
“讨厌” (disgusting) and “好” (good). Therefore, recognition of MDA words are
helpful to sentiment analysis.
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Five commonly used degree adverbs are used: “很” (very), “非常” (very),
“比 较” (a little bit), “太” (too) and “十分” (very). They are matched in the
sentences before segmentation; their following words (just next to them) are
extracted as MDA words. Note these MDA words are the longest possible ones
in the word set. For example, in “这位叔叔很友好” (This uncle is very friendly),
“很” is a degree adverb; both “友” (friend) and “友好” (friendly) exist in the
word set, but only “友好” is kept as an MDA word. Moreover, words starting
with degree adverbs (such as “太棒”, , very great) are also considered as MDA
words.

3.4 Negation Words

Negation is a common phenomenon in Chinese, which may inverse the sentiment
of a word or a sentence. Some sentiment words are often modified by negations,
such as “靠谱” (reliable). Negation has a significant influence on the sentiment
words, so it is an important part of lexicon construction and sentiment analysis.

We complement some negations to the list [15] to generate a list of 53 nega-
tions, which are then added into the word set. The first adjectives, verbs or
words without POS tag (i.e. phrases, OOV words or emoticons) in the word set
modified by each negation are extracted. But if there is no such word within N
words after the negation, the negation is ignored. In the experiments N = 3.

For example, the segmentation result of the sentence “这位先生，
着说话不腰疼 ”您真是站 (Sir, what you think is really easier said than done):

“这/rzv位/q 先生/noun /wd 您/rr 真/d 是/vshi 站/n 着/uzhe 说/v 话/n 不/d

腰/n疼/v ” Assume we have {真, 是, 站, 着, 说, 话, 不, 腰, 疼, 您, 真是,
站着 说 话, 腰疼, 这位, 先生, } in the word set, this sentence is transformed
to the following intermediate result : “这位, 先生, 您, 真是, 站着, 说话, 腰疼(−1), ”,
where words labeled by −1 are modified by negations.

After converting the messages to intermediate results, the sentiment lexicon
can be constructed. Depending on whether or not we have sufficient corpus
containing the specified emoticons (in Section 3.1), we introduce two methods
to compute the positive and negative scores of all the words in our word set.

3.5 Frequency Statistics Algorithm for Sufficient Corpus

Messages containing some specified emoticons ( , or for positive, and
, or for negative) can be extracted as noisy labeled data for training

in supervised learning algorithms. We call the corpus sufficient if it contains
enough messages of these emoticons. Messages in the positive and negative sets
are then transformed to the intermediate result.

Considering all the words in the above results. Define a positive word set A:
Words not modified by negations in the positive message set and words modified
by negations in the negative message set, and a negative word set B: Words
modified by negations in the positive message set and words not modified by
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negations in the negative message set. Compute the positive and negative score
of each word by their occurrences, as shown in the following equations:

score+(w) =
freqA(w) + SMOOTHA

size(A) +N · SMOOTHA
, score−(w) =

freqB(w) + SMOOTHB

size(B) +N · SMOOTHB

(2)
where w is the word, freq is the number of its occurrence in the word set, and
size is the sum of occurrences of all the words in each set. SMOOTH is a
parameter for smoothing, which should satisfy size(A)

size(B) = SMOOTHA

SMOOTHB
.

The two scores are then normalized to one. We have no absolute sentiment
words or non-sentiment words, but the sentiment polarity and strength of one
word are reflected by the difference between positive and negative score.

3.6 Label Propagation Algorithm for Insufficient Corpus

If the corpus is not sufficient enough of messages containing the specified emoti-
cons, we have to learn the polarities of words regarding the certain amount of the
messages. Similarly as in [4], we construct a co-occurrence graph whose nodes
are the words in the intermediate result, edges are their co-occurrences and apply
the unsupervised label propagation algorithm on it. The three positive emoti-
cons and three negative emoticons are used as positive seeds and negative seeds,
respectively. Compared to the original algorithm, we also need to:

1. Dealing with negations: The weights of edges between every two node are
initialized to zero. If two words in an intermediate result are both or neither
modified by negations, the weight of their edge is increased by one. If there is
only one word modified by negations, the weight is decreased by one.

2. Refine the iteration equation into:
sn+1 = α ·W · sn + (1− α) · b (3)

where b is the normalized static score vector, the dimension of b is the number
of words (nodes) in the graph. For the positive (or negative) seed words, the
corresponding elements in b are 1/m (m is the number of seeds). For other words,
the corresponding elements are zero. W is the normalized symmetric matrix of
the undirected co-occurrence graph. In [4], every element in W is non-negative,
but after we introduce in negations, element in W can be negative, then the sum
of the absolute value of elements in each row is 1. The vector sn is the positive
(or negative) score of each word after the n-th iteration, and the initial value s0
is set to b. α is a parameter between [0, 1] to control the impact of seeds. Hence,
n (before convergence) and α are the only variables in a determinated seed set
and co-occurrence graph.

The positive and negative scores are propagated from positive and negative
seeds, respectively. Finally they are normalized as well.

4 Sentiment Classification Based on Sentiment Lexicon

Based on the constructed sentiment lexicon, we extract features from microblog
messages, and use Support Vector Machine (SVM) to perform sentiment classi-
fication with different strategies.
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4.1 Feature Extraction

In this subsection, we will extract different types of features from microblog
messages. Each type of features has their specific relationship with the sentiment
of messages.
Microblog Structure Features. Microblog structure features include mention-
ing labels (@), URLs, etc. are relavant to the sentiment. For example, URLs in
one message indicate that it may be an advertisement, the geo-location state-
ment (“我在:” + URL, I’m at) indicates the message is more likely to be posted
by individuals instead of organizations. Hence the following microblog structure
features are extracted:

(1) Existence of geo-location statement (boolean).
(2) Number of URLs.
(3) Number of mentioning labels (@).
(4) Number of hashtags (texts quoted by a pair of hash symbols “#”).
(5) Number of reply labels (“回复@” + username).

Sentence Structure Features. Sentences in microblog messages have typical
features (sentence structure features), including:

(6) Number of semicolons (;).
(7) Number of ideographic comma (�).
(8) Number of percent sign (%).
(9) Existence of continuous serial numbers (numbers in a sequence) (boolean).
(10) Number of decimal points.

These features are related to an objective message. For example, messages with
many semicolons usually have parallelism sentences, which are less likely to be sub-
jective. Similarly, numbers in a sequence are used to list items formally. The per-
cent sign and decimal points usually appear in news texts that present data.

Sentiment Lexicon Features. Features from the sentiment lexicon are helpful
to learn the sentiment of messages. First, from the intermediate result we get
the words and their sentiment scores (positive and negative). For words modi-
fied by negations, their positive and negative scores are swapped. Then, compute
the product and maximum of positive (negative) scores of words. The product
reflects an accumulative influence of all the words in a message, while the maxi-
mum considers the word with the strongest sentiment strength. The basic lexicon
features are listed below:

(11) Product of positive scores of all the words.
(12) Product of negative scores of all the words.
(13) The maximum of positive scores of all the words.
(14) The maximum of negative scores of all the words.

In addition, single-character words are more ambiguous than multi-character
words; the differences between their positive and negative scores are less signifi-
cant. So the features from single-character words are treated separately:

(15) Product of positive scores of single-character words.
(16) Product of negative scores of single-character words.
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(17) The maximum of positive scores of single-character words.
(18) The maximum of negative scores of single-character words.

MDA words are more likely to have sentiments than ordinary words, thus we
have the following MDA features to reflect their impacts:

(19) Product of positive scores of MDA words.
(20) Product of negative scores of MDA words.
(21) The maximum of positive scores of MDA words.
(22) The maximum of negative scores of MDA words.

Emoticon Features. During the construction process of the sentiment lexicon,
emoticons and ordinary words are treated equally. However, emoticons are the
special characteristics of microblog messages which are commonly used and have
strong sentiments, so we extract emoticon features listed as follows:

(23) Product of positive scores of emoticons.
(24) Product of negative scores of emoticons.
(25) The maximum of positive scores of emoticons.
(26) The maximum of negative scores of emoticons.

4.2 Sentiment Classification Based on SVM

The sentiment polarities of microblog messages are classified into three classes:
positive, negative and neutral. An SVM classifier is set up with the linear ker-
nel and other default settings in the LibSVM library [3]. Three strategies of
classification are introduced:

1. One-stage three-class classification: The sentiment of a message is directly
classified into three classes.

2. Two-stage two-class classification (hierarchical): In the first stage, the senti-
ment is classified into neutral or non-neutral. In the second stage, the non-
neutral messages are classified into positive or negative.

3. Two-stage two-class classification (parallel): In the first stage, the sentiment
is classified into positive or non-positive. In the second stage, the same mes-
sage is classified into negative or non-negative. The final sentiment class of
the message is determined by:

sentiment =

⎧⎨
⎩

positive first stage: positive, second stage: non-negative
negative first stage: non-positive, second stage: negative
neutral otherwise

(4)

5 Experiments and Discussions

5.1 Dataset and Metrics for Sentiment Lexicons Evaluation

We first evaluate the performance of the sentiment lexicon. The golden standard
is 467 positive words and 469 negative words from [18]. The error rate of a
sentiment lexicon is defined as:



232 F. Jiang et al.

E =

∑
w∈POS_E

freq(w) · bias(w,NEG)) +
∑

w∈NEG_E

freq(w) · bias(w,POS)

| NEG | ·
∑

w∈POS

freq(w)+ | POS | ·
∑

w∈NEG

freq(w)

(5)
Where freq(w) is the frequency of word w in the corpus. POS and NEG are

sets of labeled positive and negative words (golden standard). POS_E is the
set of words who are in POS but have higher negative scores than their positive
scores, and NEG_E similarly. bias(w,NEG) means: For word w ∈ POS_E,
the number of words in NEG whose quotient of positive and negative score is
larger than that of w. And bias(w,POS) similarly. Obviously, E ∈ [0, 1].

The sizes of POS_E and NEG_E are the number of misclassified words
(a word is correctly classified if the difference between its positive and negative
score is in accordance with its label). freq(w) is the frequency of w; the larger
it is, the more important w is to influence the sentiment. The bias reflects the
degree of errors for misclassified words. In all, this definition takes these three
main factors into consideration. In addition, the scores of a labeled word who is
not in the sentiment lexicon are both 0.5, and it is put into POS_E or NEG_E.

5.2 Sentiment Lexicons Evaluation

For the sufficient corpus, we separately collect one million and six million mes-
sages that contain the six emoticons mentioned before. The error rates are 0.0342
and 0.0158, respectively, both less than 5%.

For the insufficient corpus, we randomly collect one million messages, and
fit them into the label propagation algorithm. With different iteration times
and different α’s, different lexicons are constructed. Their error rates are shown
in Fig. 2. When the iteration times are two, the error rates of the lexicon are
relatively low. One iteration only is not enough to propagate accurate scores,
but excessive iterations make more noise. The figure also shows the lowest error
rate is achieved when α is around 0.9. We can also see that after the number of
iterations reaches 5, the error rate is very sensitive to α.

To examine the relationship between the accuracy of sentiment classification
(the details of classification are introduced later) and the error rate, six points are
chosen from Fig. 2: (1-5) Iteration times = 5 and α = 0.5, 0.8, 0.9, 0.95, 1, where
the error rate varies in a wide range, and (6) the point with the minimal error
rate, iteration times = 2 and α = 0.9. Besides, (7-8) points in the sufficient corpus
with one million and six million messages. We perform sentiment classification
based on the corresponding lexicons. The relationship between the accuracy of
classification and the error rate of lexicons is shown in Fig. 3. As we can see from
the figure, the accuracy and E have a significant negative correlation.

5.3 Dataset and Metrics for Sentiment Classification

The sampled data from the Conference on Natural Language Processing &
Chinese Computing (NLP&CC) 2013 evaluation task two is used to evaluate
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the sentiment classification results. This task is a moods classification includ-
ing anger, disgust, fear, happiness, like, sadness and surprise. To turn it into a
three-class classification problem, messages of happiness or like are selected as
the positive dataset, of disgust, anger or sadness as the negative set, and those
with no labels as the neutral set. We sample the same number of messages in
these three classes, and eventually get 968 messages in each class as the eval-
uation data. We use accuracy as the evaluation metric.That is, the number of
correctly classified messages divided by the number of all messages.

5.4 Experiments on Sentiment Classification

To evaluate the effects of different groups of features, we divided all the 26
features into seven groups: microblog structure features (1–5), sentence struc-
ture features (6–10), basic lexicon features (11–18), MDA features (19–22), and
emoticon features (23–26), and some overlapped groups: maximum value features
(13, 14, 17, 18, 21, 22, 25, 26) and product features (11, 12, 15, 16, 19, 20, 23,
24). Table 1 shows the accuracy of the three-class classification with all features,
as well as features with each group removed, in a 5-fold cross-validation.

Table 1 shows that among the three classification strategies, the direct one-
stage three-class has the best performance. At the level of features, except for
the microblog structure features in the third strategy that has a lower accuracy
by 0.2%, all other feature groups contribute to the accuracy improvement in
all the three strategies. Meanwhile, the basic lexicon features have the strongest
influence on the performances; the maximum value features contribute much
more than the product features, which indicates words with the highest sentiment
strength affect the sentiment of messages more.

We also compared our method with two other methods. Method I had the
same features, but the lexicon was replaced with human constructed one in
[16]. Method II was that proposed in [10]. For method II, as the assumption
about neutral corpora did not hold in Chinese microblog, we only computed the
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Table 1. The influence of feature groups on the accuracy of sentiment classification

Feature group One-stage three-class Two-stage two-class
hierarchical parallel

All features 63.9% 60.1% 61.0%
–microblog structure 62.3% (-1.6%) 58.2% (-1.9%) 61.2% (+0.2%)
–sentence structure 60.8% (-3.1%) 54.3% (-5.8%) 57.3% ( -3.7%)
–emoticon 61.4% (-2.5%) 58.0% (-2.1%) 60.5% ( -0.5%)
–basic lexicon 59.1% (-4.8%) 54.1% (-6.0%) 48.7% (-12.3%)
–MDA 63.7% (-0.2%) 59.7% (-0.4%) 60.7% ( -0.3%)
–maximum value 61.3% (-2.6%) 57.8% (-2.3%) 57.4% ( -3.6%)
–product 63.6% (-0.3%) 59.1% (-1.0%) 58.2% ( -2.8%)

likelihood of positive and negative class, s and t, then classified the messages into
neutral class when α <s - t <β. We adjusted α and β to get the best accuracy
in the evaluation data mentioned above. The accuracies of these methods are
shown in table 2. We can see that both our lexicon and features performed very
well in the evaluation.

Table 2. Comparison among the methods

Our method Method I Method II
63.9% 54.5% 56.1%

6 Conclusions and Future Work

In this paper, we present new methods for sentiment analysis on unlabeled Chi-
nese microblog messages. We make use of the emoticons in Chinese microblogs
and construct sentiment lexicons with the frequency statistics algorithm and the
label propagation algorithm. Within different corpus, OOV words, commonly
used phrases and negation words are handled at the same time. Based on the
lexicons from sufficient or insufficient corpora, we extract lexicon features from
microblog messages, along with structural features. These features are microblog-
specific and are different from other domains. Then we perform sentiment clas-
sifications with an SVM classifier. Experimental results show that the lexicon
features and other features are effective.

The main contributions of us are: First, we propose sentiment information la-
beling with selected emoticon evidence for sentiment lexicon construction with-
out manual annotation, and many commonly used OOV words and phrases can
be discovered and introduced into our lexicon. Second, every word has a potential
sentiment, which is reflected by its positive and negative scores in the lexicon,
and it is finer-grained than those only contain strong-sentiment words and those
discretized to few levels. Third, we introduce different types of features which
represent multi-views of microblog’s characteristics.

Although our method does not necessarily need large amounts of neutral
corpora, they may do help in improving the performance. In the future, we will
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take some effort to get neutral corpora for lexicon construction, thus adding a
neutral score to each word. Some methods, such as taking the neutral outputs
of current classifer can be attempted.
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Abstract. Cross-lingual sentiment classification aims to predict the sentiment 
orientation of a text in a language (named as the target language) with the help 
of the resources from another language (named as the source language). How-
ever, current cross-lingual performance is normally far away from satisfaction 
due to the huge difference in linguistic expression and social culture. In this pa-
per, we suggest to perform active learning for cross-lingual sentiment classifica-
tion, where only a small scale of samples are actively selected and manually 
annotated to achieve reasonable performance in a short time for the target lan-
guage. The challenge therein is that there are normally much more labeled sam-
ples in the source language than those in the target language. This makes the 
small amount of labeled samples from the target language flooded in the ab-
oundance of labeled samples from the source language, which largely reduces 
their impact on cross-lingual sentiment classification. To address this issue, we 
propose a data quality controlling approach in the source language to select 
high-quality samples from the source language. Specifically, we propose two 
kinds of data quality measurements, intra- and extra-quality measurements, 
from the certainty and similarity perspectives. Empirical studies verify the  
appropriateness of our active learning approach to cross-lingual sentiment  
classification. 

1 Introduction 

Sentiment classification is a task of predicting the sentimental orientation (e.g., 
positive or negative) for a certain text (Pang et al., 2002; Turney, 2002). This task has 
drawn much attention in the natural language processing (NLP) community due to its 
wide applications (Pang and Lee 2008; Liu, 2012). Up to now, extensive studies have 
been conducted on this task and various kinds of resources are available, such as 
polarity lexicons and labeled corpora. However, these resources are rather imbalanced 
across different languages. For example, due to dominant studies on English 
sentiment classification, the labeled data in English is often in a large scale while the 
labeled data in some other languages is much limited. This motives the research on 
cross-lingual sentiment classification, which aims to perform sentiment classification 
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in a resource-scarce language (named as the target language) with the help of labeled 
data from another resource-rich language (named as the source language). 
Representative studies include Wan (2008, 2009), Wei and Pal (2010), Lu et al. 
(2011), and Meng et al. (2012). 

Although existing studies have yielded certain progress in cross-lingual sentiment 
classification, the classification performance of only using the labeled data in the 
source language remains far away from satisfaction due to the huge difference in 
linguistic expression and social culture. For example, in Wan (2009) where English is 
considered as the source language and Chinese is considered as the target language, 
only using the labeled data from English yields the performance of around 0.75 in 
accuracy which is much lower than 0.92 that achieved by using 1000 labeled samples 
from the target language (Chinese). Even when the unlabeled data from the target 
language is employed via co-training, the obtained performance can be only improved 
to around 0.82 in accuracy (Wan, 2009).  

One possible solution to handle this dilemma is to deploy active learning, where a 
small scale of samples (called newly-added data) are actively selected and manually 
annotated to quickly improve the classification performance for the target language. 
However, one challenge in active learning-based cross-lingual sentiment classification 
lies in the much imbalanced labeled data from the source and target languages. For 
example, in Wan (2009), the labeled samples in the source language can be around 
8000 while the labeled samples in the target language are generally as less as 200, a 
reasonable number one can expected to be manually annotated in a fast deploying 
application. Such huge imbalance in the labeled data easily floods the small amount 
of the labeled target data in the abundance of labeled source data and largely reduces 
the contribution of the labeled data in the target language. 

In this paper, we address above challenge by proposing a data quality controlling 
approach to select high-quality samples in the source language instead of using all the 
samples. Consequently, the data imbalance can be much reduced when only a small 
partition of labeled samples in the source language is employed. We believe that 
using a partition of them could be as useful as (or even possibly better than) using all 
of them for cross-lingual sentiment classification. For example, consider following 
three reviews from the product-review corpora, introduced in Blitzer et al. (2007): 

 
E1: This book is not worth wasting your money on. To the novice, this book may 

appear to represent the art of cabales serrada escrima, but it does not. More 
than half of the book is unrelated to the system of  serrada. …… 

 
E2: This fourth installment of becky's trying tribulations is the worst. I don't 

understand how kinsella's editor didn't draw the line (and the red pencil) at the 
litany of shopping expeditions. I am not making this up. …… 

 
E3: This is one of the worst books ever, it is not worth wasting your money on. Don't 

buy it. 
 

While E1 has a strong sentimental expression of “not worth wasting” and E2 has 
another strong sentimental expression of “the worst”, E3 has both of them. Therefore, 
once E3 is selected, we can safely throw away E1 and E2. 
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Accordingly, we propose a certainty-based quality measurement, together with 
cross-validation to select high-quality samples in the source language. Besides, we 
propose a similarity measurement to select the samples in the source language that are 
similar to those in the target language. In this paper, we call the former the intra-
quality measurement because it only employs the data in the source language to 
measure the quality of the samples in the source language, and the latter the extra-
quality measurement due to the consideration of the samples in the target language. 
For a particular data in the target language, these two kinds of measurements are 
integrated to select high-quality samples in the source language. After obtaining the 
high-quality samples in the source language, we employ standard uncertainty 
sampling for active learning-based cross-lingual sentiment classification.  

The remainder of this paper is organized as follows. Section 2 overviews the 
related work on cross-lingual sentiment classification. Section 3 presents our 
approach to data quality controlling. Section 4 applies the data quality controlling to 
active learning-based cross-lingual sentiment classification. Section 5 evaluates the 
proposed approaches. Finally, Section 6 gives the conclusion and future work. 

2 Related Work  

Although sentiment classification have been extensively studied in the last decade 
(Pang et al., 2002; Turney, 2002), cross-lingual sentiment classification only merges 
in recent years (Wan, 2008; Wan 2009; Pan et al., 2011; Prettenhofer and Stein, 2011; 
Lu et al., 2011; Meng et al., 2012). 

Wan (2008) proposes an ensemble method to combine one classifier trained with 
labeled data from the source language and another classifier trained with their 
translated data. Subsequently, Wan (2009) incorporates the unlabeled data in the 
target language with co-training to improve the classification performance. 

Wei and Pal (2010) regard cross-lingual sentiment classification as a domain 
adaptation task and apply a structural correspondence learning approach (SCL) to 
tackle this problem. Their approach is shown to more effective than the co-training 
algorithm. 

More recently, Lu et al. (2011) perform cross-lingual sentiment classification from 
a different perspective. Instead of using machine translation engines, they use a 
parallel corpus to help perform semi-supervised learning in both English and Chinese 
sentence-level sentiment classification.  

Unlike all of them, this study suggests to use only those high-quality samples 
instead of all of them to perform cross-lingual sentiment classification. As a result, the 
data imbalance between the labeled data in the source and target languages can be 
largely reduced. This largely eliminates obstacles towards active learning to cross-
lingual sentiment classification. To the best of our knowledge, this is the first attempt 
to consider data quality, active learning and integrate them in cross-lingual sentiment 
classification. 
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3 Data Quality Controlling in the Source Language 

Let SX be the set of the labeled samples in the source language and TX  the set of 

the unlabeled samples (testing data) in the target language. The objective of cross-
lingual sentiment classification is to estimate a hypothesis h: SX C→  which 

classifies the samples in TX  into C, the predefined set of class labels, i.e., negative 

and positive. 
In contrast to traditional sentiment classification, where the training and testing 

data are from the same language, it is not possible to directly train a hypothesis h: 

SX C→  to classify TX  because the training and test samples have different 

feature spaces due to the language difference. Therefore, the feature spaces for the 
training and test data need to be unified. One common way to achieve this is to 
translate the samples in the source (or target) language into the target (or source) 

language. Let t
SX  be the set of the translated samples in the source language and 

t
TX  the set of the translated samples in the target language. Then, the objective of 

cross-lingual sentiment classification is changed into estimating the hypothesis h: 
t
SX C→  which classifies the samples in TX  or the hypothesis h: SX C→  

which classifies the samples in t
TX . For simplicity, in the following, we only focus 

on the solution of translating the labeled data in the source language into the target 
language. Note that our research is certainly suitable for the case of translating the test 
data in the target language into the source language. 

As stated in Introduction, the task of data quality controlling in cross-lingual 

sentiment classification is first to measure the quality of the samples in t
SX and then 

select a subset of t
SX (i.e. those high-quality samples, denoted as t

S subX − ) to train a 

classifier rather than using all the labeled samples in the source language. In the 
following, we describe two measurements to evaluate the quality of a translated 
sample in the source language. 

3.1 Intra-quality Measurement with Certainty and Cross-validation 

The quality measurement that measured only through the resource from the source 
language is called intra-quality measurement.  

To obtain a high-quality sample that representing some other samples, we first split 
the labeled data from the source language into two different parts. One is severed as 
the training data and the other is severed as the validation data. Then, we use the 
training data to train a classifier which is used to predict the samples in the validation 
data. After the prediction process, all posterior possibilities of the validation samples 
are provided and we assume that the samples with high posterior possibilities are  
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capable of representing the classification knowledge in the training data. Formally, 
the certainty measurement is employed to rank the validation samples, which is 
defined as follows: 

{ , }
( ) max ( | )

y pos neg
Cer x P y x

∈
=                     (1) 

Where x is a sample in the validation data and ( | )P y x is its posterior possibility 

estimated by the classifier trained with the training data. 
To represent all the data in the source language, the cross-validation strategy is 

applied (Kohavi, 1995). In k-fold cross-validation, t
SX  is randomly partitioned into 

k equal size subsamples. Of the k subsamples, a single subsample is used as the 
validation data, and the remaining k − 1 subsamples are used as the training data. The 
cross-validation process is then repeated k times (the folds). In this way, each of the k 
subsamples used exactly once as the validation data to find the high quality samples. 

3.2 Extra-Quality Measurement with Similarity 

Instinctively, the quality of the samples in the source language is also related to the 
testing samples in the target language. We name the quality measurement measured 
with the resource from the target language as the extra-quality measurement. In this 
study, the samples with higher similarity to the target language are thought to be of 
higher quality. 

Suppose the labeled data in the source language contains n samples, i.e., 

1 2( , ,..., )t
S S S SnX x x x=  and the testing data in the target language contains m 

samples, i.e.,  1 2( , ,..., )T T T TmX x x x= . The similarity between one sample Six  in 

the source language and the target language is defined as following: 

1

1
( , ) ( , )

m

Si T Si Tj
j

SIM x X sim x x
m =

=                    (2) 

Where ( , )Si Tjsim x x is the similarity between the sample Six and Tjx . In this study, 

the standard cosine method is applied to compute the similarity between two samples. 

3.3 Integrating  Intra- and Extra-Quality Measurements 

One straightforward way to integrate the two quality measurements is to linearly 
combine the certainty and similarity scores. However, in fact, the similarity 
measurement, as the extra-quality measurement in this study, is not a good way to 
select high-quality samples. In contrast, it performs even worse than the random 
selection strategy. This is mainly because the similarity measurement does not take 
the sentimental information into account and thus the selected samples are not useful 
for sentiment classification. 
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Input: 

Translated training data from the source language t
SX   

Testing data from the target language TX   

Output: 

    The selected data set t
S subX −  

Procedure: 
(1) Initialize the selected data set: t

S subX − = ∅  

(2) Compute the similarity between each sample in t
SX  and TX with formula (2) 

(3) Repeat until the predefined stop criterion is met 

a) Perform k-fold cross-validation in t
SX  

b) Rank the samples in each validation data sets according to their certainty values 
computed with formula (1). 

c) Select top-N certainty samples that take the higher similarities to TX  than 

σ in each validation data, which is denoted as ( 1,2,..., )Cer
lX l k=  

d) t
S subX − = t

S subX − +
1

k
Cer
l

l

X
=
  

e) t
SX = t

SX -
1

k
Cer
l

l

X
=
  

 
Fig. 1. Algorithm of data quality controlling in the source language 

Therefore, we consider the certainty measurement as the main ranking factor and 
leave the similarity measurement as a supplementary one when designing the way to 
integrate them. Specifically, we select high-certainty samples that take the similarities 
to the target language higher than a threshold σ . In this way, only the samples that 
are similar to the source language are possibly be selected as the high-quality 
candidates. 

Our algorithm of data quality controlling in the source language is shown in Figure 
1. This algorithm integrates the intra- and extra-quality measurements in the steps of b) 
and c) respectively. 

4 Active Learning-Based Cross-Lingual Sentiment 
Classification 

As mentioned in Introduction, the performance of cross-lingual sentiment 
classification usually remains very limited and unsatisfactory. To quickly improve the 
performance, a small amount of informative samples in the target language are 
encouraged to be annotated and leveraged. This is a typical active learning task.  
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Input: 

Translated training data from the source language t
SX  

Unlabeled data  TU  

Testing data from the target language TX   

Output: 
    The classifier for cross-lingual sentiment classification 
Procedure: 
(1) Obtain the high-quality data set t

S subX − from t
SX  

(2) Initialize the labeled data t
T S subL X −=  

(3) Loop for M iterations 
a) Learn a classifier using TL  

b) Use the current classifier to label all samples in TU  

c) Use the uncertainty measurement to select n most uncertainty samples for 
manual annotation 

d) Move the newly-annotated sample from TU to TL  

(4) Learn the classifier with TL for cross-lingual sentiment classification 

 

Fig. 2. Algorithm of active learning for cross-lingual sentiment classification 

However, different from traditional active learning-based sentiment classification, 
the initial labeled data in active learning-based cross-lingual sentiment classification 
is from a different language and in a large amount. This makes the small amount of 
informative samples in the target language submersed and thus difficult to well affect 
the classification decision. 

Our solution to the above challenge is to use only those high-quality samples from 
the source language as the initial labeled data instead of using all the data. Then, the 
standard uncertainty sampling method is employed to add the informative samples 
from the target language for manual annotation, with the uncertainty measurement 
defined as follows: 

{ , }
( ) min ( | )

y pos neg
Uncer x P y x

∈
=                      (3) 

Figure 2 illustrates the detailed algorithm. 

5 Experimentation 

5.1 Experimental Settings 

Labeled Data in the Source Language: The labeled data from the source language 
contains English reviews from four domains: Book (B), DVD (D), Electronics (E) and 
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Kitchen (K)1 (Blitzer et al., 2007). Each domain contains 1000 positive and 1000 
negative reviews. All together, 8000 labeled samples are available in the source 
language. All these labeled samples are translated into Chinese ones with Google 
Translate2. 

Testing Data in the Target Language: The testing data from the target language 
contains Chinese reviews from two domains. they are from the data collection by 
Wan (2011): Chinese reviews from IT168 (451 positive and 435 negative reviews) 
and Chinese reviews from 360BUY (560 positive and 370 negative reviews) 3, to-
gether with 2000 unlabeled reviews.  

Unlabeled Data in the Target Language: We manually annotate the unlabeled re-
views collected by Wan (2011) and select 500 positive and 500 negative as the unla-
beled samples for active learning. 

Feature Space: Each review text is treated as a bag-of-words and transformed into 
binary vectors encoding the presence or absence of word unigrams.  

Classification Algorithm: The maximum entropy (ME) classifier implemented with 
the public tool, Mallet Toolkits4 is employed in all our experiments. The posterior 
probabilities belonging to the categories are also provided in this tool. 

5.2 Experimental Results on Active Learning-Based Cross-Lingual Sentiment 
Classification 

In this section, we compare following approaches to active learning in cross-lingual 
sentiment classification.  

Random+No_source: Perform active learning in the target language by randomly 
selecting samples in the target language and no samples in the source language are 
used. We perform 5 runs of such approaches and report the average results. 

Uncertainty+No_source: Perform active learning in the target language with the 
uncertainty selection strategy and no samples in the source language are used. 20 
samples are randomly selected as the initial labeled data. 

Uncertainty+All_source: Perform active learning in the target language with the 
uncertainty selection strategy. All the translated samples in the source language are 
served as the initial labeled data. 

Uncertainty+Selected_source: Perform active learning in the target language with 
the uncertainty selection strategy. 500 high-quality translated samples selected by our 
quality controlling approach in the source language are served as the initial labeled 
data. In the implementation of sample selecting in the source domain, the fold number 
is set to 10 (k=10) and top 10 certainty samples are selected in each validation data 
(N=10). As for the parameter of σ , we set it to 0.27, 0.14 in the domains of IT168 
and 360BUY respectively. These values are referred to the average similarity between 
each sample and all the other samples in the target language.  

                                                           
1
 http://www.seas.upenn.edu/~mdredze/datasets/sentiment/ 

2 http://translate.google.com/translate_t 
3 http:// google.com/site/wanxiaojun1979/  
4 http://mallet.cs.umass.edu/  
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Table 1. The classification performance by using all 8000 samples in the source domain 

Domain IT168 360BUY 
Accuracy 0.756 0.754 

 
Table 1 shows the classification performance by using all the samples in the source 

domain. From the results, we can see that only using the labeled samples (even the 
scale of data is big) from the target domain, the obtained performances are very 
limited (less than 0.8 in both domains). 

Figure 3 shows the performances of different active learning approaches for cross-
lingual sentiment classification. From this figure, we can see that: 
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Fig. 3. Performances of different approaches to active learning-based cross-lingual sentiment 
classification 
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Employing labeled samples from the target language is indeed effective for 
sentiment classification in the target language. For example, as shown in Table 1, 
using all 8000 samples from the source language yields the accuracy of 0.756 in 
IT168. In contrast, as shown in Figure 4, using only 100 randomly-selected samples 
from the target language could yield a higher accuracy, i.e., 0.8.   

Uncertainty+No_source generally performs better than Uncertainty+All_source 
when the labeled samples in the target language are more than 100. This result 
demonstrates that the labeled samples in the source language become unhelpful when 
a certainty number of labeled data in the target language is available.  

Uncertainty+Selected_source performs best. The high quality samples, together 
with only 100-200 samples, achieve a comparable performance to that of using more 
than 800 samples in the target language. This result verifies the necessity of data qual-
ity controlling in the source language when performing active learning in cross-
lingual sentiment classification. 

6 Conclusion 

In this paper, we propose an active learning approach for cross-lingual sentiment 
classification and address the huge challenge of the data imbalance by controlling 
data quality in the source language. Specifically, we design a certainty measurement, 
together with a similarity measurement, to select high quality samples in the source 
language. Experimentation verifies the appropriateness of active learning for cross-
lingual sentiment classification. Specifically, the results show that with the selected 
samples in the source language, manually annotating only 100-200 samples in the 
target language can achieve a comparable performance to that of using more than 800 
samples only in the target language. 
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Abstract. Although recommender system has been studied for many years, the 
research of social recommender system is just beginning. Plenty of information 
can be used in social networks to improve the performance of recommender 
system. However, some information is very sparse when used as features. We 
call this feature sparsity problem. In this paper, we aimed at solving feature 
sparsity problem. A new strategy was proposed to expand user features by social 
relationships. Experiments on two real world datasets demonstrated that our 
method can significantly improve the recommendation performance. 

Keywords: social recommender system, feature expanding, social relationships, 
feature sparsity. 

1 Introduction 

With the rapid development of the Internet, social networking services such as Twitter, 
Facebook, Last.fm and Tencent Weibo become more and more popular, even become an 
important part of many people’s daily life. There are thousands of new users joining in 
these social networks and huge amount of information being generated from there. For 
example, there are more than 200 million registered users currently and 40 million mes-
sages being generated each day on Tencent Weibo [1]. People make friends, get infor-
mation, and express their views on social network day and night. While benefiting us a 
lot, it also wastes us too much time to search useful information from massive informa-
tion. So how to choose good information sources is very important for users in social 
networks. In different social networks, information sources are different, such as users in 
microblog, artists in music online system and sellers in e-commerce website. There are 
many ways to choose information sources, like getting from friend’s recommendation or 
using search engine. But getting from friend’s recommendation is inefficient and some-
times it is hard to express the requirements by a few keywords for many users when using 
search engine in social networks. Therefore, to deal with the problem of choosing in-
formation sources efficiently, it is important to develop effective social recommender 
system to help users easily find the potential items they want to follow. 

Social recommender system is the kind of recommender system whose target do-
main is social media. Although all kinds of recommender systems’ common goal is 
modeling the relation between users and items, social recommender system has much 



248 C. Sun et al. 

more social information to use than traditional recommender system such as 
e-commerce recommender system and music recommender system. Social information 
includes social relationships, user’s profile, user’s social action and so on. How to take 
advantage of these information to improve the performance of social recommender 
system is both a good way and a big challenge. In this paper, we concentrate on ex-
ploring the methods of combining social relationships into recommendation algorithm 
to improve the performance of social recommender system. 

The rest of this paper is organized as follows. Section 2 will introduce the back-
ground and related works of our research. Section 3 will discuss the methods of mod-
eling social relationships with recommendation algorithm. In section 4，we will 
present our experiments and results on two real world datasets. Then we will make our 
conclusion in section 5. 

2 Related Work 

We will review the related works of social recommender system from two aspects: the 
popular methods of recommender system and the research of social recommendation. 

The goal of recommender system is suggesting users with items which may fit the 
users’ tastes. Recommendation methods can be classified into the following three 
categories: content-based, collaborative filtering (CF), and hybrid recommendation 
approaches [2]. Recently, as one of the most successful methods, CF has been widely 
used in business and deeply studied in academia. CF is a kind of algorithm whose 
fundamental assumption is that if user A and user B rate k items similarly, they share 
similar tastes, and hence will rate other items similarly. Approaches differ in how they 
define a “rating”, how they define k, and how they define “similarly” [3]. One of the 
major factors which limit the performance of CF is data sparsity. In real commercial 
recommender system, the data density is often lower than 1% [4]. To deal with the data 
sparsity challenge, many algorithms of CF have been proposed by recent years, such as 
Singular Value Decomposition (SVD) [5] and SVD++ [6]. SVD is a method of matrix 
factorization which can reduce the dimension of rating matrix. As a result, it represents 
the original rating matrix information by several latent factors with lower dimension 
and higher data density. However, this is at the cost of information loss. SVD++ is an 
extension of SVD, which can handle external information of rating matrix to improve 
the performance. 

Social recommendation aims at forming a recommender system by using recom-
mendation methods with information from social networks such as user profile, user 
action, and social relationships [7]. User recommendation in social networks has be-
come one of the hottest topics [8]. The task of KDD Cup 2012 Track1 is to develop 
such a system aiming at recommending items (celebrities) which could be persons, 
organizations, or groups in Tencent Weibo. In [9-11], researchers have tried to improve 
the recommender system’s performance by sufficiently making use of social informa-
tion, such as the items user followed in the past, user age and gender, user’s click rate 
and so on. For another task, artist recommendation in Last.fm online music system, 
[12] proposes a novel hierarchical Bayesian model which jointly incorporates topic 
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modeling and probabilistic matrix factorization of social networks. However, in the 
above situations, researchers have not taken full use of one important kind of infor-
mation in social networks, the social relationships among users. In our paper, we will 
present how to utilize social relationships to expand user features to improve the per-
formance of social recommender system. 

3 Methods 

3.1 Latent Factor Model 

Recently, latent factor models have been widely used in rating prediction problem. The 
main idea of latent factor model is to predict a rating ,u ir by the dot product of a user 
latent factor

u
p and an item latent factor

i
q which can be learned from history rating 

matrix. Singular Value Decomposition (SVD) is one of the most popular latent factor 
models. The basic SVD model with user bias, item bias and global bias can be de-
scribed in the following equation: 

 ,
T

u i u i u i gr p q b b b= ⋅ + + +  (1) 

Here
g

b is the global bias,
u

b is the user bias, 
i

b is the item bias,
u

p is the user latent 

factor and
i

q is the item latent factor. Instead of L2 loss function, we choose pairwise 

loss function in this work. So the above parameters can be trained by minimizing the 
following cost function: 

 , ,( ) 2 2 2 2 2
1 2 3 4 5

, ,

min ln(1 ) || || || || || || || || || ||u k u hy y
u i u i g

u k h
D

e p q b b bλ λ λ λ λ− −

< >
∈

+ + + + + +    (2) 

Here D is the set all , ,u k h  pairs in training set, k is item u gives positive review and h
is item u gives negative review. In the equation, the first term is used to learn the best 
parameters, the other terms are regularizations with constants to avoid overfitting. 

Stochastic Gradient Descent algorithm (SGD) [5] is an efficient and popular strategy 
to solve the above optimization problem. The main idea of SGD is to minimize the error 
by taking a small step on parameters along the direction of gradient descent in each 
loop. SGD uses the following update rules to learn the model parameters: 

 1( )u u ui u up p e p pη λ← + −  (3) 

 2( )i i ui i iq q e q qη λ← + −  (4) 

 3( )u u ui u ub b e b bη λ← + −  (5) 

 4( )i i ui i ib b e b bη λ← + −  (6) 

 5( )g g ui g gb b e b bη λ← + −  (7) 

Here uie is the prediction error andη is the learning rate. 
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3.2 Incorporate Implicit Feedback Information as Features 

The basic SVD model is good at handling simple dataset which only includes rating 
matrix information. However, the datasets are usually much more complicated for 
building recommender system in the real world. For example, in a movie recommender 
system, except for the rating matrix information, there are many other kinds of infor-
mation which may include movie tags, movie category, user profile, user social net-
work and so on. These information can be called implicit feedback information [5]. 
How to utilize these diverse implicit feedback information is beyond the ability of 
SVD, while SVD++ can do it well by modeling them as latent features. The only thing 
has to be done is extending the SVD equation to the following form: 

 ,
( )

( )T
u i u j j i u i g

j N u

r p y q b b bα
∈

= + ⋅ + + +  (8) 

The adding sum term represents the perspective of implicit feedback. ( )N u can be 
user’s neighbors, tags or other implicit feedbacks.  is the latent factor and jα is its 
weight. 

3.3 Expand Features with Social Relationships 

Social relationships are not usually used in the same way as other information such as 
tags and profiles which are used via a factorization process, while social relationships 
are used via a regularization process [13]. Using social relationships as factorization 
has been proved to be effective, but to my best knowledge this has just been used in the 
basic SVD model and the social network is not sufficient enough. This is probably 
because in SVD++ model or in big social network there are too many latent factor 
parameters to learn with social regularization. So how to use social relationships of big 
social network in SVD++ model is a still a big challenge. 

We find that it is easy to add features in SVD++ model, while it is hard to model 
social relationships as features directly. Therefore we need to find a compromise way. 
The main idea is that we can expand some user features by using social relationships. 
From the social network, we can get user u ’s friends set ( )F u . For each friend i in

( )F u , we can get the same kind of feature iz as u ’s feature and iβ is its weight. We call 

the friends’ features as expanding features. The equation of user latent factor in SVD++ 
with the expanding features can be described as following: 

 
( ) ( )

T
u u j j i i

j N u i F u

p p y zα β
∈ ∈

← + +   (9) 

For example, in the friend recommendation problem of social media, some user 
information such as user’s tags, keywords and history following records are very sparse 
which will lead to the features being ineffective. Using social relationships can deal 
with the feature sparsity problem to some extent. We can use friends’ tags, keywords 
and history following records as a kind of expanding features. 
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4 Experiments 

4.1 Data Description 

We conducted our experiments on two real world datasets. The first one is a subset of 
dataset of Track 1 in KDD Cup 2012 [1] provided by Tecent Weibo which is one of the 
two biggest microblog platforms in China. The dataset is a snapshot of Tencent Weibo 
of five days. We used the first three days records as training set and next two days 
records as testing set. Except training set and testing set, there are lots of other infor-
mation including user profile, keywords, item categories, social action and social 
graph. This is a friend recommendation problem. The items in the dataset are a small 
group of specific users which can be celebrities, famous organizations or some 
well-known groups. Another dataset is hetrec2011-lastfm-2k [14] obtained from 
Last.fm online music system. There are listening histories, tagging histories and friend 
relationships in the dataset. The items in the dataset are artists. So this is an artist 
recommendation problem. We prepared training set and testing set by dividing listen-
ing histories into 9 to 1. Because there are only positive records, we produced 20 neg-
ative records by randomly selecting 20 artists whom have not been listened to for each 
positive record. Table 1 shows the statistical properties of the datasets. 

Table 1. Statistical properties of the datasets 

Element Size (Tencent Weibo) Size (Last.fm) 

Training set 7,105,220 1,554,819 

Testing set 4,265,397 392,910 

Users 266,615 1892 

Items 6,095 17,632 

Edges of social group 50,655,143 25,434 

4.2 Evaluation Metrics 

We used the MAP@n (Mean Average Precision of Top N) and recall@n for two da-
tasets respectively as our evaluation metrics which are the same as the metric used in 
the competition and other researchers. The metric is defined as: 

 
1

@ ( ) /
n

k

ap n P k m
=

=  (10) 
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i

MAP n ap n N
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 @
number of items the user likes in Top n recommendations

recall n
total number of items the user likes

=  (12) 
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where ( )P k is the precision at cut-off k in the recommender item list, m is the number of 

items clicked by the user and N is the number of users. 

4.3 Experiment Description 

For Tencent Weibo dataset, we conducted our experiments on four user features: follow 
histories, tags, keywords and actions. Follow histories refer to items one user has 
followed. Tags are a few keywords from user’s profile added by himself or herself. The 
number of tags is less than ten and usually three to eight. Keywords are selected from 
user’s tweets whose number is more than that of tags and usually twenty to fifty. Ac-
tions mean the number of comments, at, retweets from a user to another user. 

The definition of friends is different with environments. In Tencent Weibo dataset, 
the social network is directed. There are three kinds of relationships between two users: 
follow, be followed, and follow each other. We just used the follow relationship  
because it is the result of active action which is more representative of one user’s 
interests. So friends in our experiments on Tencent Weibo dataset mean other users  
followed by the user. 

For Last.fm dataset, we conducted our experiments on the feature of tags. There is a 
little different from tag feature in Tencent Weibo dataset. Tag features in Last.fm 
dataset are tags a user has made for artists. It is also a kind of implicit feedback  
information representing user’s tastes. 

There are many friends for some users and each friend has several features, so this 
will lead to too many expanding features for a user. For example, a user has 100 friends 
and each friend has 5 tags. The total number of the user’s friends’ tags is 500, which is 
too large to use. Therefore, we need a selection strategy. In our experiments, we chose 
k most common ones of user’s friends’ features. The weight of each feature is its count 
in friends’ features after normalization. We tried both k=30 and k=20 and different 
weight strategies, but experiment results indicated that there were not much differ-
ences. So k is set to 30 in the following reported results. The SVDFeature toolkit [15] 
was used in our experiments. 

4.4 Results and Analysis 

Table 2 and Table 3 showed the results of our experiments on Tencent Weibo dataset 
and Last.fm dataset. We can see that all of the expanding features can achieve im-
provement when used independently or in combination. Except follow history in 
Tencent Weibo dataset, other expanding features in both datasets were even more 
useful than the original features. This is because the original features of tags, keywords, 
actions are every sparse while the expanding features are denser. 
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Table 2. Improvement on MAP@3 in Tencent Weibo Dataset 

Feature Model MAP@3 

 SVD 0.3595 

follow history SVD + follow history 0.3714 

SVD + friends’ follow history 0.3677 

SVD + follow history + friends’ follow history 0.3743 

tags SVD + user tags 0.3609 

SVD + friends’ tags 0.3629 

SVD + user tags + friends’ tags 0.3669 

keywords SVD + user keywords 0.3653 

SVD + friends’ keywords 0.3705 

SVD + user keywords + friends’ keywords 0.3770 

action SVD + user action 0.3644 

SVD + friends’ retweet 0.3676 

SVD + user action + friends’ retweet 0.3712 

follow history + 
tags + keywords + 
action 

SVD + follow history + user tags + user keywords 
+ user action 

0.3823 

SVD + friends’ follow history + friends’ tags + 
friends’ keywords + friends’ retweet 

0.3754 

SVD + follow history + friends’ follow history + 
user tags + friends’ tags + user keywords + 
friends’ keywords + user action + friends’ retweet 

0.3853 

Table 3. Improvement on recall@n in Last.fm Dataset 

Model + Feature recall@50 recall@100 recall@150 recall@200 recall@250 

SVD 14.91% 22.45% 27.99% 34.31% 38.65% 

SVD + user tags 15.93% 25.87% 31.87% 40.46% 44.43% 

SVD + friends’ tags 17.23% 25.97% 33.11% 43.14% 47.84% 

SVD + user tags + 
friends’ tags 

21.22% 29.67% 36.03% 43.23% 48.25% 

5 Conclusion 

In this paper, we explored a new way of using social relationships by expanding user 
features in social recommender systems. We trained SVD++ model on Tencent Weibo 
and Last.fm datasets. Experiment results showed that expanding features by social 
relationships can improve the performance of recommender system efficiently which 
indicated that it can help to solve features’ sparsity problem. 
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Abstract. Ontology is applied to various fields of computer as a conceptual 
modeling tool, and is used to organize information and manage knowledge. On-
tology extension is used to add the new concepts and relationship into the exist-
ing ontology, which is a more complex task. In this paper, we propose a hybrid 
approach for ontology extension from text using semantic relatedness between 
words, which exploit co-occurrence analysis, word filter and semantic related-
ness between words to find the potential concepts from text, denoted as the ex-
tended concepts. And we take advantage of extension rules and subsumption 
analysis to find the relationship between concepts, which is used to add the ex-
tended concepts into the existing ontology. The improved recall, precision and 
F1-Measure have been presented and used to evaluate our method proposed in 
this paper. Experimental results show that the proposed method is more reason-
able and promising. It has a stronger competitiveness and application ability. 

Keywords: Ontology, Ontology extension, Co-occurrence analysis, Semantic 
relatedness. 

1 Introduction 

Ontology is seen as a model of conceptualization, which is used to effective semanti-
cally describe the information system. It supports shared understanding for users in 
interested areas by eliminating the conceptual and terminological confusion. Since 
ontology was carried out, it was drawn an attention by many domestic and foreign 
researchers, and applied to the various fields of computer. In the opening environ-
ment, the importance of the ontology has been widely perceived, but for the most 
people, such as domain experts, ontology engineer, it is still a complex physical labor 
to creating ontology. 

Once the ontology constructed, it is a time-consuming and laborious to manually 
add a new concept into an existing ontology, and is still a great challenge to extend an 
existing ontology automatically. To solve this problem, we propose a hybrid approach 
for semi-auto extending ontology from text using semantic relatedness between words 
in this paper. The method requires the users manually choose a seed ontology from 
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external knowledge bases, such as WordNet, HowNet, and then can semi-automatic 
extend the seed ontology to generate a large ontology with saving a large number of 
manpower, material resource and time. Firstly, we use search engine to get a docu-
ment set for each concept of the seed ontology, and exploit co-occurrence analysis 
and word filter to obtain the candidate concepts closely related to the concept of the 
seed ontology from the documents. Secondly, we find the extended concepts from the 
candidate concepts using semantic relatedness between words. Finally, the extended 
concepts are added into the appropriate position of the seed ontology to implement the 
ontology extension process. 

The remainder of the paper is organized as follows. Related work for Extending 
ontology is described in detail in section 2. We give a detailed description of our pro-
posed method in section 3. The experiment and evaluation are presented in section 4. 
We conclude the paper in section 5. 

2 Related Work 

The automatic and semi-automatic ontology extension has been studied for two dec-
ade years. There are three kinds of approaches of ontology extension, which include 
natural language processing (NLP) based approach [1,2], network based ap-
proach[3,4], and user interaction approach[5,6,7]. 

Sabrina et al.[2] have proposed a method for extending ontology tree using NLP 
technology, which exploit NLP to extract new concepts from Web and link the new 
concepts with the concepts in Yahoo based on a clearly defined relationship. Liu et 
al.[3] have presented a semi-automatic ontology extension using spreading activation. 
They exploited spreading activation to identify the terms form a network generated 
via directed weight links between terms. However, Witbrock et al.[5] have proposed a 
semi-automatic approach for Cyc Knowledge Base (Cyc KB) extension based on  
the user-interactive dialogue system for knowledge acquisition, where, the user is 
engaged in a natural-language mixed-initiative dialogue. 

In this paper, we proposed a semi-automatic method for extending ontology from 
text, which used semantic relatedness between terms to discover the new concepts, 
and positioned them into seed ontology through various kinds of rules. 

3 Our Proposed Method 

In this section, we present our proposed method for ontology extension in detail. The 
co-occurrence analysis and word filter are exploited to acquire the candidate concepts 
for each concept of the seed ontology from documents in this method. To improve the 
speed of ontology extension, we use semantic relatedness between words to compress 
the extended concept space. The extension rules and subsumption analysis are ex-
ploited to add the extended concepts into the seed ontology with generating the ex-
tended ontology. 
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3.1 Identifying the Candidate Concepts Using Co-occurrence Analysis and 
Word Filter 

In natural document, words are directly or indirectly related. The words in same do-
main are more closely related than those in different area. Word co-occurrence is a 
direct representation of relationship between words in document and reflects the re-
lated strength between words. Co-occurrence analysis is a better method, which is 
used to identify whether two words is closely related or not. It is based on this hypo-
thesis: for two semantically related words, they may co-occur in the same text seg-
ment. Meanwhile, word filter is used to filter the words which are less informative 
and unimportant. So the combination of the two methods can better find more impor-
tant related words from documents. First of all, for each concept C of the seed ontolo-
gy, we exploit search engine to acquire the domain documents related to the concept 
C. And then, co-occurrence analysis is used to identify the co-occurrence words re-
lated to C from the documents. Finally, we exploit the word filter to discard the noisy, 
less informative and unimportant words, and the remainder are regarding as the can-
didate concepts of the concept C. 

Definition 1. Given a word W, we define its co-occurrence word as these words 
which distance from it to W is not more than δ word. Where δ is a windows threshold, 
generally δ=2,3,4,5. Denoted by CoWord(W). 

CoWord(W)={Wi|Distance(W,Wi)≤δ}, where Distance(W,Wi) is the path length 
from Wi to W in the same sentence. 

Definition 2. word co-occurrence frequency is the number that the co-occurrence 
word wi of W occur in the document segment where W appears. It is the most impor-
tant basis to judge whether two word is related or not, denoted by CoFreq(wi). The 
more the word co-occurrence frequency is, the more related two words hold. 

Definition 3. absolute frequency is the total number of the occurrence of the word W 
in all documents. It reflects the extent that the word W is applied. If the absolute fre-
quency of a word is higher, it shows that the word is common and is not served as a 
flag to identify the domain knowledge. At the same time, if the absolute frequency of 
a word is too lower, the words are infrequently applied to this area. Denoted by Af-
req(W). 

Definition 4. Given a word W, we define its relative importance as an important de-
gree of word W that W is used to describe and differentiate the document. It is 
represented by TF-IDF of word W and calculated by formula (1), denoted by RI(W). 

( ) ( ) ( )* ( )
( )

N
RI W TF IDF W tf W log

df W
= − =                 (1) 

Where tf(W) is the frequency that W occur in the documents, df(W) is the docu-
ment frequency of W, N is the total number of the documents.  

Definition 5. Given a word W, we define its entropy as the total sum of information 
content of W in the documents. It is used to measure information content of a word, 
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which is contained in a document set. It is denoted by Entropy(W) and computed by 
formula (2). 

1 1

( ) ( ) ( ) ( ( ))
n n

i i
i i

Entropy W IC W p W log p W
= =

= = −             (2) 

Where pi(W) is the probability that word W occur in the document Di, n represents 
the total number of all documents. pi(W) can be estimated by formula (3). 

( )
( )

( )
i i

i
i

W D

Freq W
p W

Freq W
∈

=


                                            (3) 

Where Freq(W) is the frequency that W occur in document Di. 
We present our method for identifying and acquiring the candidate concepts using 

the definition described above in the following. The co-occurrence analysis and word 
filter are contained in this method. It mainly includes the following several steps: 

For each concept C of the seed ontology, we do the following operator: 

1) exploiting search engine to get a domain document set related to C, named as 
D, and looking for the CoWord(C) from D to generate the co-occurrence word set, 
denoted as CoWordSet(C), CoWordSet(C)={wi|wi∈CoWord(C)}; then counting the 
CoFreq(wi) and AFreq(wi) for each wi in CoWordSet(C) in document set D, and dis-
carding the words which hold the AFreq(wi) >> CoFreq(wi) and CoFreq(Wi)<5; final-
ly ranking the remaining the co-occurrence words in CoWordSet(C) according to 
theirs CoFreq(W) on descending order; 

2) In the document set D, using formula (1) to calculate the relative importance 
of each wi in CoWordSet(C), RI(wi); 

3) In the document set D, exploiting formula (2) to compute the entropy of each 
wi in CoWordSet(C), Entropy(wi); 

4) Selecting the overlap words, which hold a higher RI and Entropy scores from 
CoWordSet(C) and generating the candidate concept set of concept C, denoted by 
CandCpt(C). 

3.2 Obtaining the Extended Concepts Using Semantic Relatedness between 
Words 

In this subsection, we present the method that uses semantic relatedness between 
words to compress the extended concept space and obtain the extended concepts. Al-
though we exploit the method described in section 4.1 to generate the candidate con-
cept set, CandCpt(C), and remove some noisy co-occurrence words. There still is a 
difficult task to add the remaining concepts in CandCpt(C) into the seed ontology 
because of time and space complexity. In order to improve this problem, we use se-
mantic relatedness between words to compress the extended concept space. We only 
select a portion of the concepts in CandCpt(C) as the extended concepts. The process 
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of selection is followed: for each concept Ci in CandCpt(C), we measure semantic 
relatedness between Ci and C, and select the concepts which have a highly score of 
semantic relatedness as the extended concepts. In this paper, we only use the top 3 
concepts. 

Definition 6. Give two words W1, W2, we define semantic relatedness between them 
as the Jaccard indicator, which is used to describe co-occurrence between them in the 
document set D. It is calculated by formula (4). 

( )
( ) ( ) ( )

1 2
1 2 1 2

1 2 1 2

,
( , ) ( , )

,

CoFreq W W
DomainRel W W Jaccard W W

AFreq W AFreq W CoFreq W W
= =

+ −
    (4) 

Where W1W2 is not necessarily in this form, but they can be as W1*W2, * 
representing less than 5 characters. Similarly, W2W1 also has the same form. 

We suppose that a concept C holds a candidate concept set CandCpt(C) = 
{C1,C2,…,Cn}, and then use formula (4) to calculate semantic relatedness for each 
Ci(1≤i≤n), DomainRel(Ci,C). We select the top 3 concepts which have a highly score 
of semantic relatedness as the extended concepts of C and generate the extended con-
cept set, denoted by ExtendedCpt(C). 

After doing this described above, we compress the extended concept space and re-
duce the number of the extended concepts. Thus the time and space complexity are 
dropped at the same extent. 

3.3 Extending Ontology Using Extension Rules and Subsumption Analysis 

It is one of an important problem of ontology extension how to add the extended con-
cepts into the seed ontology. In order to solve this problem, we carefully analyze the 
distributed situation of the scores of semantic relatedness between the extended con-
cepts and the concepts of the seed ontology, and develop a set of extension rules 
based on semantic relatedness, with combing the improved subsumption analysis to 
complete the ontology extension. 

Using the methods described in previous, for each concept C of the seed ontology, 
we construct an extended concept set ExtendedCpt(C). We exploit the score of se-
mantic relatedness and subsumption analysis to add the concept Ci in ExtendedCpt(C) 
into the seed ontology. 

Extension Rule 1. if the score of semantic relatedness between the concept Ci and C 
is equals to 1 or approximately 1, it means that they are consistent in semantic and 
hold the synonym relationship. We add the concept Ci into the synonym attribute of 
concept C. It is shown as Fig. 1. 

Extension Rule 2. if the score of semantic relatedness between the concept Ci and C 
is the maximum, but it does not satisfy the extension rule 1, we use subsumption 
analysis to identify the semantic relationship between Ci and C. 
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Subsumption analysis assumes that if two concepts co-occur, general concept 
should co-occur more frequently than specific concept. It means that the documents 
containing specialized concepts are a subset of the documents containing general 
terms. Given two concepts Ci and C, the concept C is said to more general than con-
cept Ci if the following condition holds: 

( | ) 0.8, ( | ) 1i iP C C P C C≥    <                                 (5) 

We think there hold a hyponym/hypernym relationship between Ci and C and add 
the concept Ci into the hyponym attribute of concept C. Where 0.8 is chosen through 
informal analysis of hyponym/hypernym pairs identified through subsumption analy-
sis. It is shown as Fig.2. 

Extension Rule 3. if the score of semantic relatedness between the concept Ci and C 
is the maximum and does not satisfy the extension rule 1,2, we think there hold a re-
lated relationship between Ci and C. We add the concept Ci into the related attribute 
of concept C. It is shown as Fig.3. 
 

Ci

Synonym

C

 

Ci

Hyponym

C

Ci

Related

C

 

Fig. 1. Add synonym attribute Fig. 2. Add hyponym attribute Fig. 3. Add related attribute 

 
Through the above extension rules, the extended concepts are automatically placed 

into the seed ontology, increasing the number of the concepts of the seed ontology. 
We complete the first round of ontology extension. 

4 Experiment and Evaluation 

4.1 Experiment 

We select some terms related to education field that is a sub-field of E-government 
and constructed seed ontology in our experiment. The seed ontology is consist of 10 
concepts and includes three kinds of relationship between this concepts, such as syn-
onym, hyponym/hypernym (is-a) and related relationship. The depth of the seed on-
tology is three. It is shown as Fig.4. 
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Fig. 4. The “education” seed ontology 

We download about 4,000 pages related to education from the website1 of Educa-
tion Ministry of China, and then exploit htmlparser2 to acquire the content of these 
pages and generate the domain document set D. For each document Di in D, we use 
ICTCLAS3, a Chinese word segmentation system developed by The Chinese Acade-
my of Sciences, and E-government thesaurus to preprocess it, e.g. word segmentation, 
POS-tagging. 

We illustrate the extension process of the “education” seed ontology using the me-
thod proposed in this paper in the following. 

For each concept C of the “education” seed ontology, the concept “higher educa-
tion (高等教育)” as an example in the follows. 

1) First of all, we exploit the co-occurrence analysis and word filter to identify  
and acquire the candidate concept set CandCpt(C) from D. CandCpt(higher  
education)= { “Higher vocational education(高等职业教育 )”,“Degree education  
(学位教育)”,“Adult higher education (成人高等教育)”,“Institutions of higher learn-
ing (高等院校 )”,“teaching (教学 )”,“The assessment of undergraduate teaching  
(本科教学评估)”, …}. 

2) Secondly, in order to compress the extended concept space and reduce the time 
and space complexity in ontology extension process, we use formula (4) to calculate 
semantic relatedness between Ci in the CandCpt(C) and C and choose the top 3 con-
cepts as the extended concept, which have a highly score of semantic relatedness. The 
scores of semantic relatedness between the concept “higher education” and the con-
cepts in CandCpt(higher education) are shown in table 1. 

As can be seen from table 1, the top 3 concepts with closely related to the concept 
“higher education(高等教育)” include “Adult higher education(成人高等教育)”, 
“Institutions of higher learning(高等院校)”, “Higher vocational education(高等职业
教育)” that their scores of semantic relatedness rank in top 3. So, we choose them as 
the extended concepts of the concept “higher education” and generate the extended 
concept set. ExtendedCpt(higher education)={“Adult higher education”, “Institutions 
of higher learning”, “Higher vocational education”}. 

 
                                                           
1 http://www.moe.edu.cn/publicfiles/business/htmlfiles/ 
 moe/info_category_query/index.html 
2 http://sourceforge.net/projects/htmlparser/files/ 
3 http://ictclas.org/ictclas_download_more.aspx 
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Table 1. The scores of semantic relatedness between the concept “higher education” and the 
concepts in CandCpt(higher education)  

CandCpt(C) Concept C DomainRel 
Higher vocational education higher education 0.4405 

Degree education higher education 0.2538 
Adult higher education higher education 0.8964 

Institutions of higher learning higher education 0.6965 
teaching higher education 0.3122 

The assessment of undergraduate teaching higher education 0.2158 

… … … 
 

3) We use extension rules 1, 2, 3 to identify the relationship between C and the 
concepts in ExtendedCpt(C) and position the concepts of ExtendedCpt(C) into the 
seed ontology. The semantic relationship between the concept “higher education  
(高等教育)” and the concepts in ExtendedCpt(higher education) are shown in table 2. 

Table 2. The semantic relationship between the concept “higher education” and the concepts in 
ExtendedCpt(higher education) 

ExtendedCpt(C) Concept C Extension 
rule 1 

Extension rule 2 Extension 
rule 3 

Semantic 
relationship P(C|Ci) P(Ci|C) 

Adult higher 
education 

higher 
education 

— 1 0.135 — Is-a 

Institutions of 
higher learn-

ing 

higher 
education 

— 0.289 0.239 √ related 

Higher voca-
tional educa-

tion 

higher 
education 

— 0.817 0.117 — Is-a 

 
After the fifth iteration of ontology extension, we generate the extended “educa-

tion” domain ontology. A part of it has been shown as Fig.5. It has over 4,000 con-
cepts. 

 

Fig. 5. The extended “education”ontology 
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Fig.5 is acquired by protégé4. Because the protégé can not display the synonym 
and related relationship, it only display the hyponym/hypernym (is -a) for user.  

4.2 Evaluation 

We choose a part of a gold standard E-government domain ontology constructed by 
E-government thesaurus[11] as our reference ontology, which is concerned to educa-
tion. It has about 4,500 terms and three kinds of relationship between terms, such as 
synonym, hyponym/hypernym (is-a) and related relationship. The improved recall, 
precision and F1-Measure have been used to evaluate our proposed method. Because 
ontology is consisting of the concepts and relationship between concepts, we define 
the improved recall, precision and F1-Measure as following formula (6), (7) and (8). 

| | | |

| | | |

Concept Relationship

Extended Standard Extended Standard

Standard Standard

Recall Recall Recall

Cpt Cpt Rel Rel

Cpt Rel

= ∗

∩ ∩           = ∗
    (6) 

| | | |

| | | |

Concept Concept

Extended Standard Extended Standard

Extended Extended

Precision Precision Precision

Cpt Cpt Rel Rel

Cpt Rel

= ∗

∩ ∩                = ∗
   (7) 

Where CptExtended, RelExtended represent the set of the concepts and the relationship of 
the Extended Ontology respectively, and CptStandard, RelStandard represent the set of the 
concepts and the relationship of the Reference Ontology respectively. 

2
1 1

F1- Measure

Recall Precision

=
+

   (8) 

The results have been shown in Table 3, the first column represents the number of 
iteration of ontology extension used our proposed method. 

Table 3. The Evaluation Results Obtained from Our Proposed Methods 

Number of 
iteration 

Number of 
the concepts 

Recall of the 
concepts 

Precision of 
the concepts 

Recall Precision F1-
Measure 

1 40 0.0089 1.000 0.0098 0.9899 0.0194 
2 160 0.0338 0.9500 0.0427 0.9560 0.0817 
3 624 0.1251 0.9022 0.1779 0.8627 0.2950 
4 2253 0.4138 0.8265 0.3981 0.7873 0.5281 
5 4480 0.7568 0.7567 0.6428 0.7278 0.6827 

                                                           
4 http://protege.stanford.edu/download/download.html 
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From Table 3 can be seen, F1-Measure has been raised with the increment of the 
number of iteration of ontology extension. It reaches 0.6827 after the fifth iteration 
achievement, which is a promising value. It indicates that the proposed method is  
valuable. And the precision has been maintained at a higher level. It ranges from 
0.7278 to 0.9899. Meanwhile, the growth rate of the concepts slows down because the 
condition used to identify the new concepts is too stronger. However, we have an ob-
servation that we obtain the largest number of related relationship during the course of 
ontology extension. It maybe generated because we define the related relationship is 
too lax. This is our next research work too. 

5 Conclusion 

With the massive new web information, the existing ontology serious lags in the 
emergence of the new concepts and has not suitable to organize and manage the new 
information. To solve this problem, we propose a hybrid approach for extending on-
tology from text using semantic relatedness between words in this paper, and add the 
new concepts discovered in documents into the existing ontology. Through extending 
“education” domain ontology, the proposed method has shown a stronger competi-
tiveness, and the extended ontology is reasonable. Evaluation results on the improved 
recall, precision and F1-Measure demonstrate that our proposed method in this paper 
is promising and logically. But there is a little drawback because of relationship defi-
nition during the course of ontology extension. Therefore, in next work, we will  
explore others methods to make up this weakness and improve the efficiency of the 
proposed method. 
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Abstract. Populating existing knowledge base with new facts is important to 
keep the knowledge base fresh and most updated. Before importing new 
knowledge into the knowledge base, entity linking is required so that the 
entities in the new knowledge can be linked to the entities in the knowledge 
base. During this process, entity disambiguation is the most challenging task. 
There have been many studies on leveraging name ambiguity problem via a 
variety of algorithms. In this paper, we propose an entity linking method based 
on Chinese Semantic Knowledge where entity disambiguation can be addressed 
by retrieving a variety of semantic relations and analyzing the corresponding 
documents with similarity measurement. Based on the proposed method, we 
developed CASIA_EL, a system for linking entities with knowledge bases. We 
validate the proposed method by linking 1232 entities mined from Sina Weibo 
to a Chinese Semantic knowledge base, resulting in an accuracy of 88.5%. The 
results show that the CASIA_EL system and the proposed algorithm are 
potentially effective. 

Keywords: Entity linking, Chinese Semantic Knowledge, Semantic similarity, 
Entity disambiguation. 

1 Introduction 

This paper introduces our results on the competition of entity linking task organized 
by the second conference on Natural Language Processing and Chinese Computing 
(NLP&CC 2013). The task of entity linking is to link the entity name from Sina 
Weibo microblog posts to Baidu Encyclopedia knowledge base. The organizer 
provides a part of Baidu Encyclopedia knowledge base and a number of Sina Weibo 
microblog posts within which entities are tagged. If the entities in the microblog posts 
can be linked to the entities in the knowledge base, we are supposed to output the 
identity of the entity in the knowledge base (denoted as “KB_ID”). If the knowledge 
base does not contain the given entity, we should output a “NIL”. We build up an 
entity linking system called CASIA_EL according to the task requirement and 
produce one group of result. Finally, we ranked the second place among 10 teams 
with an overall linking accuracy of 88.5%. 

This competition focuses on linking entities from short texts (e.g. microblog posts) 
to knowledge bases. The motivation of this work is to enable and evaluate possible 
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techniques to enrich existing knowledge base with dynamic and new knowledge from 
short texts based social media such as microblog. One of the most important step is 
linking possible entities from microblog posts with entities in the existing knowledge 
base, so that relevant entities within and outside the knowledge base can be linked 
together and organized as interconnected Web of knowledge. Some key issues need to 
be considered for the entity linking task. On the one hand, a specific entity may have 
various names while they actually refer to the same entity. In this case, we need 
processing techniques (such as creating and maintaining a synonym set) to link 
possible entity names together. On the other hand, different entities may share the 
same name. In this case, entity disambiguation algorithms are needed to link the entity 
from short texts with appropriate candidate entity in the knowledge base.  

This competition is challenging in several perspectives. Firstly, microblog posts are 
very short (only 140 characters are allowed), and traditional entity linking algorithm 
may not perform well since they may be short of enough meaningful contents. 
Secondly, the representation of entity names and language style in microblog posts 
are extremely free, which brings many potential difficulties for linking the entity 
names to appropriate entities in the knowledge base. 

In this paper, we propose an entity linking method and implement an entity linking 
system, named CASIA_EL, by utilizing various semantic relations among entities in a 
Chinese semantic knowledge base with knowledge from various sources. First of all, 
we construct the Chinese semantic knowledge base from scratch by using semantic 
techniques including RDF, N3, triple store, etc. In order to support the linking 
process, we automatically construct a synonym set from multiple Web-based wiki-
encyclopedias. Secondly, in order to make a balance between the contents of a 
microblog post and the wiki page contents in the knowledge base, we attempt to make 
an understanding of microblog posts by adding relevant contents from the knowledge 
base. For example, the post “My Company is bad, I like Apple” is one single sentence 
with just two nouns while the description of “Apple Inc.” in the knowledge base may 
contain several hundred sentences. Therefore, when it is hard to find appropriate 
entities in the knowledge base, we extend the post by adding other documents of 
associated entities within the same context. For this example, we add the wiki page 
contents of “Company” from the knowledge base to this short post. This method is 
formalized as the stepwise bag-of-words entity disambiguation algorithm. With the 
experimental results on the competition, we conclude that the proposed entity linking 
method and the system is potentially effective. 

The rest of the paper is organized as follows: Section 2 introduces related works of 
this paper. Section 3 introduces the constructed Chinese semantic knowledge base and 
the entity linking method. Section 4 provides evaluation results and detailed analysis 
on the performance of our system. 

2 Related Works 

Here we define the entity name from the microblog post as the target entity, and the 
possibly identical entities from the knowledge base as the candidate entity. The task 
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of entity linking generally focuses on the problem of entity disambiguation that has 
been discussed extensively in different areas. There have been many studies 
addressing this issue, and one of the most widely used method is the Bag-of-Words 
(BOW) model [2, 3], which utilizes a bag of words to express the entity’s document 
and calculate the similarity via vector cosine similarity. Some researchers extend the 
work by adding social network relations to obtain background knowledge. For 
instance, Bekkerman and McCallum utilized the inter-link and out-link structures of 
web pages as well as the similarity between two persons’ page documents for 
disambiguation [4]. A graph-based framework was adopted by Jiang et al. to 
disambiguate person entity appeared on the Web by capturing personal information 
[5]. However, both the BOW method and the social-graph based method suffer the 
insufficiency of corpus or information. 

Recently, because of the public availability of Wiki Encyclopedias and knowledge 
bases such as Wikipedia, DBpedia, and YAGO [1], some researchers take advantages 
of these sources, which contain large and abundant knowledge, to leverage entity 
disambiguation. For example, Han and Zhao constructed the semantic knowledge 
from Wikipedia, based on which the semantic similarity measurement is proposed [6]. 
Shen et al. utilized the taxonomy information in YAGO, a semantic knowledge base 
which is built based on Wikipedia and WordNet, to obtain agreement on the 
categories associated with candidate entities [7]. Compared to the efforts in English, 
Chinese entity linking has not been well studied and needs further investigations. 
Some recent progresses include Zhishi.me (a multi-source Chinese Web of Data 
platform based on infobox knowledge from Baidu Encyclopedia, Hudong 
Encyclopedia and Wikipedia Chinese sources) [8] and cross-lingual knowledge 
linking among different Chinese Knowledge Bases [9]. 

3 Chinese Semantic Knowledge Based Entity Linking 

In this paper, we propose to investigate on the Chinese entity linking task through 
analysis and utilization of various semantic relations among entities from the Chinese 
Semantic Knowledge Base. In this section, we firstly introduce the fundamental  
work on how the Chinese Semantic Knowledge base is constructed from scratch  
in Section 3.1. Then we discuss techniques for linking unambiguous entities in 
Section 3.2. We detail our proposal on stepwise entity disambiguation based on the 
Chinese semantic knowledge base in Section 3.3.  

3.1 Semantic Knowledge Base Construction 

The competition organizer provides a portion of Baidu Encyclopedia contents in the 
form of XML, which are composed of entities, corresponding infobox knowledge, 
and unstructured wiki-page contents. We extract the infobox knowledge from the 
XML file and represent them in N3 format. An example is provided in Table 1.  
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Table 1. An Example on Representing Infobox Knowledge in N3 Format 

Infobox 
Knowledge 

苹果公司, 外文名称, Apple Inc. 

N3 format http://www.ia.cas.cn/baidu_baike/resource/KBBD010956, 
http://www.ia.cas.cn/baidu_baike/resource/外文名称,  

"Apple Inc."^^xsd:string. 
 
http://www.ia.cas.cn/baidu_baike/resource/KBBD000001, 
http://www.w3.org/2000/01/rdf-schema#label 
"苹果公司"^^xsd:string. 

 
For knowledge represented in N3 format, every entity is identified by an URL 

containing a unique knowledge base ID (denoted as “KB_ID”). The corresponding 
properties are expressed via a variety of relations such as the URI containing  
“外文名称” in the upper example.  

Instead of traditional storage methodology which is generally based on relational 
databases, we employ semantic storage methodology based on Jena TDB1 and the 
data are represented in RDF N3 format. Since the RDF data can be explained as a 
graph, consisting of interconnected nodes and relations, it is flexible to add new 
schema and new data (i.e. nodes and relations) without modification of the original 
database design. 

In this Chinese knowledge base, every entity resource is with a variety of relations. 
The most significant relation is the “rdfs:label,” by which a bag of possible input 
keywords is created for a given entity resource. The labels are generated from entity 
name, English name, Chinese name from the infobox knowledge. In addition, we 
extend the labels by synset, nick names and redirect titles crawled from Baidu 
Encyclopedia, Hudong Encyclopedia and Wikipedia Chinese pages (476,086 pair of 
synonyms are added). Also, we split the western people’s name by “.” into smaller 
keywords, for example, “Michael·Jordan” is split into “Michael” and “Jordan” and 
both of them are added as possible labels for “Michael Jordan”. In this way, we 
enlarge the coverage of keywords for a given entity resource to support various entity 
names written by different user with different preference. Consequently, it is common 
phenomenon that several entity resources can share the same label. For example, as 
shown in Fig. 1, the Company “苹果公司(Apple Inc.)” and the fruit “苹果(Apple)” 
share the same label “苹果”. In other words, given the entity name “苹果” in a 
microblog post, our system firstly returns two or more candidate entity resources from 
the knowledge base and they are delivered to entity disambiguation processing. The 
entity disambiguation process will be discussed in Section 3.3. 

                                                           
1 http://jena.apache.org/documentation/tdb/ 
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Fig. 1. An Example of Connected Semantic Data 

Since the number of labels of an entity resource can be very large, we create a sub-
relation “CAS:preLabel” (preferred label) of “rdfs:label” to express the representative 
keywords for an entity resource. Namely, we entitle higher priority to the relation 
“CAS:preLabel” than “rdfs:label”. If the entity name is consistent with both 
“preLabel” and “rdfs:label” values, our system would performs linking to the 
corresponding “preLabel” entity resource first.  

3.2 Linking Unambiguous Entities 

As discussed in section 3.1, given an entity name appeared in a piece of short text, the 
retrieval of “rdfs:label” can result in one, several, or even no candidate entity 
resources returned from existing knowledge base.  

For the case that only one single candidate entity resource was returned, we link 
the entity name with the corresponding entity resource in the knowledge base directly 
(In this case, the entity is unambiguous), and outputs the KB_ID of the entity. 

For the case that there are no candidate entity returns, it is not clear whether there 
is no corresponding entity in the knowledge base or there might be typos for the entity 
name. Hence, we automatically deliver the entity name to Google’s “Did you mean * 
?” function to check whether it’s a wrong spelling keyword (In the upper sentence, * 
is a possible correct alternative for the original entity name). If it returns possible new 
keywords, we change the entity name to the proposed new literal and process the new 
keyword again for the entity linking process. Otherwise, we assume there is no 
corresponding candidate entity in the knowledge base, and we produce the output 
result as “NIL”. 

In addition, considering the characteristics of Chinese entities, we made some extra 
processing if the original entity name cannot be directly found in the knowledge base. For 
example, in Chinese, many entities are with punctuation marks around them, such as book 
names, film, TV program names, etc. Hence, before a keyword is delivered to process, we 
check if it contains characters in the following set: {<, >,《, 》, “, ”,“,”, …}. If it contains, 
we process it as it is since the synonym set might be able to handle it, and if it returns 
“NIL”, we delete them and re-process the keywords again. For example, “《霸王别姬》” 
is delivered to process as it is and if it outputs a “NIL,” we split it into “霸王别姬” and 
process it again. For person names, when writing microblog posts, the character “·”  in the 
middle of the given name and the family name is always replaced with a space or “-”.  
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For example, “勒布朗·詹姆斯” is the entity name in the knowledge base, but in microblog 
posts, it is referred to as “勒布朗-詹姆斯” or “勒布朗 詹姆斯”. In our system, we firstly 
process the entity as it is, and if there are no relevant KB_ID, the space or “-” are replaced 
by  “·” and the entity name is reprocessed again on the knowledge base. 

3.3 Stepwise Entity Disambiguation Based on a Chinese Knowledge Base 

If there are several candidate entity resources in the knowledge base that may be 
relevant to the target entity in the piece of short text, then we need the entity 
disambiguation process to decide which candidate should be linked to. Since every 
entity in Baidu encyclopedia corresponds to a wiki page (or a part of a wiki page) that 
is used to describe this entity, we can use these contents for the entity disambiguation 
process. Our general design is describing the target entity and the candidate entity 
with their contexts respectively, and then we compare the similarity of these two 
contexts to obtain the similarity between the target entity and the candidate entity. 
Based on these considerations, we propose the Stepwise Bag-of-Words (S-BOW) 
based Entity Disambiguation Algorithm, as shown in the following. 

 

Algorithm 1: The Stepwise Bag-of-Words based Entity Disambiguation Algorithm 
Input: target entity name (est) and the short text (dst), semantic knowledge base 
(KB) 
Output: KB_ID from the KB, which corresponds to est 

 
1   Begin 
2   Generate bags of word terms (denoted as bag[dst] and bag[dkb], only noun and 

entity type word terms are selected to put in the bags) which are used to 
describe dst and several dkb.  

3   Get the intersection of bag[dst] and bag[dkb], which contains word terms that 
bag[dst] and bag[dkb] share, and obtain sim(dst, dkb) for each dkb. 

4   Get the biggest sim(dst, dkb) and output the corresponding KB_ID. 
5   If more than one sim(dst, dkb) share the same value, extend bag[dst] to bag’[dst] 

and calculate sim'(dst, dkb), else go to Step 7. 
6   Get the biggest sim' (dst, dkb) and output the corresponding KB_ID. 
7   End 

Here we briefly explain the general steps in this algorithm. Firstly, we get a piece 
of short text (denoted as dst) which contains the target entity name (In this paper, a 
piece of short text refers to a microblog post from Sina Weibo.) and the contents that 
describe possible candidate entity resources from knowledge base (denoted as dkb. In 
this paper, the document corresponding to a candidate entity resource in the 
knowledge base is a (or part of) the wiki page from Baidu Encyclopedia). Then, we 
measure the similarity values between dst and each dkb based on the bag of words used 
to describe dst and dkb. The similarity value between dst and each dkb, is characterized 
as the number of shared word terms in both bag[dst] and bag[dkb], namely: 
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sim(dst, dkb)=| bag[dst] ∩bag[dkb]|.                       (1) 
 

The dkb with the highest similarity value is selected and the target entity is linked to 
the corresponding entity resource in the knowledge base. However, in some cases, 
two or more dkb still share the same similarity value with the dst, and it is hard to select 
out only one of them. This often happens due to the short length of dst, which leads to 
a relatively smaller number of word terms in bag[dst]. On the contrary, the dkb is 
generally very long and the amount of word terms in bag[dkb] is almost always big. In 
order to make a balance among the size of bag[dst] and bag[dkb], we enrich bag[dst] 
by adding bags of word terms that are used to describe each word terms in bag[dst].  

 

bag’[dst]= bag[dst]∪bag[t1] ∪bag[t2] ∪…∪bag[tn].             (2) 
 

where bag’[dst] denotes the extended bag of word terms. { t1, t2,…,tn} is a set of terms 
obtained from the short text dst. bag[tn] denotes the bag of word terms obtained from 
the wiki page which uses the term tn as its title in the semantic knowledge base. 

After extending the bag of word terms for dst from bag[dst] to bag’[dst], the 
similarity among dst and dkb is recalculated according to the intersection of bag'[dst] 
and bag[dkb], as shown in the following formula: 

 

      sim'(dst, dkb)=| bag'[dst] ∩bag[dkb]| 
        = | (bag[dst]∪bag[t1] ∪bag[t2] ∪…∪bag[tn]) ∩bag[dkb] |.  (3) 

 

The selection criteria for candidate entity is the same, and the KB_ID with the 
largest sim'(dst, dkb) value is produced as the output.  

This algorithm uses the idea of bag-of-words model in a stepwise manner. 
Nevertheless, the extension of the original short text only happens when there are 
more than one sim(dst, dkb) which share the same value. The next section will 
experimentally verify the proposed algorithm by using the competition data. 

4 Experimental Results and Analysis 

The NLP&CC 2013 Entity Linking contest provides 779 microblog posts within 
which 1232 entities are tagged, and these entities are required to be linked to the 
entities in the knowledge base. Therefore, it is not necessary to detect entity names 
automatically from the microblog posts, and the focus is on the linking process. 
According to the results produced by the organizer, the total amount of accurate 
output is 731, and the overall precision is 0.885. Detailed results are listed in Table 2. 

Table 2. Evaluation Result Produced by the Competition Organizer 

Accurate 
Output 

precision In-KB  
precision 

In-KB 
recall 

In-KB 
F1 

NIL 
precision 

NIL  
recall 

NIL  
F1 

731 0.885 0.8662 0.8456 0.8558 0.9036 0.9260 0.9146 
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The whole process of our entity linking system is based on the method discussed in 
Section 3. Here we extend our discussion based on the experimental results. 

A key step for the S-BOW entity disambiguation algorithm is the generation of the 
bags of word terms that are used to describe the contexts of the target entity and the 
candidate entity. We use NLPIR 2 , a refined version of ICTCLAS 3  for word 
segmentation and lexical category tagging. Table 3 provides practical reasons why 
noun and literal string are selected as basic elements to generate bag of word terms. 

Table 3. The Effects of Lexical Categories on the Correctness of Entity Disambiguation 

Lexical Category Labels in ICTCLAS Entity Disambiguation 
Correctness 

noun n, nr, nr1, nr2, nrj, nrf, ns, nt, nz, 
nl 

0.75 

verb v, vd, vn, vf, vx, vi, vl, vg 0.685 
adjective a, ad, an, ag, al 0.48 
literal string x, xx, xu 0.714 

 
We make additional test on the entity disambiguation correctness when only the 

specified lexical category is selected as the source to generate the bag of word terms. 
Here we can find that noun and literal string (usually entity type word terms, such as 
“GDP”, “CEO”, “KFC”, “DVD”, etc.) are better sources for generating the bag of 
word terms. Hence, these two lexical categories are selected for creating the contexts 
of target entity and candidate entity in the semantic knowledge base. In addition, we 
examined the effect of word term length on the correctness of entity disambiguation, 
and the result is listed in Table 4. 

Table 4. The Effects of Word Term Length on the Correctness of Entity Disambiguation 

Length Entity Disambiguation Correctness 
All lengths 0.655 
Equal to or longer than 2 Chinese characters 0.776 

 
According to Table 4, we can conclude that it can lead to negative effect when we 

involve the word terms that only contain one Chinese character. As a consequence, 
only the noun and literal string type of word terms whose length is greater than 1 are 
selected to represent the contexts of the target entity and the candidate entity. 

During the design of the S-BOW entity disambiguation algorithm, we assume that 
extending the number of word terms can make a balance between the contexts of 
target entity and candidate entity. Fig. 2 provides an experimental evidence on the 
assumption, which reflects a general positive relevance between the number of 
entities in the context and the correctness of entity disambiguation. 

                                                           
2 The NLPIR Chinese Word Segmentation System: http://ictclas.nlpir.org/ 
3 The ICTCLAS Chinese Word Segmentation System: http://ictclas.org 
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Fig. 2. The Relation Between the Number of Entities and the Entity Disambiguation 
Correctness 

Although it seems that the number of candidate entities may not have any clear 
correlation with the entity disambiguation correctness, our system produce even better 
results when the number of candidate entities goes larger, as shown in Fig. 3.  

Due to the reason that we add many synonyms to the original entity resource in the 
knowledge base (e.g. the family name and the given name of a person are added as 
synonyms for this person). There are many cases that the amount of candidate entities 
reaches more than 10, or even 50, as shown in Table 5 (with 56 candidate entities) 
and Fig. 4. Even in this case, the entity disambiguation process performs very well. It 
is noted that when the number is greater than 9, there are no incorrect 
disambiguations. 

Table 5. An Example of Multiple Candidate Entities in the Knowledge Base 

Target Entity and the 
Microblog Post 

Candidate Entities Name Produced 
KB_ID 

 
weibo id = 
aonierqiuyituiyi914 
 
name id = 詹姆斯 
 
content = “奥尼尔球
衣退役了，突然联

想到如果詹姆斯以

后退役了，克里夫

兰会退役他的球衣

吗？？？？？？” 

KBBD000035 詹姆斯 ·普雷斯科
特·焦耳 

 
 
 

KBBD000092 
KBBD000092  勒布朗·詹姆斯 
KBBD000609 詹姆斯·西蒙斯 
KBBD000707 詹姆斯·克拉克·麦

克斯韦 
KBBD000875 詹姆斯·弗兰克 
KBBD000876 詹姆斯·弗兰克 
… … 
KBBD018850 詹姆斯·瓦特 
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Fig. 3. The Relation Between the Number of
Candidate Entities and the Entity
Disambiguation Correctness in CASIA_EL 

  Fig. 4. Ambiguous Entity Number Distribution 
in the Test Data 

Our system detected 161 entity disambiguation tasks in the test data. When we 
only try to disambiguate entities by using the original microblog posts, 123 entities 
were disambiguated, and the correctness is 82.1% (101 out of 123 entities were 
correctely disambiguated). When we extend the original microblog posts by adding 
the Baidu Encyclopedia contents (Following Step 5 and 6 in Algorithm 1), another 38 
entities were disambiguated. For the second phase, the correctness is 63.2% (24 out of 
38 entities were correctly disambiguated). Hence, the overall entity disambiguation 
correctness based on the proposed algorithm is 77.6% (125 out of 161 entities are 
correctly disambiguated). 

5 Conclusion 

Updating existing knowledge base with new facts is important to maintain the 
knowledge base and keep it fresh and updated, and the importing of new facts from 
the real-world requires entity linking in advance with existing knowledge base, 
challenging us with the named entity disambiguation.  

There have been many studies on addressing entity disambiguation problem via a 
variety of algorithms. They are insufficient with information and some methods that 
adopt knowledge bases are less well-structured. In this paper, we proposed an entity 
linking method based on Chinese Semantic Knowledge where the named entity 
disambiguation can be addressed by retrieving a variety of semantic relations and 
analyzing the corresponding documents with similarity measurement. What’s more, 
for the short texts (e.g. microblog posts) which are unfeasible for the similarity 
measurement, we extend the content by adding other documents of entities those that 
are within the same context. The proposed method was validated by linking 1232 
entities, mined from Weibo, to Chinese Semantic knowledge base, resulting in an 
accuracy of 88.5%, demonstrating a satisfactory linking efficiency. 
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In this paper, we only considered extending short texts by adding relative contents 
from Baidu Encyclopedia pages, while the infobox knowledge of each candidate 
entity has not been taken into account. Intuitively, properties and property values are 
important for disambiguate one entity from the others. In the future, combining both 
unstructured contents and infobox knowledge in the wiki-pages seems promising for 
entity disambiguation and entity linking. 

Acknowledgement. This study was supported by “the Young Scientists Fund” of the 
National Natural Science Foundation of China (61100128). 
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Abstract. Entity Linking (EL) is a fundamental technology in Natural Language
Processing and Knowledge Engineering. Previous works mainly focus on linking
mentioned names recognized in news or articles to knowledge base. However, in
social network, user-generated content is quite different from typical news text.
Users sometimes use words more informally, even create new words. One entity
may have different aliases mentioned by web users, so identifying these aliases
calls for more attention than before. Several methods are proposed to mine aliases
and a learning-to-rank framework is applied to combine different types of feature
together. A binary classifier based on SVM is trained to judge whether the top
one candidate given by ranking algorithm is accepted. The evaluation results of
NLP&CC 20131 Entity Linking Track shows the effectiveness of this framework.

Keywords: Entity Linking, Microblog, Learning to Rank.

1 Introduction

Recent years have witnessed a big bloom in social network system (SNS), such as
Facebook, Twitter, and Microblog in China. According to Sina.com, the number of
active users on Sina Weibo is about 46.2 million in December, 20122. Users create and
share microblogs in large scale. A microblog is a short paragraph with limited number
of characters, or even just a sentence. It is similar with a web page to the extent of
carrying and transmitting message. The difference between a microblog and a news
article is that a microblog is much more easier to produce and spread via the social
network. Every user on SNS could be both information receiver and provider. Besides
the spreading efficiency, some contents or opinions that are not allowed for public media
could appear in users’ personal pages, because individuals publish microblogs on behalf
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of themselves. In this way, microblogs contribute to the variety of information on the
Internet.

It is valuable to understand what microblogs are talking about. The topic trends of-
ten indicate social events, such as natural disasters, scandals and other hot spots. [1]
detects earthquake through analyzing Twitter contents. [2] identifies emerging topics
on Twitter by monitoring keywords whose frequencies of appearance suddenly rise up,
many of which are named entities such as names of people, organizations or geograph-
ical locations. In addition, microblogs are helpful in personalized applications because
the contents of microblogs shared and commented by a user suggest the user’s prefer-
ences and interests. Such information is worth of mining to improve the personalized
advertising and content recommendation.

Discovering what the named entities stand for is important for understanding mi-
croblogs. For example, a microblog reviews the performance of someone in a game. If
the mentioned person is an NBA player, there is a great possibility that the microblog
is about a certain basketball game. If we find the person in a knowledge base, we could
find the team he plays in and recommend this microblog to other fans of this team.
On the other hand, sharing and commenting microblogs with names of NBA players
suggests the user is a fan of NBA and basketball, we can recommend related news and
business items to him. From this point of view, linking entities to encyclopedia helps to
understand the topic of microblogs and is useful to other applications.

Judging the real indication of an entity in microblog could be challenging. The
language of a microblog is more like spoken language than written language. Word
usage in microblogs is much more irregular than traditional Web articles. There are
three typical ways of using words. The first one is the vast usage of abbreviations.
“ ”, or China Mobile Communications Corporation(CMCC) could
be abbreviated to “ ” or “ ”. Obviously the latter two abbreviations are
more popular on SNS for briefness. The second one is usage of nicknames or different
ways of translation. For example, “ ”, or The Zen Master, refers to the NBA star
Philip Douglas Jackson. Users who are familiar with these starts tend to use nicknames.
The third one is typo, such as “ ” instead of the correct name “ ”.
“ ” and “ ” share the same input sequence of ba in Pinyin input method, so it is
possible to make a mistake. On the other hand, some users may type a typo on purpose
for many reasons,for instance, the original word is forbidden to appear in a microblog.

All these three types of word usage are obstacles to finding out what the entities
stand for. But luckily, we could conclude some assumptions lying behind. The common
essence of all the three cases before is that an entity could have multiple aliases. And
the set of aliases remains stable in a relatively short period of time. The first two kinds
of aliases are generally accepted, because they are formed by convention. Even kinds
of typos could be stable because the reason could derive from the fact that different
Chinese characters share the same Pinyin code. Based on these two assumptions, we
could design methods to find aliases for each entity. Given a mentioned name that is
informal or less frequently used, we can find its more formal or more frequently used
names. That will help a lot in an entity linking task.

The rest of the paper is organized as follows. Section 2 reviews some related works.
Section 3 describes the entity linking task and gives a formal definition. Section 4
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introduces the algorithm framework we use with discussions about the alias list gen-
eration. Section 5 presents the experiment and analyzes some typical cases. Conclusion
is drawn in Section 6.

2 Related Work

Named entity recognition is the foundation of entity linking. [3] applied Conditional
Random Fields to discover the named entities. Our work is based on the assumption that
entities have been pointed out from microblogs and the boundaries are correct. Other
works focus on the disambiguation of named entities. [4] used bag-of-words model to
compute similarities between documents and built a cross-document coreference sys-
tem to disambiguate person names. [5] worked on named entity disambiguation with the
help of encyclopedia. The disambiguating process is very similar with entity linking.
[6] proposed a listwise learning-to-rank algorithm, ListNet, and illustrated its promis-
ing performance over other ranking algorithms in entity linking task. [7] introduces a
framework of system to link the entities in articles to Wikipedia. This framework is
reformed by [8] and SVM [9]is used to execute top 1 result validation.

3 Task Description and Problem Formulation

In this section, we are going to give a formal description of Entity Linking Task and re-
view some existing methods. Learning-to-rank algorithms are applied and have shown
promising performance in this task mainly in the environment of online news and arti-
cles.

3.1 NLP&CC 2013 Entity Linking Evaluation Task

The NLP&CC 2013 Entity Linking Task requires linking the entities appeared in mi-
croblogs to the knowledge base entries, which is similar with Entity Linking Track in
TAC-KBP task. The Entity Linking Track in TAC-KBP task contributes to constructing
and expanding the knowledge base mainly with online news corpora.

3.2 Problem Formulation

In the entity linking task, there is a set of documents DS = {D1, D2, ..., DM}. Each
document Di has a list of entities EL = {E1, E2, ..., En} to be linked. The knowledge
base is a set of entries KB = {K1,K2, ...,Km}. Each entry Kj has multiple fields,
including Name, ID, AnchorT ext, Doc and other fields which depend on what the
entry represents. The task is to link each entity in a document to the corresponding entry
in knowledge base. If there is no entry matching the entity, NIL should be returned.
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4 Algorithms

The outline of our algorithm framework is as follows.

1. For each entity, find a list of possible aliases.
2. Search for potential candidate in the knowledge base and return a list of entries.
3. Use learning-to-rank algorithm to find the entry with the highest rank score.
4. Use binary classifier to validate the top 1 entry. If the entry is accepted by classifier,

return its ID. Otherwise return NIL.

In Step 1, we design several methods to find a list of aliases for each entity. It helps
to find potential candidate, and provide features to train learning-to-rank algorithm and
binary classifier. The details of related methods would be described further in Section
4.1. In Step 2, we search for all entries in which the entity or one of its aliases occurs.
If no candidate knowledge entry is found, our system just skips the rest two steps and
return NIL for this entity. In Step 3, we apply ListNet as ranking algorithm and return
the knowledge entry with the highest score. We will discuss this algorithm in detail in
Section 4.2. In Step 4, we build a binary classifier to judge whether to accept the entity.

4.1 Alias List Generation

In Microblog environment, one specific entity might be mentioned by users in many
different ways. For example, when people talk about something related to Kobe Byrant,
who is a very famous star in National Basketball Association (NBA), they may mention
him as ’Black Mamba’ or ’KB24’, which are his popular nicknames or aliases. In the
knowledge base, for some entities, we have some attributes about their aliases, for ex-
ample, nicknames, used names and so on. However, it is difficult to maintain a complete
alias list for every entity. This is because aliases of an entity always change over time,
language and geographic area. To solve this problem, we tried to utilize different fea-
tures extracted from search engine click-through data, from search engine result page
and from a local search engine built on knowledge base.

In the following subsections, we will introduce the methods to mining possible
aliases for an entity.

Random Walk on Click-through Bipartite Graph. When people use search engines,
the interaction process between users and the search engine will be record as many
kinds of logs. One of them is the Click-through log which records two kinds of user
behavior: submitting query and clicking search result.

The click-through log C can be represented as a set of triples 〈q, u, fqu〉, where q is a
query, u is a URL, and fqu is the times URL u is clicked when query q is issued. Define
Q = {q|q appears in C},and U = {u|u appears in C}. Click-through data C can be
presented as another equivalent form – a click-through bipartite graph G = (Q,U,E).
There are two types of nodes in the graph, queries and URLs. A sample portion of a
bipartite graph constructed with search engine log, as shown in Figure 1.

A widely accepted assumption is that queries leading to same URLs usually reflect
similar user intent. Therefore, the aggregation of a large number of user clicks is likely
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Fig. 1. An example of query-URL bipartite graph

to provide valuable ‘soft’ evidence of whether different queries are similar or not. The
click-through graph can be constructed either at the page level or at the site level. In this
study, we choose the URL itself to construct graph because the content of a Web site
might be very comprehensive.

On the Query-URL bipartite graph, we can define a 2-step random walk process on
the graph as follows:

s(qi, qj) =
∑
k∈U

pi,k · pk,j (1)

where

pi,j =
fi,j∑

(i,k)∈E f i,k
(2)

pi,j can be interpreted as the transition probability from Node i to Node j and
s(qi, qj) can be interpreted as the similarity between query i and query j. Therefore,
for each query which is going to be linked to knowledge base, we can generate similar
queries as a alias list ranked by similarity in descending order. It is very possible that
the alias contains the name which is the entity name in knowledge base.

For example, for query “ ” and query “ ”, the alias list is shown in
Table 1. Both of these two queries refer to the NBA player Philip Douglas Jackson,
who is also called Phil Jackson for short. Alias lists for both queries contain the alias of
“ ”, the Chinese name for Jackson. For query “ ”, we can find the full name
“ ” in its alias list, which is translated from Real Madrid.

However, this method may fail for some long-tail queries, because it is probably that
the query does not exist on the graph or is not connected with other query nodes. The
more data we use to build the graph, the more likely we can find some similar queries
for most of the queries.

N-gram Model on Search Engine Result Page. In modern search engines, when a
user submits a query, the search engine will return a list of ranked results. All the results
are closely related to the query, which provide a good resource to extract aliases of the
query. We submit each of the entities to a popular Chinese search engine and extract
the title and summary of each search result. To find the possible aliases of the entities,
we propose the n-gram model. We change k from 2 to 10 and extract all the k-grams
(continuous k characters) of the titles and summaries of the results. We retain the most
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Table 1. Aliases from Random Walk on Click-through Bipartite Graph

Query Aliases Probability
0.0890
0.0494
0.0398
0.0398

hanshi 0.0151
chanshi 0.0151

0.2222
0.2222
0.1277
0.1277

NBA 0.0500
NBA 0.0500

0.8214
0.2997
0.2990
0.2984
0.1351
0.1351

Table 2. Aliases from N-gram Model on Search Engine Result Page

Length Results of titles Results of summaries
2 TV TV
3 BTV BTV
4
5
6 BTV 201305
7 BTV BTV
8 BTV
9 BTV V
10 BTV BTV

frequent k-gram as the alias of length-k of the entity. We apply the n-gram model on the
titles and summaries separately and get 2 lists of possible aliases. For example, when
we apply the model on the entity ’BTV’, which stands for the Beijing TV station, the
results of titles and summaries with length from 2 to 10 are shown in Table 2.

From the results, the aliases “ ” and “ ” are two Chinese names
of ’BTV’ and they are exactly what we want.

Local Search on Knowledge Base. It is very possible that an entity which is going to
be linked to knowledge base does not appear in the target entity’s name, but appears in
its Infobox or body text. To solve this problem, we tried to build a local search engine
which index the knowledge base including entity name, Infobox and full body text. In
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the search engine, each entity in the knowledge base is organized as a document while
each entity going to be linked is regarded as a query. When a query is issued, top 30
entities returned by search engine are selected as a entities candidate list. It is ranked by
relevance given by search engine in descending order.

Moreover, when indexing the knowledge base, different domains of entities have
different weights. An entity’s name has the greatest weight, and its Infobox data follows,
and its body text has the smallest weight. The relevance is calculated based on Vector
Space Model (VSM). A simple example for entity “ ” is presented as following. In
the Infobox of knowledge entry “ ”, the university’s abbreviations
are provided as “ ” and BUAA. When searching the entity in our local search engine,
this entry is returned at the top of all results.

<entity>
<entity_id>KBBD043253</entity_id>
<category> \ \ \ .html</category>
<name> </name>
<fact>
< > </ >
< >Beihang University</ >
< > BUAA </ >
< > </ >
< >1952 10 25 </ >
< > </ >
...
</fact>
</entity>

4.2 ListNet

ListNet is a supervised learning-to-rank algorithm proposed by [6]. It uses a probabilis-
tic method and a listwise loss function to rank a list of objects. In Step 3, we apply
ListNet to rank the candidate knowledge entries for each entity. Given entity ei and a
set of candidates {K(i)

1 ,K
(i)
2 , ...,K

(i)
ni }, if each K

(i)
j is assigned with a score sj , then

we can get a permutation π according to the score, and the probability would be

Ps(π) =

ni∏
t=1

exp(st)∑ni

l=t exp(sl)
(3)

If the permutation of the top k candidates isGk = (K
(i)
j1

,K
(i)
j2

, ...,K
(i)
jk

), the probability
would be

Ps(Gk) =

k∏
t=1

exp(sjt)∑ni

l=t exp(sjl)
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Then we assign each K
(i)
j with a score y

(i)
j , and define a ranking function fω that can

calculate a score z(i)j for each candidate

z
(i)
j = fω(x

(i)
j ) (4)

where x
(i)
j is the feature vector of entry K

(i)
j given ei. The probability for permutation

Gk to be the top k candidates would be Py(i)(Gk) and Pz(i)(Gk) with the two scoring
strategy. ListNet algorithm uses cross entropy as loss function

L(y(i), z(i)) = −
∑

∀g∈Gk

Py(i)(g) log(Pz(i)(g)) (5)

The gradient of cross entropy could be calculated by

Δω =
∂L(y(i), z(i))

∂ω
= −

∑
∀g∈Gk

∂Pz(i)(g)

∂ω

Py(i)(g)

Pz(i)(g)
(6)

In stochastic gradient descent, ω is updated with −ηΔω in each iteration. Here η is the
learning rate.

5 Experiments

5.1 Dataset

We use data set from NLP&CC 2013 Entity Linking Evaluation Track. The data set is
divided into two parts, the training set and the testing set. The training set is annotated.
The annotating set is a subset of testing set, annotated to compute the precision, recall,
and F1 measure. The scale of each set is shown in Table 3.

Table 3. Comparison results of accuracies

Data Set # of microblogs # of entities Linkable Unlinkable
Training Set 176 248 141 107
Testing Set 787 1249 – –

Annotating Set 560 826 421 405

The knowledge base we use is a subset of Baidu Baike, a Chinese online encyclope-
dia just like Wikipedia. In this dump provided by NLP&CC, nearly 45, 000 knowledge
entries are included. Each entry has a name, id, anchor text, infobox and an article.

5.2 Experiment Setup

We find the alias list for each entity in advance, using method described in Section 4.1.
We build the local search engine with Lucene.
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In entity linking task, we only care about whether the entry with highest score is
correct. So we use top 1 permutation in ListNet. During training process, we manually
assign score 1 to the correct knowledge entry, and 0 to others.

As for top 1 validation, we use SVM as the binary classifier. To balance the number
of negative and positive samples, we select the correct entry for each entity as positive
sample and other 2 entries with the highest score as negative samples. We append the
rank score returned by ListNet to the feature vector input into ListNet, and generate the
input feature vector for SVM.

5.3 Feature Selection

Considering the relationships among context, knowledge base, entity and aliases, we
use three sets of features described below.

1. The compatibility of an entity and a knowledge entry.
- Whether entity is substring of entry’s name or anchor text, 1 for true and 0 for false.
- The edit distance between the entity and the entry’s name.
- The minimum edit distance between the entity and each field of the entry’s infobox.
- Number of times the entity occurs in entry’s article.
- Whether this entry is in the top 30 results when searching the entity in local search

engine.

2. The compatibility of aliases and a knowledge entry.
- Whether one of aliases is substring of entry’s name or anchor text, 1 for true and 0

for false.
- The length of the longest common sequence of each field of entry’s infobox and

each alias.
- The minimum edit distance between the the entry’s name and each one of alias.
- The sum of times each alias occurs in entry’s article.

3. The compatibility of other entities co-occurs in the same microblog and the entries
in knowledge base.

- The sum of times each other entity in the same microblog occurs in the entry’s
article.

5.4 Experiment Result

The result on annotating set is shown in Table 4.The result of ‘THUAI-RUN1’ is given
by this framework. We achieve an overall precision of 87.89% with a rank of 6th posi-
tion. Considering the in-KB Results, we achieve a precision of 87.59% with a rank of
3rd position. This fact again illustrates that as a learning-to-rank algorithm, ListNet is
suitable for entity linking. One limit of the performance is the inadequate size of train-
ing set. What’s more, we tie the first place on recall of 93.83% among NIL Results.
That means our binary classifier used for top 1 validation tends to refuse the result. If
we had found better features for input of SVM, the performance might have been better.
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Table 4. NLP&CC Evaluation Result

ID
Overall Results in-KB Results NIL Results
Correct Precision Precision Recall F1 Precision Recall F1

1 628 0.7603 0.7576 0.6532 0.7015 0.7624 0.8716 0.8134
2 638 0.7724 0.7819 0.6556 0.7132 0.7653 0.8938 0.8246
3 664 0.8039 0.7360 0.7482 0.7420 0.8769 0.8617 0.8692
4 731 0.8850 0.8662 0.8456 0.8558 0.9036 0.9260 0.9146
5 589 0.7131 0.7339 0.6583 0.6940 0.7694 0.8516 0.8084
6 622 0.7530 0.7452 0.7864 0.7652 0.8536 0.8047 0.8284
7 751 0.9092 0.8983 0.8812 0.8897 0.9201 0.9383 0.9291
8 743 0.8995 0.8859 0.8670 0.8764 0.9130 0.9333 0.9231
9 698 0.8450 0.8342 0.7767 0.8044 0.8548 0.9160 0.8844

10 697 0.8438 0.8142 0.7910 0.8024 0.8729 0.8988 0.8856
11 730 0.8838 0.8602 0.8480 0.8541 0.9075 0.9210 0.9142
12 730 0.8838 0.8602 0.8480 0.8541 0.9075 0.9210 0.9142
13 702 0.8499 0.8523 0.7815 0.8154 0.8477 0.9210 0.8828
14 701 0.8487 0.8497 0.7791 0.8129 0.8477 0.9210 0.8828

THUAI-RUN1 726 0.8789 0.8759 0.8219 0.8480 0.8817 0.9383 0.9091
THUAI-RUN2 536 0.6489 0.6726 0.5416 0.6000 0.6324 0.7605 0.6906

16 536 0.6489 0.6726 0.5416 0.6000 0.6324 0.7605 0.6906
17 673 0.8148 0.8407 0.8070 0.8235 0.8775 0.9141 0.8954
18 675 0.8172 0.8504 0.8120 0.8308 0.8731 0.9141 0.8931

6 Conclusion and Future Work

While data mining on microblogs has attracted more and more attention, entity linking
on microblogs is an important foundation of many other applications. We propose a
novel framework combining different possible aliases mining together to help linking
entities from microblogs to knowledge base. This method utilizes external information
such as query logs created by Web users. The effectiveness of this method is illustrated
by the result of NLP&CC Evaluation Entity Linking Track. In our future work, we could
use more features such as similarity on knowledge graphs to improve the performance.
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Abstract. Information disclosure in annual reports is a mandatory re-
quirement for publicly traded companies in China. The quality of in-
formation disclosure will reduce information asymmetry and therefore
support market efficiency. Currently, the evaluation of the information
disclosure quality in Chinese reports is conducted manually. It remains
an untapped field for NLP and text mining community. The goal of this
paper is to develop automatic assessment system for information disclo-
sure quality in Chinese annual reports. Our assessment system framework
incorporates different technologies including Chinese document model-
ing, Chinese readability index construction, and multi-class classifica-
tion. Our explorative and systematic experiment results show that: 1)
our automatic assessment system can produce solid predictive accuracy
for disclosure quality, especially in “excellent” and “fail” categories; 2)
our system for Chinese annual reports assessment achieves better predic-
tive accuracy in certain perspective than the counterparts of the English
annual reports prediction; 3) our readability index for Chinese docu-
ments, as well as other findings from system performance, may provide
enlightenment for a better understanding about the quality features of
Chinese company annual reports.

Keywords: Text classification, Natural language processing, Informa-
tion disclosure quality, Application.

1 Introduction

Publicly traded companies in China are required to disclose important infor-
mation about their companies annually to its investors on the market. Manda-
tory information disclosure includes company’s financial performance, changes
in strategies, explanations for such changes, and projections for future perfor-
mance. The clarity and completeness in information disclosure have an important
impact on reducing information asymmetry and therefore improving market ef-
ficiency. Historically, Chinese annual reports are mainly studied by researchers
in finance, economics, and accounting fields in China. Their study have been fo-
cusing on how the quality of annual reports have caused economic consequences
or impact corporate governance [1,2]. The quality of information disclosure has
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been deemed as an important factor in both economic practices as well as aca-
demic research. However, the assessment of the quality of information disclosure
remains a manual and time consuming process in China. Analysts manually eval-
uate the quality of Chinese reports each year to assign a grade category for each
report. The study of the quality of information disclosure, especially pertaining
to Chinese reports, remains an untapped area to the text mining and natural
language processing communities.

The application of computer science research in the area of disclosure quality
was first proposed by Core (2001) [3]. He suggested that computing the measure
of disclosure quality could greatly benefit from the techniques of other research
areas such as computer science, computational linguistics, and artificial intel-
ligence. Some relevant works in this direction are those of Davis, Piger, and
Seor (2006)[4], Li (2008, 2010)[5,6], Kogan, Levin, Routledge, Sagi, and Smith
(2009)[7], Feldman, Govindaraj, Livnat, and Segal (2010)[8], and Lehavy, Li,
and Merkley (2011)[9]. Davis et al.(2006)[4] showed that the positive or negative
tone in earnings press releases is associated with firms future performance, and
captured in market returns. Kogan et al.[7] apply regression techniques to annual
reports to construct models for the financial risk level for the period following
the reports. Their model results outperform past volatility and are more accu-
rate for annual reports after the Sarbanes-Oxley Act. In F. Li (2010)[6], naive
Bayesian machine learning algorithm was applied to study how the information
contained in the forward-looking statements in annual reports are related to dif-
ferent financial indicators. Feldman et al. (2010)[8] used regression analysis to
show that tone changes in annual reports are associated with immediate market
reactions and can be used to predict future stock prices. In general, these studies
have focused on specific features of company reports, such as readability, positive
and negative tone, and risk level, in stead of the overall quality assessment and
its impact.

The SEC (Securities and Exchange Commission) used to conduct manual
quality assessment by analysts for annual reports in the US. Researchers in ac-
counting and finance domains have explored this data to study how the quality
of mandatory disclosure is related to the forecast of company performance in
the US. For example, Gelb and Zarowin [10] empirically confirmed that high
disclosure firms provided greater stock price informativeness to the investors.
However, these studies relied on the ratings from analysts’ manual evaluation,
which are no longer available after 1996. Otherwise, such quality index study
relies on data of a smaller sample size from labor-intensive document analysis
process. In China, analysts’ evaluation of annual reports disclosure quality are
available for all companies traded at the Shenzhen Stock Exchange. Researchers
in the accounting and finance field have explored the disclosure quality ratings
to study how disclosure quality is related to cost of equity capital (Wang and
Jiang 2004 [1]), corporate governance (Wang and Shen) [11], and stock liquid-
ity (Chen 2007 [12]). These studies mainly focus on the association of quality
measure with other economic, managerial, or financial indicators. The methods
these studies employ are generally semi-automatic, including content analysis,
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manual annotation and categorization, linear discriminant analysis, logit model
and other statistical analysis.

We observe from the above literature analysis that automatic assessment of
the disclosure quality in Chinese annual reports remains an open research ques-
tion untapped by the text mining and NLP community. Our overall research goal
is to explore the feasibility of applying text categorization methods in construct-
ing automatic models for evaluating Chinese annual reports quality. We believe
the significance of such study is three-fold: 1) the development of automatic
methods for disclosure quality assessment can supplement the expensive and
labor intensive manual evaluation process currently in place; 2) the assessment
system can discover the important language and document-level features related
to disclosure quality, instead of predefining ex ante limited textual features for
further analysis; 3) our results could be compared with those of the more mature
study of English annual reports to shed lights on the better understanding of
how disclosure quality may be perceived and utilized in different country and
economy.

We propose to address our research goals with the following approaches: 1)
We use a multi-class text categorization approach and the quality rating data
from Shenzhen Stock Exchange to build quality assessment model. Model per-
formance is evaluated with accuracy, and analyzed according to different term
weighting schemes, and per-class evaluation. Performance is further compared
with the relevant counterpart of English annual reports. 2) Since annual report
readability is one of the most popular features in English annual reports[5,9],
we implement a Chinese document readability index and evaluate the associ-
ation between readability measurement and analysts effort. Overall, our paper
contributes a foundation of both methodology and results on automatic assess-
ment and analysis of Chinese annual reports quality. The rest of the paper is
organized as follows. First, we present our methodologies and experiment design.
Next, we analyze our results addressing from our approaches. Our conclusions
and directions for future research are then presented at the end.

2 Methodology and Design

Our hypothesis is that we could construct automatic system to assess Chinese
annual reports’ quality, as a supplement to analysts’ manual evaluation. We
formulate our design to build automatic assessment system with a multi-class
classifier approach. We use the analysts manual quality ratings for annual reports
at Shenzhen Stock Exchange as our gold standard. To validate the system’s
feasibility and evaluate the model’s performance, we conduct a series of stratified
cross-validation experiments. The details of this approach is presented as follows.
We pick readability as a special feature to consider as it has been studied in depth
in English annual reports analysis [5,9]. We implemented a Chinese readability
index and report results from a regression model to evaluate its association with
analysts effort. Our study of how readability and its component features are
associated with disclosure quality is currently under way.
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2.1 Data Collection and Class Definitions

We automatically retrieved all the Chinese annual reports with disclosure quality
ratings for companies traded at the Shenzhen Stock Exchange from 2001 to 2009.
After filtering out reports with errors, we obtain a sample set of a total of 4753
company annual reports with manual quality rating data spanning from 2001 to
2009. The distribution of the reports along with quality ratings is indicated in
Table 1.

Table 1. Distribution of Annual Reports with Quality Assessment

Year Number of Docs Excellent Good Pass Fail

2001 420 28 169 198 25

2002 434 32 204 166 32

2003 461 39 245 155 22

2004 452 28 281 126 17

2005 332 25 176 106 25

2006 538 53 289 170 26

2007 637 62 336 215 24

2008 715 77 432 191 15

2009 764 93 521 134 16

Total 4753 437 2653 1461 202

2.2 Readability Index

Readability is one of the interesting index in the study of English annual reports.
Researchers have found out that reports with firms with low readability (i.e. hard
to read) have lower earnings [5], and higher number of analysts following [9]. Our
goal is to discover how Chinese report readability is associated with disclosure
quality, and whether the association between Chinese reports readability and
analysts efforts is the same as with English reports. We adopt a readability
index as proposed by Yang [13] which has been applied to Chinese documents
in other studies. We use the 7-factor and the 3-factor calculations as follow:

7− factor readability : Y = 13.90963+ 1.54461× FULLSEN +

39.01497×WORDLIST − 2.52206× STROKES −
0.29809× COUNT 5 + 0.36192× COUNT 12 +

0.99363× COUNT 22− 1.64671× COUNT 25

(1)

3− factor readability : Y = 14.95961+ 39.07746×WORDLIST +

1.11506× FULLSEN − 2.48491× STROKES

(2)
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where STROKES is the average number of strokes of the Chinese characters
in each document; WORDLIST is the proportion of words in the basic word
list for each document; FULLSEN is the proportion of full sentences in all
sentences in each document; COUNT 5 is the proportion of 5 strokes characters
in all characters for each document; COUNT 12, COUNT 22 and COUNT 23 are
calculated similarly as COUNT 5 but for 12 strokes, 22 strokes and 23 strokes
characters respectively.

As a note to our calculation of WORDLIST factor, in absence of a “basic
word list” from the original readability paper by Yang, we construct our own
basic word list using the vocabulary lists of HSK (Hanyu Shuiping Kaoshi). There
are 4 levels of vocabulary for HSK. We use the first three levels to construct a
basic word list of 5081 terms (including both single word and multi-word Chinese
terms), the size of which is closest to that of the original basic word list.

2.3 Document Models

In information retrieval, documents are typically modeled as vectors of terms
with weighting for each term to indicate the importance of term in contribut-
ing to the documents’ main content. Our research goal is to explore potential
indicating textual features that may characterize the different qualities in Chi-
nese annual reports. Besides analyzing certain popular disclosure features such
as readability as in Section 2.2, we intend for this baseline system an approach
to adopt the typical Bag-Of-Word representation model with TF*IDF weighting
scheme. This model is the most successful and widely used where the positions
of terms are ignored and the term weighting scheme measures the descriptive
information contained in terms.

In Chinese language, terms may compose of single words as well as multi-
word phrases. In our pilot study, we experimented with two approaches. One is
to use Lucene system and Lucene’s ICTCLAS dictionary to segment and index
documents. Second is to first use ICTCLAS tool to first segment the documents
and then index them with Lucene. We do not observe significant difference in
the indexing results and therefore adopt the first approach using Lucene alone.
Our indexing experiment originally extracted 54701 terms (including single word
and multi-word terms). We observe that some features extracted were meaning-
less symbols and alphabet combinations. We did a coarse automatic filtering to
preserve a feature set of 37809 Chinese terms.

For the TF*IDF weighting schemes, we experimented with 4 variations, namely
“atn”, “atc”, “ltn”, and “ltc”. The “ltn” and “atn” weights are calculated as fol-
lows:

ltn : wi = (ln(tf) + 1.0)× ln(
N

n
) (3)

atn : wi = (0.5 + 0.5× tf

maxtf
)× ln(

N

n
) (4)

where tf is raw term frequency; maxtf the highest term frequency in the docu-
ment; N is the total number of documents in the collection; n is the number of
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documents containing term i; wi is the weight of term i. The difference between
“atc” and “atn”, and between “ltc” and ltn” weights are in the normalization
factor only such that weight(termi) =

wi√∑
i w

2
i

, where wi is either the “ltn” or

the “atn” weight as stated above.

2.4 Classifier, Regression, and Experiment Design

Our quality assessment model is based on SVM classifiers. Since we have a four-
class categorization problem, we need to consider different options. First, we
could perform a one-against-rest classification for each class and combine the
results to make a final decision. Second, we could perform a one-against-one
classification for n(n - 1)/2 pairs of classes, and combine the results to make a
final decision. Third, we could use algorithms designed specifically for multi-class
classification. Currently, this article reports results for the first option, as the
experiments for options two and three are under way.

For Option one, we use linear SVM to produce three one against-rest models.
There are two variants of this in terms of how we combine the results of the three
models. First, since we use three binary classifiers to predict the three classes of
outperforming, average, and underperforming, each firm will have three scores
assigned to it by each of the three classifiers. Our first strategy for combining is to
use the highest score to assign a class label. We denote this model as SVM-score.
Second, we use LinPlatts method (Platt, 1999)[14] to transform each of the three
scores into a probability that the firm belongs to one of the three classes. Then,
we use the highest probability to assign a class label to the firm. We denote
this model as SVM-prob. We split all the 4753 documents into 10 sets with
stratification, so that each the class distribution of each set is equivalent. We
perform 10-fold cross validation with these 10 sets of data. Average accuracies
are computed for all folds as well as for each binary classification for each of the
four classes.

Our regression analysis of how Chinese readability is associated with analysts
effort emanates from the study by Lehavy [9] on the English reports. Our hy-
pothesis is that disclosure readability is positively related to number of analysts
following, as in the following model:

Analysts = β0 + β1Readabilityi,t + β2Logsizei,t−1 + β4Lsegmentsi,t

+β5Stdredi,t + β6Growthi,t + β7ADV i,t + β8Mfcounti,t

+ηi + gt + vi,t

(5)

where Analysts is the number of analysts following a firm; Logsizei,t−1 is the
size of a firm; Lsegmentsi,t is number of reported business segments prior fiscal
year; Stdredi,t is the stock return difference; Growthi,t is the earnings growth
rate; ADV i,t is the advertisement expense; Mfcounti,t is the total forecasts
times by analysts; ηi, gt, and vi,t are dummy variables.
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3 Results and Analysis

In this section, we present the performance of our automatic model for disclosure
quality assessment, and the regression analysis of Chinese report readability.

Table 2 presents the average predictive accuracy from 10-fold cross validation
of our automatic assessment model, using different term-weighting schemes and
classifier constructions.

Table 2. Average Accuracy of Four-Class Classification Models

Classifier Models

Weighting
Schemes

SVM-score SVM-prob

atn 0.61542 0.61605

ltn 0.62192 0.61793

atc 0.61751 0.61603

ltc 0.62192 0.61604

As we observe from the Table 2, the choice of different multi-class label as-
signments methods do not perform significantly differently from each other. Nor
does the different weighting schemes. We remind our readers that this classifica-
tion is based on analysts manual ratings as gold standard. When compared with
other research[15,16,17], the best accuracy achieved at 62.19% for Chi-
nese reports in fact is about 10% improvement over the performance
of other classification research on English reports using financial in-
dicators for class definitions. We pick SVM-score model with ltn weighting
scheme to look into the binary classification performance for each of the four
quality ratings, namely “Excellent”, “Good”, “Pass”, and “Fail”. Results are
shown in Table 3.

Table 3 shows higher classification accuracy for each class than for
overall 4-class classification. In particular, the prediction for the “Fail”
class reports and “Excellent” achieves the highest two accuracies. We
look into the details of the prediction with a contingency table analysis of SVM-
score model with ltn weight. As shown in Table 4, the true number percentage
of “Excellent” and “Fail” reports is 13.45% of the total sample set. Although the
predictions for the “Excellent” and “Fail” categories of annual reports achieve
the highest accuracy up to 95%, the percentage of these two prediction is only 5%
of the model’s total predictions. This implies that the multi-class model is able
to identify “Excellent” or “Fail” quality reports with good precision,
but inefficient in identifying the majority of the “Excellent” or “Fail” quality
reports. Another observation is that the two incorrect classification errors with
the largest percentage occur for predicting “Pass” reports as “Good report”
(18.22%) and predicting “Good” reports as “Pass” (6.94%). This indicates that
it is more difficult for our multi-class model to distinguish between
“Good” and “Pass” reports. On the contrary, our model did not make
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Table 3. Accuracy of SVM-score Binary Classifier with ltn Weights for Predicting
Each Class

SVM-score Binary Classifier Models with ltn Weight

Folds Excellent Good Pass Fail

Fold 1 92.00% 68.21% 69.68% 96.00%

Fold 2 90.95% 67.79% 70.95% 95.79%

Fold 3 92.21% 65.47% 70.32% 95.79%

Fold 4 92.65% 61.34% 69.75% 95.80%

Fold 5 91.79% 66.11% 70.74% 95.79%

Fold 6 91.77% 70.04% 71.31% 95.99%

Fold 7 92.03% 68.34% 71.91% 96.44%

Fold 8 91.37% 66.53% 70.95% 95.79%

Fold 9 91.39% 65.97% 68.49% 95.59%

Fold 10 91.37% 66.53% 68.42% 95.79%

Average 91.75% 66.63% 70.25% 95.88%

Table 4. Contingency Table of SVM-score Multi-class Models with ltn Weights

SVM-score Multi-class Model with ltn Weight

True Excel-
lent

True Good True Pass True Fail Total

Predicted Ex-
cellent

2.69% 1.24% 0.27% 0.00% 4.21%

Predicted
Good

6.29% 47.53% 18.22% 1.07% 73.11%

Predicted Pass 0.21% 6.94% 11.74% 2.95% 21.84%

Predicted Fail 0.00% 0.11% 0.51% 0.23% 0.84%

Total 9.20% 55.82% 30.74% 4.25% 100.00%

any mistakes in predicting “Excellent” as “Fail” (0%) or predicting
“Fail” as “Excellent” (0%).

About our regression analysis on the association of Chinese report readability
and analysts effort, we present our results in Figure 1. Models 1 and 4 are fixed
effect models without controlled variables. Models 2 and 5 are fixed effect models
with controlled variables. The significantly negative coefficient values indicate
the negative association between the readability measure (which indicates the
level of difficulty in reading) and the number of analysts following the reports.
Models 3 and 6 are fixed effect models with controlled variables and dummy
variable. The coefficient values are still negative, although the association is not
significant. These results indicate that analysts effort in following annual
reports is negatively associated with the level of difficulty in reading
the reports. In other words, easier to read annual reports attract more
attention from analysts in their evaluation.
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Fig. 1. Regression Analysis of Report Readability. Readability one is the 3-factor read-
ability index. Readability 2 is the 7-factor readability index. Models 1 and 4 are fixed
effect models without controlled variables. Models 2 and 5 are fixed effect models with
controlled variables. Models 3 and 6 are fixed effect models with controlled variables
and dummy variable.

4 Conclusion

We presented a series of experiments designed to explore the feasibility of con-
structing automatic assessment system for evaluating the information disclosure
quality in annual reports. In contrast to the evaluation of English annual re-
ports using financial performance indicators as surrogates, we exploit the man-
ual ratings from analysts to train our learning classifiers. Our model for overall
four-class classification achieves better performance to the extent of classifica-
tion accuracy than the counterpart research on English reports. We speculate
that the use of manual ratings could serve as better guidelines for automatic
assessment of disclosure quality than financial or accounting measure.
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Further analysis of the classifiers performance shows that distinguishing
between “Excellent” versus “Fail” quality reports is much more efficient than be-
tween “Good” and “Pass” quality reports. Our currentmethods could supplement
analysts manual process in identifying “Excellent” and “Fail” reports. Future re-
search may be directed towards performance improvement of evaluating “Good”
and “Pass” reports.

We further calculates the readability measure (i.e. level of reading difficulty)
for Chinese annual reports. We studied the association of readability with ana-
lysts following effort. Our findings suggest that easier to read report may attract
more analysts attention in following and analyzing the reports. Our study on
how readability index and its component factor are related to disclosure quality
is ongoing. Results will be presented in our future study.

From this study, we conclude that exploiting the manual ratings to develop
automatic assessment model for disclosure quality not only is highly feasible, but
also can supplement manual evaluation process. Our findings have give us a bet-
ter understanding of the opportunities and challenges in automatic assessment
of disclosure quality and prepare us for future work in this direction.
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Abstract. As the emergence of various social media, short texts, such as weibos 
and instant messages, are very prevalent on today’s websites. In order to mine 
semantically similar information from massive data, a fast and efficient 
matching method for short texts has become an urgent task. However, the 
conventional matching methods suffer from the data sparsity in short 
documents. In this paper, we propose a novel matching method, referred as 
semantically similar hashing (SSHash). The basic idea of SSHash is to directly 
train a topic model from corpus rather than documents, then project texts into 
hash codes by using latent features. The major advantages of SSHash are that 1) 
SSHash alleviates the sparse problem in short texts, because we obtain the 
latent features from whole corpus regardless of document level; and 2) SSHash 
can accomplish similar matching in an interactive real time by introducing hash 
method. We carry out extensive experiments on real-world short texts. The 
results demonstrate that our method significantly outperforms baseline methods 
on several evaluation metrics. 

Keywords: Short Text, Semantically Similar Matching, Topic Model, Hash. 

1 Introduction 

Short texts are prevalent on the Web, no matter in traditional Web sites, e.g. Web 
page titles, text advertisements and image captions, or in emerging social media, e.g. 
weibos, instant messages, and questions in Q&A websites [1]. Facing the massive 
short texts, a fast matching method for short texts has become an urgent task to mine 
semantically similar information for many NLP (Natural Language Processing) 
applications such as Machine Translation, Text Coherence Detection, etc [2]. 
Similarity matching can also improve the traditional search engines and user 
experience [3]. 

The approaches which improve matching performance between the query and 
documents can be mainly divided into two categories. The approaches in the first 
category attempt to do query refinement, such as spelling error correction, word 
splitting, phrase segmentation, acronym expansion and so on. For example, Li et al. 
[4] conducted spelling error correction for web search by using a Maximum Entropy 
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model as well as the Source Channel model. Peng et al. [5] performed automatic word 
stemming for web search by means of a Statistical Language model. Guo et al. [6] 
described a unified and discriminative model by using Conditional Random Field 
model for query refinement tasks. However, those works are not beyond sentence 
level. 

In recent years, more researchers focus attention on the second category of 
methods, latent semantic approaches. NMF (Nonnegative Matrix Factorization) [12], 
PLSI (Probabilistic Latent Semantic Indexing) [14] and LDA (Latent Dirichlet 
Allocation) [7] are the most popular latent semantic approaches, and many extensions 
of those approaches have proposed. However, those approaches are rough clustering 
methods and time-consuming for online matching. 

On the other hand, hashing methods can perform highly efficient but approximate 
similarity search, and have gained great success in many applications such as 
Content-Based Image Retrieval [8], near-duplicate document detection [9], etc. 
Hashing methods project high-dimensional objects to compact binary codes called 
fingerprints and make similar fingerprints for similar objects [10]. Nevertheless, the 
previous works, including topic models and hashing methods, suffer from the sever 
data sparsely in short texts. One popular method for short texts is to extend the short 
text by knowledge database, such as WordNet1 or HowNet2. However, the social 
media data are often event-driven, temporal information. For example, typically a 
short text containing the word “jobs” is likely to be about employment, but right after 
October 5, 2011, a short text containing “job” is more likely to be related to Steve 
Jobs’ death [11]. A knowledge database with sufficiently good performance must to 
be updated timely that result in high labor and material resources for maintaining the 
database. 

To tackle the problems above, this paper attempts to introduce latent semantic 
approaches and hash methods to our matching method, referred as semantically 
similar hashing (SSHash). SSHash is based on the following two main ideas. 1). Since 
hashing methods have bad performance due to the few observed words, we extend the 
observed features using latent features by latent semantic approaches, rather than 
knowledge database. 2). Since the conventional methods suffer from the sparsity 
problem due to the less discriminative observed features in short texts, we directly 
modeling the generation of features in the whole corpus, rather than the document 
level. Compared with conventional similar matching method, SSHash combines the 
merits of topic model and hashing method. 

The remainder of this paper is organized as follows. Section 2 reviews the relevant 
research for each of our components. Section 3 describes our method SSHash and 
gives implementation details. Experimental results are presented in Section 4. Finally, 
conclusions are made in the last section. 

                                                           
1 http://wordnet.princeton.edu: a lexical database for English. 
2 http://www.keenage.com: Chinese message structure base. 
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2 Related Works 

In this section, we first introduce the two building blocks of our method: latent 
semantic approaches and hashing methods. Using the topic models allow us to 
achieve semantic similarity, while using hashing methods give our SSHash method 
interactive similarity matching time. 

2.1 Latent Semantic Approaches 

Latent semantic approaches, also known as topic models, have two approaches, non-
probabilistic approach and probabilistic approach. The typical non-probabilistic 
approaches, such as NMF [12], and LSA [13], are all based on vector space model. 
Maximum likelihood estimation can be used for learning probabilistic general models 
such as PLSI [14] and LDA [7]. The non-probabilistic models can be reformulated as 
probabilistic models.  

In recent years, topic models for short texts have been extensively studied. 
However, the early studies mainly focused on exploiting external knowledge to solve 
the sparsity problem of short text. For example, Phan et al. [15] learned hidden topics 
from large external resources to enrich the representation of short texts. These 
methods are overdependence on the performance of knowledge base. Researchers 
propose several other approaches to improve the topic models on short texts. For 
example, Rosen-Zvi et al. [16] expanded topic distributions from document-level to 
user-level, aggregate the short texts by each user into longer texts, and then train a 
conventional topic model. Zhao et al. [17] simply supposed that each short text only 
contains a single topic. Diao et al. [11] further assumed short texts published around 
the same time have a higher probability to belong to the same topic. However, such 
heuristic methods are high data-dependent, not be suitable for other datasets, like 
short questions or news titles, because of too many strict assumptions and sparse 
constraints be imposed in those approaches.  

Yan et al. [1] proposed such idea that learning the latent semantic association by 
directly modeling the generation of word co-occurrence patterns in the whole corpus, 
rather than document level. With such idea, we develop our matching method SSHash 
based on semantic similarity for short texts to alleviate the sparse problem and 
improve the semantic correlation matching. 

2.2 Hashing Methods 

As hashing methods can perform highly efficient but similarity matching, 
approximate nearest neighbor search in Hamming space is widely applied in image 
retrieval [8], image classification [18], information retrieval [9], and so on. A notable 
method is Locality Sensitive Hashing (LSH), proposed by Indyk et al. [19]. LSH 
scheme is that hash codes of similar objects collide with high probability and the hash 
codes of dissimilar objects collide with low probability, such that for objects A and B: 

 Pr[ ( ) ( )] ( , )h A h B sim A B= = , (1) 

Where ( , ) [0,1]sim A B ∈ is some similarity function. Broder, et al. [21] provided an 
elegant construction of LSH with Jaccard similarity coefficient: 
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 ( , ) ( , )
A B

sim A B J A B
A B

= =



 (2) 

Charikar [20] explored constructions of LSH functions for various other interesting 
similarity measures, referred as simhash. Those hash codes possesses two conflicting 
properties: 1). the fingerprint of a document is a “hash” of its features; 2). similar 
documents have similar hash values. 

Manku, et al. [9] represented a detailed algorithm for simhash for similar 
documents matching. Manku’s algorithm process is as follows: we first convert a 
document into a set of features, each feature tagged with its weight. Features are 
computed using standard IR techniques like tokenization, case folding, stop-word 
removal, and stemming and phrase detection. Then, we transform the features into an 
f -bit fingerprint where f  is small, say 64.  

However, Manku’s algorithm for similarity matching encounters the sparsity 
problem in short texts. Because of the few observed features, some non-overlapping 
features lead to a very low similarity score despite the high semantic relatedness. One 
solution is to enlarge the Hamming distance to increase the recall rate. However, the 
larger Hamming distance, the lower precision. Fig. 1 shows an example to reveal  
the correspondence between similarity and Hamming distance, and Fig. 2 describes 
the problem that the larger Hamming distance lead to the lower precision. We can see 
that it is not a wise choice by enlarging Hamming distance to solve short text 
problem. 

 

Fig. 1. The correspondence between similarity and Hamming distance (one probe query and 
8359 sampled texts) 

 

Fig. 2. Larger Hamming distance leads to the lower precision. (Respectively define the lower 
matching limit by Jaccard similarity as 0.7, 0.6 and 0.5) 
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Another approach is to refine the hash function to increase the collision probability 
within a same cluster. He, et al. [22] presented a k-means hashing method (KMH) to 
learn hashing code whose Hamming distance approximates the data similarity. In 
order to preserve the similarity between Euclidean and Hamming distances of k-
means clusters, KMH simultaneously minimize the quantization error and the affinity 
error among sample x , k-means center ( )i xc  and Hamming code ( )i xh  by Expectation 

Maximization (EM) algorithm. However, KMH lead to a high computation 
complexity due to EM method. 

In our works, SSHash solves the two problems of matching efficiency and 
semantic similarity simultaneously by combining the merits of latent semantic 
approaches and hashing methods. 

3 Semantically Similar Hashing 

In order to increase the recall of similar matching, we should increase the collision 
probability of hash codes between the similar short texts, and avoid enlarging 
Hamming distance. In this paper, we implement this idea by introducing biterm topic 
model to hash method. Fig.3 illustrates our matching method named SSHash. 

 

Fig. 3. Schematic representation of SSHash 

3.1 Biterm Extraction 

Since conventional topic models, such as PLSI and LDA, implicitly count the 
frequency of word co-occurrence by modeling word generation form the document 
level, in this paper, we follow Yan’s biterm topic model (BTM) to directly model the 
words co-occurrence patterns based on biterms. Here, we give an example to explain 
what a biterm is. In a short text “A forum for the NLP researchers”, we first 
preprocess the raw texts, such as filtering the stop words, lower case and stemming 
the words, and then extract the biterms with its frequency as shown in table 1. Then, 
we put the all biterms into corpus to train BTM. 

Table 1. Biterms extracted from the example short text 

Biterms Frequency 

forum, nlp 1 

forum, research 1 

nlp, research 1 
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3.2 Biterm Topic Model 

BTM supposes that both words in the biterm are drawn from the same topic, and 
considers that the whole corpus as a mixture of topics. That is different from 
conventional generative models such as LDA. The difference in graphical 
representation is described as shown in Fig.4. 

mθ

,m nz

,m nw

α

β kφ

[1, ]k K∈
[1, ]mn N∈

[1, ]m M∈

( )a

θ

nz

iw

α

β kφ

[1, ]k K∈
[1, ]bn N∈

( )b

jw

 

Fig. 4. Graphical representation of (a) LDA and (b) BTM 

We can see that BTM draws the topic assignment nz from the corpus-level 

distribution θ , which are different from LDA that draws the topic assignment ,m nz from 

the document-level topic distribution mθ . 

The specific generative process of BTM for the whole corpus can be assumed as 
follows: 

1. Draw a topic distribution θ ~Dirichlet( α ) for the whole collection 
2. For each topic nz  

(a) Draw a topic-specific word distribution kφ ~Dirichlet( β ) 

3. For each biterm b  
(a) Draw a topic assignment nz ~Multinomial( θ ) 

(b) Draw two words:  iw , jw ~Multinomial( kφ ) 

And the joint probability of a biterm ( , )i jb w w= can be written as: 

 | |( ) ( ) ( | ) ( | )i j z i z j zP b P z P w z P w z θ ϕ ϕ= = 
z z

 (3) 

The parameters, θ and φ , can be inferred by Gibbs sampling. More details can be 
found in [1]. 

3.3 Features Representation 

In order to represent the observed features in short texts by using the latent topic 
distribution in a document, we should infer the topic distribution in a document level. 
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Although BTM has no regard for document concept, the inferring process is similar 
with training process just considering the word distribution kφ is constant. However, 

Gibbs sampling is time-consuming and not suit for online text matching because of 
many iterations until convergence. Here is a compromise approach to solve the 
dilemma problem that parameters can be estimated based on the observed frequency. 
BTM assumes that latent topic distribution in a document is that: 

 ( | ) ( | ) ( | )P d P b P b d=
b

z z  (4) 

Where ( | )P bz can be derived by the parameters estimated during the training 
process: 

 
( ) ( | ) ( | )

( | )
( ) ( | ) ( | )

i j

i jz

P z P w z P w z
P b

P z P w z P w z
=


z  (5) 

In this equation, ( ) zP z θ= , and |( | )i i zP w z ϕ= , and ( | )P b d can be calculated simply 

by the observed frequency: 

 ( )
( | )

( )
d

db

n b
P b d

n b
=


 (6) 

Now, the semantic features in a document can be represented by the latent topic 
distribution ( | )P dz , and each topic is a distribution over words ( | )iP w z . In order to 

reduce the feature dimension, we select the most likely words for each topic such as 
top 20. We call the selected words tokens, denoted as t  to distinguish word concept 
w in the corpus. Note that the weights of tokens should be normalized as follow: 

 
20

( | )
( | ) ( | ) ( | ) ( | )

( | )
i

i i

top

P w z
P t d P t z P z d P z d

P w z
= = z z

 (7) 

3.4 Fingerprinting with Hash Method 

Since we have taken the tokens selected from each topic to represent the semantic 
features, short text are fingerprinted with hash method by using tokens with their 
weights. The fingerprinting process incorporated semantic information for each short 
text can be described as follows: 

1. Initialize two arrays W  and B  with f zeros 
2. For each token it  

(a) Compute a f -bit hash code ih  

(b) Iterate through each bit ijh , where [1, ]j f∈  

(i) If 1ijh = , [ ] [ ] ( | )iW j W j P t d= + , where ( | )iP t d  is calculated in Eq.(7) 

(ii) If 0ijh = , [ ] [ ] ( | )iW j W j P t d= −  
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3. Revisit the all bits of array W , where [1, ]j f∈  
(a) If [ ] 0W j ≥ , then set the bit to 1, [ ] 1B j ←  
(b) If [ ] 0W j < , then set the bit to 0, [ ] 0B j ←  

4. Return the array B , this is a hash code fingerprinted for short text. 

3.5 Similarity Matching for Online Query 

When a short text is inputted by user for online matching, we should preprocess the 
text, as section 3.3 and 3.4, to get the fingerprint and then do approximate nearest 
neighbor search in Hamming space. All pairs of fingerprints found within a certain 
Hamming distance of each other are semantic similar texts, as shown in Fig. 5, 

r

 

Fig. 5. Similarity matching for query 

In our method, we apply block-permuted Hamming search (BPHS) and column-
oriented database management system HBase3 to speed up the online matching for 
large collections, the more implement details of BPHS can be found in [9]. 

4 Experimental Design, Comparison and Analysis 

4.1 Data Set 

In our experiments, we made use of real-world short text collections which are 
random selected from Weibo4 between September 1st and December 13rd, 2012. 
Thanks for some weibos labeled by authors with hashtags to denote a specific topic, 
we organize those weibos with the same hashtag into a semantic similar cluster. Here, 
we select 20 specific topics and process the raw texts via the following steps: 1). 
removing hashtags and non-Chinese characters; 2). word splitting and filtering stop 
words; 3). removing words with documents frequency less than 5; 4). filtering out 
weibos with length less than 5. At last, we left 151,629 valid weibos, 34,099 words 
and the average document length is 14.9.  The texts are randomly split into a training 
set containing 137,929 texts and a test set containing 13,700 texts. 

4.2 Evaluation Metrics 

In order to evaluate our method’s performance, we measure the recall and precision of 
our method. Intuitively, we want to maximize the number of correct positives and 
                                                           
3 http://hbase.apache.org: a Hadoop database, a distributed, scalable, big data store. 
4 http://weibo.com: a popular Chinese microblog website. 
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minimize the number of false positives. A correct positive is defined as a semantically 
similar match between a probe query and one of short text collections. To decide 
whether a semantically similar match, we simply test if the two weibos have the same 
hashtag. Recall and precision are defined as: 

 number of matched semantic similar texts

total number of all semantic similar texts
recall =  (8) 

 number of matched semantic similar texts

total number of matched texts
precision =  (9) 

4.3 Results and Analysis 

Using 64-bit hash codes, we compute a query’s fingerprint and match all of the texts 
stored in a Hamming ball of radius from 0 to 20. Fig.6 shows the matching 
performance comparison by using simhash, LDA+hash and SSHash.  

 

Fig. 6. Matching performance comparison with different Hamming distance (topic number: 
K=20, 60,100) 

We can see SSHash and LDA+hash has a high recall in a little Hamming distance, 
and SSHash achieves higher recall rate than LDA+hash. 

In Fig.7, the precision-recall curves reveal that SSHash and LDA+hash always 
dominate simhash, and SSHash is better than LDA+hash.  

 

Fig. 7. Precision-Recall curves for Weibo datasets (topic number: K=20, 60,100) 
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From the results, we can further see that the recall is more notable when the topic 
number is 20. That is because that the semantic features discovered are very general 
when the number of topics is small. In such case, the collision probability of hash 
codes between the similar texts or dissimilar texts will be increased. This 
interpretation is verified in Fig.7. Although the recall rate is higher, the precision is 
lower when the number of topics is small and within a little Hamming distance. In 
contrast, when the number of topics is large, the semantic features discovered are very 
specific. 

5 Conclusion 

In this paper, we describe a novel method based on semantic similarity for short texts, 
namely semantically similar hashing (SSHash). SSHash can project the shorts text 
into binary hash codes with semantic information but alleviate the sparse problem due 
to regardless the document concept. We can find semantically similar texts in an 
interactive real time by using SSHash. We carried on experiments on Weibo datasets. 
The results demonstrated that we achieve higher recall and precision than simhash or 
LDA+hash applied to the real-world short texts. 

For future work, there are still lots of work to do. First, we will do more analysis 
on computational cost. Second, the off-line training process is time-consuming, 
although our method can speed up the online matching. We would like to introduce 
online latent semantic approaches to our method. 

Acknowledgements. This work is supported by the National Natural Science 
Foundation of China under Grant No. 61175050 and No. 61203281. 
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Abstract. Patent prior-art search is an necessary step to ensure that
no previous similar disclosures were made before granting an patent.
The task is to identify all relevant information which may invalidate the
originality of a claim of a patent application. Using the whole patent
or extracting high indicative terms to form a query reduces the search
burden on the user. To date, There are no large-scale experiments con-
ducted specifically for evaluating query generation techniques used in
patent prior-art search in multiple languages. In the following paper,
we firstly introduced seven methods for generating patent queries for
ranking. Then a large-scale experimental evaluation was carried out on
the CLEF-IP 2009 multilingual dataset in English, French and German.
A detail comparison of the different methods in terms of performance
and efficiency has been performed in addition to the use of full-length
documents as queries in the patent search. The results show that some
methods, work well in information retrieval in general, fail to achieve the
same effectiveness in the patent search. Different methods demonstrated
distinct performance w.r.t query and document languages.

Keywords: Patent Prior-Art Search, Multilingual Information Access,
Query Generation.

1 Introduction

Patent information retrieval is an active sub-domain of information retrieval that
aims to support patent experts to retrieve patents that satisfy their information
needs and search criteria [1]. A common scenario in patent information retrieval
is prior-art search, which is performed by patent experts to ensure that no pre-
vious similar disclosures were made before granting a patent. They will normally
need to use some sort of information retrieval systems and tools to automate this
process. To improve the usefulness of such systems and tools, researchers from
around the world gathered in CLEF1 and NTCIR2 for automating this specific

1 http://www.clef-initiative.eu/
2 http://research.nii.ac.jp/ntcir/index-en.html
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task. Many state-of-art patent search systems have been developed. A general
trend is to use the full patent document as an input, after preprocessing, search
over previous filed patents with the aim of retrieving relevant documents, which
may invalidate or at least describe prior art work in a patent application [2–4].
This is of high commercial value to many companies and organizations.

The aim and challenges of patent prior-art search are different from those of
standard ad-hoc information retrieval and/or web search. One challenge would
be the vocabulary mismatch between existing filed patents and the query patent.
This is often caused by the patent writing style. Long patent queries comprising
of several hundreds of terms fail to represent a focused information need required
for high precision retrieval. On the other hand, the primary focus of the patent
prior-art search is to retrieve all relevant documents at early ranks. Carefully
balance of precision and recall would be necessary.

Recent work in both CLEF and NTCIR favor to use either full patent doc-
uments as queries or key terms extracted from a patent application to produce
a more focus information need. For example, all participants in CLEF 2010 [5]
and CLEF 2011 [3] adopted the same way. TF-IDF scheme, language model-
based weighting scheme, text summarization or phrases extraction techniques
were frequently used [6–9]. Multilingual aspect has been addressed in recent
CLEF campaigns, specifically for English, French and German [5, 3]. The tasks
organized in those workshops did not restrict the language used for retrieving
the documents, but participants were encouraged to use the multilingual charac-
teristic of the collection. This is because the claims in granted patent documents
may be provided in all three languages. Researchers attempted different search
tasks on the provided data. However, there is lack of direct comparison between
the performance in different languages.

In this paper, we firstly introduce seven methods for generating query rep-
resentations. These include a method for removal of unit frequency terms, the
TF method, the TFIDF method, the BM25 method, the language model-based
approach, the relevance feedback-based method, and the method based on IPC
classification. Large-scale experimental evaluation was then carried out on the
CLEF-IP 2009 dataset investigating retrieval effectiveness across different lan-
guages used. This includes English, French and German. A detail comparison of
the different methods in terms of performance and efficiency has been performed
in addition to the use of full-length documents as queries in the patent search.
Note that the scenario investigated in this paper can not be treated as cross-
lingual or multilingual patent search [10, 11], as it only deals with monolingual
retrieval in three different languages.

The remainder of this paper is organized as follows. In §2, we summarise
related work from the fields of patent information retrieval. In §3, we describe
seven methods for generating patent queries. §4 documents the experiments we
used to evaluate the methods in three different languages. §5 presents our results.
§6 concludes the paper and proposes future work.
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2 Related Work

Our work relates to patent information retrieval in general. It is an active re-
search field [3, 5]. To date, a significant amount of development is driven by the
Intellectual Property task within the CLEF initiative and NTCIR workshops.
The systems developed early days at these evaluation campaigns replicated the
work performed by patent examiners, who consider high term frequency in the
document to be strong indicator of a good query term [12, 13]. A recent line
of work advocates the use of full patent application or automatically extracted
terms as the query to reduce the burden on patent examiners. Xue and Croft
[4] firstly conducted a series of experiments in order to examine the effect of
different patent fields in a patent document. Their work on the USPTO corpus
concluded that the best Mean Average Precision is achieved using the query gen-
erated from description section of the query patent with raw term frequencies.
However, the relevance judgements in their system were not annotated by real
patent experts but rather automatically extracted from the citation fields.

Terms extracted from description field have been proved to produce highest
retrieval performance by many other research teams. For example, Magdy et al.
[14] showed that the second best performing run of CLEF-IP 2010 uses a list
of citations extracted from the patent numbers within the description field of
some patent queries. Mahdabi et al. also confirmed in a series of experiments
that under a language model framework, terms extracted from the description
field shown to be effective [2, 15]. They also showed that automatically disam-
biguated query terms could be informative by extraction of noun phrases from
the global analysis of the patent collection. However, the use of phrases is of
some controversial. Becks et al. [7] demonstrated that with a different patent
corpus (CLEF 2011 rather than CLEF 2010) phrase queries reported negative
results.

Another important feature of the patent retrieval w.r.t to the ordinary ad-hoc
search and web search is that the pseudo-relevance feedback technique performs
poorly in this particular context [16, 2]. This may be due to the reasons that
the precision at top ranks is usually low, the information focus is not clear and
added terms are noisy. Ganguly et al. [16] tackled this problem from a different
angle. They decomposed a patent application into constituent text segments and
computed the language similarities by calculating the probability of generating
each segment from the top ranked documents. However, their method could be
viewed as a very slight modification to use the query with a full set of terms in
a document.

Due to the increase and distribution of inventions across the world, the ne-
cessity of research and commercial tools that support patent search in different
languages has increased. Despite the popularity of query generation techniques
described above, to our knowledge, there is no comparison between using these
techniques in multiple languages.
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3 Query Generation Techniques

The reference model presented in our paper uses the full length document as
input after stopwords removal, stemming and number removal. Unlike many pre-
vious experiments conducted by different CLEF participants [7, 17], we did not
use patent-specific stopwords, phrases or sophisticated summarization methods.
This model is denoted as FULL subsequently.

Clearly the FULL method fails to represent a focused information need re-
quired for high precision retrieval. We now introduce seven different query gen-
eration techniques that use many state-of-art methods to reduce the full-length
query. The following three models extract key terms according to the usual
TF-IDF, BM25 and simple term frequency schemes. Defined as follows:

P (t|qTFIDF ) =
n(t, d)

maxt′ n(t′, d)
· log N

dft

P (t|qTF ) =
n(t, d)

maxt′ n(t′, d)

P (t|qBM25) =
∑
t

wt
(k1 + 1)n(t, d)

K + n(t, d)

(K3 + 1)n(t, d)

k3 + n(t, d)

where wt = log N−dft+0.5
dft+0.5 , K = k1 · ((1 − b) + b · |d|

avg|d| ), and n(t, d) is the term

frequency, df is document frequency. These three query generation techniques
were denoted as TFIDF , TF and BM25 respectively.

The next technique adopts the unigram model proposed by Mahdabi et al.
[2], which could be regarded as a strong baseline because it produces comparable
results to the second best runs in CLEF 2010. It is defined by estimating the
importance of each term according to a weighted log-likelihood based approach
as expressed below:

P (t|qLM ) = ZtP (t|Θq) log
P (t|Θq)

P (t|ΘC)

where Θq and ΘC are language model estimation for a term in the query patent
and in a test collection, respectively. P (t|Θq) is defined as:

P (t|Θq) = (1− λ) · PML(t|d) + λ · PML(t|C)

with PML(t|d) = n(t,d)∑
t′ n(t′,d)

. Zt = 1/
∑

t P (t|q) is the normalization factor and

defined as the Kullback-Leibler divergence between Θq and ΘC . This model is
named LM in the reminder of the paper.

The next technique moves one step further by considering International Patent
Classifications (IPC3) in the patent documents as in [2]. IPC provides for a
hierarchical system of language independent symbols for the classification of
patents and utility models according to the different areas of technology to which

3 http://www.wipo.int/classifications/ipc/en

http://www.wipo.int/classifications/ipc/en
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they pertain. Thus the IPC classes resemble tags assigned to documents. We
build a relevance model ΘIPC by employing documents that have at least one
tag in common with the query topic. The result model is defined as:

P (t|qIPC) = (1− λ) · P (t|ΘIPC) + λ · P (t|qLM )

where P (t|ΘIPC) is calculated by using:

P (t|ΘIPC) =
∑

d∈IPC

P (t|d) · P (d|ΘIPC)

and

P (D|ΘIPC) = Zd

∑
t

P (t|Θd) log
P (t|ΘIPC)

P (t|ΘC)

where Zd = 1/
∑

D∈IPC P (D|ΘIPC) is a document specific normalization factor.
This query generation technique is denoted as LMIPC subsequently.

The sixth technique we used is simply full-length query by removing unit
frequency terms (i.e. terms which occur only once in the patent query), denoted
as UFT henceforth.

The last technique, denoted as QR, is a method using Pseduo Relevance
Feedback for reducing patent queries [16]. The technique decomposes a patent
application document into s constituent text segments (sentences) and computes
the language modeling similarities by calculating the probability of generating
each segment from r top ranked document. Finally, the method selects τ fraction
of sentences to retain in the query. The language similarity equation is shown
below:

logP (qs|d) =
∑
t∈qs

n(t)log(1 +
λP (t|d)
(1 − λ)

P (t))

The final score of each segment is the sum of all r documents. This completes our
description of the query generation techniques used in our experiments. In the
next section we will detail a large-scale experiment involving read-world patent
data in three different languages.

4 Evaluation

In the following section, we describe a series of experiments designed to answer
the following questions:

1. How effective are the state-of-art query generation techniques when used in
patent prior-art search

2. Does the query produced by the seven query generation techniques perform
better than using the full-length document as the query?

3. How effective are the various techniques in different languages?
4. What is the optimal number of keywords for selective-based query generation

techniques (i.e. BM25, TF , TFIDF , LM and LMIPC)?
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4.1 Experimental Data

To make a fair comparison, the text corpus used in our evaluation was built
using components of the CLEF-IP 2009 test collections. This collection contains
patents, physically stored as a collection of XML files encoding patent docu-
ment. A patent document maybe an application document, a search report, or
a granted patent document. The data is extracted from the MAREC 4 data
corpus and contains a number of approximately 1,958,955 million patent docu-
ments, referring to approximately 1,022,388 million patents. We also used the
CLEF-IP 2009 query set, which contains 311 English topics, 164 German topics
and 25 French topics. Each topic is a patent application composed of several
fields (e.g. Title, Abstract, Description, Claims etc.). We used the Description
field for building the query as it previously showed the best performance. We
used relevance judgements produced by the CLEF workshops. Note that we did
not use the citation information of the patent applications in our experiments.
Prior to indexing and retrieval, a suffix stemmer [18] and a stopword list5 were
applied to all documents and queries for English texts. We did not apply any
linguistic processes on German and French texts.

4.2 Evaluation Metrics

We used the following evaluation metrics in this experiment:

– The precision of the top 10, top 50 and top 100 documents (P@10, P@50
and P@100)

– Normalized Discounted Cumulative Gain (NDCG) [19]

– The recall of the top 10, top 50 and top 100 documents (R@10, R@50 and
R@100)

– Mean average precision (MAP).

Unless otherwise stated, the results given indicate average performance across
all test topics. Statistically-significant differences in performance were deter-
mined using a paired t-test at a confidence level of 95%.

4.3 Retrieval Systems

All information retrieval functions in our experiments were handled by the Ter-
rier open source platform6 [20]. As described in §3, the results are obtained by
seven models: TFIDF , TF , BM25, LM , LMIPC, UFT and QR. For compar-
ison purposed we also used FULL as our reference model.

4 It is a collection of over 19 million patent documents, available from information
retrieval facility (http://www.ir-facility.org/)

5 ftp://ftp.cs.cornell.edu/pub/smart/
6 http://terrier.org/

http://www.ir-facility.org/)
ftp://ftp.cs.cornell.edu/pub/smart/
http://terrier.org/
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4.4 Parameter Settings

The parameters in the baseline systems are set according to the tuning proce-
dures in their original papers if detailed. k1, b, k3 used in the BM25 model were
set to 1.2, 0.75 and 7 respectively. The number of pseduo-relevant documents
(i.e. r) used in QR were set to 20, s and τ were set to 20 and 90% respectively.

5 Results

5.1 Precision-Oriented Performance

In our first evaluation, we compare the precision-oriented performance across all
methods described. Statistical significant results are obtained when using FULL
as the baseline. The number of key terms selected for BM25, TF , TFIDF ,

Table 1. Precision-oriented performance across three languages, statistically significant
results are marked with ∗

French

MAP NDCG P@10 P@50 P@100

FULL 0.0435 0.1031 0.048 0.0128 0.008
BM25 0.0695* 0.1426* 0.064* 0.0152* 0.0084*
UFT 0.0389 0.0879 0.04 0.0112 0.006
TF 0.0465 0.098 0.048 0.0112 0.006
TFIDF 0.0559* 0.1195* 0.052 0.0128 0.008
LMIPC 0.044 0.111 0.044 0.012 0.008
LM 0.0547 0.1173 0.048 0.0136 0.0084
QR 0.0432 0.1013 0.052 0.0128 0.008

German

MAP NDCG P@10 P@50 P@100

FULL 0.0732 0.164 0.0524 0.0163 0.0103
BM25 0.1045* 0.2155* 0.0707* 0.023* 0.013*
UFT 0.0716 0.1565 0.0543 0.016 0.0098
TF 0.0745 0.1648 0.0524 0.0162 0.0099
TFIDF 0.0907* 0.1921* 0.0622* 0.0191* 0.0122*
LMIPC 0.0753 0.1687 0.0549 0.0183* 0.0113
LM 0.0864* 0.1875* 0.0598* 0.019* 0.012*
QR 0.0715 0.162 0.0506 0.0162 0.0098

English

MAP NDCG P@10 P@50 P@100

FULL 0.0825 0.2105 0.0717 0.0289 0.0178
BM25 0.0794 0.2109 0.0688 0.0282 0.0175
LMIPC 0.0893* 0.2312* 0.0746 0.0301 0.0196*
LM 0.0881 0.2306* 0.0768* 0.03 0.0188
QR 0.0808 0.2071 0.0736 0.0284 0.0175
TF 0.0826 0.2226* 0.0736 0.0292 0.0183
TFIDF 0.0903* 0.2319* 0.0781* 0.0306* 0.0196*
UFT 0.0822 0.206 0.0669 0.0257 0.015
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LM and LMIPC will be discussed in section 5.3. From Table 1, we note that
FULL, UFT and QR methods consistently deliver lowest performance, only
slightly better than BM25 in English. These three methods are quite similar as
they keep most of terms in the query. Next, we observed that the TF method
only increases the mean average precision by a modest amount. This shows
significantly different behaviour when deployed in the USPTO corpus as in [4].
The TFIDF method works well in English and the BM25 method works well
in French and German. Amazingly, the BM25 method demonstrates opposite
performance in English test collection, achieved lowest performance. The reason
may be the language complexity of French and German comparing to English.
Given the performance obtained by BM25 and TFIDF , we must be cautious
in drawing conclusions from the experiments w.r.t to the best term weighting
methods in a multilingual setting.

Mahdabi et al. [2] showed that using IPC information could increase the effec-
tiveness of the retrieval system. It is confirmed from the results that using the
IPC information could help improving the performance (in terms of LMIPC
works better than LM) in English. However, the improvements are only mod-
est and not statistically significant. The same results could not be replicated in
French and German. This shows the accuracy of IPC information attached to
the French and German documents is low.

Overall, we notice that TFIDF works the best in the English test collec-
tion, showing statistically significant improvements across all evaluation metrics.
BM25 works the best in the French and German test collections, with statisti-
cally significant results observed in all metrics.

5.2 Recall-Oriented Performance

We now measure the performance of the methods using various recall-based met-
rics in three languages. Bare in mind that patent prior-art search is a recall ori-
ented task where the primary focus is to retrieve all relevant documents at early
ranks in contrast to ad hoc and web search. Same trend can be observed from
Table 2 as in the precision-oriented evaluation. TFIDF works better in English,
while BM25 works better in French and German. The improvements over FULL

Table 2. Recall-oriented performance across three languages, statistically significant
results are marked with ∗

French German English

R@10 R@50 R@100 R@10 R@50 R@100 R@10 R@50 R@100

FULL 0.0789 0.1122 0.1424 0.1116 0.1729 0.2125 0.1151 0.2194 0.2622
BM25 0.1189* 0.1436* 0.1436 0.1554* 0.2346* 0.2621* 0.1093 0.211 0.2557
UFT 0.0556 0.08 0.088 0.1136 0.1636 0.1988 0.1109 0.2021 0.2344
TF 0.0778 0.0889 0.0933 0.1074 0.1672 0.2047 0.1139 0.22* 0.276*
TFIDF 0.0844* 0.1089 0.1391 0.132* 0.1987* 0.246* 0.1273* 0.2309* 0.2783*
LMIPC 0.0833 0.1091 0.1391 0.1135 0.1864 0.2274 0.1247* 0.2366* 0.2961*
LM 0.0778 0.1167 0.1469 0.1268 0.196* 0.2409* 0.1234 0.2295 0.2828
QR 0.0856 0.1122 0.1424 0.1077 0.1714 0.2039 0.117 0.2164 0.2573



318 D. Zhou, J. Liu, and S. Zhang

were quite stable across all evaluation metrics. LMIPC also frequently delivers
statistically significant results. This performance of the IPC-based method has
an intuitive explanation. Relevant documents are being ‘found’ by using the IPC
information. The low performance of QR confirms that using PRF is not a wise
choice for the patent search. In summary, the methods achieves good precision-
oriented performance usually perform well in the recall-oriented evaluation.

5.3 Selection of the Number of Key Terms

Recall that in five of the methods, BM25, TF , TFIDF , LM and LMIPC,
the top terms with higher weights must be picked and used to build the query.
In this section we study the optimal number across three different languages.
Results in Figure 1-3 show that 65-95 terms in English, 20-65 terms in French
and 55-90 terms are sufficient to capture the most information in a long query.

Fig. 1. Selection of the number of key terms in French

Fig. 2. Selection of the number of key terms in German
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Fig. 3. Selection of the number of key terms in English

6 Conclusion and Further Work

In this paper, we introduce sevenmethods for generating queries from a full-length
patent query. Large-scale experimental evaluation has been carried out on the
CLEF-IP 2009multilingual dataset in English, French and German. A detail com-
parison of the different methods in terms of performance and efficiency has been
performed in addition to the use of full-length documents as queries in the patent
search. The experimental results show that the TFIDF method achieved the high-
est performance in English, the BM25 method works the best in French and Ger-
man. The methods achieve good precision-oriented performance usually perform
well in the recall-oriented evaluation. The paper also found that in general less than
100 selected key terms can obtain good results for selective-based methods.

In future work, we plan to explore additional sources of intellectual property
documents beyond CLEF-IP (NTCIR and USPTO) to investigate the differ-
ences. We also plan to explore more term weighting methods commonly used in
the information retrieval field.

Acknowledgments. This research is supported by the National Natural Sci-
ence Foundation of China under grant No. 61300129 and No. 61272063, Excellent
Youth Foundation of Hunan Scientific Committee No. 11JJ1011.
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Abstract. A number of search user behavior studies show that queries with un-
clear intents are commonly submitted to search engines. Result diversification 
is usually adopted to deal with those queries, in which search engine tries to 
trade-off some relevancy for some diversity to improve user experience. In this 
work, we aim to improve the performance of search results diversification by 
generating an intent subtopics list with fusion of multiple resources. We based 
our approach by thinking that to collect a large panel of intent subtopics, we 
should consider as well a wide range of resources from which to extract. The 
resources adopted cover a large panel of sources, such as external resources 
(Wikipedia, Google Keywords Generator, Google Insights, Search Engines 
query suggestion and completion), anchor texts, page snippets and more. We 
selected resources to cover both information seeker (What a user is searching 
for) and information provider (The websites) aspects. We also proposed an effi-
cient Bayesian optimization approach to maximize resources selection perfor-
mances, and a new technique to cluster subtopics based on the top results snip-
pet information and Jaccard Similarity coefficient. Experiments based on TREC 
2012 web track and NTCIR-10 intent task show that our framework can greatly  
improve diversity while keeping a good precision. The system developed  
with the proposed techniques also achieved the best English subtopic mining 
performance in NTCIR-10 intent task. 

1 Introduction 

Nowadays, most people are using Web search to look for information they need. Even 
if many of them will use targeted keywords, a great part will provide queries that can 
be interpreted in many different ways. So without further information about the user 
intent to disambiguate, search-engines have to focus on web search results diversifica-
tion to produce a set of diversified results. There are two major kinds of query that 
needs to be diversified: ambiguous queries (e.g. “Jaguar”; that can be interpreted as 
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the car brands, the animal, the Mac OS …) and broad queries (e.g. “Star Wars”; the 
user intent can be the movies, the video games, the books …). So for such queries, it 
is important that search-engines not only consider the relevancy of documents, but 
also provide a diversified set of documents that are covering different subtopics. 

Other works proposed to solve this problem using different solutions, but most of 
these methods only rely on one or a few resources. As far as we know, this is the first 
time that resources fusion is explored to improve web search diversification and that a 
study is made about the different resources used to mine subtopics. 

In this work, we first introduce the different resources used to extract subtopics and 
their processing methods. We applied two different process for candidates coming 
from external resources (such as Wikipedia, Google Keywords Generator, Search-
Engines Suggestion …) and candidates coming from web pages (Retrieved through 
top results snippet information, anchor texts and page h tags of commercial search-
engines or our own built search engine based on ClueWeb). For the first one, we  
introduce a new and efficient way to cluster the subtopics, based on the top results 
snippet information and Jaccard Similarity Coefficient. For the other one, we use the 
popular BM25 and Partition Around Medoid algorithms to cluster the subtopics. 

We then propose a fusion of these resources in order to improve web search diver-
sification. Furthermore we propose an interesting optimization to combine resources 
in order to maximize the performances of our framework. 

Later, we give a complete analysis of our system performance using the Average 
Precision and D#-nDCG metrics, as well as a study of the good performances of the 
snippet based clustering method and a comparative review of the different resources 
used and their effectiveness by comparing different statistics. 

Our work provide some new and original ways to improve web search results di-
versification: 

• Fusion strategy of diverse and complementary resources are investigated to im-
prove the results diversity while keeping an optimal relevancy. 

• An optimization of the framework regarding the query type when selecting the 
resources to combine. 

• A new subtopics clustering technique based on the top-results snippet information 
and Jaccard similarity coefficient is proposed and is evaluated to show its very 
good precision. 

• Resources performance are comparatively studied to analyze each different re-
source effectiveness regarding the resource range of subtopic retrieved and rele-
vancy, providing information about the best external resources to use in web search 
results diversification.  

• Google Keywords Generator is used thought our work to generate a large list of 
subtopic candidates and get their popularity, and can be regarded as a really effec-
tive alternative source for finding query logs. 
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2 Related Work 

Web search results diversification naturally appeared after the firsts page ranking 
algorithms in order to improve the search results ranking. Indeed, Zhai et al. [1] dem-
onstrated that the relevancy could not only hold in a simple set of relevant  
results because of the correlations between these results, and that diversification were 
needed. Carbonell et al. [2] first introduced a model called re-ranking maximal  
marginal relevance (MMR) that not only focus on the relevance of the documents but 
also maximize the non-similarity between the results, in order to minimize the redun-
dancy. As this algorithm does not imply classification of either the result or the query, 
diversification is leaded by the choice of similarity functions. 

A later great concept was introduced by Ziegler et al. [3] about the diversification 
problem as a “recommendation” system. For each potential product result, the algo-
rithm calculates the disparity between the item and all the other potential product 
result. Then it fusions this disparity to the original relevance order and then return the 
recommended products. Moreover they demonstrate experimentally that users were 
more likely to prefer more diversified results. This concept was then improved by Yu 
et al. [4] that proposed another recommendation system for results diversification by 
optimizing the balance between diversity and relevance. Indeed, the algorithm mini-
mizes the correlation between documents by considering the constraint of relevance. 

Agrawal et al. [5] introduced an approach of minimizing the risk of dissatisfaction 
of users, using taxonomy for classifying queries and documents, and creates a diverse 
set of results in accordance to it. The idea is that users only care about the top k  
returned result, and not the whole set. 

Hu et al. [6] presented a method to understand the intent behind a user’s query  
using Wikipedia. This system can help search engines to automatically route the 
query to some specific vertical search engines and obtain very relevant information. 
Their system is working by mapping the query into the Wikipedia intents representa-
tion space. They restricted their study to three different applications: travel, job, and  
person name. 

Recently, Jiafeng et al. [7] also proposed an interesting method to measure  
query similarity with the awareness of potential search intents using a regularized 
topic model based on words from search result snippets and regularization from query 
co-clicks. 

A part of our work uses similar techniques used by Han et al. [8] for subtopic min-
ing from search-engines top results, using the BM25 and a partitioning around medoid 
clustering algorithm based on the cosine similarity. In this study, we adapted this 
method to fit our needs in the process of top-results pages subtopic extraction. 

3 External Resources Based Subtopic Mining 

Over the internet, there are many interesting services that we can use to help us to 
disambiguate a query. Indeed, from these resources, we can extract sub-intents of an 
ambiguous query as well as, for some, interesting information about the sub-intents 
popularity. In this part, we propose a new and efficient way to collect, filter and  
cluster all these sub-intents. 
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3.1 Resources Used 

We decided to use a wide range of external resources, coming from commercial 
search-engines, such as query completion and suggestion, as well as specialized service 
providing popular query logs, such as Google Insights and Google Keywords Genera-
tor. At last, we also used Wikipedia encyclopedia for its disambiguation feature. 

3.2 Subtopic Candidates Extraction and Filtering 

Subtopics candidates had been extracted from different external resources: Query 
Suggestion and Completion from Google, Yahoo and Bing, Google Insights, Google 
Keywords Generator, and Wikipedia. For all, we can easily extract the candidates “as 
it”. For example, Google Insights or Google Keywords Generator works like query 
logs, by giving the most popular keywords related to a query. So we submitted all our 
test queries to these resources and combine all the results data gathered using a linear 
combination. 

Many data collected from these external resources are irrelevant or duplicated, 
that’s why we applied a filter in order to keep only the valid ones. We applied a filter 
that remove all subtopics that do not contain all the query words, in any order. The 
original query stop words are discarded, so stop words does not need to be found in 
the candidates. 

3.3 Snippet Based Clustering 

Clustering has always been an important aspect in query diversification. The snippet 
information provided by each web page, bring us very relevant information that usual-
ly summarize the page, and list some important keywords. So we propose here a solu-
tion using this feature to cluster our subtopics. For each subtopic candidates, we first 
submit each one to the search engines (Google, Bing, Yahoo) and crawl the 50 top 
results snippet information. Then we set a table with every words found from these 
snippet and get their frequencies. After, in order to know if two subtopics are similar 
or not, we calculate the Jaccard similarity coefficient:                                                            ( , )  | || ∪ |                                                        (1) 

Where A and B are the two different term frequencies vectors of the two subtopics 
to compare. We extended this coefficient by considering both the words and their 
frequencies. (So even if many words retrieve for the two subtopics are the same, but 
their frequencies is really different, then their similarity will be reduced). We imple-
mented this feature because we think that both words retrieved and their frequencies 
are important feature to know if two subtopics have similar intent or not. So when we 
calculate the intersection or the union of A and B, we added the average score of their 
frequencies: 
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                           ( , ) ∑ 2∈∑ ∈ \ ∑ ∈ \ ∑ 2∈                       (2) 

With A and B the two frequencies vectors for every word and   the frequency of i-
th term of the vector. We then created a clustering algorithm using this extended Jac-
card Similarity. The Jaccard similarity for a cluster is computed as the average simi-
larity between all its subtopic candidates and all the other cluster subtopic candidates. 

1. Select k (define experimentally) 
2. Create for every subtopic candidate a cluster 
3. For each cluster 

1. For each remaining cluster 
1. If Jext similarity of the the two clusters > k Then combine clusters 

4. Repeat 3 while the similarity between two clusters is above k. 

Alg 1. Bottom-up hierarchical clustering algorithm with extended Jaccard similarity coefficient 

3.4 Resources Features Based Cluster Ranking 

To rank our clusters, we based our approach on a multi criteria ranking. We used the 
different scores provided by the external resources; for example, in Google Insights or 
Google Keywords Generator, a score is associated with each term: the popularity for 
Google Insights and the amount of searches for Google Keywords Generator. So we 
applied a ranking based on the following features with their weight: 

─ Jaccard Similarity between the subtopic and the original query: 5% 
─ Google Insights score: 15% 
─ Google Keywords Generator score: 75% 
─ Belongs to the query suggestion/completion: 5% 

We also considered that, if a subtopic belongs to the Wikipedia disambiguation 
feature, then the subtopic is important, and grants him a better score. In order to nor-
malize all the scores to be able to compare them together, we convert each score into 
a percentage of the maximum score. So for example, the top search in Google insights 
or Google keywords generator will have a score of 1. Thanks to this normalization, 
even if the data come from different resources, we are still able to use them together. 

4 Top Results Based Subtopic Mining 

In this second approach, we propose to find the subtopics directly from the web pag-
es. To get web pages related to the query to disambiguate, we used different search-
engines: the commercial ones: Google, Bing and Yahoo, and the one built by THUIR 
(TMiner) that is based on the Clueweb data. In this way, we are sure to only extract 
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pages that are very relevant to the query. We based our approach using a slightly 
similar method to the one proposed by Han et al. [8]. 

4.1 Subtopics Candidates Extraction 

We first submitted the query to the search-engines, and get the page results. For 
TMiner run, we extracted the candidate subtopics from different fragments coming 
from page snippet, page h1 tags and in-link Anchors Text. For the commercial search-
engines run, we only extracted the candidate subtopics from page snippet (page title 
and description). We adopted a vector space model to represent each fragment. 

, , , , … , ,                                                (3) 

Where wi,f is the weight of a unique word i contained in f. We removed stop words 
and query words from the fragments, because they do not help us to distinguish the 
different fragments. We then used the BM25 [13] algorithm to evaluate the weight:                            , ( 1)(1 ) log 0.50.5                        (4) 

Where tfi is the occurrence of word i in fragment f, and dfi is the number of documents 
that contains i in the corpus. dl is the length of the fragment f. avdl is the average 
fragment length for the query. N is the total number of documents in the entire corpus. 
We set k1=1.1 and b=0.7. 

4.2 Subtopic Candidates Clustering 

We apply a modified Partitioning Around Medoids (PAM) clustering algorithm to 
group similar fragments together. Here is the algorithm: 

1. Initialize: randomly select k of the n data points as the medoids 
2. Associate each data point to the closest medoid. ("closest" here is defined using  

cosine similarity) 
3. For each medoid m 
4. For each non-medoid data point o 

1. Swap m and o and compute the total cost of the configuration 
1. Select the configuration with the lowest cost. 

5. Repeat steps 2 to 4 until there is no change in the medoid. 

Alg 2. Modified paritioning around medoid algorithm 

The similarity between two fragments is determined using the cosine similarity be-
tween their corresponding weight vectors calculated as above using the BM25 algo-
rithm. The PAM algorithm first computes k representative objects, called medoids. A 
medoid can be defined as that object of a cluster, whose average dissimilarity to all 
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the objects in the cluster is minimal. After finding the set of medoids, each object of 
the data set is assigned to the nearest medoid. k is the number of clusters we want to 
generate and traditionally it is fixed as an input of PAM. However, in our task, it is 
not suitable as we do not know the number of cluster (intent) a query has; indeed the 
number is not predictable. Those we had to modify the PAM algorithm to make it 
able to decide an appropriate k. We first randomly choose k points as initial cluster 
medoids. We then assign each other points to the closest medoid. If the closest of the 
medoid is over a value we set experimentally, then we set this point as a new medoid, 
and recalculate from the beginning. 

4.3 Clusters Ranking 

We rank the clusters according to their popularity; using the fragment rank inside the 
commercial search-engine or TMiner and the URLs diversity from the different  
fragments from a cluster. So we give a greater score to the clusters that contains 
fragments from higher ranked pages and clusters that contains fragments from many 
different URLs. Here is the formula used to calculate the score for each cluster:                                              ( )  ∑ 1 ( )( )                                              (5) 

Where w(f) is the weight of the fragment, calculated by the fragments average posi-
tion in the search results. Learning to rank techniques can also be adopted with suffi-
cient training examples and we would like to add this to our future work. 

4.4 Clusters Name Generation 

From the different fragments, we need to generate a readable name for the cluster. We 
first select the most frequent word and then extend it to an n-gram based on the fre-
quency of the other words. We also set that frequency limit experimentally. We kept 
stop words because they can be interesting to name the intent. Then we check if we 
need to add or not the keyword (that we removed from every fragment). So we com-
pare if any original fragment contains or not the keyword, and if more than 50% con-
tains it, we add it, using its position between the most frequent words, in order to 
place it correctly. 

5 Resources Fusion 

In order to improve the diversity, we combined the sub-intents we extracted from both 
external-resources and top-results pages mining. Indeed, both data are coming from 
two different aspect of the internet: one, from the external resources represents the 
queries that people are looking for on internet. And another one, the subtopic mining 
from the top-results pages, that shows the information provided by the website owners 
or participants. 
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A fusion is necessary over a unified model because the two sources of information 
are treated in two different ways; the external resources represent query logs key-
words that we then cluster and rank, while in the top results mining, we do not direct-
ly cluster the subtopics, but we cluster sentence fragments, extracted from snippets, 
h1 tags or anchor texts. And then, we judge if a cluster is valid or not and generate a 
name to the intent. So the two approach are quite different and, in order to maximize 
the performances, a fusion approach is better than a unified model. 

To combine our data, we used a linear combination of the sub-intents obtained 
from the external resources based mining and the top results based mining. After that 
combination, we expected that many sub-intents were actually duplicated, so we had 
to choose a way to recluster and rerank the sub-intents. We applied again our snippet-
based clustering algorithm and experimentally define a similarity value to decide 
whether or not two candidates should be clustered together. At last, to rerank the data, 
we first normalized them by assigning them a percentage of the maximum sub-intent 
score for each query, so we could then compare the score of all sub-intents. 

6 Fusion Optimization 

Combining resources may not only result in performances increase, but may provoke 
a loss of relevancy or diversity. So we optimized the fusion process in order to get the 
best resources combination. So we ran some experiments to verify each resource per-
formances compared to the fusion performance and we found out that the query type 
(navigational: Queries that aim to access a specific website or informational: Queries 
that aim to get general information about a topic) could impact the fusion. Indeed, we 
can see from figure 1 that navigational queries got worst performances after the  
fusion. So we optimized our system to take consider the query type and not apply  
the fusion, but only keep the candidate subtopics coming from the top results based 
mining method. 
 

 

Fig. 1. Fusion Performances for Navigational Queries 
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Indeed, navigational queries aim to directly access a specific website, so subtopic 
extracted through the query logs like resources (like Google Key. Gen.) may not be 
that accurate and diverse. On the other hand, a webpage provide us a lot of possible 
intent subtopics, independently of the query type. So in the case of navigational  
queries, the mining from top results pages will outperform the one from external  
resources and the fusion. 

7 Experiments and Discussions 

7.1 Experiments Setup 

Our experiment is based on a set of 50 queries, used for the TREC Web Track 2012. 
We tested our framework for each one of this queries and evaluated the system. To 
evaluate our work, we used several metrics and statistics, such as Average Precision 
metrics and D#-nDCG. Using these features, we aim to analyses three main part of 
our work: The efficiency of the snippet-based clustering, the different resources anal-
ysis, comparisons and performances and the entire method efficiency analysis for the 
web search results diversification. 

D#-nDCG is a linear combination of intent recall (or “I-rec”, which measures di-
versity) and D-nDCG (which measures overall relevance across intents). The advan-
tages of D#-nDCG over other diversity metrics such as α-nDCG [11] and Intent-
Aware metrics [5] are discussed elsewhere [12]. We used the NTCIREVAL toolkit T. 
Sakai [10] to compute the above three metrics: thus, D#-nDCG is a simple average of 
I-rec and D-nDCG. We use the document cutoff of l = 10 throughout this paper, as a 
post hoc analysis of the runs showed that significance test results based on l = 20 and l 
= 30 are not so reliable. 

7.2 Methods and Fusion Effectiveness 

To test the fusion efficiency, we calculated the D#-nDCG of the fusion run, as well as 
the D#-nDCG for every one of its component (External Resources Mining and Top 
Results Mining). From the table 1, we can see that the I-rec value is higher for the 
fusion, meaning that the diversity is better. And on the other hand, the D-nDCG stay 
the same, implying that the subtopic relevancy has not been impacted by the fusion of 
the subtopics. Furthermore, the optimization run got even better performances, espe-
cially in term of relevancy, contributing to increase the framework efficiency in im-
proving web search diversification. 

The run with the Baseline and Wikipedia did not have much better performances 
due to the fact that few queries out of the 50 query set had a disambiguation topic in 
Wikipedia. Furthermore, the fusion did not get much better results than the Fusion 
because our 50 query set only contained 12% of navigational queries. But if we  
only analyze our system through these navigational queries, we can notice a raise  
of 23.40% in terms of D#-nDCG, with a raise of 40.14% in relevancy (D-nDCG).  
So we can conclude that this optimization really improve our system efficiency for 
navigational queries. 
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Table 1. Multi-resources fusion performances 

Runs D#-nDCG I-rec D-nDCG 

Baseline (Query suggestion & completion) 0.23 0.2398 0.2203 

Baseline + Wikipedia Disambiguation 0.2627 0.2735 0.2519 

Baseline + Google Insights 0.3294 0.3116 0.3472 

Baseline + Google Keywords Generator 0.367 0.3811 0.3529 

Baseline + Google Keywords Generator + 
Google Insights + Wikipedia 

0.3707 0.3908 0.3506 

Baseline + TMiner Snippets, Anchor Texts 
and h1 Tags 

0.3732 0.3971 0.3492 

Baseline + Search-Engines & TMiner Snip-
pets 

0.3685 0.3809 0.3561 

Baseline + Search Engines Snippets + 
TMiner Snippets, Anchor Texts and h1 tags 

0.3787 0.4021 0.3553 

Fusion (Baseline + Ext. Res. + SE & TMin-
er Snippets + TMiner h1 & Anchors) 

0.4023 0.4542 0.3504 

Fusion Optimization 0.4106 0.4587 0.3625 

7.3 Resources Analysis and Comparisons 

We can see from the table 2 that number of unique sub-intent coming from Google 
keywords generator is really higher than any other else resource. Then come the sub-
intents extracted from the top-results pages titles, h1 tag and anchors. Finally, the 
other external resources like the query suggestion and completion, Google Insights 
and Wikipedia, brought relatively few unique queries. Indeed, these resources only 
brings the popular sub-intents, and not a large range of sub-intents. And we found that 
the percentage of unique sub-intents were quite similar for Google Key. Gen. and the  
 

Table 2. Subtopic mining uniqueness performance of different resources of information 

Resources 
Unique 

Sub-intents 
% of Unique 

Sub-intents 
Google Key. Gen. 41.43 47.37% 

TMiner Titles 13.00 43.07% 

TMiner Anchors 12.50 46.23% 

SE Titles 12.22 41.99% 

TMiner H1 8.68 36.50% 

Query Completion 3.12 5.57% 

Query Suggestion 3.07 4.50% 

Google Insights 2.75 3.17% 

Wikipedia Disamb. 0.23 0.26% 
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subtopic extracted from top-results mining. Implying that combining data from both 
information seeker and information provider side has a great complementarity, and as 
a conclusion, improves the search result diversity. Moreover, even if some external 
resources could not provide some new intents, such as query suggestion or comple-
tion, we can still use them to evaluate the popularity of the sub-intent. So, these re-
sources are still important to rank the subtopics. 

7.4 Snippet-Based Clustering Performances 

We found interesting to give some performance about the new clustering way we 
presented, based on the Jaccard Similarity of top results page snippets. We evaluated 
our technique by giving the average precision of the average percentage of clusters 
that first does not contains any subtopic incompatible with the other subtopics of that 
cluster. And then the percentage of clusters that does not have a duplicated intent with 
another cluster. At last, we deducted the percentage of clusters that are valid. 

Table 3. Snippet based clustering precisions 

 Average Precision 
% clusters without wrongly added subtopics 0.953
% clusters with no duplicated intent 0.941
Total % of valid clusters 0.894

 
From our analysis, we can see that the precision for the two specific features of 

wrongly added subtopics and duplicated clusters are around the same and good, im-
plying that the clustering performs well for both. As a result, the average precision of 
the clustering technique is very good by reaching 89.4%. 

8 Conclusion and Future Work 

To conclude, we can say that multi-resource fusion can greatly improve the web 
search result diversification. Indeed, considering both sub-intent mining from external 
services and web pages, enable us to have a wild range of different sub-intent sources. 
Indeed, we could explain it by the fact that, the external resources such as query  
suggestion or Google keywords generator, represent the information that the user is 
seeking, like query logs. While the web page, provide us another complementary 
range of topics, because they are information provided by websites that are expecting 
to fit the users information seeking needs. Furthermore, considering the query type to 
adapt the resources fusion let us improve our system and get even better results. 

Then, we can observe that using query suggestion or completion and Google key-
words generator external resources could be a good alternative for people seeking for 
query logs information. Indeed, no recent public query logs has been released by any 
commercial search-engine. So they could use these data instead. Moreover that the 
data has already been processed and some interesting features, like the amount of 
searches by month is provided. 
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We think that learning to rank techniques can also be adopted for our subtopics 
ranking in both method, and we would like to test different in order to improve the 
framework. At last, in this paper, we only focused on sub-intent extraction, clustering 
and ranking. In a future work, we would like to combine these data with document 
ranking and compare the results with some commercial search-engines results. 
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Abstract. Web queries are time sensitive which implies that user’s in-
tent for information changes over time. How to recognize temporal in-
tents behind user queries is crucial towards improving the performance
of search engines. However, to the best of our knowledge, this problem
has not been studied in existing work. In this paper, we propose a time-
based query classification approach to understand user’s temporal intent
automatically. We first analyzed the shared features of queries’ tempo-
ral intent distributions. Then, we present a query taxonomy which group
queries according to their temporal intents. Finally, for a new given query,
we propose a machine learning method to decide its class in terms of its
search frequency over time recorded in Web query logs. Experiments
demonstrate that our approach can understand users’ temporal intents
effectively.

Keywords: Temporal Intent, Query Classification, Machine Learning.

1 Introduction

World Wide Web is a dynamic information space in which the number and
content of pages continuously change over time. And, many queries could only
be answered accurately under a specific temporal pattern. That is, queries are
dynamic. When a user submits a query to a search engine, Query’s Temporal
Intent is the time of the target information which satisfies the user’s needs. The
temporal intent may include one/several time points or periods of time. And, it
is dynamic and varies with time. A direct application of query’s temporal intent
is to provide search result pages for users more accurately by limiting these
pages’ publishing time belonging to the intent. In addition, search results can be
grouped according to the multiple temporal intents. This can ensure the diversity
of the search results. For example, a user specifying a query ‘presidents cup’ may
need information related to one of many possible subtopics: the Presidents Cup in
golf, chess, tennis, football etc., and they are belong to different temporal periods.
Obviously, detecting all these subtopics by semantics is difficult. However, it
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is relatively easy to identify the query’s temporal intents. Then, they can be
utilized to improve or diversify the search results. Therefore, it is necessary to
study a query temporal intent detection algorithm which can be used to discover
a query’s temporal intent automatically. However, due to queries submitted by
users are usually short and ambiguous, as well as temporal intent is dynamics
and its statistical properties of the target variable change over time in unforeseen
ways, this problem is non-trivial.

In this paper, we propose a time-based query classification approach to try to
detect user query’s temporal intent automatically. We first analyze the shared
features of queries’ temporal intents distributions, such as full-time intent, most
recent time intent, or burst time intent. And, these features can help to obtain
some time-related latent semantics under queries. Based on this intuitional ob-
servation, we present a query taxonomy which group queries according to their
temporal intents. Then, we observed that query’s temporal intent can be de-
tected from its search frequency distributions over time. Thus, for a new given
query, we propose an algorithm to decide its class in terms of its search frequency
curve recorded in Web query logs. The class of a query implicitly represents the
user’s temporal intent of her information need which can help to understand the
query better. We have collected a large amount of queries from TREC (Text
REtrievl Conference) and manually annotated their categories. Experimental
results indicate that our time-based query classification algorithm can group
queries effectively.

The rest of this paper is organized as follows. We introduce related work in
Section 2. In Section 3, we present a query taxonomy which group queries ac-
cording to their temporal intents. Section 4 gives our method of temporal intent
based query classification. In section 5 we discuss the corresponding experiments.
We make some conclusions and our future work in Section 6.

2 Related Work

There is a large amount of previous work on exploring temporal characteristics
of Web queries. Zhou et al. [1] defined temporal intent variability as popularity
changes between the subtopics of a single topic (query) over time. For a given
query, they first calculated the probability of interest of each subtopic over its all
subtopics. Then they used the mean of the standard deviation of each subtopic
as the temporal intent variability of the query. Shokouhi [2] investigated seasonal
query type which represent seasonal events repeat every year and initiate sev-
eral temporal information needs. He focused on detecting seasonal queries using
time-series analysis. He first decomposed a query’s sequence into three compo-
nents: level, trend and season. Then, if the decomposed season component and
raw sequence have similar distributions, he classified the query as seasonal. [3]
presented an approach for understanding the time-varying search query relation-
ships which express commonality in user intent among multiple search queries
at a given time. The time-varying query interactions reflect the changing user
needs over some time period.
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Zhang et al. took the temporal features of queries into consideration in query
substitution for ad search [4]. They extracted temporal features from query fre-
quency curves and proposed a novel temporal similarity measurement by inte-
grating these new features with the query frequency distribution. Jones and Diaz
in [5] pointed out that temporal properties of queries can be used to diagnose the
quality of the retrieval. They presented three temporal classes of queries: atem-
poral query, temporally unambiguous query and temporally ambiguous query.
Metzler et al. [6] investigated implicitly year qualified queries which is a query
that does not actually contain a year, but yet the user may have implicitly for-
mulated the query with a specific year in mind. Asuar et al. [7] studied temporal
signatures of three different types of queries - Navigational, Adult and News
queries, and proposed a method to classify a query into these three types by
computing trends in query-clicks over time.

Chien and Immorlica utilized temporal correlation to identify sets of similar
queries, suggesting that queries with similar frequency patterns are likely to be
related [8]. They defined a formal metric for temporal similarity between queries
and used it to mine sets of related queries from a search log. Nunes et al. [9]
investigated the use of temporal expressions in Web queries. They found that
temporal expressions are scarcely used in the queries. They also found that these
expressions are more frequently used in certain topics such as Autos, Sports,
News and Holidays. Dakka et al. in [10] proposed a framework for handling
time-sensitive queries and automatically identify the important time intervals
that are likely to be of interest for a query. Then, they built scoring techniques
integrating the temporal aspect into the overall ranking mechanism.

Kira et al. [11] proposed a method to compute word relatedness using temporal
semantics analysis. For a given word, they first represented it as a weighted
vector of concepts extracted from concept repository such as Wikipedia or Flickr
image tags and denoted by a time series. Then, they got two words semantic
relatedness by computing the similarity of all possible concept pairs. Giuseppe
et al. in [12] examined the correlation between relevance and time. Then, they
proposed an approach exploiting the detection of publication time peaks for the
query expansion in the Blog search domain. Kira et al. explored how to use time
series technique to model and predict user behavior over time including trends,
periodicities and surprises[13]. Jaewon and Jure explored temporal dynamics of
online content[14]. They treated mentions or interactions with a particular piece
of contents as a time series. Then, they proposed a k-means like algorithm which
uses a special distance measure to cluster time series by their shape.

Although there is a growth in research investigating temporal characteristics
of queries recently, to the best of our knowledge until now few work has been
done to understand user query’s temporal intent. The most similar work is that
Anagha et al. analyzed the distribution of query popularity along four dimen-
sions: the number of spikes, the shape of the spikes, the periodicity of the queries,
and the overall trend in popularity [15]. However, most of them either focused
on only one query type, or did not did not propose an approach to understand
a query’s temporal dynamics automatically.



Understanding Temporal Intent of User Query 337

3 Temporal Intent Based Query Taxonomy

Understanding queries temporal intent is fundamental to understanding the re-
trieval experience. In order to obtain some latent semantics from the distribution
of queries’ temporal intents, we first observe that queries’ temporal intents in-
clude full-time intent, most recent time intent, burst time intent or periodic
intent. Then, we discover that a query’s temporal intent can be reflected by its
search frequencies over time which can be seen as a time series. Finally, we group
queries to the corresponding temporal intent classes according to their temporal
characteristics reflected by their time series, as shown in Figure 1.

Bellow we present definitions of these query classes and corresponding search
time series shapes in terms of their temporal intents.

Query

Query without Time
Intent (QoT)

Query with Time
Intent(QwT)

Query with Multi Time
Intervals Intent (MQ)

Query with One Time
Interval Intent (OQ)

Fig. 1. Temporal Intent based Query Taxonomy

Query without Time Intent QoT denotes queries whose target information
does not belong to any specific time. That is, there is no temporal constraint
for their results. On the other hand, the temporal intent of QoT is full
time. QoT denotes users’ common, frequent and constant information needs.
Consequently, their search frequency curves share a stable trend, for instance
“Java JDK” as shown in Figure 2(a) derived from Google Trends [16].

Query with Time Intent QwT denotes queries which contain implicit time
intents.

Query with One Time Interval Intent OQ are these queries whose target
information belongs to one specific time period. These queries are often trig-
gered by one time unexpected event. As a result, their search curves all
contain a single spike which occurs when there is a sudden increase followed
by a corresponding decrease in query frequency. For example, Octopus Paul
and Haiti Earthquake are OQ, as depicted in Figure 6(d) and 2(c) respec-
tively.

Query with Multi Time Intervals Intent MQ are these queries whose tar-
get information belongs to multi time periods. These queries are often trig-
gered by an event which repeated multi-times.
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Query with Aperiodic Time Intervals Intent AMQ describes MQ whose
multi time intervals are aperiodic. These queries are often triggered by an un-
expected event or user requests, issued aperiodically. Search curves of AMQ
share a common shape with multi aperiodic peaks. For example, “Earth-
quake” is a AMQ, as illustrated in Figure 2(d).

Query with Periodic Time Intervals Intent PMQ denotes MQ whose
multi time intervals are periodic. These queries are often triggered by an
expected event which follows identical or almost identical patterns during
corresponding months of successive years. Search curves of PMQ share a
common shape with multi periodic peaks. For example, “Christmas Present”
gets hot in an annual cycle since it is time for people to select card for their
friends in every Christmas, as shown in Figure 2(e). And, “World Cup” has
the longer period of four years, as shown in Figure 2(f).

(a) Java JDK (b) Octopus Paul

(c) Haiti Earthquake (d) Earthquake

(e) Christmas Present (f) World Cup

Fig. 2. Query Examples from Google Trends

4 Temporal Intent Based Query Classification

As mentioned above, we can see that the search frequency curves of these queries
with the same temporal intent exhibit a common shape. And, queries with differ-
ent temporal intents have different shapes. Therefore, we can understand queries’
temporal intents by classifying queries into corresponding groups shown in Fig-
ure 1 according to their search frequency curve shapes.
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Thus, the remaining problem is that for a new query, we propose a machine
leaning algorithm to justify its category. To achieve this goal, the primary task
is to compare the query data located at different positions of the time axis from
Web query logs in order to detect pattern of the query. We use the conventional
time series to represent temporal query data [17]. Let ft denotes the frequency of
query q issued by all users during the tth time interval, that ‘month’ is used here.
t = 1...N in which N is the number of time intervals. The frequency function F
of a query q over N time intervals is a random ft sequence, denoted as:

F = ft (t=1...N) = {f1, f2, ..., fN} (1)

Preprocessing. F can be decomposed into three components [17], as shown in:

F = mt + st + Yt (2)

Where mt is a slowly changing function known as a trend component, st is a
function with known period referred to as a seasonal component, and Yt is a
random, burst and irregular component. We first need to separate QoT and
QwT, so we estimate and extract the st and Yt. In other words, we remove mt

from F . Here we use Polynomial Fitting to get mt [17],

mt =

k∑
i=0

wix
i (3)

In which k is set to 4 in this paper according the experiments. We choose the
parameter wi by minimizing the following target function:

L(W ) =
N∑
t=1

(ft −mt)
2 +

λ

2
||W ||2 (4)

Where W = (w0, w1, w2, w3, w4). After removing mt, we get F q = st + Yt. An
example is shown in Figure 3.

Features. We use 11 features for the machine learning model in this paper.
Feature1-2 QoT is stable while QwT is burst, so in order to distinguish QwT

from QoT, Mean and Standard Deviation of F q are two obvious features.
Feature3 However, it is difficult to separate OQ and MQ because all their

Standard Deviations are larger. Hence we define a new feature as follows:

SR =
fM −Max({f1, f2, ..., fN} − {fM−m, ..., fM−1, fM , fM+1, ..., fM+m})

N∑
t=1

ft

(5)
In which, fM = Max({f1, f2, ..., fN}) is the frequency of the highest spike.
{f1, f2, ..., fN} - {fM−m, ..., fM−1, fM , fM+1, ..., fM+m} denotes remove these
points {fM−m, ..., fM+m} from the set {f1, f2, ..., fN}. m is a predefined parame-
ter and 2m represents the duration of a spike. We determinem by analyzing these
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Fig. 3. Examples of Removing Trend Component

maximum spikes of all QwT in the query dataset [18]. First we define a threshold
ratio r. If i and j satisfy all {fM−i, ..., fM−1, fM , fM+1, ..., fM+j} > r ∗ fM , then
2m = i+ j. The analyzing result is shown in Figure 4. We can see that if 2m=4,
it can cover at least 74.6% queries regardless of the value of r. Thus, without
loss of generality, in this paper we set m = 2.
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Fig. 4. Analyzing of Spike Duration

Feature4 Another feature is defined as:

MR =
Max({f1, f2, ..., fN})

N∑
t=1

ft

(6)

Which represents the proportion of the maximum frequency and the sum of all
frequencies.
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Feature5-8 We adopt a distance measure that is invariant to scaling and trans-
lation of the time series [14]. Given two query curves F1 and F2, the distance
Distance(F1, F2) is defined as follows:

Distance(F1, F2) = min
α,q

||F1− αF2(q)||
||x|| (7)

where F2(q) is the result of shifting time series F2 by q time units, and || · || is
the l2 norm. This measure finds the optimal alignment (translation q) and the
scaling coefficient α for matching the shapes of the two time series. With q fixed,
||x−αy(q)||

||x|| is a convex function of α, and therefore we can find the optimal α by

setting the gradient to zero: α =
xT y(q)

||y(q)||2 . It is difficult to find the optimal q. In

practice, we traverses all possible values of q to find out the minimum distance.
For a given query curve F , we compute its similarity to all cures of the other

query categories in the training set. We use the mean similarity of the same
query class as one feature. Then, we get four features, represented as DQoT ,
DOQ, DAMQ and DPMQ, corresponding to the query groups QoT, OQ, AMQ
and PMQ respectively.

Fig. 5. Approximate cutoff of Training Data

Feature9-11 First we define the 9th feature cutoff as:

cutoff(X) : Rn− > R (8)

Where Rn is the feature space. We need to learn cutoff from the training data.
However, there are no annotated cutoff on ptraining data. So we have to get an
approximate value of cutoff with Function 9 as shown in Figure 5.

cutoff =

⎧⎨
⎩

value of the median line of “yellow(first)” area if query = QoT
value of the median line of “blue(second)” area if query = OT
value of the median line of “pink(third)” area if query = MT

(9)
Then, we use the former 8 features Feature 1-8 as the input of SVR (Support

Vector Regression) [19] to get the cutoff of the testing data. In SVR, we use
gaussian kernel function with model parameter C = 22.
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The cutoff is used to detect spikes, and we define the number of these spikes
as the 10th Feature. A spike is defined as some continuous points whose values
are larger than cutoff.

In order to identify PMQ well, we define a new feature PD. According to
Feature10, if there exist multi spikes, we use yi to represent the time interval
between two neighboring spikes as shown in Figure 3(b). We get a sequence
{y1, y2, ..., yw}. Then, PD is computed as the Standard Deviation of the se-
quence. Else if there is no or one spike, we set PD with extreme values.

5 Experiments

Corpora. For the lack of standard corpora for evaluating temporal intent based
query classification algorithm, we have to construct data sets. We first extracted
5,000 queries from Web Track of TREC [18] and submit every query to Google
Trends [16] and download its query frequency file. The numbers on the file re-
flect how many searches have been done for the particular query, relative to the
total number of searches done on Google over time. We have to use the file as
the corresponding query’s frequency data to demonstrate our query classifica-
tion algorithm because it is very difficult to get real and large-scale query logs
from commercial search engines. Finally, we manually annotated categories of
these queries in terms of their frequency curves and temporal intent based query
taxonomy definitions described in Figure 1.

Evaluation Measures. We use Precision and Recall in evaluation of the tem-
poral intent based query classification results. If the query category classified
by the algorithm agrees with the manually annotated category, we view it as a
correct classification. Precision is the fraction of classified query categories that
are correct. Recall is the fraction of correct query categories that are classified.
F1-score is calculated using following function: F1 = 2 ∗ (P ∗R)/(P +R).

Classifier and Parameter. With respect to the machine learning model, Sup-
port Vector Machine (SVM) [19] is used in this paper. The input are the eleven
features and the output are the four categories. We used the C-Support Vector
Classification in LIBSVM with the gaussian kernel function and set C = 22.

Table 1. Classification Performance Comparison for Different Query Categories

Query Class QoT OQ AMQ PMQ average

P 0.952 0.928 0.846 0.914 0.910

R 0.973 0.915 0.831 0.924 0.911

F1 0.962 0.922 0.838 0.919 0.910

Results and Discussion. Table 1 shows the results. Because none of the pre-
vious approaches has provided an efficient method to group queries based on
temporal intents, to the best of our knowledge, we have to only analyze our own
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approach. Obviously, our approach achieves high performance for all four query
classes. We can see that the classification performance of AMQ is the worst.
This is because queries tends to fluctuate caused by many factors and AMQ has
more than one spike. If the fluctuation of the spike is not large enough, it is
difficult to detect it. As a result, the query will be mistakenly classified as QoT.
It is obvious the performance for QoT is the best among these four query classes
for the reason that the Mean and Standard Deviations of all QoT’s frequency
curves are very low and our algorithm can identify it effectively. To our surprise,
the performance of PMQ is also very high. This may because the feature SR and
MR can distinguish it from the other query classes well.
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Fig. 6. Feature Effect Analysis. Query Classes Distribution in Pair of Features Space

Feature Effect Analysis. We further analyze some typical features’ effects by
compute the query class distribution on feature space, as shown in Figure 6. It
is obvious that the feature Mean and Stand-Deviation can distinguish QoT from
QwT effectively as illustrated in Figure 6(a). The main reason for this is that
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QoT’s curves Means and especially Stand-Deviations are low. From the Figure
6(b), we can see that the feature combination of MR and SR can classify OQ and
MQ well. MR is used to evaluate the proportion of the second spike frequency
and the sum of all frequencies. As described in the figure, SRs of all MQ are
high. As illustrated in Figure 6(c) and 6(d), the distance between queries of the
same classes are small. This can be used to distinguish queries well.

6 Conclusion

In this paper, we study the problem of how to understand the implicit temporal
intents of user queries. We propose a query classification method to solve this
problem. We first analyze the temporal intents of Web queries. Then, we propose
a query taxonomy based on queries’ frequency over time. Finally, we introduce
a machine learning method based on four features to classify queries into four
categories. Experimental results demonstrate that our approach is effective.

In future work, we will explore more features for temporal intent based query
classification. We also plan to explore the application of temporal intent. Espe-
cially, we will study how the temporal intent can be used to construct a page
ranking model to improve information retrieval performance.
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Abstract. Passive voice is widely used in English while it is less used in 
Chinese, which is more prevalent in patent documents. The difference requires 
us to transform the voice in Chinese-English machine translation in order to 
make the result more smooth and natural. Previous studies in this field are 
based on statistics, but the effect is not very good. In this paper we propose a 
strategy to deal with the Chinese-English passive voice transformation from the 
perspective of semantic. Through analyzing the sentences, a series of 
transformation rules are summarized. Then we test them in our system. 
Experiment results show that the transformation rules can achieve an accuracy 
of 89.1% overall. 

Keywords: passive voice, patent documents, Machine translation, Transformation 
rules. 

1 Introduction 

Voice refers to the expression of the relationship between a verb and a noun phrase in 
a language [1]. It includes two types: active voice and passive voice. Active voice 
indicates that the subject is the agent of the action; passive voice means that the 
subject is the patient of the action. There are passive sentences both in Chinese and 
English, but they have a lot of differences in grammar grammatical concept, form of 
structure, typical usages and semantic roles. In English, passive voice will be used 
when the agent is uncertain or inconvenience to implicit or can be seen from the 
context. In addition, when the sentence emphasizes on the event or action itself rather 
than the agent, the passive voice is adopted, too. However, in Chinese we use active 
voice in most cases except the sentence is used to express the feeling of unhappy or 
unsatisfied. As a result, passive voice is widely used in English while it is less used in 
Chinese. These differences require us to transform the voice in order to make the 
translation result more smooth and natural. 

With the rapid development of the world economy, the update velocity of the 
technical knowledge becomes faster than ever. According to The World Intellectual 
Property Organization (WIPO), patent applications increased year by year and reached 
1.8 million in 2010. Most applications are from China or Europe and effective in these 
areas. In order to better protect the benefit of the applicants, several major Intellectual 
Property Office actively exploring how to improve the effect of machine translation. 
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Patent documents as official and juridical documents, they tend to have some fixed 
formats and they are suitable for machine translation (MT). However, the present MT 
systems don’t have a good strategy to deal with the problem of passive 
transformation, thus greatly degrades the whole quality of MT. 

The writing Center of University of Delaware has done a statistics, result shows 
that the passive form accounts for 65% of all predicate verbs in science and 
technology [2]. According to [3], passive voice is one of the most important 
characteristics in English. There is l/3，even more than l/2 verbs appear in passive 
voice in the field of science and technology. 500 Chinese-English bilingual abstracts 
of patent documents has been analyzed in [4], and found that the passive voice is not 
appeared only in 22 English abstracts. That means more than 95% English patent 
abstracts use passive voice. So it is essential to explore the passive translation 
methods in Chinese-English patent machine translation. 

The remainder of this paper is organized as follows. We discuss the related work  
in Section 2. Semantic analysis of the passive voice is performed in Section 3. Next  
is the transformation process in Section 4. The experiments and discussion are 
presented in section 5. Finally, a conclusion is given and the further work is expected 
in Section 6. 

2 Related Work 

There mainly two fields research on the passive transformation. One field is 
traditional linguistic and the other is information processing field. 

In traditional linguistic field, many papers have realized that passive voice is 
widely used in English, especially in the field of science and technology. Some 
researchers [5][6] has discovered that only transitive verbs can be used in the passive 
voice. Besides the verb must be used to express a kind of act and followed by an 
object. The difference between English and Chinese has been analyzed in [2], they 
proposed that we should follow the language habit and translate the voice as much as 
possible. Meanwhile, they present six methods about how to transform voice. But 
they mainly pay attention to the transformation from English into Chinese. The 
similarities and differences of the constituent components in Chinese and English 
passive sentences have been discussed in [7].They described the situation which 
should transform voice by analyzing the features of the subject, object, predicate or 
the passive preposition in the sentence. 

Though they have an in-depth study on the passive transformation, most of the 
present studies are from the perspective of human rather than the machine, so it 
doesn’t apply to machine translation.  

In information processing field, some researchers has put forward some translation 
methods from the perspective of lexical semantic and syntactic structure [8][9].And 
[10] present a method to dispose the passive transformation based on the Case 
Grammar. However, the related study is still limited in this field.  



348 W. Chang, Z. Liu, and Y. Jin 

Besides in present MT systems, most of them are based on statistics. Among them, 
Google Translator (name it Google for short) is the best. So we select some sentences 
from the patent documents and put them in Google to check the effect.  

Example 1 根据各齿轮的旋转，夹持光盘，并装载托盘12。 
Reference1,: In accordance with the revolutions of the combined gears, an optical 

disk [is chucked], and a tray [is loaded].  
Google: According to the rotation of the gears, the [clamping] disc, and the 

[loading] tray 12. 
Example 2 这个字通过在光学领域内执行逐个比特的布尔“与”运算来识别。 
Reference: The word [is recognized] by carrying out in the optical domain a 

bit-wise Boolean “AND” operation. 
Google: The word through the implementation of the bit by bit in the optical field 

within the Boolean “and” operation to [identify]. 
Example 1 has omitted the subject, and the object has omitted in Example 2. In 

these cases, the words showed by italics should be transformed into passive voice 
according to the usage of English. But the result show that Google failed to transform 
it. After test some kinds of sentences, we find the accuracy of passive transformation 
is low. As we can see though statistical method is the mainstream, it doesn’t have a 
good strategy to treat the passive transformation at the moment. The results reflect 
that it is difficult to achieve a good effect without using syntactic and semantic 
analysis when translating long patent sentences.  

Hence, in this paper, from the perspective of semantic, we propose a systematic 
processing strategy which composed by a series of rules according to the features of 
the patent documents, which has greatly improved the effect of MT. 

3 Semantic Analysis of the Passive Voice 

In English, the structure of “be+V-ed” is used to indicate the sentence is a passive 
sentence, that is to say, it is the mark of the passive sentence. However, in Chinese, 
many passive meaning are expressed by the active form, thus judging whether a 
sentence should be translated into passive sentence in Chinese-English MT system 
should not only rely on the passive mark but also have to observe the sentence 
semantic. Sentences with passive mark are only one kind of the sentences which 
should be transformed, there are many kinds of sentences without passive mark 
should transformed when translating, too. They all should use passive voice when 
translated into English. Different transform methods are adopted in the process of 
transformation according to whether can find a passive mark in the sentence or not. 

3.1 Sentences with Passive Mark in Chinese 

In Chinese, the preposition BEI or SUO are used to mark the passive voice. But there 
are some differences in usage. 

                                                           
1 The bilingual corpus is provided by China Patent Information Center. 
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• Passive Mark BEI 

BEI is an unconditional transformation mark whenever we find BEI before a verb in 
the sentence. Regardless of whether BEI is closely adjacent to the verb, the passive 
voice will be used when translated into English. 

1)Patient+ BEI+ Verb: In this kind of sentences, BEI is immediately before the 
verb, there is no other part between them, the order of the language blocks in the 
sentence would keep unchanged when translated into English. 

Example 3因此提交订单的交易者将被通知成交。(Thereby the trader that sent 
in the order will be informed about the deal.) 

2)Patient + BEI +…+Verb: It is allowed to have an agent or adverb or other 
components between BEI and the verb in this kind of sentences. And the order of the 
language blocks would keep unchanged, too. 

Example 4 如图中可见的，排列单元被匹配单元分离并连接到输入机构3。
(As can be seen in the figure the ranking unit is separated by the matching unit and 
connected to the input mechanism 3.) 

• Passive Mark SUO 

SUO is also a mark of the passive voice. Unlike BEI, there isn’t allow any part 
between SUO and the verb, therefore if we find the word SUO located immediately 
before a verb in Chinese, then we should transform the verb into passive form when 
translated into English. 

Example 5 因此，它不需要处理在第一排列单元所接收的并且不是最优排列
的订单。(Hence, it does not need to handle the order that was received at the first 
ranking unit and which was not top ranked.) 

3.2 Sentences without Passive Mark in Chinese 

Through the statistical analysis of 1000 sentences, we find that sentences should be 
transformed into passive voice when translating and without passive mark can achieve 
the proportion as high as 61%. The data can be seen in Table 1. 

Table 1. Classification of Passive Sentence 

Type Sentence number Proportion 

Sentences with passive mark 390 39% 

Sentences without passive mark 610 61% 

 
From the table we can see that most of the passive sentences are without passive 

mark in Chinese. So it is difficult for the MT systems to recognize the passive 
meaning and transform the verb into passive voice when translating. Though they are 
difficult to distinguish, they have an important role in enhancing the transformation 
accuracy rate. Consequently, they are the emphasis of our research. 

Our research are performed based on the Hierarchical Network of Concepts theory 
(HNC theory)[11], which is a natural language understanding theory from the 
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perspective of semantic. HNC views the language processing as a mapping process 
from the natural language space to the language concept space. The language 
concepts can be divided into two categories: action concept (presenting GX) and 
effect concept (presenting GY) (The action is cause and the effect is result.)[12]. 
According to the concept category of the main verb in the sentence, two sentence 
categories have been classified: global action sentence and global effect sentence. 
And in this section, our work is done based on the division of the two sentence 
categories. 

• Action Sentence 

The verb in global action sentence mainly expresses the meaning of one participant 
exerts a power to the other. Generally speaking, this category of sentences needn’t 
transform into passive voice if the components are complete. But when there is a 
component ellipsis or there is a preposition immediately next to the main verb in the 
sentence, then the sentence should be transformed into passive voice. 

Component ellipsis in sentence. The complete sentence structure is SVO both in 
Chinese and English. However, the sentence without subject or object can be 
frequently found in Chinese. Then the structure of the sentence will become the form 
of “V+NP” or “NP+V”. In these structures, NP acts the patient of the action. So the 
sentences should be transformed into passive voice when translated into English. 

“Verb+Prep” structure in sentence. The compound structure composed by the main 
verb and an immediately adjacent preposition is used to describe an objective 
phenomenon. The subject in this kind of sentences no longer acts the agent, but the 
patient of the action. So we should transform the sentence into passive voice when 
translating.  

• Effect Sentence 

Unlike the action sentences, there is no agent or patient in the sentence, the effect 
sentences are used to describe a kind of objective phenomenon. But when the verb 
expresses a strong result meaning, the word itself implies an agent, so it should be 
translated into passive voice, too. In view of this situation, we have chosen to add 
related property “ALL_PASS” in the knowledge base in order to provide information 
for the MT system. As long as the main verb has the property of “ALL_PASS[Y]”, it 
would be transformed into passive voice in the translation process. 

4 Transformation Rules and Algorithm 

According to several situations we have mentioned above, a series of rules are drawn 
up to transform the passive voice in MT system. 

4.1 Transformation Rules  

• Transformation with Passive Mark in Chinese 

There are mainly two rules in this part according to [13]. 
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Rule 1: 
(b)2{(-1)CHN[被

]}+(0)LC_CHK[E,EG,EP]=>DEL_NODE(-1)+COPY[-1,0]+(0){VOI=P}$ 
Rule 2: 
(-1)CHN[所]&LC_CHK[QE]+(0)LC_CHK[E,EG,EP]=>DEL_NODE(-1)+(0){  

VOI=P}$ 
Rule 1 means that if we can find the preposition BEI(被) before E,EG,EP3 

regardless of whether they are immediately adjacent to node 0, then preposition BEI(
被) will be deleted, components between preposition BEI(被) and node 0 will be 
copied as well as node 0 will be transformed into passive voice. 

Example 6 一条指定水平线的像素数据的扫描级被有次序地存储在一个地址
存储器中。(A scanning level of pixel data for a given horizontal line is regularly 
stored in an address memory.) 

Rule 2 means that if SUO(所) act QE4 and immediately adjacent to node 0, then 
delete SUO(所) and transform node 0 into passive voice. 

Example 7 图像传感器装置所测定的色彩范围取决于光源的色彩。(The range 
of colors measured by an image sensor device depends on the color of the illuminant.) 

• Transformation without Passive Mark in Chinese 

In action sentences, we give different transform rules according to the different 
situations. Several examples are given below. 

Rule 3: 
(-1){BEGIN%}+(b){!LC_CHK[GBK]}+(0){LC_CHK[E,EG,EP]&LC_SC_KEY[

GX]&!CHN[使,具有,使得]}+(1)LC_CHK[GBK]=>(-1)+COPY[-1,0]+(1)+(0){VOI 
=P}$ 

Rule 3 means that if the verb belongs to [GX]5 except the words “使”, “具有”, “使
得”, and we can’t find GBK6 before it, then node (1) will be put forward before the 
verb and the verb will be transformed into passive voice in the process of translation. 

Example 8 在外壳118中在叶片120的径向向内的位置处形成环形凹槽122。
(An annular recess 122 is formed in housing 118 radially inward of blade 120.) 

Rule 4: 
(b){(-1)BEGIN%}+(b){!LC_CHK[L0]}+(0)LC_CHK[E,EG,EP]&LC_SC_KEY[

GX]+(1){END%}=>(-1)+COPY[-1,0]+(0){VOI=P}+(1)$ 
Rule 4 means that if the verb belongs to [GX] and we can’t find L07 before it as 

well as it locates at the end of the sentence, then the verb will be transformed into 
passive voice.  

 

                                                           
2 (b) means looking for something forward. 
3 E, EG, EP are terminologies in HNC which mean the verb in sentence. 
4 QE is a terminology in HNC which means the modifier of E. 
5 GX means action concept. 
6 GBK is short for general object chunk. 
7 L0 is a terminology in HNC which means the mark of main semantic chunk. 
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Rule 5: 
(0)LC_CHK[E]+(1)CHN[至,到,给,于,成]&LC_CHK[HV]=>(0){VOI=P}+ 

DEL_NODE(1)+ADD_NODE(ENG=[to])$ 
Rule 5 means that if there is a preposition immediately behind E and act HV8, then 

we will transform the verb into passive voice and HV will be substituted by the 
English word “to” when translating.  

Example 9 在步骤505中，已标准化的像素数据子集投射到色空间子集中。
(In step 505, the normalized pixel data subset is projected into the color space subset.) 

In effect sentence, we will take advantage of the information which in the 
knowledge base to determine whether to transform the voice or not. One rule is used 
to invoke the information. 

Rule 6: 
(0)LC_CHK[E,EG,EP]&LC_SC_KEY[ALL_PASSIVE]=>(0){VOI=P}$ 
Example 10 具有预定形状的反光板形成于一下壳体中。(A reflection plate 

with a predetermined shape is formed inside a lower casing.) 
Rule 6 means that if the verb has been labeled the tag of “ALL_PASSIVE” in 

knowledge base, it will be transformed into passive voice. 

4.2 Algorithm 

According to the features of the transformation rules, we design the procedure of 
transforming the passive voice in MT system semantically as below: 

Step 1: To determine if there is a passive mark in Chinese sentence. If yes, go to step 
6; if no, go to step 2. 

Step 2: To determine the concept category of the predicative verb. If GX, go to step 
3; if GY, go to step 5. 

Step 3: To determine if there is a component ellipsis in the sentence. If yes, go to 
step 6; if no, go to step 4. 

Step 4: To determine if it is the “Verb + Prep” structure in the sentence. If yes, go to 
step 6; if no, go to end. 

Step 5: To determine if the main verb has the property of ALL_PASS[Y]. If yes, go 
to step 6; if no, go to end. 

Step 6: To transform the verb into passive voice. 

5 Experiments and Result Analysis 

5.1 Experiments 

In this experiment, we have selected 1000 sentences randomly and put them into our 
rule-based system (name it RB for short) to test the transformation effect. Meanwhile, 
we test them in Google, too. Three types of data are counted and the definite data can 
be seen in Table2. 

                                                           
8 HV is a terminology in HNC which means the verb suffix. 
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Table 2. Types of data 

Type Total number 
Should be 

transformed 
Transformed 

Right 

transformed 

RB 1000 632 540 481 

Google 1000 632 515 430 

Then, the Precision (P) and Recall(R) are calculated, and the results are shown in 
Table 3: 

Table 3. Result of transformation 

System Precision Recall 

RB 89.1% 76.1% 

Google 83.4% 68.1% 

 

From table 3 we can see that our system has achieved the higher Precision and 
Recall than Google, and the accuracy can reach as high as 89% overall. The result 
indicates that our method can efficiently improve the translation performance in 
Chinese-English machine translation system. 

5.2 Result Analysis 

Although our system has achieved good results, there are still areas for improvement. 
By analyzing errors in the result, we find there are mainly have four reasons: a) Rules 
have not covered all the kinds of linguistic phenomenon. b) In effect sentence, the 
passive voice transformation mainly relies on the information in knowledge base, so if 
the verb has been wrongly given the information of “ALL_PASS[Y]”, it will be 
wrongly transformed. c) Our work is performed based on the verb; if the verb is 
wrongly recognized in the sentence, then it will not match the right transformation 
rule. That is the main reason that leading to the low Recall. d) The system may be  
left some sentences unanalyzed, thus leading to the transformation work can’t  
be proceeded. 

6 Conclusions and Future Work 

Passive voice is widely used in English patent documents while it is less used in 
Chinese. So it is an important problem in Chinese-English machine translation. In this 
paper, with the guidance of HNC, we first classify the sentences into two types: 
sentences with passive mark in Chinese and sentences without passive mark in 
Chinese. And then analyze them in detail. Wherein sentence without passive mark in 
Chinese is our emphasis, in this part, we further analyze the sentences which should 
be transformed when translating in action sentence and effect sentence respectively. 
Through analyzing amount of bilingual sentences, we have concluded the 
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transformation rules then tested them in our system. Results show that the precision of 
our system has achieved 89.1%.  

In the future, in view of the reasons for the error, we will investigate more 
sentences in order to supplement and refine the existing rules. On the other hand, we 
will further improve the related information in the knowledge base. 

Acknowledgements. This work was supported by the Hi-Tech Research and 
Development Program of China (2012AA011104), and the Fundamental Research 
Funds for the Central Universities. 
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Abstract. Chinese word segmentation dictionary based on the Double-Array 
Trie Tree has higher efficiency of search, but the dynamic insertion will con-
sume a lot of time. This paper presents an improved algorithm-iDAT, which is 
based on Double-Array Trie Tree for Chinese Word Segmentation Dictionary. 
After initialization the original dictionary. We implement a Hash process to the 
empty sequence index values for base array. The final Hash table stores the sum 
of the empty sequence before the current empty sequence. This algorithm adopt 
Sunday jumps algorithm of Single Pattern Matching. With slightly and reason-
able space cost increasing, iDAT reduces the average time complexity of the 
dynamic insertion process in Trie Tree. Practical results shows it has a good op-
eration performance. 

Keywords: Double-Array, Trie Tree, Time Complexity, Word Segmentation 
Dictionary. 

1 Introduction 

Presently the matching algorithms based on dictionary is still the method used by  
the dominant search engine company. The foundation of Chinese word automatic 
segmentation is dictionary, and its structure is directly related to the speed and effi-
ciency for word segmentation. Automatic word segmentation is basis for Chinese 
information processing system, which leads to further syntax and semantic analysis of 
Chinese text[1]. Lexicon will directly influence the segmentation speed. The data 
structure of dictionary is mainly through the indexed methods, which include index 
table, inverted lists, hash tables and search tree[2]. 

A maximum matching algorithm is presented in paper[3]. The nearest neighbor 
matching algorithm document is put forward in paper[4] based on the first word Hash 
algorithm. In paper[5], it presents the dictionary organization method and algorithm 
to combine first word Hash and entire word binary search, and this further improve 
the segmentation speed. Since there are so many Chinese words, it's hard to use the 
Hash table to control the data distribution, and reduce the conflict. There are 6768 
commonly used Chinese characters in GB-2312, each Chinese characters can be 
mapped  uniquely to 1-6768[6]. So we can use Double-Array Trie Tree as the data 
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structure of the Chinese word segmentation dictionary. A linear table based Trie Tree 
is presented in paper[7], and the double array Trie Tree is an improved version. 

The searching efficiency of Double-Array Trie Tree is O(n), n for matching cha-
racter length. It has a good search performance, and weak insert performance. Its 
insert performance is still O(cm2) even after tuning. Here m is the character set size, 
constant C. For the study of Chinese dictionary based on Double-Array Trie Tree, 
method for processing node with more branch first to improve space utilization in 
paper[8].  

As we mentioned before in paper[2], there's a method to arrange the conflict nodes 
into the Hash table without redistribute node to improve the efficiency of the insertion 
process. Yet the Hash conflict is inevitable, and the use of Hash will increase the 
number of search. A optimization method based on genetic algorithm and Sherwood 
double array Trie Tree is purposed in paper[8]. It improves the space utilization rate, 
and it also avoid the local optimal solution for the algorithm.  

In this paper, we will propose an improved algorithm-iDAT, which is based on 
Double-Array Trie Tree for Chinese Word Segmentation Dictionary. iDAT optimize 
the efficiency of inserting together with the ability of search performance as for 
Double-Array Trie Tree. 

2 Double-Array Trie Tree 

2.1 Double Array Trie Tree 

Trie Tree is essentially a deterministic finite state automata, each node represents a 
state. Its state transferred according to the different input variables.  

Double array uses two arrays as base[] and check[] to implement Trie Tree. As-
sume the input character is c, and Double-Array Trie Tree changes from state s to 
state t, it fits for the following conditions. 

 base[s]+c=t (1) 

 check[t]=s (2) 

 

Fig. 1. Structure of Double array Trie Tree 
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For Double-Array Trie Tree shown in the Fig.1, s and t is the array index. With in-
put c, the state s transfer to state t, so we have t=base[s]+c, and check[t]=s. So we can 
say that check array keeps record of the translated state for state t. 

2.2 Insert Processing 

Assuming that each state corresponds to an array index. For state s, if base[s] and 
check[s] are both 0, s stands for an empty place(Note: check can be when the node 
is idle). Assume t1, t2…tn is the suffix state begin with s , c1,c2…cn is respectively 
corresponding to the input state transition. base[s] is defined by the following 
process: 

If there's a base[s], where base[s]+c1=0, base[s]+c2=0, …base[s]+cn=0, the 
base[s] can be accepted. The suffix state ti can be stored in the base[s]+ci. 

If the new tx suffix state appears, and the corresponding array for base[s]+cx is 
not empty, then we need to redo the above process, and recalculate value for 
base[s]. 

To determine the value of base[s], the entire array need to be traversed. The ini-
tial value of base[s] is determine by finding the empty node. 

2.3 Insert Optimization 

To avoid traversing arrays for an empty node from the very beginning, empty state 
can be used to construct the empty state sequence based on double linked table 
structure, as follows: 

Assume 1 2, ... cmr r r  are the array index of the empty state for double array state  

 check[0] = - 1r  (3) 

 check[ ir ] = - ir +1 ;      (i ∈ [1, cm-1])  (4) 

 check[ cmr ] = 0  (5) 

 base[0] = - cmr  (6) 

 base[ 1r ] = 0     (7) 

 base[ ir +1] = - ir  ;       (i ∈ [1, cm-1])   (8) 

From the above definition, when the check value is negative, it indicates that the 
location is empty. 

Under the array based double linked table structure, we can choose the value for 
initial state base[i] by directly traverse empty nodes.  

This reduces the time compared with the traversal of the entire array. It also op-
timizes the node deletion operation with double linked table structure. 
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3 Improved Algorithm 

The Double-Array Trie Tree saves the space compared with the traditional Trie Tree. 
When this insert processing encountered conflict, it need to determine the maximum 
sub-prefix base value, and this is time costly. To solve this problem, we propose a 
iDAT algorithm to optimize its insertion time complexity with the same search effi-
ciency. 

3.1 Definitions for iDAT 

We have the following definitions for iDAT. 

1. 1 2{ ... }lN n n n=  is the base(or check) array node set, ni denotes the i node, i is 

corresponding the array index, l is the array size, and l=N_Length;  

2. 1 2{ ... }mR r r r=  is the all empty node set in N, rj is the j-th empty node, m is 

empty node length; m=R_Length;  

3. T is the maximum sub-prefix under insert state, 1 2 _{ ... ... }k s lengthS S S S S=  is 

T's child nodes character set. Since base[s]+c=t, the character sequence in S set, 
which was created by traversal N, is in ascending order. So we have 

1k kS S −>  and 

its length is s_length;  

4. Assume * * * * *
1 2 _{ ... ... }k s lengthS S S S S=  is all the inserted child nodes character 

set. pos(
*

1s ) is the index for the latest insert character 
*

1s ;  

5.Assume START as the last character to be inserted position in Set S. Since 

base[ ir +1] = - ir , we have START = -base[pos(
*

1s )]; 

3.2 Hash Table 

Assume the length of Hash table D=N_Length/10, and mapping function as 
Hash(t)=t%D. We use linked list to solve the node conflict.  

step 1: For the empty node counting, we have a temporary variable tem=0 to in-
itialize the Hash table ht[D];  

step 2: After double array dictionary is initialized, we traverse the empty node 
from the check[0] position;  

step 3: For the empty nodes corresponding array index, a Hash transform is done 
sequentially. 

step 4: Let ht[Hash(i)]=tem; tem value increased by 1,here i is the current empty 
array index.  

Here count is sum of all the empty node before the array position. 
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3.3 Skip Function 

To improve and accelerate the algorithm, we design a skip function isAc-
cept(S,START) to determine whether to skip certain base.  

The detail work flow is listed as, 

step 1: Assume 1lengths s sΔ = − , sΔ  stands for intervals between lengths
 
and 

1s . So the insertion position for 1s  should be START - sΔ . Try to find whether 

check[START - sΔ ] is less than 0. If it is less than 0, the location is empty and 
enter step2. Otherwise it jump out and returns false; 

step 2: Calculate ( ) ( _ )count hash START hash START s lengthΔ = − − -1,Here 

Hash(START) is the empty position number before START. countΔ is the empty 
node numbers between the head node and tail node in Set S. IF 

_count s lengthΔ < -2 , jump out and returns false. Otherwise enter step3;  

step 3: 0

_
[ ]

s length
base T START S= − , here 0[ ]base T  is the initial values of 

base[T]. Let's record the value and return true 

3.4 Tree Construction 

The construction steps are described as, 

step1: initialization the dictionary according to the Double-Array Trie Tree op-
timization flow described before. For the initialized array, let's construct empty 
node linked table as formula (3)-(8). Then create Hash table. 

step2: Assume insert word is T xs , base[T]+ xs is not empty. Let's traverse the 

check table, and get the character set 1 2 _{ ... ... }k s lengthS S S S S= ,whose suffix is 

the maximum sub-prefix T. 
step 3: Set S as input parameter for isAccept(S,START). If the return value is 

true, it determines the initial value of base[T], and enter step4. Otherwise enter 
step5. 

step 4: Process node inserting as described in iDAT algorithm. If the initial value 

for base is found, let's record the pos(
*

1s ). Otherwise enter step5. 

step 5: According to the formula base[ri+1] = -ri, change the value of START, 
and jump to step3. 

step 6: If pos(
*

1s ) is 0, let's update the Hash table as described in step1. 

The skip function isAccept(S,START) is a convergence algorithm. Its ordinary 

time complexity is O(1), and its worst-case complexity is O( 2cm )(here c is con-
stant,m is empty node number). Since the isAccept function has the ability to skip and 
jump quickly. It avoids some unnecessary compare, and also reduces the average time 
complexity of the algorithm. 
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To improve the average time complexity, we create a Hash table. It does cost some 
space. In order to minimize the number of maintenance for Hash table. iDAT achieves 
inserting from back to front. 

4 Evaluations 

The experiment try to compare our improved double array Trie Tree(iDAT) solution 
with the optimized double array solution proposed in paper[8]. 

The experimental environment: CPU Core i7, Memory 16Gb, Operating system is 
window7, Programming language is Java over Eclipse. The dictionary to be tested is 
the open Chinese lexicon provided by sogou (http://www.sogou.com/), which in-
cludes 157201 entries. After we load the test dictionary with Double-Array Trie Tree, 
the base ( check ) array size is 574464. 

During the constructing of Double-Array based Chinese dictionary, we find 
through the actual simulation ,that there is a certain relationship among the success 
rate of insertion, double array empty node proportion, and insert node number. 

 

Fig. 2. Diagram of relation between insert successful ratio and insert node number 

Fig. 2 shows relation between insert successful ratio and insert node number. Idle 
rate is the proportion of empty nodes in the array sizes. There are three array idle rate, 
which are 3/4, 2/3, and 1/2. The X-axis is the insert node number, and the Y-axis is 
the success rate. From Fig. 2, we can find that with constant idle rate, the success rate 
of insertion may have radical transition under certain insert values.  

For the insertion algorithm, the word with a number of child nodes has the high 
priority. Based on the idle rate of array, it choose to allocate new space in the tail of 
word. This can help to skip the insertion position selection process for entire array, 
and can further improve the efficiency of the insertion algorithm. 

From the simulation data, we find that the idle rate in array is about 2/3. So we use 
the red curve to mark them. When the node number exceeds 35, we allocate some 
new space in the end of the array.  
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The size of new space is determined by the mapping code range for the child 
nodes. The time cost comparison for iDAT and EDS is shown in table 2.  

Table 1. Time cost comparison for iDAT and EDS 

Insert entry \ Algorithm EDS iDAT 
100 6.47 5.49 
200 9.23 7.01 
300 12.89 10.72 
400 22.58 18.36 
500 31.59 22.61 
600 40.04 28.18 

 
As can be seen from Table 1, the advantage of iDAT is not obvious for less insert-

ing entry. Accompany the  increasing for entry, the optimized solution will skip more 
unnecessary compare. It seem more effective.  

The Hash table used in iDAT need extra space cost. The simulation result shows 
that ,when the size of hash table is about 1/10 to the total double array size, the per-
formance can meet the requirements. Table 2 shows the analysis of the space cost of 
two methods. 

Table 2. Space cost comparison for EDS and iDAT 

algorithm space cost 

EDS array size 574,464 

iDAT Array size 583,632  Hash table size 57,449 

5 Conclusions 

In this paper, we introduce iDAT, which is an improved algorithm for Chinese word 
segmentation dictionary based on double array Trie Tree. iDAT can implement fast 
mechanical word segmentation, such as maximum matching or reverse matching. 
Time cost for search in iDAT is almost the same with the original solution. But it is 
more effective than other solutions in insertion operation. In iDAT also can solve the 
space cost problem for traditional Trie Tree during Chinese word segmentation. An-
yway, the idle rate for array is about 60% in the actual simulation process. Further 
research on the algorithm to optimize the space cost need to be done. 
 
Acknowledgment. This paper is supported by the Opening Project of State Key La-
boratory of Digital Publishing Technology. 



362 W. Yang, J. Liu, and M. Yu 

References 

1. Huang, C.N.: A review of ten years of Chinese word segmentation. Journal of Chinese In-
formation 147, 195–199 (2007) 

2. Zhao, H.Y.: A study on Chinese word segmentation based on Double-Array Trie Tree. 
Journal of Hunan University 22, 322–329 (2009) 

3. Zhao, C.Y.: A word segmentation method based on the word. Journal of Soochow Universi-
ty 18, 44–48 (2002) 

4. Chen, G.L.: An improved fast segmentation algorithm. Journal of Computer Research and 
Development 37, 418–424 (2009) 

5. Li, Z., Xu, Z., Tang, W.: A full two points maximum matching in Computer Engineering 
and application of fast segmentation algorithm. Journal of Computer Science 38, 102–108 
(2005) 

6. Li, J.: A fast algorithm for query Chinese dictionary. Journal of Chinese Information 137, 
97–101 (2006) 

7. Wang, S.: Research on Double-Array Trie Tree algorithm optimization and its application. 
Journal of Chinese Information 138, 131–137 (2006) 

8. Wang, S., Li, Z., Ke, X.: Based on improved genetic algorithm and Sherwood thought the 
Double-Array Trie Tree. Journal of Computer Engineering 78, 231–236 (2009) 



G. Zhou et al. (Eds.): NLPCC 2013, CCIS 400, pp. 363–369, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Study on Tibetan Word Segmentation as Syllable Tagging 

Yachao Li and Hongzhi Yu 

Key Lab of Chinese National Linguistic Information Technology,  
Northwest University for Nationalities, Lanzhou, China 730030 

harry_lyc@foxmail.com 

Abstract. Tibetan word segmentation (TWS) is the basic problem for Tibetan 
natural language processing. The paper reformulates the segmentation as a 
syllable tagging problem, and studies the performance of TWS with different 
sequence labeling models. Experimental results show that, the TWS system with 
conditional random field achieves the best performance in the condition of 
current 4-tag set, at the same time, the other models achieve good results too. All 
the above show that, the segmentation as a syllable tagging problem that is an 
efficient approach to deal with TWS. 

Keywords: Tibetan, word segmentation, sequence label. 

1 Introduction 

Tibetan is alphabetic writing that contains 30 vowels and 4 consonants and spoken by 
about 6 million people in China. There is no space delimiter between adjacent Tibetan 
words, therefore, tokenization itself, is challenging task in Tibetan information 
processing. 

Tibetan word segmentation dates back to the work by Zhaxiciren in 1999 [1], and 
has many important researches. Chen [2] proposed a TWS scheme based on case 
auxiliary words and continuous features, which could detect and eliminate 
segmentation ambiguities and deal with unknown words. The scheme has much more 
practical and achieves better performance. Qi [3] proposed a three level method to 
segment Tibetan text, this approach is based on the research of Tibetan form logic case, 
semantic logic case, phonological tendency studies. Caizhijie [4] introduced a TWS 
system using reinstallation rules to identify abbreviated words (AW) for the first time. 
Liu [5-6] proposed a method to identify Tibetan numbers based on classification of 
number components, and presented a novel approach for TWS using the conditional 
random fields. The approach combines the TWS and abbreviated word recognition in a 
unified tag set, is one of the most major results of TWS. 

Most of the methods above are based on dictionary matching (maximum matching) 
or linguistic rules, and use some simple statistical information as auxiliary method, 
such as word frequency, entropy and so on. The TWS with machine learning has 
received less attention, because of there is lack of human-annotated corpus in Tibetan. 
Liu reformulates the segmentation as a syllable tagging problem, one of the latest 
research results, this approach uses statistical machine learning model and achieves the 
best performance [6]. 



364  Y. Li and H. Yu 

TWS as a syllable tagging problem dates back to the fundamental work by Xue [7], 
published in the first SIGHAN in 2002, this approach reformulates word segmentation 
as a sequence tagging problem, namely identify the position information of a character. 
In recent years, many experimental results show that, the method with character 
tagging effetely, becoming the mainstream, and implement in the TWS successfully. 

The paper studies the TWS as syllable tagging, and implements experiment with 
maximum margin markov networks (M3N), maximum entropy (ME), conditional 
random fields (CRF) respectively. The plan of the paper is as follows. In Section 2 we 
introduce the Tibetan syllable tagging problem, and compare the performance of 
different sequence labeling models. Section 3 introduces the sequence labeling models 
used in the paper. Section 4 gives the experimental results, and Section 5 concludes the 
paper. 

2 The TWS as Syllable Tagging 

TWS based on syllable tagging dates back to the work by Xue [7], which reformulates 
the segmentation problem as a character tagging problem. The approach has become 
the mainstream in Chinese word segmentation. 

Tibetan is alphabetic writing and Tibetan word constituted by syllables. Many 
Tibetan syllables can occur in different position within different words. We can get 
segmentation results according to the position of syllable. Therefore, it is an effective 
method that, reformulates the segmentation as a syllable tagging problem, and then use 
machine learning model to label syllables automatically.  

Table 1. The Tibetan syllable can occur in many word-internal positions 

 
 
We can use “BMES” to denote the four tag-set of Tibetan syllables. It is tagged B if 

it occurs at the begin of a word. It is tagged M if it occurs in the middle of a word. It is 
tagged E if it occurs at the end of a word. It is tagged S if it forms a word by itself. In the 
light of the 4-tag set of Tibetan syllables, Liu introduced a method, it add two tag SS 
and ES besides “BMES”, SS denotes a monosyllabic word contains abbreviated word, 
ES denotes a multi-syllable word contains abbreviated word. Li [8] proposed an 
approach called TagSet-2 in the next section, which is the prophase study of this paper. 
Experiments show that the TWS system adopted TagSet-2 achieved a better 
performance. So in this paper, we adopt the TagSet-2 as our syllable tag set. The 
different between Liu and TagSet-2 showed in table 2. 

Position Example Meaning Tag

Single  Reword S

Begin  Knowledge B

Middle  Intellectual M

End  Desire E
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Table 2. Examples of TagSets 

 
 
Syllables segmented by “ ” (tsheg) in the ancient Tibetan, however, there are no 

“tsheg” between some case auxiliary words and its prior syllable, these words called 
abbreviated words. For example “ ” (In the past five years，vdas pai lo 
lnga), there is no “tsheg” between in the third segmentation unit and the second 
segmentation unit. In Tibetan word segmentation, we should properly handle six 
abbreviated words, namely “ ” (sa), “ ” (ra), “ ” (vi), “ ” (vo), “ ” (vang), “ ” 
(vam). Abbreviated words recognition has great influence on Tibetan syllable 
recognition, which is an important problem that we must face in the Tibetan word 
segmentation. 

In the light of abbreviated words recognition problem, Li [8] proposed an AW 
recognition method with sequence labeling, which reformulates segmentation problem 
as a binary classification problem, and then adopts sequence labeling model to 
recognition syllables. Tibetan word segmentation system, using AW recognition 
method listed above, need two steps, first recognizes the syllable sequence; second 
syllable labeling. The system is time consuming. To solve the problem, we consider the 
six abbreviated words as a unit, in order to alleviate the balance between of the 
precision of abbreviated words recognition and the system efficiency. The approach is 
the results of this paper's preliminary study, and has a best performance [8]. 

Example1:“ ” (Manufacturing and selling inferior products, tsong 
sog rdzun ma bso vtsong byed). Example1 is listed to illustrate the Tibetan word 
segmentation based on syllables tagging. First, sequence labeling model was used to 
label syllables, the result is “ ”; on the basis of labeling 
result, we can reduction preliminary segmentation result “ ”; in 
the next, the processing of digital, time and date; finally, output the segmentation 
result. 

3 Sequence Labeling Model 

Statistical machine learning models are widely used in word segmentation tasks, these 
models can be classified into two categories: one is based on maximum margin 
learning, such as support vector machine (SVM) [9], which is widely used in 
classification; the other is based on the criterion of maximum likelihood estimation, 
such as maximum entropy (ME) [10], conditional random field (CRF) [11], these 
models are successfully used in Chinese word segmentation. 

Maximum entropy and conditional random field are widely used in Chinese word 
segmentation. Maximum entropy was used in the early study of Chinese word 

type of word Example TagSet-2 Liu

1 syllable+AW  (ngs) S-S SS

2 syllable+AW (bnas pvi) B-E-S B-ES

3 syllable+AW (ma byas pavm) B-M-E-S B-M-ES

/ / / / / ”

B E B E S S

”
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segmentation; conditional random field has been proved to be an excellent sequence 
tagging model; at the same time, maximum margin markov networks (M3N) was used 
in segmentation also. Conditional random field is successfully used in Tibetan word 
segmentation too, but no references have given about the effect of others model. We 
hope in this article that, implement these three models in the Tibetan word 
segmentation and compare these models in the same condition. The feature templates 
used in this paper showed in table 3.  

Table 3. Feature templates 

Features Meaning 

Cn(n = -2,-1,0,1,2) 
The ith syllable to the left/right of 

the current syllable 
CnCn+1(n = -2,-1,0,1) Adjacent two syllables 

C-1C1 
Two syllables before and after 

the current 

3.1 Maximum Entropy 

Maximum entropy was proposed by E.T.Jaynes in 1950s [10], and was used in natural 
language processing by Della Pietra. The basic principle of ME is that using the given 
samples, and select a probability distribution conform to the training sample, it must be 
satisfy all the facts that known. Without additional assumptions and constraints 
conditions, for those uncertain samples, ME will give a uniform probability 
distribution. Entropy is measure of the uncertain, the greater the uncertain, the greater 
the entropy, and the more uniform distribution. Maximum entropy model: arg max ∈ ( )                            (1) H(P) is the entropy of model P,C is the collection of model that satisfy constraints, 
the following need to seek P ，P  represented as follows: ( | ) ( ) exp (∑ ( , ))                   (2) Z(x) is the normalization constant, represented as follows: ( ) ∑ exp (∑ ( , ))                       (3) 

 is the weight parameters of features. 

3.2 Conditional Random Field 

Conditional random field, proposed by Lafferty [11], is a statistically sequence labeling 

model, for more information in the reference 12.  
We reformulate the segmentation problem as a syllable tagging problem, and 

generates a linear-chain CRF based on a undirected graph G = (V,E). V is a set of 
random variables Y, Y = {Yi|1 ≤ i ≤ n}, for the n units needed to label in the input 
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sentence, E = {(Yi-1, Yi) |1 ≤i ≤ n} is the linear-chain composed of n-1 edges. For each 
sentence x, define two non-negative factors: 

For each edge: exp (∑ ( , , ))                       (4) 

For each node: exp (∑ ( , ))                          (5) 

fk is a binary feature function, K and K'  is the number of features defined in each 
edges and each nodes respectively. 

Given a sequence x need to label, conditional probability corresponding tag 
sequence y is: 

    ( | ) ( ) exp (∑ ( , , )( , ) ∑ ( , )( , ) )          (6) 

Z(x) is normalized function, given the sequence x, the corresponding tag sequence y 
is given by Argmaxy'P(y'|x). 

3.3 Maximum Margin Markov Networks 

M3N is the extension of multi-class support vector machine (SVM) in the condition of 
structure prediction [12], the goal of M3N is constructing a mapping function :  
from observation example set ( , ( )) ( 1, … , ) . :  is 
defined by weight coefficient vectors wi(i=1,…,n), each weight coefficient vector 
corresponds a feature function f(x,yi,yj), the function denoted by f(x,y), the goal of 
classifier is the solution of function hw: ( ) arg max ∑ ( , ) arg max ( , )              (7) 

4 Experiments 

In our experiments, the training set and the test set are come from CWMT2011. Total 
corpora divided into two parts according to the ratio of 3:7. The training set contains 
856647 words, and the test set contains 300000 words, and out of vocabulary rate is 
1.7%. 

We can evaluate the approach by Precision (P), Recall (R) and F-score (F). P, R and 
F calculated as follows: P                100%        (8) 

R                100%         (9) 

P     100%                        (10) 

We implemented three Tibetan word segmentation systems based on CRF, ME, 
M3N respectively. CRF model, ME model and M3N mode are implemented by 
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CRF++1, maximum entropy toolkit2 and pocket_m3n3 respectively. There are illegal 
tags in ME and M3N, but is rarely in M3N. Therefore, we add feature tags and use 
dynamic programming to post-processing in the system with ME, called ME+D below. 
Experimental results showed in Table 4. 

Table 4. Experimental results 

TWS R(%) P(%) F(%) 

ME 94.11 93.02 93.56 

ME+D 95.05 93.89 94.47 

M3N 94.38 94.34 94.36 

CRF 95.35 95.32 95.33 

 
Table 4 shows that, F-score of all the system reach 93%. This suggested that, 

reformulates the segmentation as a syllable tagging problem gets a good treatment of 
Tibetan word segmentation problem. 

In the four TWS systems, F-score of the system based on CRF achieves 95%, gets 
the best result, which shows that, at the condition of four-tag set, CRF model gets a 
better treatment of Tibetan word segmentation problem compared to the other models. 

5 Conclusion 

This paper adopts the method based on syllable tagging, and compares the performance 
of different sequence labeling models. Experiments on our training set and test set show 
that the TWS system based on CRF outperforms all the system and achieves the best 
F-score. According to the experimental results Tibetan word segmentation based on 
syllable tagging can achieves a good performance. 
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Abstract. To alleviate the problem with Chinese being poor at telling the dif-
ference between spoken and written English which is important for learning and 
using the language, we propose to classify English sentences with bilingual in-
formation into the two categories automatically. Based on the text categoriza-
tion technology, we explore a variety of features, including words, statistics and 
their combinations, and find that a classification accuracy nearly 95% can be 
achieved in the open test through Chinese characters + sentence length + aver-
age syllable number, or other similar combinations. 

Keywords: Text categorization, Sentence classification, Spoken and written 
language, Bilingual sentences. 

1 Introduction 

Back in the early twentieth century, foreign academics began the studies on spoken 
and written English. Spoken English (or Colloquialism) refers to the expressions em-
ployed in conversational or informal language but not in formal speech or formal 
writing [1]. Colloquialisms include words (such as gonna and wanna), phrases (such 
as old as the hills, raining cats and dogs and dead as a doornail) and aphorisms (such 
as There's more than one way to skin a cat) [1].  

Professor Chafe indicates that fragmentation and involvement are related to the 
spoken language, while integration and detachment are associated with the written 
[2]. Due to very little time for utterance planning and deep involvement of communi-
cators in the conversational context, the spoken sentences are simple and short, one  
or a few of which express a fragmental idea unit. In contrast, writers tend to integrate 
more information into an idea unit and detach the language from specific conversa-
tional context by using a variety of devices such as clauses, the passive voice or  
nominalization. [2]  

                                                           
* This work had been done while the author was visiting Microsoft Research Asia.   
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Statistics online show that in 2006 about 300 million Chinese people were learning 
English, over one third of which were students, and the number was growing quickly. 
Gui and Yang [3] point out that most learners of English as a Second Language (ESL) 
write as native English speakers talk. The English learners from Chinese universities 
show a strong colloquial tendency in their written, which isn’t improved significantly 
by more time spent on learning [4]. 

Sample sentences are very useful for English learners. Today we can mine millions 
of English-Chinese bilingual sentence pairs from web to build a tremendous sample 
sentence corpus. If we can further label them with spoken or written English with a 
relatively high accuracy, learners may hopefully get the ability to tell between spoken 
and written through reading many labeled samples besides theories. It would be an 
excellent complement to the mainstream English teaching. 

The idea above seems promising thanks to the fast development of the text catego-
rization (TC) in the recent years. The research on TC has long focused on the  
document classification (DC), such as the spam detection in e-mails [5], the news 
classification [6][7], etc. Recently, some researchers have moved their focus onto the 
sentence classification (SC) and achieved some results, such as the Chinese question 
classification [8], the classification of sentences in e-mails [9], in legal documents 
[10], in the abstracts of medical literatures [11], with different class sets.  

To alleviate the problem with Chinese being poor at telling the difference between 
spoken and written English which is important for learning and using the language, 
we propose to classify English-Chinese bilingual sentence pairs mined from web into 
the two categories, spoken and written English, automatically. We focus on exploring 
a variety of features to find a feature group performing adequately in our experimental 
environment and to help English learners in practice. 

2 Problem Formulation and Method 

2.1 Problem Description and Data Set 

Our mission is to classify a sentence into spoken or written English. A sentence s 
refers to an English sentence with its bilingual counterpart, like “Nice to meet you! / 
很高兴见到你！”. The class set is C={Spoken, Written}. We put the mission as a 
classical supervised machine learning problem. Given a few labeled sentences S={(s1, 
c1), (s2, c2), …, (sn, cn) | c1…n∈C } as a training set, a target function f:S→C [12] is 
learned on it, which is called the training phase. In the predicting phase, given an s as 
the argument, f outputs its label c∈C.  

Due to the lack of standard data sets for our mission, we constructed the data set by 
our own. The training set contains about 20,000 bilingual sentence pairs in movie 
lines mined from web as the spoken part, and about 25,000 sample sentences 
(bilingual) from authorized English-Chinese dictionaries like “A bond is a promissory 
note, usually issued for a specified amount. / 债券是一种期票，通常以一定数额发
行。” as the written part. We randomly sampled hundreds of bilingual pairs from 
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another big set automatically mined from web, and manually labeled 800 ones (400 
spoken + 400 written) for the open test. 

2.2 Sentence Representation 

We use Vector Space Model (VSM) to represent the sentence space. If only words  
are put as features, a sentence can be represented as an N-dimensional vector  
<w1, w2, . . . ,wN>, where N represents the number of different words in the training 
set, and wk is the weight of the kth word in the sentence. We follow Khoo to use 1/0 as 
the weight value [9] representing if the word appears in the sentence. Other features 
than words will be also introduced into sentence vectors, which will be discussed in 
Section 3. 

2.3 Classification Algorithm 

Support Vector Machines (SVM) solves some critical problems for machine learning, 
such as the small sample, nonlinear, high dimension and local minima, etc. [14] The 
SVM classifier does well in [9-12], and it is essentially a two-class classifier [13], 
suitable for our mission. Through survey, we chose LIBLINEAR [15] for our experi-
ments. The performance of its linear SVM classifier meets our requirements. 

2.4 Evaluation Metrics 

We use the classification accuracy A to evaluate the overall performance of the two-
class classification, as defined below:                                              (1) 

Here TP1, TP2, FP1, FP2 represent the number of true positive on Class 1/2, false 
positive on Class 1/2 respectively. 

For each class, we use precision P, recall R and F1 to evaluate the performance, as 
defined below (taking Class 1 as example):                                                           (2) 

                                                          (3) 

1 2                                                        (4) 

Here TP1, FP1 represent the same as above, and FN1 represents the number of false 
negative on Class 1. 
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3 Sentence Features 

3.1 English Words and Chinese Characters 

Following the reported DC and SC experiments, we use English words (EW) and 
Chinese characters (CC) as features to encode the class information. For “Nice to 
meet you! / 很高兴见到你！”, the features are:  

• EW (lowercased): nice, to, meet, you; 
• CC: 很, 高, 兴, 见, 到, 你. 

3.2 Statistic Information of Sentences 

Sentence Length. According to [2], most spoken sentences are simpler and shorter 
than written ones, which inspires us to adopt sentence length (SL) as a feature. In 
practice, we put the number of the words in an English sentence as its SL. 

Average Syllable Number. According to [1-2], the spoken language often occurs in a 
conversation, easy to speak and understand, so syllables of its most words could be 
less than those of big words in the written. Therefore we introduce average syllable 
numbers (ASN) as a feature, as defined below: ∑                                                                (5) 

Here M represents the number of the words in an English sentence, and swk 

represents the number of the kth word syllables gotten from a syllable dictionary. If the 
jth word doesn’t exist in the dictionary, we assign swj an approximate value, one third 
of the word letter number. 

Flesch–Kincaid Grade Level [16]. The Flesch–Kincaid grade level (F-K) is designed 
to indicate the readability of a piece of English text. The lower its value is, the easier 
the text is to understand. As mentioned above, the spoken language is easier to under-
stand than the written, which means that their F-Ks could be different. Therefore we 
introduce F-K as a feature. The formula to calculate F-K is defined below: 0.39   11.8   15.59           (6) 

Here Total Words, Total Sentences, Total Syllables represent the numbers of all the 
words, sentences, syllables of the text respectively. For a single English sentence, 
Total Words is SL defined above, Total Sentences is 1, and Total Syllables divided by 
Total Words is ASN defined above. Therefore the formula can be transformed into the 
following one:  0.39 11.8 15.59                               (7) 

So, F-K is a weighted sum of SL and ASN when used for a sentence.  
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4 Experiment Results and Analysis 

To verify the features discussed above and to find feature combinations performing 
well, we conduct the following three experiments, in all of which there are close and 
open tests. In the close test, we adopt 10-fold cross-validation [17]. Meanwhile, for 
the practical application, we pay more attention to the open one, and use the evalua-
tion metrics P, R, F1 only in it. 

4.1 Words as Features 

Table 1 shows the experiment results of using English words (EW), Chinese charac-
ters (CC) and EW+CC as features. In the open test, CC performs best, while EW does 
far from expected. In the close test, the three kinds of features do better than in the 
open one, especially EW.  

The results indicate that data is more consistent with each other inside the training 
set than with that from the testing set, which is not surprising due to the lack of ma-
nual labeling for the training set. There must be spoken sentences in the samples from 
dictionaries. Many spoken words were introduced into the written part when we con-
structed the training set. The classifier trained on it labels the spoken with the written 
in the open test. That is why the spoken recall is much less than the precision, and the 
written is in reverse. 

From the perspective of Chinese characters, the training data is more consistent 
with the testing data, because the Chinese part of a sample in dictionaries is relatively 
formal no matter its English counterpart is the written or not. Therefore the classifier 
trained with CC performs better. 

Table 1. The experiment results of words as features (%) 

(C: close test, O: open test, S: spoken, W: written) 
Feature(s) A(C) A(O) F1(S) R(S) P(S) F1(W) R(W) P(W) 

CC 93.11 90.75 90.19 85.00 96.05 91.25 96.50 86.55 
EW 94.39 81.25 79.67 73.50 86.98 82.60 89.00 77.06 

CC+EW 95.57 87.38 86.37 80.00 93.84 88.24 94.75 82.57 

4.2 Statistics as Features 

Table 2 shows the experiment results of using sentence length (SL), average syllable 
number (ASN), Flesch–Kincaid Grade Level (F-K) and their combinations as fea-
tures. We can see that SL or ASN doesn’t perform well alone. SL can’t distinguish 
some short written sentences from the spoken, while ASN can’t distinguish long writ-
ten ones if their simple words are so many to lower their ASN too much. However, 
they are complements to each other, so we need their combinations as features. There 
are two ways to combine them: 

• A weighted sum of SL and ASN: F-K alone 
• Vector: 2 or 3- dimension feature vector consisting of SL, ASN or F-K. 
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The combinations improve the performance significantly as the last five lines show 
in Table 2. Interestingly, the open test results of the last four lines are exactly the 
same, and their A(O) is the highest in this experiment, which means SL+ASN and the 
other three similar combinations are almost the same good in performance in our data 
sets. 

Table 2. The experiment results of statistics as features (%) 

(C: close test, O: open test, S: spoken, W: written) 
Feature(s) A(C) A(O) F1(S) R(S) P(S) F1(W) R(W) P(W) 

SL 82.17 78.00 80.31 89.75 72.67 75.07 66.25 86.60 

ASN 67.97 81.75 79.50 70.75 90.71 83.56 92.75 76.02 

F-K 79.07 88.88 88.30 84.00 93.07 89.39 93.75 85.42 

SL+ASN 86.89 89.88 89.96 90.75 89.19 89.79 89.00 90.59 
SL+ F-K 86.89 89.88 89.96 90.75 89.19 89.79 89.00 90.59 

ASN+ F-K 86.88 89.88 89.96 90.75 89.19 89.79 89.00 90.59 
SL+ASN+ F-K 86.89 89.88 89.96 90.75 89.19 89.79 89.00 90.59 

4.3 Combinations of Words and Statistics 

In this experiment, we combine CC performing best in 4.1 with the last four feature 
groups performing best in 4.2 to do the mission. The results in Table 3 show that their 
performances are the same in the open test, and more importantly, their A(O) is high-
er  than the best results in 4.1 and 4.2 by 4~5%, which means a best classification 
accuracy (94.88%) in our data set can be achieved through CC+SL+ASN or other 
similar combinations. 

Table 3. The experiment results of combinations of words and statistics (%) 

(C: close test, O: open test, S: spoken, W: written) 
Feature(s) A(C) A(O) F1(S) R(S) P(S) F1(W) R(W) P(W) 

CC+SL+ASN 93.81 94.88 94.65 90.75 98.91 95.08 99.00 91.45 

CC+SL+ F-K 93.82 94.88 94.65 90.75 98.91 95.08 99.00 91.45 

CC+ASN+ F-K 93.81 94.88 94.65 90.75 98.91 95.08 99.00 91.45 

CC+SL+ASN+ F-K 93.83 94.88 94.65 90.75 98.91 95.08 99.00 91.45 

 
We randomly selected some sentences classified by CC+SL+ASN, manually 

checked them and found that most of the results are convincing and useful. For exam-
ple, “She has an elegant style. / 她具有优雅的风格。” is labeled as the written even 
if it is short, which is believed reasonable due to its complete structure and no collo-
quialism word. Another sentence “I'm up to my ears in work. / 我工作忙得不可开
交。” is labeled as the spoken, which is also convincing due to its “I’m” and “up to 
my ears”. 
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A kind of obvious error made by our system is to classify some titles and organiza-
tion names into the spoken, like “Study on Multifunctional Teaching DPTV Platform / 
多功能DPTV教学演示平台的研制”, “State Bureau of Machine Building Industry / 
国家机械工业局”, etc. We manually checked our training set and found that there are 
barely any titles or organization names in the written part. Meanwhile, their grammat-
ical structures are not complete. Therefore it is difficult for the classifier to label them 
all correctly. However, since they are easy to recognize for English learners, this type 
of error doesn’t affect the practical application of our research much. 

5 Conclusions and Future Work 

English learners in China suffer from being poor at telling the difference between 
spoken and written English. We propose to classify English sentences with bilingual 
information into the two categories automatically. The experiments show that the  
best classification accuracy nearly 95% can be achieved in the open test through  
Chinese characters + sentence length + average syllable number, or other similar 
combinations. 

Since our training set is far from perfect, which is mentioned in 4.1, and several 
feature combinations achieve the same scores in 4.2 and 4.3, we are going to: 

• Overcome the size and quality problems of the training set with semi-supervised 
learning technologies; 

• Build a bigger testing set and design more experiments to find out which is the best 
feature combination. 
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Abstract. Automatic summarization is an important research branch of natural 
language processing. The automatic summarization should provide information 
to users from different point of views for better understanding. Aiming at the 
characteristics of the news, an automatic summarization system is constructed 
from two aspects: keywords and key sentences. Then, the location factor is 
added to optimize the keywords extraction algorithm. Meanwhile, the key 
sentences extraction algorithm is improved through introducing keywords 
factors. On this basis, in allusion to the existing problems of RSS, this paper 
builds a user-interest model. Finally, after the verification in terms of the 
feasibility and the effectiveness, the result shows it is effective to improve the 
accuracy and the user experience of the RSS feeds 

Keywords: Keywords extraction, Key sentences extraction, RSS feeds. 

1 Introduction 

As a way to share content among sites, RSS has been widely used [1].While huge 
RSS feeds bring us rich resources, they also produce difficulties to get effective 
information. How to locate the news that users are interested in and learn main 
content of them has become a crucial problem. 

Under this background, we put forward an idea: we first extract key information 
from two aspects: keywords and key sentences, and use user-interest model to extract 
the abstracts which confirm to the user’s interests. Meanwhile, we design and 
implement a personalized automatic summarization system to provide users high-
quality services, which has the function of keywords and key sentences automatic 
extraction. Finally, we do some experiments in terms of the feasibility and 
effectiveness, and analyze the recall rate and accuracy of the results. 

2 Related Work 

RSS provides a quick and easy way for the Internet information sharing.  
RSS information aggregation and customization have obtained certain achievements. 
                                                           
* Corresponding author. 
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Mu, L. [2] implements a personalized information service system of science and 
technology based on RSS. In this paper, specific user-interest model is established, 
which can effectively improve the accuracy. 

Since 1958 Luhn porposed the concept of automatic summarization [3], many 
scholars have achieved fruitful work. Kruengkrai, C. et al.[4] used some key 
information to determine the weight of the sentences, but did not consider the effect 
of keywords. Meanwhile, the domestic has multiple experiment systems, Lanke 
system 1  includes an automatic summarization subsystem, which is based on the 
relevance of the words to calculate. This paper achieves better effect through 
optimizing the keywords and key sentences algorithm. 

3 System Design 

3.1 Principle of the Summarization System  

The research shows that news writing has obvious features, known as the “5W1H”: 
when, where, who, What, Why and How. Therefore, provided the abstract covers 
these aspects, it can be considered as meeting requirements. 

3.2 Overall Architectural Design of the Summarization System 

 

Fig. 1. System frame diagram 

                                                           
1
 http://www.languagetech.cn/class_demo.aspx 
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4 Core Algorithm 

4.1 Optimized Keywords Extraction Algorithm 

High frequency words often have a large ratio to become keywords [5,6].In order to 
improve the accuracy of extraction, we need to add the location of the keywords. 
Implement method is shown in figure 2: 

 

Fig. 2. Keywords extraction module 

TF-IDF is a statistical method, as shown in formula (1)(2). 

， (1)

， 
(2)

(1): the occurrence number of Wi in the document set D.(2) |D|:total document 
numbers,| : |:the number of document which contains the word Wi. 

In the training stage, more than 1000 documents have been saved, they are all hot 
news selected from major portals, and are obtained through web crawler. The larger 
base is used to calculate the IDF to further improve the accuracy. 

Our system adds location when calculating the weight. As shown in formula (5) 
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(4):the centroid value of words,(5):the location of word Si in article, βis the total 
occurrence numbers of word Si, λαis the weighted values, when the sentence is the 
title or summary, λα=2; when the sentence is the head or tail of the paragraph, 
λα=1.5;in other cases ,λα=1. wc wp are two constants ,wc =wp=1. 

4.2 Optimized Key Sentences Extraction Algorithm 

In this system, each document is divided into a collection of entries by using the VSM 
model. The implementation is shown in figure 3: 

 

Fig. 3. Key sentences extraction module 

The definition of centroid value of document is formula (6): 

 (6)

 (7)

Assume Si is the i-th sentence , and  the centroid value is formula (8): 

 
(8)

f(w,Si) is the frequency of  W in the sentence Si. 
Assume Pi is the location of the i-th sentence, λi is the weighted value, when the 

sentence is the title or summary, λi =2; when the sentence is the head or tail of the 
paragraph ,λi =1.5; in other cases ,λi=1. 

 (9)

Assume Fi is the overlap with the title, the inner product as shown in formula(10): 

 
(10)

Assume Ti is the average weight of the keywords in the i-th sentence: 

(11)
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f(λ,Si) is the occurrences numbers of word λ in sentence Si, Len is the number of 
keywords that Si contains. Integrated score of a sentence as shown in formula(12): 

  (12) 

wc wf  wt  are three constants. wc=wf=wt=1 
Experimental results show that the title and abstract are most important to 

understand the news, next are the head and tail of a paragraph, so it’s necessary to 
improve the weights of these positions when calculating the score. 

4.3 Interested Models and Abstracts Correlation Algorithm 

The interest tags that are inputted by a user are saved as a vector, then the user-
interest model is built up after the vector is extended by HowNet. 
Assume mj is the user-interest model, g(mj,Li) is the occurrence numbers of the j-th 
interest tag in document Li, Len is the number of interest tags which Li  contains, α is 
the weighted value of the interest tag, if it is inputted ,α=1; if it is extended ,α=0.5, so 
the correlation is  as shown in formula(13): 

 
(13)

5 Realization 

The system is mainly divided into four modules: input module, keywords generation 
module, key sentences generation module and personalization module. Keywords 
generation module is composed of the centroid value of words and the word position; 
Key sentences generation module is composed of the sentence centroid value, the 
sentence position, the weights of contained keywords and the overlap with title; 
Personalization module is composed of the user-interest model. 

6 Experiments 

6.1 Evaluation Criterion 

In 1995, Jones divided the evaluation methods into two categories: internal evaluation 
method and external evaluation method [7]. 

Here we use the internal evaluation method. By comparing the key information 
between automatic generation and artificial extracting, we use the recall ratio, the 
accuracy ratio and the harmonic value(F_measure) as evaluation criteria. 
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6.2 Experimental Method 

This paper from two angles verified the feasibility and validity. 160 articles are 
selected from the RSS feeds of ifeng ,sina and sohu, which are grouped into eight 
categories: national ,international, financial, military, education, science , history, and 
sport. Compression rates were divided into 20%, 25%, 30%, 35%, 40%. 

Feasibility Verification 
Firstly, according to the compression rate, we manually identified the corresponding 
number of key information, which was used as the evaluation corpus. Then we 
compared the key information generated by our system with the evaluation corpus, 
and calculated the average recall rate and accuracy rate. Meanwhile, the mainstream 
five-point scoring mechanism was used. Eight students were tested about the eight 
kinds of news, and were given a mark from three angles: the abstract sets accuracy, 
the abstract content coverage rate and whether easy to understand. 

Effectiveness Verification 
Our system was compared with the automatic summarization subsystem provided by 
Lanke, which did not use the key factors to optimize, and its compression ratio was 
25%. In order to verify whether the abstract consist of keywords and key sentences 
can reach better effect, the evaluation mechanism of Q&A was used. A certain 
number of problem sets and the corresponding standard answers were provided, 
reviewers were asked to read three different contents: the full text, key sentences, 
keywords and key sentences. Then we compared their average response time and the 
accuracy of their answer. 

6.3 Experimental Results and Analysis 

Feasibility Verification 

Table 1. The F_measure of different news under compression ration 

           M  

 

Category 

20% 25% 30% 35% 40% 

education 0.592 0.645 0.621 0.613 0.625 

financial 0.473 0.515 0.541 0.537 0.565 

international 0.532 0.646 0.666 0.699 0.707 

national 0.496 0.553 0.596 0.611 0.646 

sport 0.665 0.703 0.724 0.717 0.721 

science 0.641 0.662 0.675 0.684 0.697 

military 0.511 0.532 0.547 0.539 0.556 

history 0.438 0.456 0.479 0.459 0.461 
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which is the fundamental cause leading to different experimental results, in addition, 
compared with our system, it lacks of the supplementary of keywords. 

Table 3. The Q&A evaluation results 

Content  Average time(min) Accuracy rate 
Full text 1.5 93% 
Key sentences  0.7 76% 
Keywords+Key 
sentences   

1 86% 

 
According to table 3, the advantage and disadvantage of reading full text or key 

sentences are very obvious, in contrast, the accuracy of reading the keywords and key 
sentences declines by only 7%, but time reduces by one third. Relatively speaking, the 
abstract consists of the keywords and key sentences can better achieve the balance 
between time and accuracy. 

7 Conclusion 

In this paper, aiming at the existing problems of RSS feeds and the characteristics of 
the news, we put forward the idea that uses keywords and key sentences as abstract, 
and select the abstracts which are more relevant to the user-interest model. 
Experimental results show that our system can effectively improve the quality of 
automatic summarization in News field. 

In the future, the accuracy of the algorithm will be further improved by expanding 
the data set to correct the weight of the parameters in the formulas. 
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Abstract. For one-sidedness of the various qualitative expansion meth-
ods, we propose a query terms selection method based on Grey Relational
Analysis (GRA).We called the fusion expansion technique with GRA
(FET-GRA). It calculates weight of expansion term by varied qualita-
tive expansions and comprehensive weight by FET-GRA and thus ex-
tracts expansion term in terms of the weight. The experiment result of
TREC dataset shows the method (FET-GRA) is substantially superior
to TF-IDF, Mutual Information , Local Context Analysis.

Keywords: query expansion, grey relational analysis, FET-GRA.

1 Introduction

Query expansion is the critical process to improve precision of retrieval. At
present, there are many effective qualitative expansion methods[1,2,3], however,
they all base on a single theory to calculate and select candidate expansion
terms, such as TF-IDF, Mutual Information (MI), Local Context Analysis (LCA)
which have certain one-sidedness. For example, TFIDF on the assumption of
independent term is good to simple query regardless semantic problem but poor
performance to query expansion which requires context, on the contrary of LCA.
Grey Relational Analysis (GRA) is a part of Grey System Theory[4]. It can offer
a new evaluation of estimate after integrating the relation of each qualitative
method. Taking expansion of airlines that currently use Boeing 747 planes as
example, candidate term Singapore gets low and common scores in TFIDF and
MI but a good score in LCA. GRA can be used in the decision problem whether
Singapore is a good expansion term. It integrates and calculates the evaluations
of estimate according to the three differences and set-term topology and other
information. The evaluations estimate the importance of Singapore. The thesis
uses Relational Analysis method[5] to integrate and revalue query terms weights
from different qualitative query expansion methods. It thus extracts and expands
the optimal expansion term.

This paper is organized as follows: Section 2 describes related work. Section
3 presents the query expansion and grey relation theory; Section 4 combines the
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Grey Relational Analysis with query expansion. In Section 5, we describe our
experimental methodology and the results as well as analysis.

2 Related Work

Early scholars proposed the query expansion technology based on global anal-
ysis, it holds that there were correlations between words in a corpus, which
reflected by the co-occurrence times they appeared in the corpus. Latent seman-
tic analysis (LSA)[6] is an earlier proposed global method; its core idea is to
map high-dimensional vector space into low-dimensional latent semantic space
by singular value decomposition. It may be more appropriate for system with
small corpus, but for larger or even web data, the feasibility of LSA method
comes into a serious challenge, because the web data is too large to make global
analysis. Previous work[7,8] is also a kind of global analysis technology based
on document, which selects the words with higher word frequencies by statistics
as expansion terms added to the original query. This method also has a great
weakness in big computation cost.

Local analysis technology usually consists of two steps. First step, use the
original query to obtain the original search results from retrieval system, and
select the top N documents of original initial search results as local documents
collection D. Second step, take out the top ranked candidate words analyzed
in D, which added to the original query to reconstruct the query. Atter and
Fraenkel first proposed the idea of local analysis in the literature[9], Xu and
Croft in the literature[1] further refined local analysis technology and put forth
the local context analysis method , rank concepts according to calculate the
terms similarity between original query and local documents collection, the top
ranked concepts are added to original query to expand query. On this basis,
Sun et al in the literature[10,2] used Google for initial retrieve, later expanded
query with local context analysis method and obtained certain effects. However,
these methods also have the corresponding problems, for example, the top N
documents retrieved by initial query is not quite constant with user requirements,
whereas the query terms expanded from those methods far from improve retrieval
accuracy ,it would weaken retrieval performance.

In terms of Language model, since Ponte and Croft first introduced it into
the field of information retrieval[11], it has been widely used. Bai et al in the
literature[12] made a further research on Language model, focused on how to take
advantage of hyper-spatial analysis of Linguistics and co-occurrence frequency
methods to calculate the probability of words to query model, used the high
probability of words to expand query. In addition, Collins-Thompson et al used
random walk model[13] to expand the query expansion, Cui et al conducted a
personalized query expansion based on user log[14].

The above methods each possess its advantages and disadvantages, how to
improve the accuracy of the query expansion with these different methods is the
key to the study. This paper presented a fusion evaluation technique integrated
the existing expansion methods by using grey relational analysis.
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3 Query Expansion and Grey System Theory

In order to verify the effectiveness of the fusion expansion technique with GRA
(FET-GRA), this paper chosen three basic expansion methods for fusion evalu-
ation. What follows is a brief sketch of these three basic expansion methods, and
describes the core theory of fusion expansion technique with GRA (FET-GRA).

3.1 Query Expansion Methods

The idea in Local context analysis[1] is that noun groups are used as concepts
and concepts are selected based on co-occurrence with query terms. Calculate
and rank the concepts according to the relevance between concepts and query,
the top ranked concepts are chosen as expansion terms. The concepts of context
are similar to local feedback, relevance calculation used the original top ranked
N documents in traditional feedback technology, but the best passage are used
instead of whole document in Local context analysis technology. Local context
analysis technology is a practical technology, which combines global analysis and
local feedback, often used in query expansion.

We adopt a similar method to literature [1,2] for expanding query Q in tourism
domain. The first thing is to determine context of the paragraphs set SP, use
Google to retrieve the top N information fragments collection SP = {si, i =
1, ..., n} segment sentence for each si.Then, calculate the relevance SIM(Q, c)
between each concept and query Q using paragraphs collection SP , the calcula-
tion formula is as follows:

SIM(Q, c) =
1

Z
·
∏
ti∈Q

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
δ +

log

[
n∑

j=1

(tfij · tfcj)
]
× log( N

Nc
)

log(n)

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

log( N
Ni

)

(1)

Where Z is normalized factor, denotes smoothing factor for preventing the
equation is zero, tfij and tfcj stand for word frequency of ti and concept c in
paragraph SP , N is the total number of paragraphs in paragraph collection, Ni

and Nc are the number of ti and concept c appeared in paragraph collection.
Next, rank the above results of calculation. Finally select the top-k concepts as

candidate words added to the original query. For meaningful on words ranking,
we use Indri query language of Indri retrieval platform to refectory the query,
the refactor query expression is as #weight(w0q1...w0qmw1c1...wkck).Where qi
indicates the key words of the original query Q, ci indicates the ith ranked
concept, wi denotes the weight of key words in refactor query.wi calculation
method is shown in Equation (2).

wi =

{
2.0, i = 0
(k − 0.9× i)/k, else

(2)

For the query expansion method based on TF-IDF, its core TF-IDF[15].Based on
the original mutual information[16], we use an improved method to calculate the
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mutual information of candidate words wi and query Q, the details are shown
in Equation (5).Where m is the number of keywords, Zm is normalized factor,δ
is anti-zero factor, δ = 0.01 in this paper.

I(wi : Q) =
1

Zm
·

m∑
t=1

([
log2

P (wi, qt)

P (wi) · P (qt)

]
+ δ

)
(3)

3.2 Grey Relation Analyses

Grey relation analysis (GRA) was pioneered by Deng Julong in 1984.It used to
solve these problems, having incomplete running mechanism, lacking of behavior
data, devoid of experience in treatment, being naked to inherent connotation.
We introduced relational definition about GRA in this section.

For the elements(factors) between two systems, the measurement of relevance
changed over time or different objects called Grey Relational Grade. In the course
of system development, if two elements have much consistency in developmental
trends, namely high degree of synchronous changes, which can be described
as a high-related degree of two factors, on the contrary, it is relatively low.
Consequently, grey relational analysis method established on the similarity or
diversity of developmental trends of these elements, namely Grey Relational
Grade, as a measurement approach of related degree of these elements. Grey
system theory proposed the concept of grey relational analysis for each subsystem
with an intension to seek the numerical relations between every subsystems
(or elements) by certain means. Therefore, gray relational analysis is a kind
of quantitative description and comparison for the developmental trends of a
system, its basic idea is to determine the similarity degree of geometric figures
between reference sequence and several compare sequences to judge whether
closely related, which reflected the correlation between curves.

This paper regarding different expansion methods as different systems, each
system can score a certain candidate term, and takes data sequence formed by
query terms as reference sequence, other data sequence formed by candidate
terms as compare sequence. Hence, we can calculate the similarity of reference
sequence and compare sequence by using gray relational analysis.

4 Fusion Expansion Technique with GRA

The modeling procedure of Fusion expansion technique GRA(FET-GRA)
method. Firstly, we use several qualitative query expansion methods to generate
feature matrix of candidate terms compare sequence. Secondly, GRA method re-
quires the optimal collocation of feature value, so it requires to confirm a feature
reference sequence. Thirdly, to calculate the grey relational coefficient between
feature reference sequence and candidate terms compare sequence, thereafter
solve the relational sequence of candidate terms and rank them. Lastly, we can
then extract the candidate terms ranking higher as an expansion terms.



390 J. Zou et al.

The detailed modeling process of GRA method in query expansion is as
follows.

Step 1: Build model grade feature matrix Γ (M). We use longitudinal vector
M = {m1,m2,m3} of feature matrix from TFIDF, LCA and improved MI
with weight factors, and choose the candidate terms from relative documents as
horizontal vector to construct Equation (4).

Γ (M) = [mi(k)]n×d, where i = 1 to n; k = 1 to d (4)

Where mi(k) denotes the value of the ith candidate term from the kth qual-
itative method, d = 3 in our paper.

Step 2: Construct reference sequence. We design an auto-selected optimal
reference sequence method. We assume the query input by users has a posi-
tive effect on the result while does not digress expansion topic. Suppose Q =
{q1, q2, . . . , qw} be a partition of query keywords, the method for constructing
reference sequence V by using query Q as shown in the formula(5).

V = [max
k

{mi(k)} | i ∈ Q]1×d, where k = 1 to d (5)

Step 3: Generate n×d relational matrix Z. Firstly, calculate the grey relational
coefficient (GRC) ζi(k) of each candidate term corresponding to comparison
sequence and reference sequence respectively. Secondly, compose matrix Z using
ζi(k), where the meaning of horizontal vector and longitudinal vector is similar
to step 1 . The details are shown in Equation (6).

Z = [ζi(k)]n×d , ζi(k) =
min

i
min
k

CSik+ρ×max
i

max
k

CSik

CSik+ρ×max
i

max
k

CSik

ζi(k) is a GRC based with qi and V(k).
CSik is a absolute values of V(k)−mi(k).
V(k) is kth feature value of reference vector V .

i is a term suffix that it is a value of 1 to n.
ρ is a distinguishing coefficient.
k is a feature suffix that it is a value of 1 to d.

(6)

Step 4: Calculate the grey relational sequence γi of candidate terms. First,
calculate γi using grey relational coefficient.Then, rank the candidate terms ac-
cording to γi, and select the first n with maximal value γi of candidate terms as
expansion terms. Equation (7) illustrates the calculation of γi.

γi =
1

d

d∑
k=1

Wk · ζi(k), Wk is weight of feature (7)

5 Experiments

We conducted experiments to verify the effectiveness of query expansion using
FET-GRA.In this section,we first introduce the data sets used in experiments.
Then we demonstrate the effectiveness of our approach(FET-GRA) in query
expansion.
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5.1 Data Set

The purpose of the experiments is to evaluate the performance of query expan-
sion by FET-GRA method. We conduct the experiments in TREC ClueWeb09
(category B set), and build the retrieval experiment platform with the help of
Lemur toolkit (www.lemurproject.org). We construct a query set including 50
questions. It consists of two parts. Part 1 is TREC2009 Entity Track’s query set.
Only the entity name are used as queries. Part 2 is the queries that were the
query log of a commercial web search engine. The top-100 snippets are extracted
by Google retrieval and map with the retrieval result of Lemur toolkit.

5.2 FET-GRA Experiments

In our experiments,TF-IDF,LCA and MI with weight’s factor make up the fusion
expansion set.Then we use fusion expansion technique with GRA(FET-GRA)
and distinguishing coefficient ρ = 0.5 of GRA query expansion method, relational
sequence Wk = 1,namely, without weighting. Table 1 illustrates the results of
the experiments. The value outside of bracket indicates relevant precision and
the one inside is the improved rate compared to the baseline methods.

Table 1. Precision of different expansion methods

% TF-IDF MI LCA FET-GRA

p@5 55.6 70.0(+25.9) 75.4(+35.6) 92.2(+62.2)

p@10 53.4 65.5(+22.7) 57.5(+7.7) 75.6(+41.6)

p@20 43.8 45.5(+3.9) 51.3(+17.1) 66.4(+51.6)

p@30 37.5 47.5(+26.7) 49.6(+32.3) 60.4(+61.1)

p@40 31.8 32.6(+2.5) 42.5(+33.6) 52.8(+66.0)

p@50 26.0 28.5(+9.6) 36.3(+39.6) 43.3(+66.5)

p@60 22.9 23.7(+3.4) 31.1(+35.8) 38.3(+67.2)

average 38.7 44.8(+26.1) 49.1(+26.9) 61.0(+57.6)

From the experimental results in Table 1, we can see the precision of MI,
LCA and FET-GRA improves over TF-IDF method. The performance of MI
and LCA improve 26.1% and 26.9% respectively while the one of FET-GRA
improves obviously 57.6%. In order to validate the relevance of different expan-
sion methods, we use Spearman’s rank correlation test [17], take the precision
of Table 1 as a test sample, four methods as random variables , and then test
FET-GRA with other three methods respectively, In consequence, we obtain the
following values: P − valueTFIDF = 3.97 × 10−4, P − valueMI = 6.74 × 10−3,
P−valueLCA = 3.97×10−4. Each P−value is less than α = 0.01, so it indicates
that the random variables have correlation, namely, FET-GRA method improves
expansion capability under the premise of keeping to qualitative methods.

Figure 1 illustrates the analytical result of stable improved rate of MI, LCA
and FET-GRA by using the improved rate data in Table 1.

As can be seen from Figure 1, FET-GRA has higher robustness as well as a
better improved rate compared to the baseline methods than LCA’s and MI’s.
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6 Conclusions

We apply FET-GRA method to query expansion. It can effectively select the
query relational terms and also improve the precision of query expansion as well
as robustness. In the future work, we will study the inaccurate reference sequence
caused by query drift problem.
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Abstract. Text summarization aims at getting the most important content in a 
condensed form from a given document while retains the semantic information 
of the text to a large extent. It is considered to be an effective way of tackling 
information overload. There exist lots of text summarization approaches which 
are based on Latent Semantic Analysis (LSA). However, none of the previous 
methods consider the term description of the topic. In this paper, we propose a 
comprehensive LSA-based text summarization algorithm that combines term 
description with sentence description for each topic. We also put forward a new 
way to create the term by sentence matrix. The effectiveness of our method  
is proved by experimental results. On the summarization performance, our  
approach obtains higher ROUGE scores than several well known methods. 

Keywords: Text Summarization, Latent Semantic Analysis, Singular Value 
Decomposition. 

1 Introduction 

The widespread use of the Internet has dramatically increased the amount of accessi-
ble information and it becomes difficult for users to sift through the multitude of 
sources to find out the right document. With the help of search engine, the majority of 
irrelevant documents are filtered out, however, users still hesitate to determine which 
particular search result should navigate to. Automated summarizing system can be 
used as an instrument for deciding whether a document is related to their needs. 

The summary of a document is defined as: a text that is produced from the docu-
ment that conveys important information in the original text, and that is no longer 
than half of the original text and usually significantly less than that [1].  

Automatically generating the summary of a document has long been studied since 
1950s and it is still a research hotpot until now [2, 3, 4]. One of the most famous ap-
proaches is using LSA [5, 6, 7, 8, 9, 10] to get the ideal summary.  

The foundational work that uses LSA for text summarization selects one sentence 
for each topic according to topic importance [6]. The work in [7] starts with calcula-
tion of the length of each sentence vector and then chooses the longest sentences as 
the summary. In the work [9], the length strategy proposed in [7] is improved and a 
cross method is proposed. In [8], for each topic, the number of sentences to be col-
lected is determined by getting the percentage of the related singular values over the 
sum of all singular values.  
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However, there are some disadvantages of the previous algorithms. The main 
drawback is that sentences that are closely related to the chosen topic somehow but do 
not have the highest index value will not be selected. Also, all chosen topics are com-
posed of only one sentence [6], whereas the single sentence fails to fully express the 
topic. The length strategy [7, 9] requires a method of deciding how many LSA dimen-
sions to include in the latent space. For the work in [8], if there is a wide gap between 
the current singular value and the next one, then there is little chance to include the 
topics whose corresponding singular values are less than the current one. 

In our work, we propose a comprehensive method that combines term description 
with sentence description for each topic. We endeavor to select a set of sentences that 
not only have the best representation of the topic but also include the terms that can 
best represent this topic. Also, in order to utilize the mutual reinforcement between 
neighbor sentences, we put forward a new way to create the term by sentence matrix.  

This paper is organized as follows: in Section 2, we introduce LSA briefly.  
Section 3 progresses to present our method in detail. In Section 4, the effectiveness of  
our method is confirmed by experimental results. Finally, we conclude this paper in 
Section 5.  

2 Latent Semantic Analysis 

LSA uses Singular Value Decomposition (SVD) to find out the semantic meaning of 
sentences. The SVD of a matrix A with the dimension of m×n (m>n) can be defined 
as: TVUA Σ= , where  ],,,[ 21 nuuuU =  is an m×n column-orthogonal matrix 

whose left singular vector ui is an m-dimensional column vector, 
],,,[ 21 nvvvV =   is an n×n column-orthogonal matrix whose right singular vec-

tor vj is an n-dimensional column vector. ),( ,2,1 ndiag σσσ =Σ is an n×n di-

agonal matrix whose diagonal elements are non-negative singular values sorted in 
descending order. 

From semantic perspective, we assume that SVD generates the concept dimension 
[11]. Each triplet (left singular vector and right singular vector) can be viewed as 
representing such a concept, the magnitude of its singular value represents the degree 
of importance of this concept. 

3 Text Summarization Based on Latent Semantic Analysis 

3.1 Document Analysis  

This step contains two tasks: Document Representation and Singular Value Decom-
position. First, each document needs to be represented by a matrix. The matrix is con-
structed by terms (words with stop words eliminated) that occurred in the document 
representing rows and sentences of the document representing columns, thus it is 
called term by sentence matrix. For a text with m terms and n sentences where with-
out loss of generality m>n, it can be represented by 

nmijaA ×= ][ . The cell aij can be 
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filled out with different approaches. We will elaborate on the weighting schemes in 
section 4. 

Once the term by sentence matrix is constructed, SVD will be employed to break it 
into three parts: U, ∑ and VT. Based on the discussion in section 2, we take U as 
term by concept matrix, VT as concept by sentence matrix while the magnitude of 
singular values in ∑ suggests the degree of importance of the concepts. 

3.2 Sentence Selection  

As with [6], a concept can be represented by the sentence that has the largest index 
value in the corresponding right singular vector, we make another hypothesis: a  
concept can also be represented by a few of terms, and these terms should have the 
largest index values in the corresponding left singular vector. The two forms of de-
scription of a concept are called sentence description and term description. Here each 
concept is treated as an independent topic. 

Since sentences are composed of terms, it is hoped that the most representative 
sentences of the current concept should include the terms that best represent this con-
cept. Therefore, each topic in the summary can be reconstructed by selecting sen-
tences according to the magnitude of the index values in the right singular vector until 
a few of most representative terms that have the largest index values in the left singu-
lar vector are fully included. 

The process of selecting summary sentences can be illustrated as follows.  

─ Formulation. For a document D with m terms and n sentences, suppose termi 
(1≤i≤m) denotes the i-th term, and sentj (1≤j≤n) denotes the j-th sentence, then 
D={sent1, sent2,…, sentn }. M is the maximum number of sentences to be selected, 
k is the number of concepts that can be selected and Nk is the number of sentences 
for the k-th concept, k and Nk are initialized to 1 and 0 respectively. Let set S con-
tain the summary sentences and initialize S to null.  

─ Sentence Selection and Term Selection. While |S|<M, for the k-th concept, select 
the sentence that has the largest index value from the k-th right singular vector vk . 
Get l that l satisfies vkl=Argmax(vki), include the l-th sentence sentl into S and de-
lete the l-th element vil for vi (1≤i≤n), update VT and increase Nk. Then select three 
terms ukp, ukq, uks that are represented by the Top3 largest index values from the k-
th left singular vector uk , and let set T={termp, termq, terms}.  

─ Combination. Delete terms that appear both in T and sentl  from T. While T is not 
null, if Nk<3 and |S|<M, continue to select sentences for this concept, update VT and 
T, increase Nk, else set T to null. Then increase k and begin to select sentences for 
the next concept. 

Based on the above discussion, we give the formal description of our Sentence Se-
lection method in Algorithm 1. 
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Algorithm 1. Sentence Selection based on LSA 
Input: Document D, Matrix U, Matrix VT, M 
Output: Set S 
1 Initialize S=ϕ, k=1 
2 while |S|<M 
3  get l in vk, S=S ∪{ sentl }, update VT, Nk =1  
4  get p, q, s in uk, T={ termp, termq, terms } 
5  T0=T ∩sentl, T=T-T0 
6  while (T≠ϕ) 
7   if (Nk<3 and |S|<M)  
8    get l in vk, S=S ∪{ sentl }, update VT, Nk = Nk +1 
9    T0=T ∩sentl, T=T-T0 
10   else T=ϕ 
11  end while 
12  k=k+1 
13 end while 
14 Return S 

4 Experiments and Evaluation 

4.1 Weighting Schemes 

In order to elaborate on the weighting schemes, we define: 

 )()(*)( ijijijij tNtGtLa += , (1) 

where L(tij) is the Local Weight for termi in sentj, G(tij) is the Global Weight for termi 
in the whole document, N(tij) is the Neighbor Weight of termi in sentj . 

In the following, we use tfij denotes the number of times that termi occurs in sentj , 
tfmax denotes the frequency of the most frequently occurring term in sentj , n is the total 
number of sentences, ni is the number of sentences that contain termi , gfi is the num-
ber of times that termi occurs in the whole document.. 

For Local Weight, we choose to use the following four alternative strategies: 

 Binary Representation (BR): If termi appears in sentj, 1)( =ijtL , otherwise 0. 

 Term Frequency (TF): 
ijij tftL =)(  . 

 Augment weight (AW):  )/(*5.05.0)( maxtftftL ijij += . 

 Logarithm Weight (LW):  )1log()( ijij tftL += . 

For Global Weight, possible weighting schemes can be: 
 No Global Weight (NG): 1)( =ijtG  . 

 Inverse Sentence Frequency (ISF): )/log(1)( iij nntG +=  . 
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 Entropy Frequency (EF): +=
j

ijij
ij n

pp
tG

log

log
1)(  , where 

i

ij
ij gf

tf
p = . 

In order to make use of terms that occur in the neighbor sentences, we put forward 
the concept of Neighbor Weight and define Neighbor Weight as

)](*)()(*)([)( 1,1,1,1, ++−− += jijijijiij tGtLtGtLtN λ , where λ is a parameter 

which we will explore in the following experiments. So in the weighting schemes, we 
may add Neighbor Weight (AN) or just let Neighbor weight equals to 0 (NN). 

Neighbor Weight is added mainly by the following three notable considerations: 
(1) Neighbor sentences can be affected by each other thus form clusters to make the 
topics more convince. (2) It helps to resolve anaphora resolution, since most of the 
time a pronoun and what it demonstrates appear in the adjacent sentences. (3) With 
neighbor weight added, it helps to resolve the issue of data sparsity. 

4.2 Datasets and Evaluation Methods 

The datasets that are used for the evaluation of our LSA-based summarization ap-
proach are DUC2002 dataset and DUC2004 dataset1. DUC2002 dataset contains 567 
documents, each document is provided with two 100-word human summaries. The 
dataset of DUC2004 includes 5 tasks, while in our work, we only use task 2. In this 
task, documents are clustered into 50 topics of 10 documents each.  

Two kinds of  metrics that F score and ROUGE toolkit [12] are adopted.  
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where Scand denotes the candidate summary and Sref denotes the reference summary, n 
stands for the length of the n-gram, Count(gramn) is the number of n-grams in the 
reference summaries, Countmatch(gramn) is the maximum number of n-grams co-
occurring in a candidate summary and the reference summaries.  

In our experiments, Longest Common Subsequence ROUGE-L together with 
ROUGE-SU4 [12] are also being used. 

4.3 Experimental Results and Analysis 

First, in order to compare the different weighting schemes we conduct experiments on 
DUC2002 dataset. We set λ in the Neighbor Weight to 0.5 initially.    
 

                                                           
1 http://www-nlpir.nist.gov/projects/duc/data.html 
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(c)                                     (d)   

Fig. 1. Comparison of different weighting schemes (Local Weight*Global Weight +Neighbor 
Weight) for (a) F-1 score, (b) ROUGE-1, (c) ROUGE-2 and (d) ROUGE-L 

From Figure 1 we can tell: the best combination of Local Weight and Global 
Weight is BR*EF, it performs better than other combinations at large. With Neighbor 
Weight added, nearly the results of all combinations acquire an improvement. 
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Fig. 2. Relationship between λ and (a) F-1 score, (b) ROUGE-1, (c) ROUGE-2 and (d) 
ROUGE-L 

We apply the weighting scheme of BR*EF+AN in our experiments to show the 
impact that λ makes on the performance and get Figure 2. 
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In Figure 2, x-axis denotes the range of λ from 0 to 1, y-axis denotes the corres-
ponding metrics value. From this figure, we can tell: with the Neighbor Weight add-
ed, the corresponding metric value increases firstly and then decreases with the raise 
of λ. Generally it is beneficial for λ in a small interval between 0 and 0.5. In order to 
get the most satisfying performance, we assign 0.25 to λ to make a compromise. 

In the following, we take the weighting scheme of BR*EF+AN, and set the  
parameter λ in the Neighbor Weight to 0.25 to conduct experiments on DUC2002 
dataset and DUC2004 dataset. Four LSA-based methods: GLLSA [6], SJLSA [7], 
MRCLSA [8] and OCALSA [9] together with three other latest models: DSDR-non 
[13], SATS [14] and MCMR [15] are adopted for comparison with our method. The 
ROUGE metrics of ROUGE-1(R-1), ROUGE-2 (R-2), ROUGE-SU4 (SU4) and 
ROUGE-L (R-L) are used for evaluation. 

Table 1 shows different ROUGE scores on DUC2002 dataset and DUC2004 data-
set. It can be observed that our LSA-based method achieves higher ROUGE scores 
and outperforms the other ones. As seen from this table, on DUC2002 dataset, 
ROUGE-1 score of our method is close to DUC-best, the scores of other three metrics 
are competitive with the DUC-best. On DUC2004 dataset, the scores of ROUGE-1, 
ROUGE-2 and ROUGE-SU4 of our method are higher than the DUC best. More im-
portantly, our approach, nearly in terms of all ROUGE scores, outperforms the other 
methods that are based on LSA and is better than the three other latest modes. 

Table 1. ROUGE results on datasets of DUC2002 and DUC2004 

Algorithm     DUC2002 dataset     DUC2004 dataset 
R-1 R-2 SU4 R-L R-1 R-2 SU4 R-L 

Baseline 0.411 0.211 0.166 0.375 0.221 0.064 0.102 0.117 
DUC-best 0.498 0.252 0.284 0.468 0.382 0.092 0.132 0.387 
GLLSA 0.432 0.174 0.137 0.352 0.341 0.065 0.120 0.350 
SJLSA 0.410 0.207 0.158 0.382 0.356 0.064 0.138 0.347 
MRCLSA 0.408 0.205 0.161 0.371 0.364 0.055 0.119 0.327 
OCALSA 0.358 0.179 0.144 0.331 0.205 0.045 0.100 0.337 
DSDR-non 0.466 0.267 0.138 0.352 0.385 0.098 0.118 0.329 
SATS 0.448 0.209 0.164 0.374 0.295 0.076 0.124 0.354 
MCMR 0.422 0.240 0.165 0.395 0.391 0.072 0.126 0.348 
Ours 0.472 0.261 0.170 0.423 0.384 0.097 0.137 0.355 

5 Conclusion 

In this paper, we propose an improved LSA-based summarization algorithm that 
combines term description with sentence description for each topic. We select three 
sentences at most for each topic and the sentences selected not only have the best 
representation of the topic but also include the terms that can best represent this topic. 
We also put forward the concept of Neighbor Weight and propose a novel way that 
tries to utilize the mutual reinforcement between neighbor sentences to create the term 
by sentence matrix. Experimental results prove that our method achieve higher 
ROUGE scores than several well known methods. 
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Abstract. Microblog, as a way of online communication, can generate large 
amounts of information in a very short period. Therefore, how to retrieve  
the latest relevant information becomes a hot research area. Different from tra-
ditional information retrieval (IR), the microblog retrieval emphasizes fresh 
contents of the information. In order to solve this problem, we extend the tradi-
tional IR methods by taking into account the posting time. We propose a time-
sensitive retrieval model, which takes the time factor as a prior probability. In 
the retrieval model, we introduce the pseudo relevance feedback technology as 
a query expansion approach to improve retrieval performance. Furthermore, we 
introduce a strategy to filter the initial retrieval results, which takes post quality 
factors into account including entropy and link features. Experiments on Twitter 
corpus show that our algorithm is effective to improve the retrieval perfor-
mance, and the retrieval results can meet the real time retrieval need well. 

Keywords: Microblog, Time-Sensitive, Retrieval Model, Entropy. 

1 Introduction 

In recent years, with the development of microblog, more and more users take part in 
it to share and obtain information. Statistics shows that until May of 2013, there are 
totally 288 million active users in Twitter, and they update more than 400 million 
tweets every day. Meanwhile, microblog becomes more and more popular in China, 
and many internet companies, such as Sina, Tencent and Sohu, start to provide micro-
blog services. Another statistics shows there are 635 million registered users in Sina 
microblog until March of 2013, which includes 49.8 million active users and 76.5% 
of them use microblog on mobile terminals. Since users can update, review and for-
ward microblog posts quickly and easily through mobile terminals, such as cellphones 
and tablet PCs, microblog generally becomes the first information source of some 
important issues. Therefore, it poses a challenge to meet the real time requirements 
for microblog retrieval, and obtaining the most fresh and relevant information be-
comes increasingly necessary.  

In this paper, we propose a method to construct a time-sensitive retrieval model  
in microblog retrieval, which can retrieve the most relevant and fresh information  
for microblog users. This model combines the traditional IR methods with a time 
factor, which is taken as a prior probability. Besides, the pseudo relevance feedback 



 A Time-Sensitive Model for Microblog Retrieval 403 

 

technology is introduced to expand the queries for improving the retrieval perfor-
mance. Furthermore, we introduce a strategy to filter the initial retrieval results, which 
takes quality factors into account including entropy and link features. Experimental 
results on the Twitter corpus show that our algorithm is effective to improve the mi-
croblog retrieval performance and meet the real time retrieval requirements well. 

The contributions of this paper are as follows: 1) we propose a time-sensitive re-
trieval model aiming at meeting the real time requirements for microblog. 2) Pseudo 
relevance feedback technology is introduced to boost the retrieval performance in this 
process. 3) We take advantage of entropy and link features to get rid of noises in mi-
croblog messages in order to obtain more relevant information. 

The rest of the paper is organized as follows: Section 2 reviews some related work. 
In Section 3, we illustrate our time-sensitive retrieval model and some details on our 
retrieval process. In Section 4, we introduce the experimental settings and present the 
comparison and analysis of different methods. Section 5 concludes this paper . 

2 Related Work 

Microblog provides an easier access for us to obtain abundant information and com-
municate with each other. Along with the data growing rapidly, retrieval in microblog 
become more and more necessary for users to find the exact information they prefer. 
There are many researches focusing on microblog retrieval in terms of various as-
pects. In order to study user behaviors in microblog, Miles Efron [1] gives a general 
view of microblog retrieval focusing on many important problems to be solved by 
analyzing semantic features and researching on authority and quality of abstract mod-
els and entity retrieval. Besides, the paper is also focusing on the temporal issue, i.e. 
the influence of the time factor on microblog retrieval, which includes continuous 
indexing problem and tolerance of information delay in microblog. 

Since traditional information retrieval methods like key words matching cannot 
meet the requirements of massive data very well, some researchers are focusing on 
real time retrieval, which takes factors, such as timestamp and authority, into account 
during microblog retrieval to boost the performance [2-9]. For example, Teevan et al. 
[8] present that microbloggers tend to utilize short queries (always relate to some hot 
issues) and choose the latest results by analyzing the query logs and searching results. 
Chen et al. [10] propose an adaptive retrieval framework, which make use of the rela-
tionship between users and messages to classify the messages into different catego-
ries. They demonstrate that the framework can solve the problem of real time retrieval 
at the cost of results quality, i.e. it is a trade-off between real time requirements and 
retrieval performance. Arjumand Youns et al. [11] take twitter as the source of con-
sulting to estimate the popularity of news. Kamran Massoudi [12] improves retrieval 
performance by using some unique characteristic in microblog, such as forwards and 
comments. Rinkesh Nagmoti et al. [13] rank the searching results by using informa-
tion from social network and get good results. By analyzing the structure of social 
network, Meredith Ringel Morris et al. [14] estimate the reliability of messages on 
microblog. 
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Different from the researches referred above, our research explores the possibility 
of adding time information to traditional retrieval model, which aims at changing the 
prior probability between documents and the query. Meanwhile, we take some meas-
ures, such as pseudo relevance feedback and quality filters, to improve the retrieval 
performance further. 

3 Microblog Oriented Time-Sensitive Retrieval Model 

In this section, we will illustrate some details about our time-sensitive microblog re-
trieval model. Specifically, there are two steps in our retrieval process. Firstly, we 
introduce time factors to traditional retrieval models through query expansion tech-
niques. Secondly, we use entropy and short links to filter the result documents. Next, 
we will show the two steps in details. 

3.1 Time-Sensitive Language Model 

To construct our retrieval model, we focus on the improvement of traditional lan-
guage model. Traditionally, documents are ranked based on relevance with the query. 
According to Bayes rules, the relevance is represented as follows. 

 ( ) ( )
( )

( ) |
| ( ) ( | )

P D P Q D
P D Q P D P Q D

P Q
= ∝  (1) 

where D is the document. P(Q) is the normalization factor, which can be omitted in 
calculation. P(Q|D) is the likelihood function w.r.t the document D. P(D|Q) is the 
probability that query Q is generated from D, which is used to measure the relevance 
between D and Q. Since P(D), as the document prior probability, is uniform and inva-
riable for documents, it is always omitted in calculation. However, our retrieval model 
is more focused on the latest microblog documents, i.e., our model is time-sensitive. 
So P(D) here should reflect something related to the timestamp labeled on the docu-
ment in order to adapt to microblog retrieval. Therefore, we present our basic retrieval 
model based on language model as the Eq. (2). 

( ) ( )
( )

( ) |
| ( ) ( | )real

P D P Q D
P D Q P D P Q D

P Q
= ∝                  (2) 

where Preal(D) is the document prior probability with time information, which distin-
guish the documents in their timestamps. Specifically, the later the document is deli-
vered, the higher the probability is. In other words, a user takes the time he submitted 
the query as the baseline. If the timestamp of a document is nearer to the baseline, the 
document has more probability to be ranked higher in the final ranking list and vice 
versa.  

However, if a user wants to search for information related to a certain period (not 
the time the query submitted), the model in Eq. (2) may not work well. In order to 
deal with the problem, we present the concept of the key time point with large 
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amounts of information delivered, which is denoted as TrealQuery. For example, a hot 
issue can cause the information explosion in microblog in the short period. We aver-
age the timestamp of the documents delivered in the period as the key time point to 
modify the time factor in Eq. (2) as shown in Eq. (3). 

 
1

1
( ( ))

N

realQuery
i

T t FbDoc i
N =

=                          (3) 

where t(FbDoc(i)) is the timestamp of a document i. We introduce pseudo relevance 
feedback to choose the top-N documents from initial retrieval and average the  
timestamp to obtain the key time point of a query. Empirically, we set N=10 in our 
experiments.  
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Eq. (4) and Eq. (5) is the calculation of the prior probability with time factors, where 
TD is the timestamp of a document, Tmax is the timestamp with the max distance with 
the key time point in a period. We calculate the probability using Eq. (5) instead Eq. 
(4) in order to embody the time information in document prior more reasonably. The 
final retrieval model we construct could contribute to microblog retrieval in consider-
ation of the time information. 

3.2 Quality Based Results Filter 

Since the messages in microblog are always short and limited to a certain length, it is 
difficult to extract text features as traditional information retrieval methods do. 
What’s more, there are lots of noises in microblog messages including some adver-
tisements and some useless comments. In order to solve the problems above, we in-
troduce information entropy to measure and filter the instant messages. 

           
1

log
m

i i

i

n n
Entropy

n n=

= −                        (6) 

where n is number of words appeared in a piece of message, in which m is the number 
of words appeared only once and ni is the number of words appeared more than once. 
The entropy indicates the importance of a message. We filter the messages with the 
entropy below a certain threshold to decrease the noises.  

Besides, there are always some hyperlinks in the messages, which enrich the con-
tents of messages. So we take the link information as another way to measure the 
importance of the messages, i.e., if a message contains some hyperlinks, the score of 
the message will be multiplied by a constant as the following equation shows. 

                     newscore scoreα= ∗                        (7) 
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In our experiments, we set α=1.2 since relative good performance can be 
achieved under this setting. We remove the useless information using the two meas-
ures above to obtain the documents with abundant information in microblog retrieval. 

3.3 The Overall Retrieval Process 

In this section, we will give more details about our retrieval process. We examine our 
retrieval model on TREC datasets from Microblog Track in our experiments. Table 1 
shows the overall retrieval process of our algorithms. 

Table 1. The time-sensitive retrieval model of microblog 

Algorithms Time-Sensitive Retrieval Model 

Input An original query 

Output documents ranking list 

Step 1 Original Query=constructQuery(words[]);  

Step 2 

PRFDocs[1,2,…,10]=Retrieval(Original Query); 

For i=1 to10 
For each term in PRFDocs[i] 

If(term !=stopper)   Weight(term)= tf * idf ; 
End for 
TermsWeight[i]=Combine(Score(PRFDocs[i]),weight(PRFDocs[i])); 

End for 

Step 4 RealQueryTime=avgTime( Time(PRFDocs i )) 

Step 5 

For each doc  

       computeP(Q|D) P(D)P(Q|D)P(Q) P (D)P(Q|D)) 

End for 

Step 6 If(HasLink)   score α · score Else   

Step 7 

For each doc in the runs 
If(Entropy>=EntropyThrethold&&score >=ScoreThrethold) 

Resultdocs.add(doc) 
End for 

Step 8 Return docs[1,2,…,N] 

Initial Retrieval. A user submits a query and then our system conducts initial retriev-
al based on traditional language model and vector space model. 

Query Expansion. We choose the top 10 documents in the initial ranking list as 
feedback documents. Then, we select expansion terms from these documents as fol-
lows. Firstly we stem the words in documents and remove stop words. Secondly, we 
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use traditional TF-IDF model to score each term. Thirdly, we choose k terms with the 
highest scores as expansion terms for expanding the query.  

Further Retrieval Using Time-Sensitive Model. We retrieve again using query 
expansion. Meanwhile, entropy and link information is utilized to filter documents 
and obtain the final ranking list. 

4 Experiments  

4.1 Experimental Settings 

Corpus. We evaluate our method on TREC dataset from Microblog Track based on 
Twitter. The dataset contains 50 topics with relevance judgments, which is one of the 
standard dataset in Microblog research. Tweets in the dataset are stored in a standard 
format, i.e., <tweetid, username, status, time, text>, where tweedid is the identifier of 
each tweet, username is the name of user who delivers the tweet, time is a number 
indicating the timestamp and text is the content. 

Evaluation Methods. We take Indri as our basic search environment, and MAP 
(Mean of Average Precision) is adopted as the evaluation measure. In evaluation, the 
higher the value of MAP is, the better the performance is. 

Baselines. To measure the effectiveness of our method, we compare our method with 
some traditional and state-of-the-art methods on the dataset. Tfidf is the retrieval 
model using vector space models twice, where the terms are weighted using TFIDF. 
TfidfFb is the retrieval model using vector space model in initial retrieval and time-
sensitive model in second retrieval. LM is the retrieval model using language models 
twice. LMFb is the retrieval model using language model in initial retrieval and time-
sensitive model in second retrieval. MixSp is the linear interpolation of Tfidf and LM 
methods. MixFb is the linear interpolation of TfidfFb and LMFb methods. 

4.2 Experimental Results and Analysis 

Table 2 presents the evaluation results of the 6 retrieval models. From the table we 
can see that no matter what retrieval models is used in consideration of time factor, 
the performance can be improved. In comparison, language model performs better 
than Tfidf, indicating that language model is more suitable and stable for microblog 
documents in extracting key information. What’s more, the performance of LMFb and 
MIXFb is increased over LM and MixSp by nearly 10%, while TfidfFb is increased 
over Tfidf by only 2%. This phenomenon also indicates that the time-sensitive re-
trieval model is more effective when used with language model.  

We also conduct experiments under 50 topics in the dataset. Figure 1 shows the re-
sults of time-sensitive models with different initial retrieval methods. From the results 
we can see that the performance of two methods linear interpolation is better com-
pared with other methods. Notably, we find that TfidfFb performs the best among all 
methods in some query topics, which indicates the time-sensitive Tfidf model is not 
stable on all the queries. 
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Abstract. Learning to rank, which can fuse various of features, performs well 
in microblog retrieval. However, it is still unclear how the features function in 
microblog ranking. To address this issue, this paper examines the contribution 
of each single feature together with the contribution of the feature combinations 
via the ranking SVM for microblog retrieval modeling. The experimental re-
sults on the TREC microblog collection show that textual features, i.e. content 
relevance between a query and a microblog, contribute most to the retrieval per-
formance. And the combination of certain non-textual features and textual fea-
tures can further enhance the retrieval performance, though non-textual features 
alone produce rather weak results. 

Keywords: microblog retrieval, learning to rank, feature combination. 

1 Introduction 

Current retrieval models are usually built on so-called learning-to-rank strategy, 
which typically involves multiple features from the queries and the documents. This 
strategy has also been applied to microblog retrieval [1]. In TREC microblog track, 
both the USC/ISI team (top 1 in TREC 2011) and the HIT team (top 1 in TREC 2012) 
used Learning to Rank algorithm [2,3]. Several other teams also adopted similar me-
thods [4-8], differing only in the different features employed. 

In the literature, however, the features for microblog ranking have not been well 
examined. Besides the classical textual features, microblog retrieval is further 
enriched by various non-text features, which has been proved to be more effective. 
Duan et al employed learning to rank algorithms to determine the best set of features, 
in which the textual features hardly contribute to the retrieval performance [1]. 

Following this thread, the feature contribution is reexamined in microblog retrieval 
in this paper, including the single feature and the feature combination via the Ranking 
SVM framework. Specifically, we focus on the textual features, i.e. the content relev-
ance between the query and the microblog.  
                                                           
* Corresponding author. 
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The rest of this paper is organized as follows: First, the features in Ranking SVM 
for microblog retrieval are introduced. Second, the experiment and evaluation are 
given. Last, we draw a conclusion for this paper and future direction in this field is 
discussed. 

2 Features in Ranking SVM for Microblog Retrieval 

Ranking SVM, one of the pair-wise ranking methods, is an application of support 
vector machine, which is used to solve certain ranking problems. In microblog re-
trieval, the training data is a set of (xu,v,yu,v). xu,v is a microblog pair(u,v). Here u and v 
indicate a microblog presented by a feature vector. If u<v, yu,v=1 ; otherwise yu,v=-1. 
It means that the train sample is positive if the microblog u has a higher relevant level 
than microblog v. Thus the ranking task is changed into a classification task. The 
retrieval model can be trained by SVM. 

In learning to rank, the feature set is crucial to the model performance. To deter-
mine the contribution of each feature, a common practice is to re-build the model by 
each single feature as well as different feature combinations in addition to the whole 
feature set. The differences in the model performances are then deemed as a good 
proof for the feature influence in the retrieval modeling. 

In this paper, we classify the features for microblog ranking into three groups: con-
tent relevance features, author features and microblog unique features, which are de-
tailed in the following section. 

2.1 Content Relevance Features 

Content relevance features, often referred as the textual features, specify the content 
relevance between queries and tweets. Under language model framework, here we use 
Kullback-Leibler Divergence to measure the content relevance between query model 
Q and microblog model M. The standard KL function is: 

 ( | )
( | ) ( | ) log   

( | )
=

w

P w M
KL Q M P w M

P w Q
 (1) 

Then four content relevance features can be obtained as shown in Table 1. 

Table 1. Content relevance features 

Features Description 

KL_OQ_OM KL score of original query and original microblog 

KL_EQ_OM KL score of expanded query and original microblog 
KL_OQ_EM KL score of original query and expanded microblog 

KL_EQ_QM KL score of expanded query and expanded microblog 

 
OQ is denoted as original query model and OM is denoted as original microblog 

model. For short queries and short microblogs in microblog retrieval, the query ex-
pansion and microblog expansion are used to estimate query model (denoted by EQ) 
and microblog model (denoted by EM). 
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OQ (Original Query) and OM (Original Microblog) are estimated by maximum 
likelihood estimation on original query and original microblog. 

EQ (Expanded Query) is modeled by the relevance feedback model [9]. According 
to the relevance model, a query term is generated by a relevance model p(w|θR), 
which is derived by top-ranked feedback documents by assuming them to be samples 
from the relevance model as follows: 

 ( | ) ( | ) ( | ) θ θ
∈

∝ R R
d F

p w p w d p d  (2) 

where F denotes the feedback documents, usually approximated by the top-ranked 
retrieved documents for the query; p(w|d) is the probability that the term w appears in 
the document d, and p(d|θR) is the probability that d is generated by θR. θR is estimated 
by the original query, thus we can obtain: 
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The above relevance model is used to enhance the original query model by the fol-
lowing interpolation: 

 ( | ) (1 ) ( | )  ( | )q q Rp w p w p wθ α θ α θ′ = − +  (4) 

where α is the interpolation weight. In our experiments, α=0.8 and the number of top-
ranked retrieved documents is set 20. 

EM (Expanded Microblog) is estimated by DELM (Document Expansion Language 
Model) [10] to improve the representation of short tweets. That is, for a document d 
(i.e. tweet), decide its k (set as 100 in our experiment) nearest neighbors {b1,…,bk} by 
the cosine similarity score between bk and d. Then it assigns a confidence value rd(b) 
to every document b to indicate our confidence about that b is sampled from d’s hid-
den model. The confidence value is defined as below: 

 

' { }

( , )
( )

( , ')
∈ −

=
d

b C d

sim d b
r b

sim d b
 (5) 

In fact, the confidence value rd(b) is set by normalizing the cosine similarity scores. 
Then a pseudo document d’ is obtained with the following pseudo term count:   

 '

{ }

( , ) ( , ) (1 ) ( ( ) ( , ))β β γ
∈ −

= + − × d
b C d

c w d c w d b c w b  (6) 

where parameter β (set as 0.8 in our experiment) controls the degree of relying on 
neighborhood document. This technique is proved to be valid in improving search 
results in TREC texts by [6]. 
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2.2 Author Features and Microblog Unique Features 

Author features, listed in table 2, reflect the publisher of a tweet. 

Table 2. Author features 

Features Description 

FOLLOWERS_COUNT How many people are following this author 

FRIENDS_COUNT How many people this author is following 

LISTS_COUNT How many groups is the author in 

STATUS_COUNT How many microblogs are posted by the author  

FAVOURITE_COUNT How many microblogs are the author’s favorite 

IS_VERIFIED Is the author verified 

 
Microblog unique features refer to the particular characteristics of a tweet, which 

are summarized in Table 3. 

Table 3. Microblog unique features 

Features Description 

HAS_URL Whether the microblog contains a URL 

IS_REPLY Whether the microblog is a reply microblog 

HAS_MENTION Whether the microblog contains a mention(“@”) 

HAS_HASHTAG Whether the microblog contains a hashtag(“#”) 

RETWEET_COUNT How many is retweet count 

2.3 Feature Sets 

Several feature sets mentioned above are examined in the subsequent experiments. 
The performance of the model built by all features (RankSVM_all) is denoted as the 
baseline, and the varied feature settings consist of the following: 

Leave_one_out_from_all, in which each single feature is removed respectively from 
the total 15 features, demonstrates the contribution of each feature in the feature set. 

Single_feature, in which only one feature is involved to model the microblog retriev-
al, is used to reveal the importance of each feature in the model alone. 

Feature_group is used to examine different kinds of features in three groups.  
This setting compares the different aspects of features existing in microblogs to some 
extent.  

Best_feature is an optimized subset with the best retrieval performance. We generate 
several feature sets randomly and use the advanced greedy feature selection method 
proposed by Duan et al [1], to find the best feature combinational set with the best 
performance. 
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3 Experiment and Evaluation 

3.1 Experimental Settings 

The experiment data is TREC 2011 tweets corpus. The corpus, which is comprised of 
2 weeks tweets sampled from Twitter, contains about ten million tweets1. We down-
load 10,397,336 tweets by twitter crawler provided by track organizers, and there 
remain 3,754,077 tweets for the experiment after being filtered in accordance with 
TREC [11]. The statistics of dataset are shown in Table 4. Note that the index is built 
for each query with only tweets before its query time.  

Table 4. Statistics of tweets in dataset 

# of 
Total tweets 

# of  
Null tweets 

# of  
Retweets 

# of  
Non-English tweets 

# of  
Indexed Tweets 

10,397,336 0 342,652 6,300,607 3,754,077 
 
The 50 queries and the corresponding answer sets in TREC 2011 are used to train 

the retrieval model via SVMrank2 by Thorsten Joachims. The 60 queries of TREC 
2012 are the test set. Following TREC 2012 microblog tack, the performance is eva-
luated by standard metrics: P@30. Meanwhile, MAP and R-Prec are reported for 
reference. 

3.2 All Features vs. Single 

As is shown in table 5, the performance of RankSVM_all is better than that of any 
single feature. Although any feature from the author aspect and the tweet unique pro-
duce poor result, they can enhance the text relevance features as a whole to achieve a 
significantly better result.  

We further examine the feature contribution by removing one from the all-set re-
spectively, and the corresponding results are shown in Fig. 1. According to this figure, 
most features cause a performance drop if they are removed. The most significant 
drops occur with the removal of the HAS_URL feature and the KL_EQ_EM feature. 
The HAS_MENTION is harmful for ranking. 

We then examine the features in three groups and compare them with the best fea-
ture set achieved. According to Table 5, it is revealed that the performance of each 
feature group is inferior to that of the all features. The best feature set can boost the 
retrieval performance from 0.2593 to 0.2621(p<0.05) in P@30, with the following 9 
features left in the core: 4 content relevance scores, FOLLOWERS_COUNT, 
LISTS_COUNT, HAS_URL, HAS_HASHTAG and RETWEET_COUNT. 

A notable finding in the experiment is that the content relevance features are  
strong indicators for tweet retrieval performance. This fact indicates that the content 
relevance between query and tweet is still essential to tweet retrieval performance.  
In addition, the expansion techniques consistently exhibit positive effectiveness in 
performance improvement. 
                                                           
1 https://ir.nist.gov/tweets2011/id-status.01-May-2012.gz 
2 http://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html  
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Table 5. Performance comparisons of using all features vs. single feature 

 P@30 MAP R-Prec 
RankSVM_all 0.2593 0.2475 0.2684 
RankSVM_best 0.2621 0.2479 0.2685 

KL_OQ_OM 0.2062 0.1855 0.2207 
KL_EQ_OM 0.2345 0.2302 0.2471 
KL_OQ_EM 0.226 0.2059 0.2345 
KL_EQ_EM 0.2446 0.2356 0.2575 

Group_content_relevance 0.2458 0.2371 0.2569 
FAVOURITE_COUNT 0.0181 0.0225 0.0204 
FRIENDS_COUNT 0.0418 0.0339 0.0407 
FOLLOWERS_COUNT 0.0542 0.0511 0.0555 
LISTS_COUNT 0.0435 0.0361 0.0392 
STATUS_COUNT 0.0475 0.0533 0.0494 
IS_VERIFIED 0.0542 0.042 0.0533 

Group_Author 0.048 0.0413 0.0452 
RETWEET_COUNT 0.0429 0.0356 0.0378 
IS_REPLY 0.0469 0.0531 0.0494 
HAS_MENTION 0.0486 0.0554 0.0524 
HAS_URL 0.0706 0.0715 0.0758 
HAS_HASHTAG 0.0345 0.0363 0.0399 

Group_Unique 0.0695 0.0554 0.065 
 

 

Fig. 1. Performance of leave_one_out_from_all 

4 Conclusion and Future Work 

This paper investigates the feature contribution in microblog retrieval modeling under 
learning-to-rank framework. 15 features, which can be classified into three groups: 
text relevance, author and tweet unique, are examined via Ranking SVM. Experiment 
results show that the most important features are content relevance features, which  
lie in the core for the model performance. Both query expansion and microblog  
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expansion are the most important features in content features. Meanwhile, the non-
textual features could enrich the text relevance scores, though they produce unsatis-
factory results alone. Among non-textual features, the HAS_URL produces the most 
significant effect to the performance.  

In future work, we would explore how to combine the content relevance scores 
with the non-textual features. In addition, certain factors which have not covered in 
this paper, such as time influence to microblog search, should also be addressed. 
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Abstract. Sentiment analysis of Chinese microblogs is important for scientific 
research in public opinion supervision, personalized recommendation and social 
computing. By studying the evaluation task of NLP&CC’2012, we mainly im-
plement two tasks, namely the extraction of opinion sentence and the determi-
nation of sentiment orientation for microblogs. First, we manually label the 
sample of microblog corpus supplied by the organization, and expand the sen-
timent lexicon by introducing the Internet sentiment words; second, we con-
struct the different feature sets based on the analysis of the characteristic of 
Chinese microblogs. Finally, we use SVM classifier to generate a model based 
on training corpus, and implement the predication of test corpus. Evaluation re-
sults show our work has good performance on two tasks. 

1 Introduction 

In the context of Web 2.0, microblog, as an important way for people to communicate 
with each other, has the characteristics of large amount and fast update. It is a reliable 
source to explore people’s view and sentiment orientation. And the research on the 
natural language processing technology for microblogs has currently become a new 
research hotspot, of which sentiment analysis is an important topic. 

The aim of sentiment analysis or opinion mining is to know people’s opinion and 
sentiment orientation. At present the main technology is divided into two categories: 
one is to classify emotions according to the number of positive sentimental words and 
negative sentimental words in the text, with the method of combining sentiment lex-
icon with rules; the other is to adopt machine learning by which features in text are 
discovered and classifiers like Naive Bayes, Max Entropy and Support Vector Ma-
chine are applied. 

At present English microblog research has made progress in sentiment analysis, for 
example, sentiment classification research for emoticons and hashtag as the features, 
while sentiment analysis research for Chinese microblogs relatively lagged behind 
either in resources or in methods. 

By studying the evaluation task of NLP&CC’2012, we mainly implement two 
tasks, namely the extraction of opinion sentence and the determination of sentiment 
orientation for Chinese microblogs supplied by the evaluation organization. Experi-
ment results show our work has good performance on two tasks. 
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2 Related Work 

In the last decade, sentiment analysis attracted the attention of many researchers and 
has become a hot research topic in the field of information retrieval and natural lan-
guage processing. As evaluation task is mainly about extraction of opinion sentence 
and determination of sentiment orientation, the following will introduce the related 
research from two aspects. 

2.1 Subjective Text Recognition 

Subjective text is the main object of text sentiment analysis. Therefore, it is very  
important to identify a large amount of subjective and objective web texts in advance 
to effectively narrow the analysis scope and reduce interference [1]. In order to effec-
tively identify and extract factual information in an extraction task, Riloff et al. [2] 
designed a variety of filtering methods, using subjective classifiers to filter out subjec-
tive text, then extracted information, and tested in MUC-4 terrorism data sets;  
Toprak and Gurevych [3] finished a subjectivity classification experiment of  
English and French documents in DEFT'2009 Text Mining Challenge. In addition, 
Finn et al. [4] concluded that feature selection method based on POS tagging can get 
better effect than that on bag-of-words by studying subjective and objective sentence  
classification.  

Above all, subjectivity text recognition is mainly based on sentiment words, using 
various methods of text feature expression and classifiers to classify. This method is 
clearly defined, and the essential problem is the selection of features. 

2.2 Sentiment Orientation Analysis 

In sentiment orientation analysis, a subjectivity text is generally divided into two or 
three types, namely positive, negative and neutral, to measure the preference of eva-
luated object. According to the different knowledge sources such as sentiment lexicon 
and corpus, and to different methods of classification, sentiment orientation analysis 
can be divided into the two kinds of methods.  

The first method is based on sentiment lexicon and rules. It is to separately calcu-
late the number of mixed sentimental words in text. If the number of positive word is 
greater than that of negative word, text is for positive sense, otherwise for negative 
sense, if equal for neutral. As the method relies on the quality of sentiment lexicon, 
the construction of sentiment lexicon should be focused on. Its main idea is: based on 
the collection of words with the known polarity as sentiment lexicon seed, new words 
with unknown sentiment polarity can be predicted by using some correlated method 
in the sentiment seed lexicon to find out similar words or similar semantic words, and 
then to calculate the new sentiment orientation through the polarity of these words. 
This method requires high coverage of the seed word. At present, the most commonly 
used lexicons are WordNet in English and HowNet in Chinese. 
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The second method is based on machine learning. With sentiment words and 
phrases, syntactic dependency and theme-related characteristics as classification  
features, a classification model is generated by classifier training. By using the  
constructed model, classification of test documents can be implemented in order to 
realize sentiment orientation discrimination of test documents. Pang et al. [5], by the 
bag-of-words technology, used Naive Bayes, Maximum Entropy and Support Vector 
Machines to do text sentiment polarity research, and made a comparative analysis of 
these three methods. Through experiments, the conclusion is that the performance of 
SVM is better, with the highest accuracy 80%.  

The focus of the current Chinese sentiment analysis research is in the field of prod-
uct reviews, news comments and film reviews. As for microblogs, it develops in  
recent years as a new type of social media while sentiment analysis research for mi-
croblogs is relatively less. A lot of people are working at Twitter sentiment analysis 
research in foreign countries. Go [6] and others used classifiers such as NB, ME and 
SVM to carry out the Twitter sentiment classification and the results show that the 
performance of SVM is better than other two classifiers. As to feature selection,  
features can be selected by the use of Unigram and Bigram models with the combina-
tion of parts-of–speech (POS). Barbosa and Feng [7], according to grammar characte-
ristics of Twitter, observed its influence on the sentiment classification, considering 
forwarding messages, labels, links, punctuation, and exclamation marks, etc. Joshi [8] 
and others devised a sentiment analyzer to analyze and calculate microblog sentiment. 
Domestically, the study of microblog has emerged, but lack of further and advanced 
research. Basically it still adopts the traditional text analysis methods and it is short  
of depth analysis of features of micro blog, meanwhile, theory system is still not  
standard. 

With the rapid development of microblog and the sharp increase of microblog  
users, the sentiment analysis for microblog should become a research hotspot with 
business, economic and cultural value. 

3 Evaluation Task Analysis 

Evaluation object is the micro blog provided by the organizers, including 20 topics 
and each topic has about 1000 items. Task 1 is to determine each sentence in micro 
blog is an opinion sentence or a non-opinion one. On the basis of task 1, task 2 is to 
judge sentiment orientation of the opinion sentence in task 1, including positive, nega-
tive and neutral. According to these two tasks, we first analyzed the sample text, and 
implemented the specific task decomposition. 

3.1 Opinion Sentence Extraction 

First we can consider extraction task of opinion sentences as a machine learning task, 
which is on how to make use of the existing micro blog sample to do manual label 
and feature extraction, construct model with the corresponding machine learning 
method, and then use the generated model to predict the test set. 
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According to the rules in NLP&CC '2012, opinion sentence does not include the 
sentences of sentiment self-expression, for example, "I am very happy.", defined by 
evaluation, this sentence is sentimental but not an opinion sentence. Opinion sentence 
defined by evaluation is confined to the evaluation of other objects, not including the 
inner self sentiment. So we have to design the corresponding rules to filter out this 
kind of sentence patterns. Based on the characteristics of micro blog corpus, we have 
carried out three steps to pre-process micro blog corpus. The first step is to remove 
the topic labels. The second step is to determine Chinese word segmentation. The last 
step is to filter self sentiment sentences by rules. Then as for the filtered sentences, we 
extract features, use the training set to train SVM model and predict the test set, and 
get the results of opinion sentences. 

This article uses the word segmentation cloud services (research version) supplied 
by HYLANDA corp. Due to the input and output of results as XML format, it is very 
suitable for evaluating the processing of corpus. After word segmentation, we first 
filter subjective expressive sentence from its results in line with the requirements of 
opinion sentence identification.  

Finally, we extract nine features as a feature set to judge opinion sentences, such as 
whether to contain an emoticon, a sentiment word, number of sentimental words, an 
exclamation point or a question mark, a consecutive exclamation mark or a question 
mark, inversion words, a degree adverb, a modal particle, and the network language, 
etc. 

3.2 Sentiment Orientation Analysis 

Task 2 is to determine sentiment orientation of micro blog, including positive, nega-
tive and neutral. Evaluation of this task is based on task 1. 

We had a feature selection of sentiment classification mainly on the basis of the 
feature of sentiment words in combination with the characteristics of the micro blog. 
There are seven features mainly considered, such as the number of positive and nega-
tive emoticons, number of positive and negative sentiment words, the existence and 
non-exsistence of inversion word (the premise: the word should be in front of senti-
ment words), question mark and continuous question marks, etc. 

First is manual labeling training. Sentiment polarities are divided into positive, 
negative and neutral. It is observed that the considered neutral micro blogs generally 
do not contain the sentiment words. Second, by using SVM classifier for training 
micro blog of three sentimental polarities, the corresponding model is generated. 
Finally, with the classification model, the public test set provided by the organization 
can be predicted. 

4 Experimental Results 

On the basis of some existing sentiment lexicons (such as the sentiment analysis 
words set in "Hownet", "Tongyici Cilin" provided by HIT IR-Lab), we extract a basic 
polarity vocabulary of 7926 words, 1993 words for positive sentiment and 5936 
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words for negative sentiment. In addition, we establish a degree adverb lexicon and a 
polarity shifting word lexicon. The adverb lexicon mainly collects 219 Chinese  
degree level words in the sentiment analysis words set in "Hownet". Due to the rela-
tively limited number of polarity shifting words, the polarity shifting word lexicon  
is constructed mainly through manual collection and develops with the help of  
"Hownet" and "Tongyici Cilin ". 

Based on this, we also extend the existing sentiment lexicons, such as increasing 
the cyberword: 51 for positive and 405 for negative, and increasing expression sym-
bol lexicon: 84 for positive and 46 for negative, so as to solve the problem that the 
current word segmentation system can't distinguish some network language and emo-
ticons. Moreover, there are modal particles and subjective word lexicons, the former 
is given that the tone of the users would affect the judgment of microblog opinion 
sentence; and the latter can help to filter out the sentences that self-sentiment express-
ing sentences do not belong to the opinion sentences, according to the evaluation sets. 

4.1 Opinion Sentence Extraction Experiment 

(1) Training set construction and training model generation 
Training set is constructed by extracting the features from microblog corpus about 

1219 microblogs labeled manually, and then converting them into SVM training for-
mat, including the following steps: 
 Extraction of the features of network language emoticons 
The part of the work is to extract network language and emoticons from the manual 

labeled corpus of microblogs. The present word segmentation technology is not able 
to identify the network language and emoticons, therefore it should be done before 
word segmentation. The way to extract is to do text matching consulting the content 
of the network language lexicon and network emoticons lexicon, recording the cor-
responding features whether being contained or not, and the number of occurrences. 
 Word segmentation 
Word segmentation includes the following steps: 
1) to convert the corpus that needs to be segmented into XML format in accordance 

with HYLANDA corp.’s cloud segmentation rules, and to set the corresponding pa-
rameters; 

2) to request HYLANDA corp.’s cloud segmentation word API to operate on seg-
mentation; 

3) to obtain word segmentation results and save them. 
 Extraction of features from the segmentation results, and training set  

generation 
This part of the work is to use the XML parsing technology to analyze segmenta-

tion results, extract features from segmentation results according to the existing sen-
timent lexicon, and convert them into the format that can be trained by SVM. We 
label 0 and 1 for the features whether being contained or not, here 0 for non-opinion 
sentences and 1for opinion sentences. At this point, we get a training set containing 
1219 data. 
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 Training model generation 
By using SVM classifier to train the acquired training set, the training model is 

generated. 
(2)Test set construction and results 
Test set construction is similar to the previous process. First of all, the predicted 

microblogs are preprocessed. In addition, to predict microblog corpus also needs word 
segmentation. It converts into the corresponding format, and then predicts it by using 
the previously generated training model. We respectively predict 20 themes of micro-
blog and 20000 sentences, and the results obtained are shown in table 1. 

Table 1. The evaluation results of task 1 

Micro-average Macro-average 
Precision Recall F-Measure Precision Recall F-Measure 

0.645 0.959 0.772 0.649 0.960 0.770 
 

The evaluation results of the task in NLP&CC’2012 rank in top 3 in all evaluation 
teams, the performance on the Recall is particularly great. The reason of our good 
performance is that we carried out effective sentiment lexicon expansion as well as 
the relevant preprocessing, which make the results more comprehensive. 

4.2 Sentiment Orientation Analysis Experiment on Microblogs 

This task is to determine sentiment orientation of microblogs, including positive, 
negative and neutral. Evaluation of this task is based on a task 1, namely to analyze 
sentiment orientation of the opinion sentences. So before task 2, according to the 
result of task 1, we need to extract opinion sentences in microblogs as the test set in 
task 2. 

(1) Training set construction and training model generation 
In this part, extract 451 microblogs labeled opinion sentences from 1219 micro-

blogs labeled manually as the training corpus. Specific process is familiar with the 
training set construction in task 1, also including extraction of network language emo-
ticons, word segmentation, feature extraction, and training model generation. At this 
point, we get the training set containing 451 data, and its model after training. 

(2) Test set construction and the results 
The part of the work uses the microblogs predicted as opinion sentence in task 1, 

with reference to the previous method of training set construction to build the test set. 
We evaluate 20 themes of microblog for sentiment orientation and the results are 
shown in table 2. 

Table 2. The evaluation results of task 2 

Micro-average Macro-average 
Precision Recall F-Measure Precision Recall F-Measure 

0.804 0.771 0.787 0.809 0.778 0.793 
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The evaluation results of the task in NLP&CC’2012 rank in top 2 in all evaluation 
teams. Compared with the results from other units, the Recall is still our advantage. 
We carried out rich features as well as sentiment sources, which make the results 
more comprehensive.  

5 Conclusion 

The social network represented by microblog in recent years made rapid development 
and sentiment analysis task in microblog attracted people's attention. In the evaluation 
task, our team makes full use of natural language processing technology and machine 
learning, as well as optimize feature design and process scheme. At last we obtained 
the ideal results in the evaluation task 1 and task 2 of NLP&CC’2012. In our future 
work, we will continue to study especially on social events in microblog discussion, 
on how to effectively analyze the orientation of events, emotional state recognition 
and degree of emotion recognition, etc. As time goes on, we can even study the 
changing process of netizen’s sentiment orientation of a social event in the process of 
spread. 
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Abstract. The authors are supposed to discover the valuable public opinions 
based on the massive social media data (the comments data, social relation data 
and location data collected from social website like twitter), so that it could help 
users to make better decisions during shopping. In order to solve this problem, 
the authors used micro-blog data collected from Sina as an example and pro-
posed an opinion mining system based on the distributed computing system 
(Hadoop and related projects). This system was designed for a general purpose. 
It is not only for the restaurant area but also for the other fields like electronic 
products. 

Keywords: big data, sentiment analysis of micro-blog, text classification, topic 
search, data deduplication. 

1 Introduction 

Large and complex data is being produced everyday in various areas such as electron-
ic business, health care, geographic information and so on. The amount of social me-
dia data is increasing dramatically due to the growth of social network applications 
(e.g. Sina micro-blog). According to the data published by Sina, the number of users 
in Sina micro-blog exceeds 500 million (a 74% increase year-on-year) and the num-
ber of active users is about 50 million by the end of November 2013[1]. Social media 
data is semi-structured, non-relational and may not have a well defined schema. In 
order to process these data automatically and assist making market decisions, it typi-
cally requires statistician, mathematician and data mining expert to construct the data 
model by using nature language processing and semantic analysis techniques. This 
could be a tough task since the data is large, noisy and time-sensitive.  

The opinion mining research and sentiment analysis are hot research topics.  
This paper analyzed the Sina Micro-blog data by using distributed computing tech-
niques to capture, filter and classify the data in real-time. This solution could be 
applied on enterprise marketing management by assisting the marketing decision 
according to the public opinions related to specific brands. On the other side, it could 
also help individual consumers to make right shopping decisions by filtering out the 
paid posters. 
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Fig. 1. System architecture 

Fig.1 displays the architecture of the opinion mining system. The system collects 
data of reviews from the DianPing Web (The web site for sharing comments to res-
taurants in China http://www.dianping.com ) as training data stored in a distributed 
file system (HDFS). The micro-blog data collected from Sina is stored in a NoSQL 
database (HBase). The algorithm of segmentation, text classification and distributed 
computing is used for sentiment analysis. The consumer could find the public opi-
nions to any restaurants via the search engine. In addition, the idea of crowd sourcing 
is applied, the user could also correct the sentiment analysis results and this could 
improve the system performance and accuracy.  

2 Social Media Data Capture 

Currently, about 100 million micro-blogs are created in Sina everyday. It contains 
huge information about personal views.  The purpose of this paper is to dig out the 
public opinions hide in the micro-blog based on the sentiment analysis techniques. 

2.1 Data Capture 

The open API provided by Sina is used to collect the micro-blog. There are several 
tips for using these open APIs.  

• The OAuth2.0 used for authorize that requires CLIENT_ID and 
CLIENT_SECRET. These keys can be obtained by creating an application in Sina.  

• A sleep interval has to be set after each request otherwise it will be blocked if the 
request frequency exceeds the limitation. 

• The AccessToken, which is used for authorize, expired periodically. The Selenium 
toolbox is used to simulate the user operation for requesting a new AccessToken. 
The Hudson is also used to set the timed task based on the expiring information, so 
that the AcessToken is refreshed automatically without manual interruption.  
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2.2 Data Store 

The data collected from Sina stores in HBase. Apache HBase is a distributed, scala-
ble, column-oriented, big data store. It provides Bigtable-like capabilities (random, 
real time read/write access) on top of Hadoop and HDFS.  

3 Data Pre-Process 

3.1 Data Filter 

The content of micro-blog is noisy. Since we only focus on the contents related to the 
emotional tendency, we need filter out the noisy information such as:  

1. The whole content of micro-blog only contains emotional symbols, tags, 
@someone, url and so on, are removed from database. 

2. The micro-blogs that have irrelevant words or symbols are filtered by regular-
expression. For example,  
“#翠峰苑火锅#黄浦路的翠峰苑还不错哦[开心]@小王 我在http://t.cn/HJK2KD” 
“@小王 我在http://t.cn/HJK2KD”is removed since it is irrelevant to the sentiment anal-
ysis. 

3.2 Data Transformation 

Because of the complex coding background of Chinese character, conversions from 
traditional to simple, from Single byte to Double byte are applied before word seg-
mentation process.  

3.3 Word Segmentation 

Word segmentation is the fundamental for Chinese process. There are two kinds of 
methods for word segmentation, one is based on the grammar rule and the other one is 
based on the statistics. The method based on the statistics requires a large corpus 
which is hard and expensive to collect. For this reason, this paper used grammar rule 
method for word segmentation. Three rules are used in order: 

1. Maximum matching, apply greedy algorithm to choose the longest words. 
2. Maximum average, choose the biggest average value of word length 
3. Minimum variance, choose the smallest variance value of word length. 

4 Sentiment Analysis 

This paper describes how to find public opinions (positive, neutral and negative) re-
lated to a specific restaurant. The sentiment analysis method used in this paper is 
based on the supervised machine learning algorithm.  
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4.1 Naïve-Bayes Classification Model 

Naïve-Bayes classification algorithm[2] estimates the probability distribution of 
words based on the assumption that every word is independent[3]. Although this as-
sumption is incorrect, Naïve-bayes algorithm has been applied in many business sce-
narios[4][5] since it is easy to be modified and stable. 

Supposed we have a feature set (or phrases) W w , w , , w  and a docu-
ment set D d , d , d , , d . Each Document can be labeled as one of m classes c 1,2, , m . Naïve-Bayes classification estimates the parameters θ θ , θ , , θ  which θ  is the probability that feature i occurs in class c and 
satisfies ∑ θ 1. The probability of a document can be described as: p d θ (∑ )!∏ ! ∏ (θ )                        (1) f  is the occurrence frequency of feature i. The classification of document can be 
obtained by using minimum error method[6]: l(d) argmax log p θ ∑ f log θ                   (2) argmax b ∑ f w                           (3) b  is the classification threshold, w  is the weight that feature i occurs in class c. 

4.2 Feature Extraction 

From the equation (3), Naïve-Bayes estimates the occurrence probability of features 
in a specific class and use this parameter to estimate the class probability of a docu-
ment. Feature extraction is very important during the process of Naïve-bayes. If the 
whole vocabulary is used as features, it would cost more time for the model training 
and the accuracy would be affected if the over fitting problem occurs. 

In this paper, the features are initially extracted from sentiment dictionaries, that 
one is HowNet and the other one is NTUSD from Taiwan University. The emotional 
symbols from Sina Micro-blog are also collected. In this step, 26902 unique sentiment 
words are collected. However, there is a limitation for these sentiment words since the 
rapid growing of the new sentiment vocabulary especially in the environment of in-
ternet. Therefore a method that could automatically collect, update and extend the 
sentiment features is required. The common method for automatically collecting sen-
timent words is based on the sentiment word seeds, massive corpus and iteratively 
computing the Pointwise Mutual Information (PMI) between candidate words and 
seed words. The problem for this kind of method is that the complexity of computing 
dramatically increases with the number of iteration, and the threshold of each iteration 
depends on the prior knowledge and is hard to be determined. 

To solve this problem, this paper calculates the PMI between feature and class la-
bel instead, and the slope of PMI values is used to extract features. 400 thousands 
review data with rating labels was collected from DianPing website as corpus, i.e. 

<4,瑞福园,朋友们对这家店的映像真的很好我也就来看看没想到 真的是好吃 好看呢客人那么多 服务还
不错环境也不错非常喜欢> 
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The number 4 represents the rating levels (from 1 to 5, negative to positive), and 
the rest is the detailed comment description about the service, environment and so on. 
After segmentation, the PMI can be calculated by using following equation: I(t, c) log ( )( ) ( )                         (4) 

p(t∧c) is the co-occurrence frequency of word t and class c, p(t) is the occurrence 
frequency of word t, p(c) is the occurrence frequency of class c. From the experiment, 
the rating levels of sentiment words are highly correlated with the PMI values calcu-
lated in equation (4), for example: 
大骗子,3.360147741333341,2.207347516687106,0.4764436162124497,0.0,0.0,-

1.44185209274292 
拾金不

昧,0.0,0.0,0.20465547507840182,0.3010152255720754,1.3918172978557635,0.5935808
420181274 
The first 5 numbers after a sentiment word are the PMI values for different rating 
levels (1-5), and the sixth number is the slope of PMI values. From the results, one 
can easily find that the slopes of positive sentiment words are great than 0, and the 
slopes of negative sentiment words are smaller than 0. According to these results, 
features can be determined by using slope values (greater than 0.12 and smaller than 
minus 0.2 used in this paper). In addition, the frequency of word is also considered, 
the sentiment words that only occur in 2 classes or less are removed from candidates.  

By using this method, 20982 sentiment words were obtained. After removed the 
words already occurred in sentiment dictionaries, the actual number of new sentiment 
words is 17081. The classification accuracy was compared with different feature set 
(based on sentiment dictionary and PMI extraction method).The experiment result 
shows that, by incorporating the features extracted from the PMI method, the strict 
accuracy (the predicated class label is exactly same as the actual label) increases  
from 48.64% to 54.75% (increased about 6%), and the loose accuracy (with fault 
tolerance 1) increases from 84.59% to 93.05% (increased about 10%). 

4.3 Model Training 

Since the training set is large (400 thousands comments collected in a week), the tra-
ditional model training method cannot be processed in a reasonable time. In this pa-
per, distributed computing techniques are adopted. The Mahout toolbox[7][8], which 
is implemented on the top of Hadoop, is used for training the Bayes model. The me-
thod of training Bayes Model can be described as below: 

Suppose vector d (d , d , , d ) is the document set, d  is a document. d  
is the frequency of feature i occurring in document j. suppose y (y , y , , y ) is 
class label set, then the feature weight can be calculated by following steps: 

1. TF log d 1  (calculate term frequency) 

2. TFIDF TF log ∑∑  (calculate term frequency inverse document frequency) 
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3. Norm_TFIDF TFIDF∑ (TFIDF )  (normalize the TFIDF) 

4. θ ∑ :∑ ∑:  (calculate the probability that feature i occurs in class c) 

5. w logθ  (normalize the probability parameter with log operation) 
6. Norm_w  ∑  (normalize the weight) 7. l(t) arg max ∑ (t Norm_w ) (calculate the class label) 
The MapReduce architecture is applied in Mahout toolbox for distributed computing, 
and 5 iterations are required for training the model: 

• First iteration: segment the context, filter the stop words and extract the feature 
words in the Map Step. 

• Second iteration: calculate the TF and IDF values respectively 
• Third iteration: calculate the TFIDF values for each feature. 
• Forth iteration: calculate the sum of feature weight. 
• fifth iteration: calculate the normalized feature weight 

4.4 Sentiment Analysis 

The trained Bayes model is implemented via distributed computing. The Sina micro-
blog data stored in HBase can be directly adopted as data input in the distributed 
computing (data stored in HBase is divided into different regions, data in one region 
is processed in one Map job). In the Map step, the content for micro-blog is extracted. 
Segmentation, feature extraction, and Bayes classification processes are applied for 
data analysis then. In order to improve the performance, incremental calculation is 
applied for avoid repeated computing by using filter function provided by HBase. 

5 Vertical Search 

5.1 Review Elements Extraction 

The micro-blog related to the restaurant review can be determined by the food de-
scription. The key words related to the restaurant review are collected, e.g. menu, the 
material of food. In addition, the words occurred in DianPing website frequently are 
also used, such as “delicious”, “reasonable price”. Each key word is assigned with a 
weight, and the weight of micro-blog is calculated as the sum of weights. The weight 
is a factor to determine the order of search results. 

5.2 Removal of Duplication 

The users in Sina commonly use copy and paste to propagate the messages they like, 
and it leads to a duplication problem. How to detect the duplication is a big problem 
since the computing complexity especially when the data set is large. In this paper, 
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7 Conclusion 

This paper demonstrates that the opinion mining system can be implemented in the 
restaurant field based on the big data techniques (Hadoop and related projects). It 
could be easily adopted into other fields (i.e. electronic product) by changing the data 
source. By adopting the idea of crowd sourcing, the accuracy can be automatically 
improved with the growth of corpus provided by the feedback system, so that it would 
assist enterprise and consumer making better decisions according to the public views.  
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Abstract. Microblog is one of the most widely used web applications.
Weibo, which is a microblog service in China, produces plenty of opin-
ionated messages every second. Sentiment analysis on Chinese Weibo
impacts many aspects of business and politics. In this work, we attempt
to address the opinion target extraction, which is one of the most impor-
tant aspects of sentiment analysis. We propose a unified approach that
concentrates on phrase-level target extraction. We assume that a tar-
get is represented as a subgraph of the sentence’s dependency tree and
define the grammatical relations that point to the target word as TAR-
RELs. We conduct the extraction by classifying grammatical relations
with a cost-sensitive classifier that enhances performance of unbalanced
data and figuring out the target subgraph by connecting and recovering
TAR-RELs. Then we prune the noisy targets by empirically summa-
rized rules. The evaluation results indicate that our approach is effective
to the phrase-level target extraction on Chinese microblog messages.

Keywords: sentiment analysis, opinion target, phrase-level target ex-
traction, grammatical relation.

1 Introduction

Opinion targets are the entities and the properties that carry authors’ opinion. In
product review corpus, target is also known as aspect or feature of the product.
Detecting and extracting these targets is one of the most important steps to
analyze the authors’ sentiment. It helps to figure out the entities that users are
discussing.

Opinion targets often contain attributives or modifiers. For instance, ‘screen’
is a target but too ambiguous. Author often describes it with some modifiers
like ‘iPad screen’ or ‘computer screen’. These phrases are indeed the complete
opinion targets.
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This work has been done at the NUS–Tsinghua EXtreme search centre (NExT).

G. Zhou et al. (Eds.): NLPCC 2013, CCIS 400, pp. 432–439, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



Grammatical Phrase-Level Opinion Target Extraction 433

However, some existing work ignores the completeness of target and only fo-
cuses on word-level target extraction [1–5]. Meanwhile, the other work addresses
completing phrase-level targets by extending candidates, which is difficult to
control the boundaries of the targets.

We proposed a extraction approach that unifies discovering candidates and
extending them to the phrase-level target. It is based on the assumption that a
phrase-level target is the subgraph of the sentence’s dependency tree. We figure
out the subgraph by classifying grammatical relations to TAR-RELs and O-
RELs and connecting TAR-RELs.

By participating the evaluation task of the 2nd Conference on Natural Lan-
guage Processing & Chinese Computing(NLP&CC 2013), our approach shows
the capacity to extract phrase-level opinion targets from Chinese microblog mes-
sages.

2 Related Work

Opinion target extraction is one of the most important aspects of sentiment
analysis, which has been investigated by many researchers. There are mainly
several different types of approaches, which are summarized as follow:

1. Qiu et al. [1] and Liu et al. [6] propose iterative extraction approaches that
adopt targets and opinions to expand each other iteratively.

2. Sayeed et al. [3] investigates the structured information and proposes a word-
level extraction approach that introduces syntactic features. Ku et al. [7] con-
centrates on morphological structures of Chinese content and adopts SVM
and CRFs to classify words and identify targets.

3. Several work [6, 8] addresses the target extraction in multilingual corpus.
They attempt to employ language characteristics to enhance performance
on both language corpus.

4. Probabilistic models, especially topic models, are employed to extract tar-
gets [2, 4, 5]. These approaches performance well and are domain-independent.
However, phrase-level target and informal corpus cannot be well solved.

In this work, we address this problem by a grammatical method since we want
to discover phrase-level target directly from dependency tree of the sentence.

3 Problem Definition

In this work, we concentrate on the completeness of the target. The completeness
of the target extraction requires more efforts on detecting the targets’ bound-
ary, which encloses all attributives and descriptive modifiers of the targets. By
statistics on the annotated dataset, there are average 2.02 segmented words in
a target and only 35% targets consist of only one word. Therefore completeness
is quite significant to the target extraction.

As illustrated in Figure 1, nodes of the dependency tree correspond to words
of the sentence, and directed edges correspond to grammatical relations. Each
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Fig. 1. Illustration of dependency tree and subgraph-based target

relation has a grammatical relation type. The start word of directed edge is
named as governor, while the end word is named as dependent.

We intuitively proposed an assumption that a target is the subgraph of the
dependency tree, which is illustrated in Figure 1–(a). The double-circle nodes
correspond to words inside the target. Therefore, phrase-level target extraction
is then converted to figuring out the target subgraph from the dependency tree.

To figure out expected subgraphs, we classify the directed edges, i.e. the gram-
matical relations. All relations whose dependents belong to targets are defined
as TAR-REL, while other relations are defined as O-REL. In Figure 1, all
TAR-RELs are represented in dashed lines.

4 Approach

4.1 Word-Level Sentimental Signal

Before target extraction, we first estimate sentimental signal of each word. Cui et
al. [9] proposed a graph-based approach that propagates the sentimental signal
within the co-occurrence graph and assigns word a positive score and a nega-
tive score after the propagation is convergent. The sentimental signal then is
estimated by the average of the positive score and the negative score.

4.2 Grammatical Relations Classification

In this section, we explain how to classify grammatical relations by a supervised
cost-sensitive learning method.

We adopt nine features, which consist of three categories: general features,
sentimental features and grammatical features. These features are extracted from
the relation and its corresponding words, which are described in detail as follow:

1. General Feature: General features consist of dependent’s location (indexed
by segmented tokens and denoted as Locdep), signal of whether dependent
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is a named-entity (denoted as NEdep) and dependent and governor’s word
frequency (denoted as Freqdep and Freqgov).

2. Sentimental Feature: Sentimental features are dependent and governor’s
sentimental signals estimated by graph-based propagation. We intuitively
assume that targets carry more opinion than those functional or descriptive
expressions. They are denoted as Sentidep and Sentigov.

3. Grammatical Feature: We adopt the relation’s dependency type, depen-
dent’s POS tag and governor’s POS tag as the grammatical features (de-
noted as Rel, POSdep and POSgov). Grammatical information, especially
POS tags, is widely adopted to extract opinion targets.

We employ the Näıve Bayes, one of the most widely adopted classifiers, as the
base classifier taking all the above features to classify the relations.

Notice that the TAR-RELs and O-RELs are not balanced, where there
are over 10 times more O-RELs. We need a proper boosting meta-algorithm
to enhance the performance. MetaCost [10] is a state-of-the-art cost-sensitive
algorithm that wraps an arbitrary base classifier. It relabels the result of a base
classifier according to Bayes optimal prediction that reduces the conditional risk.
By specifying different cost, we actually give a bias on a specific class. In this
work, cost of false TAR-RELs is assigned to 10 empirically and cost of false
O-RELs is assigned to 1. Greater cost of false TAR-RELs results in bias on
the TAR-REL class and finally produces more target candidates.

4.3 Phrase-Level Target Candidates

We connect the tagged relations to generate phrase-level target subgraphs. As
illustrated by Figure 1, adjacent TAR-REL relations are assembled to one
target subgraph, and all dependents within this subgraph generate the target.
Notice that target excludes the governor of the root relation.

Since these relations are classified independently, targets are probably par-
tially misclassified. we summarize two types of misclassification and reclassify
these relations to TAR-RELs. We distinguish the misclassification with the
following criteria.

1. The O-REL that is surrounded by TAR-RELs. The governor and depen-
dent of this relation both belong to other twoTAR-REL relations. Figure 2–
(a) illustrates this type of misclassification. E2 is surrounded by TAR-RELs
and is reclassified as TAR-REL. Notice that E5 does not satisfy this crite-
rion and remains O-REL.

2. The O-REL whose dependent is a leaf node and governor is within a no-
less-than-3-word target graph. Figure 2–(b) illustrates this type of misclassi-
fication. N1, N2, N4 and N5 construct a 4-word target and N3 is a leaf node.
Thus E2 is reclassified as TAR-REL.

Afterward, we achieve target subgraphs represented in tree structures. De-
pendents of relations inside a subgraph generate a target candidate.
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(a) (b)

Fig. 2. Illustration of two different misclassification types. Solid and dashed lines rep-
resent original O-REL and TAR-REL respectively.

4.4 Rule-Based Pruning

We propose grammatical rules and textual rules to prune these noises after
reviewing the dataset and empirical summarization.

The grammatical rules are based on our observation of microblog messages.
Microblog messages are more informal and less objective. Therefore subjectives
in opinionated microblog sentences are quite more probable to be opinion targets
comparing to co-occurred objectives or predicatives, which helps us to establish
the grammatical rule: Given a governor and all relations governed by it, if there
exists subjective relation and the corresponding dependent is tagged as target,
then all targets connected to the governor by objective/predicative relations are
pruned.

Figure 3 illustrates one typical case adopting this rule. The double circle nodes
are extracted by previous steps. Both subjective and objective are recognized as
targets. By following our rule, the objective is pruned, illustrated as dashed
border. In this work, we take {NSUBJ, TOP} as subjective relations and
{DOBJ, LOBJ, POBJ, ATTR} as objective/predicative relations.

We also summarize several textual rules by conducting overview of the false
targets. These textual rules are presented as follow.

1. If there is only one word in the target, the word must be noun or pronoun.
2. Target’s length must be less than 0.8Lclause, where Lclause is the length of

the clause.
3. Target must be continuously written in the message. As we extract targets

from dependency tree, the target may not sequentially adjacent.
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Fig. 3. Illustration of typical case that follows grammatical rule

4.5 Target Polarity Classification

As we have estimated word-level sentimental signal in previous sections, we
take the average score of all words’ sentiment scores within the target as the
target’s lexicon sentimental score. Meanwhile, we take the sentimental signal of
the adjacent adjective of the target as the target’s modifier sentimental score.

Finally we take the signal with maximum absolute value between lexicon
sentimental score and modifier sentimental score. If the signal is greater than
upper threshold or less than lower threshold, the target is classified as positive
or negative respectively. Otherwise, the target is classified as neutral (Other). In
this work, upper and lower threshold are both assigned to 0.

5 Experiment

We conduct our grammatical phrase-level target extraction approach on the
Chinese microblog sentiment analysis contest held by the 2nd Conference on
Natural Language Processing & Chinese Computing(NLP&CC 2013).

5.1 Dataset

The dataset is provided by contest holder and are crawled from Tencent Weibo.
It consists of two parts: one is pre-released smaller dataset with only 2 topics,
200 Weibo messages and 473 sentences, which is employed as training set; the
other is contest dataset with 10 topics, 12382 Weibo messages, 27499 sentences
and 1000 randomly sampled annotated messages.

In training dataset, all sentences are annotated whether they are opinion-
ated and targets are extracted from the sentences. In contest dataset, randomly
sampled messages are annotated whether they are opinionated and only these
annotated sentences are required to be processed. Notice that only opinionated
sentences contain opinion targets.
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5.2 Ground Truth and Evaluation Metrics

The ground truth targets are provided by contest holder. A target is represented
as a tuple including target’s content, offset of the target within microblog mes-
sage and target’s polarity.

There are two types of evaluation metrics: Strict Evaluation and Lenient Eval-
uation. Precision, Recall and F1-measure are employed to evaluate approach
performance.

In strict evaluation, extracted targets are correct if and only if their offset,
textual content, polarity exactly equal to annotations.

In lenient evaluation, extracted targets do not have to exactly equal to anno-
tated targets. We adopt coverage to estimate the true positive of the precision
and recall.

Given any extracted target r and any annotated target r′, the coverageC(r, r′)
between them is defined as:

C(r, r′) =

{ |s∩s′|
|s′| s ∩ s′ �= ∅

0 otherwise
(1)

where s and s′ is the corresponding range to r and r′ respectively. Afterward,
the overall coverage between proposed target set and annotated target set is the
summation of all extracted target and annotated target pairs’ coverage. Taking
this coverage as the true positive, we get the lenient precision and recall.

5.3 Evaluation Results

There are two ways to measure evaluation results. Micro-average result is calcu-
lated on overall contest dataset directly, while macro-average result is the aver-
age performance calculated topically. Notice that micro-average has the bias on
performance of topics with more targets.

Table 1. Evaluation results of the grammatical phrase-level target extraction

Micro-average Macro-average
Evaluation Precision Recall F1-measure Precision Recall F1-measure

Strict 0.202 0.236 0.218 0.200 0.226 0.210
Lenient 0.288 0.340 0.312 0.283 0.323 0.299

Table 1 presents evaluation results on both strict and lenient criteria. The
evaluation results are balanced between precision and recall. Furthermore, recall
is better than precision in lenient evaluations. This is because we prefer more
targets while extracting candidates. Notice that we do not consider pronouns
and implicit targets, which hurt the performance on recall.

Our approach does not make significant improvement to lenient evaluation. It
is mainly caused by the extraction strategy that we concentrate on the accurate
boundaries of the targets, which prunes entirely error cases and partially correct
cases equally.
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6 Conclusion

We investigate the Chinese microblog messages and propose a grammatical
phrase-level target extraction approach. The approach is based on the assump-
tion that a target is the subgraph of the sentence’s dependency tree. We figure
out the target subgraphs directly by conducting classification of the TAR-RELs
that connecting the targets. After recovering misclassified relations and prun-
ing with some empirically summarized rules, we finally achieve targets from the
microblog corpus.

The evaluation results indicate that our approach is feasible and effective on
phrase-level extraction from Chinese microblog corpus. In future, we’d like to
continue our research on investigating the extraction with structured information
of sentences, attempting to involve contextual grammatical relations, adopting
probabilistic model and more effective features for phrase-level target extraction.
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Abstract. Semantic analysis microblog data is a challenging, emerging research 
area. Unlike news text, microblogs pose several new challenges, due to their 
short, noisy, contextualized and real-time nature. In this paper, we investigate 
how to link entities in microblog posts with knowledge base and adopt a 
cascade linking approach. In particular, we first use a mention expansion model 
to identify all possible entities in the knowledge base for a mention based on a 
variety of sources. Then we link the mentions with the corresponding entities in 
the knowledge base by collectively considering lexical matching, popularity 
probability and textual similarity.  

1 Introduction 

With the emergence of knowledge base population projects like DBPedia [9] and 
YAGO [14], more and more large-scale knowledge bases are available. These 
knowledge bases include rich semantic knowledge about entities, their properties and 
relationships. Ideally, automatically linking web data with knowledge bases can 
facilitate many applications such as entity retrieval, advertising and product 
recommendation. On the other hand, creating links between web data and knowledge 
bases could enrich the knowledge base as well.  

A key technology to implement the above vision is entity linking, which aims to 
link the mentions in a document with corresponding entities in the knowledge base. 
Given a mention m, a document d and a knowledge base KB including a set of entities 
{e1, e2…en}, an entity linking system is a function f: m→ei which links mention m 
with corresponding entity ei in KB [15]. Figure 1 illustrates the entity linking task. 
The linking process includes two steps, first identify all the entity candidates that may 
link with mention “Apple”, and then identify which entity should be linked with the 
mention. The entity linking task, however, can be no-trivial due to the mention 
ambiguity and variation issues [15].  

Recently, microblogs have become an important web data due to its real-time 
nature. In this paper, we analyze the challenges of entity linking in microblog-genre 
text and adopt a cascade approach to create links between mentions and entities in 
knowledge base.  
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The rest of the paper is structured as follows. In the following section we review 
the existing literature. We introduce the proposed approach in section 3. We conduct 
comparative experiments and present the experiment results in section 4. At last, we 
conclude the paper with a summary of our work and give our future working 
directions. 

 

Fig. 1. An example of Entity Linking 

2 Related Work 

Generally speaking, entity linking is a kind of semantic annotation [6], which is 
characterized as the dynamic creation of interrelationships between entities in 
knowledge base and mentions in unstructured or semi-structured documents [5].  

In particular, most existing semantic annotation approaches annotate documents 
with links to Wikipedia or DBPedia. For example, Mihalcea and Csomai [7] first 
propose Wikify system to use Wikipedia to annotate text. Milne and Witten [8] 
implement a similar system called Wikipedia Miner, which adopts supervised 
disambiguation approach using Wikipedia hyperlinks as training data. Han and Sun 
[15] propose a generative probabilistic model, called entity mention model, which can 
leverage entity popularity knowledge, name knowledge and context knowledge for 
the entity linking task. In practical applications, several entity linking systems have 
been developed [8] [9] [10] [11] [12]. DBpedia Spotlight [10] is a system for 
automatically annotating text documents with DBpedia URIs. TagMe [9] system 
adopts a collective disambiguation approach, which computes agreement score of all 
possible bindings, and uses heuristics to select best target. The disambiguation model 
of Illinois Wikifier [11] is based on weighted sum of features such as textual 
similarity and link structure. AIDA [12] is a robust system based on collective 
disambiguation exploiting the prominence of entities, context similarity between the 
mention and its candidates, and the coherence among candidate entities for all 
mentions.  
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Recently, more and more works have been focusing on entity linking in short 
informal texts (e.g. tweets) [1][3]. Stephen Guo et al. [2] propose a structural SVM 
algorithm for entity linking that jointly optimizes mention detection and entity 
disambiguation. Cassidy et al. [4] mainly test the effects of two tweet context 
expansion methods, based on tweet authorship and topic-based clustering.  

3 The Approach 

3.1 Preprocess 

In the preprocessing step, we first group each microblog post pi according to their 
topic TP(pi), and then we index the microblog posts and the textual contents 
describing the entities. The index is implemented by Lucene index API. Due to the 
creative language usage in microblog posts, the mentions are informal. For example, 
some mentions are in traditional Chinese characters, such as “鄭州”, some mentions 
are mixed with Pinyin and Chinese characters, such as “fudan大學”. Consequently, 
we have to normalize these informal mentions first. We also normalize the 
punctuations such as common, French quotes, whitespaces and correct the misspelling 
mentions if any.  

3.2 Knowledge Repository 

After preprocessing step, we build a knowledge repository of entities that contains 
vast amount of name variations of entities such as acronyms, confusable names, 
spelling variations, nick names etc. We use Wikipedia, BaiduBaike and the Web to 
build the knowledge repository. In particular, we utilize the following resources to 
build the knowledge repository. 

Redirect Pages 

Redirections in Wikipedia and other encyclopedias like BaiduBaike are good indicators 
for synonyms. For example, Wikipedia page “湖人” redirect to “洛杉矶湖人”. In this 
paper, we use redirect pages to identify alternative names, synonyms, abbreviations, 
scientific or common terms and alternative spellings etc. 

Bold Phrases  

The bold phrases in the first paragraph usually summarize name variants of the entity 
[13], e.g. full names, nick names, alias names etc. For example, in Wikipedia page 
about “IBM”, we could obtain variants such as “国际商业机器股份有限公司”, 
“International Business Machines Corporation” and “万国商用机器公司”.  

Disambiguation Pages 

Disambiguation pages are used for ambiguous entities, which consist of links to 
Wikipedia pages defining the different meanings of the same mention. They are 
useful in homonym resolution and help in extracting abbreviations etc. For example, 
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disambiguation page “詹姆斯” contains more than 40 persons such as “詹姆斯·加菲
尔德”, the twenty-president of the United States and “勒布朗·詹姆斯”, American 
professional basketball player. 

Anchor-Entity Association 

Anchor links could also be used to trace to which entity the mention links. In this 
work, we use anchor texts from inter WikiPedia links. In addition, we quantify the 
strengths of associations between entity and mention pairs using basic statistics. The 
score of strength is computed as the number of times that mention m links to entity e 
divided by the total number of anchors with mention m. 

Besides the above four sources, we also extract alias from the attributes parts A(ei) 
of the given knowledge base. For example, we can obtain alias “京”, “Peking” and 
“Municipality of Beijing” for mention “北京 ” from the attributes parts of the 
knowledge base. 

3.3 Candidate Generation 

In this module, we use heuristics to expand the mentions and obtain all possible 
variants of the mention from the knowledge repository. Besides the variants expanded 
by the knowledge repository, we also use contextual information and the Web to 
expand the mentions. The contextual content of mention usually contains rich 
information about its entity candidate, especially for abbreviation name mentions. For 
example, given the following microblog post “北京时间3月12日，2013亚冠联赛小
组赛第二轮，广州恒大足球俱乐部客场挑战全北现代，广州恒大首发已经公

布”. We can identify the entity of all above abbreviations using simple rules, for 
example, “广州恒大” refers to “广州恒大足球俱乐部”.  

Even though we expand the mention with knowledge repository and contextual 
content, we still cannot exhaustively detect all the entity candidates of mention. 
Therefore, we try to exploit the whole web information for detecting the candidates 
through web search. Given a mention, we submit it with string "维基百科" or "百度
百科" to the Google API and retrieve only the web pages within these encyclopedias. 
For example, given the mention "詹皇", we submit the queries like "詹皇 百度百科" 
and retrieve the search result "勒布朗·詹姆斯". 

3.4 Microblog Post Expansion 

As discussed above microblog-genre text has less disambiguation context, 
consequently, we have to expand the initial microblog posts. We use two methods to 
expand microblog posts, namely, keywords based and unambiguous entities based 
method. In particular, we first extract keywords or unambiguous entities around the 
mention from initial microblog posts, and then use these keywords or entities to 
retrieval topical related text from the given microblog post corpus or the web. In this 
paper, we use normalized Google distance to extract keywords. 
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3.5 Entity Resolution 

In this section, we introduce the cascade approach for entity resolution. The main goal 
of the module is to link a mention with a knowledge base (K) entity or NIL. The flow 
chart of this module is shown in Figure 2.  

Mentions

is certain type

retrieve in
BaiduBaike

popularity probability
based linking

True False

Hits>0

Hits=1 NIL

True False

True

lexical matching
based linking

Mention Expansion

False
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True

context similarity
based linking

NIL

False

 

Fig. 2. Flow chart of entity resolution module 

The entity resolution module contains four steps. In the first step, we adopt 
popularity probability to link some specific kind mentions. In microblog post, users 
usually talk about popular or common entities such as geographic name, teams and 
players names. For example, mention “北京” means the capital of China in most cases, 
and “热火” denotes “迈阿密热火队”, the professional basketball team based in Miami. 
Although for some mentions it may be a dangerous bias to prefer popular or common 
entities, it seemed helpful for entity linking in microblog-genre text. In the second step, 
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we feed mentions to Baidu Baike, and retrieve the results. If the search results do not 
contain the mention, we think the mention does not exist in the given knowledge base, 
because the knowledge base is a subset of Baidu Baike encyclopedia. If we find the 
unique result, we use a lexical matching based method to identify the entity. In the third 
step, we use the mention expansion module described in section 4.3 to expand a 
mention, and then we search these entity candidates in the knowledge base. If no 
candidate exists in the KB, we assign NIL to this mention, otherwise, we adopt a 
contextual similarity based method to identity the entity in step four. In step four, we 
use a threshold to determine whether the mention should be linked with an entity or 
NIL. In this work, we use validation data set to tune the threshold. 

4 Experiments 

In this section, we report a primary experiment aimed at evaluating the proposed 
system MSAS. 

4.1 Experimental Setup 

In this experiment, we use the Chinese microblog entity linking evaluation data sets 
provided by Natural Language Processing and Chinese Computing Conference1. 

Table 1. The statistics of the dataset 

Data Set Microblog posts Mentions Topics 

Training data 177 249 12 
Test data 787 1249 63 

4.2 Experimental Results 

In this experiment, we report the experiment results of two systems. The first system 
MSAS1 expands the initial microblog post by retrieving both the given microblog 
post corpus and the web, while the second system MSAS2 does not use the web data. 
The threshold is assigned 0.06 and 0.03 in MSAS1 and MSAS2, respectively. Table 2 
and 3 shows the experiment result of two systems. From table 2, we can see that 
microblog post expansion is useful in contextual similarity based disambiguation. 
From table 3, we can see NIL detection methods achieve both high precision and 
recall. Generally speaking, contextual similarity can achieve promising results, but it 
fails in some cases when the entity candidates are in similar domain. For example, 
“霸王别姬” can refer to different entity in movie and literature domain. Another 
example is “凯恩斯”, which could refer to the a famous economist “John Maynard 
Keynes” and a netizen with network name “凯恩斯” who usually publish economic 
content in his blogs. Some informal mentions are also hard to link, such as “CCAV”, 
“毛总”, “周同学”.  

                                                           
1 http://tcci.ccf.org.cn/conference/2013/pages/page04_eva.html 
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Table 2. The overall results on micro-averaged accuracy 

System micro-averaged accuracy 

MSAS1 0.9092 
MSAS2 0.8995 

Table 3. The In-KB linking and NIL linking result on precision, recall and F-measure 

System In-KB results NIL results 

Precision Recall F1 Precision Recall F1 
MSAS1 0.8983 0.8812 0.8897 0.9201 0.9383 0.9291 
MSAS2 0.8859 0.8670 0.8764 0.9130 0.9333 0.9231 

5 Conclusion 

In this paper we investigate how to link mentions in microblog posts with knowledge 
base entities and present a microblog semantic annotation system (MSAS). This 
system can automatically create links between mentions and entities in knowledge 
base. In particular, we first build knowledge repository by mining entity knowledge 
from multiple sources. Second, we develop a mention expansion model to identify all 
possible entities in the knowledge base. Finally, we employ a divide and conquer 
strategy to identity the entity in knowledge base or NIL. In addition, we test the 
effects of microblog context expansion method, based on topic-based retrieval and 
web search. Experimental results on real world datasets show promising results and 
demonstrate the proposed system is effective. As a future research, we plan to use 
more sophisticated mention normalization methods to solve informal name variant 
issues. For entity disambiguation, we also plan to exploit reasoning with local and 
global evidence to reach a collective agreement.  
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