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Preface

The EM research discipline aims to solve business-IT alignment in a holistic
manner by providing the techniques, languages, tools, and best practices for us-
ing models to represent organizational knowledge and information systems from
different perspectives. Described complex business and technology conditions
upraise the role of enterprise modeling (EM) in its responsibility in reaching
the alignment. The quality attributes such as agility, sensitivity, responsiveness,
adaptability, autonomy, and interoperability are emerging as the norms for mod-
ern enterprise models. Solving them will allow all components of an enterprise
to operate together in the cooperative manner for the purpose of maximizing
overall benefit to the enterprise. PoEM 2013—the 6th IFIP WG 8.1 Conference
on the Practice of Enterprise Modeling—took place in November 2013 in Riga,
Latvia. The conference series is a dedicated forum where the use of EM in prac-
tice is addressed by bringing together the academic community and practitioners
from industry to contribute to improved EM practice, as well as to share knowl-
edge and experience. PoEM 2013 attracted 80 submissions with authors from
31 countries (Argentina, Austria, Belgium, Canada, Chile, Colombia, Czech Re-
public, Estonia, France, FYR Macedonia, Germany, Greece, Italy, Kazakhstan,
Latvia, Lithuania, Luxembourg, Malaysia, Morocco, The Netherlands, Norway,
Pakistan, Poland, Portugal, Romania, Russia, South Africa, Sweden, Switzer-
land, UK, and USA), out of which the Program Committee selected 19 high-
quality papers for the presentation on the conference, which are included in this
proceedings volume. Furthermore, selected short papers were accepted for pub-
lication as CEUR online proceedings (CEUR-WS.org). The program of PoEM
2013 reflected different topics of EM, including modeling approaches and tools
for agility and flexibility, quality, transformations and management of models,
as well as technical aspects, tools, and cases. Additionally, the program featured
two keynotes: Keynote 1: “A New Contract Between Business and Business An-
alyst,” by Dr. Baiba Apine, from PricewaterhouseCoopers Consulting, Latvia.
This keynote summarized the conclusions from ten years of business modeling
practice in Latvia, highlighted the major challenges, and discussed the latest ten-
dencies faced by business analysts. The focus of business analysis has changed
significantly over the years. Initially business analysts focused on discovery and
modeling of business processes. They aimed to identify opportunities for applica-
tion of information technologies in business process automation and to determine
resources needed for business process execution. More recently, the attention
has shifted toward business process monitoring and optimization, while current
trends are concerned with business process intelligence for agile decision-making.
Businesses expect that the business analysts will identify opportunities for con-
tinuous business process improvement by providing contextualized, high-quality,
and secure information. In light of these new business expectations, the keynote
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speech identified today’s challenges faced by the business analysts and described
the current practice in dealing with these challenges. Keynote 2: “Designing In-
telligent Enterprises with the Viable Systems Approach,” by Jose Perez Rios,
Professor at the University of Valladolid, Spain. Managers in companies or orga-
nizations, politicians in their different areas of responsibility and, in general, any
decision-maker should have at their disposal the necessary tools for tackling the
problem facing them. At the start of the 1970s, Conant and Ashby had argued,
in the famous theorem that bears their name, that a good regulator of a system
must be a model of the system. However, both this model and the regulating
system should possess a degree of variety (complexity) in accord with that of the
system they are trying to regulate (manage). The aim of this keynote was to show
how the Viable System Model, a systemic methodological approach created by
S. Beer, can provide us with the possibility of constructing models with sufficient
variety (the capacity to deal with complexity) to respond to current problems.
After exploring the functions that the VSM considers necessary and sufficient
for viability in an enterprise/organization, along with the model’s recursive na-
ture, we will show the role played by the communication channels that connect
all the VSM functions/systems and other internal and external elements. This
side of the VSM application is fundamental for designing an organization’s or
company’s information systems. A deep understanding of the different functions
(systems) of an organization and the communication channels that connect them
offers a comprehensive framework for both designing information systems and
diagnosing the quality and adaptation of existing ones.

The conference program also included short paper sessions presenting re-
search in progress – new research ideas, including method and tools. Further-
more, the panel session and the exhibition offered the possibility for researchers
and practitioners to explore the topics of enterprise practice through open dis-
cussions. We owe special thanks to the members of the International Program
Committee for promoting the conference, their support in attracting submis-
sions, as well as for providing valuable reviews for the submitted papers. We
also thank the external reviewers. Special thanks go to Riga Technical Univer-
sity for an engaging organization of the conference.

September 2013 Janis Grabis
Marite Kirikova

Jelena Zdravkovic
Janis Stirna
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A New Contract between Business and Business Analysts 

Baiba Apine 

PricewaterhouseCoopers Ltd,  
Kr. Valdemara str. 21, LV-1010, Riga, Latvia 

baiba.apine@lv.pwc.com 

Abstract. Since the advent of business processes management it has been 
recognized that its main objective is optimization of enterprise’s performance. 
However, the focus of business analysis has changed significantly over the 
years. Initially business analysts focused on discovery and modelling of 
business processes. They aimed to identify opportunities for application of 
information technologies in business process automation and to determine 
resources needed for business process execution. More recently, the attention 
has shifted towards business process monitoring and optimization, while the 
current trends concern with business process intelligence for agile decision-
making. Businesses expect that the business analysts will identify opportunities 
for continuous business process improvement by providing contextualized, high 
quality and secure information. In the light of these new business expectations, 
the keynote speech identifies today’s challenges faced by the business analysts 
and describes the current practice in dealing with these challenges. 

Keywords: Business process, business process modelling, optimisation. 

1 Introduction 

Business process modelling is a very interesting discipline. It does not provide 
business value per se, however it serves as a backbone for many complex projects and 
it is a critical factor for completing these projects successfully. Business process 
reengineering, information system implementation, reorganisation of the company 
etc. are samples of the projects involving business process modelling as a significant 
component. The demand for projects involving business process modelling has 
always been high and will remain so in the future as well. For instance, 64% of CEOs 
working for financial institutions have undergone a review and redesign of their 
organization in the last 12 months [1]. 

This article summarizes the ten years business modelling experience in Latvia, 
highlights the major challenges and discusses the latest tendencies faced by the 
business analysts. 

The major challenges faced during the modelling of the business processes are: 1) 
keeping the model as simple as possible for it to serve as a communication tool 
among business analyst, technology provider and business; 2) finding balance 
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between excellence of the model and cost effectiveness of the modelling process;  and 
3) dealing with issues of completeness and quality of the model.  

While the challenges remain the same, the expectations from business analysts 
have changed significantly over the years. A decade ago business analysts mostly 
focused on discovery and modelling of processes aiming to identify opportunities for 
application of information technologies for process automation and to determine 
resources needed for business process execution. More recently, the attention has 
shifted towards business process optimization and business process intelligence for 
agile decision-making. Businesses expect that the business analysts will identify 
opportunities for continuous business process improvement by providing 
contextualized, high quality and secure information as well as have ready-made world 
class best practices of organizational structures and process templates.  

2 Empirical Data 

The conclusions made in this paper are based on consulting practice at the 
PricewatehouseCoopers Ltd, Latvia. The company has been involved in the modelling 
of the business processes for different purposes. The team of 3 – 4 business analysts 
has been constantly working in different projects involving the description of the 
business processes for 10 years (2004 – 2013). Totally 90 projects for more than 70 
different companies/public sector institutions have been analysed to come up with the 
conclusions summarized in this article. The split per industries is given in Figure 1. 

 

Fig. 1. Business process modelling split per industries (number of projects) 

Modified BPMN notation [2] was used for the description of the processes. The 
average length of the projects was 4 – 7 months. All projects were done for 
companies/public institutions operating in Latvia. Approximately 70% of the projects 
involved the description of the ‘as-is’ processes and ‘to-be’ processes, while 30% 
involved the description of the ‘to-be’ processes only. For the purposes of the analysis 
the projects were classified in three groups by the objectives of the business process 
modelling (see Figure 2). 
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sometimes losing the ‘big picture’. Large business models, especially describing 
existing processes, are very comfortable for business people involved in the processes 
as they can argue, that processes are too complex to be changed. At the same time it is 
practically impossible to ensure consistency and understandability of the process 
descriptions. The descriptions lose their role of the communication tool and the 
success of the whole project can be at risk. 

The following actions are found to be helpful to produce business process 
description serving as a communication tool: 

1. Structured approach to the description of the processes is essential, limited amount 
of time, discussions devoted to the single process description. Limited time frame 
and structured approach are identified as significant influencing factors in the 
creation of understandable business process model in the theoretical research [3]. 

2. Very clear criteria should be kept in mind to select the business processes to be 
described to avoid the description of the 100% of cases. The most frequently 
practically used criteria might be different for different projects. For the purposes 
of process optimisation the criteria should be: (1) the most resource, time 
consuming processes, (2) the highest number of quality issues requiring resources 
for rework etc. For the IS implementation purposes the criteria should be: (1) the 
business processes, where the automation and new technologies will bring the most 
value for the business; (2) the most intensive 6 - 7 information flows out of 10 etc. 

The actions mentioned above should be planned and monitored continuously by 
the manager of the business analysts’ team or senior business analyst. The drawbacks 
from limiting business process modelling scope, schedule and discussions around the 
model are (1) the risk of building incomplete model; (2) limited use of automated 
tools for business process analysis, for instance, described in [4] and [5]. 

Business process modelling as a part of the project doesn’t add any value for the 
business directly, i.e. the result is not implemented change, an automated information 
flow or any other tangible result. However, business process modelling is time and 
resource consuming phenomena. Business analysts often face pressure from the 
businesses to skip the description of the ‘as-is’ processes and concentrate on the ‘to-
be’ processes only to cut costs for the analysis and produce the tangible results faster. 
In addition, the description of the ‘as-is’ processes is more time consuming and 
complex as the knowledge stays with the business people primary and not with  
the business analysts (for ‘to-be’ processes the situation is vice versa). In our practice, 
the projects skipping the ‘as-is’ processes description do not bring the results faster. 
The time and analysts’ resources saved are used later by the analysts’ team or 
business management to argue the feasibility of the changes proposed, e.g., to discuss 
‘it cannot be done like this’ arguments from the people involved in the existing 
processes. Hence, the task of the manager of the business analysts’ team is to insist on 
the description of the existing business processes at the beginning always. 

The third challenge is to find the right business analysts’ team for the particular 
project. The team is essential, because the ability to identify the right level of detail of 
the process description, obtaining the right information from business people involved 
in the process depends on the soft skills of the team and every individual analyst. The 
team must know the notation used, the tool and the principles of the modelling. 
However, the successful team should have business (industry) specific knowledge, 
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Business capabilities refer to company’s core capabilities like relationship 
management, product design, data analytics required to execute the business. Non-
core capabilities can be sourced from external service providers in line with strategic 
business requirements. Decision rights refer to the codification of business decisions 
and the accountable decision-making groups/individuals. The organization model 
includes two elements (1) service delivery that determines choices of location, the 
organization of the service delivery and (2) the functional groupings, reporting 
structure, target headcount, and functional responsibilities for each function. Talent 
strategy includes effective management of the overall talent lifecycle, such as 
workforce planning, recruitment, on-boarding, development, and performance 
management.  

At the same time business process modelling serves as a backbone, where all the 
weak performance issues come up and the team of business analysts should be able to 
propose the most convenient and effective options to the business regardless the area 
of performance optimisation. This new role requires the wide range of new 
knowledge for business analysts. Now the good business analyst should be able to 
ensure the process, where information lands in the hands of the decision maker at the 
point of the decision. Hence, the methodological knowledge about business process 
management is not enough. He/she should understand (1) the opportunities provided 
by mobile technologies, cloud computing for timely information delivery; (2) best 
practices of the organisation structures and business processes for accounting, IT 
management, sales etc.; (3) best practices of keeping balance between in-house and 
outsource functions; (4) best practices of building effective control environment; (5) 
frameworks of obtaining information for decision making from social networks or 
other unstructured sources, for instance described in the [8], [9] etc. The new business 
analyst should be able to put the practices mentioned above in the context of the 
business and convince the business representatives about the benefits. 

5 Conclusions 

The demand from the business for business process modelling has been high and 
stable for years. It will remain so in the future as well, because the business is 
changing continuously due to availability of new technologies. 

The key challenges in the business process modelling are (1) keeping the model 
understandable and complete; (2) finding the right business analysts’ team suiting the 
best the objectives of the modelling. The solutions for the abovementioned challenges 
lay primarily in the management of the projects, ensuring continuous dialog with the 
business rather than in using advanced modelling tools and techniques. 

The objectives and nature of the modelling process has changed significantly over 
the last ten years. Initially business analysts were expected to identify the company’s 
performance optimisation opportunities by use of information technologies. Now the 
business analysts are expected to advise on the benefits of the wide range of 
information technologies as well as on the best practices of organisation structures,  
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business capabilities, talent management etc. All these areas should be put in the 
context of the company’s business to produce the process, where information lands in 
the hands of the decision maker at the point of the decision. 
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Abstract. We test a method that was designed and used previously to reveal the 
hidden internal architectural structure of software systems. The focus of this 
paper is to test if it can also uncover new facts about the components and their 
relationships in an enterprise architecture, i.e., if the method can reveal the 
hidden external structure between architectural components. Our test uses data 
from a biopharmaceutical company. In total, we analyzed 407 components and 
1,157 dependencies. Results show that the enterprise structure can be classified 
as a core-periphery architecture with a propagation cost of 23%, core size of 
32%, and architecture flow through of 67%. We also found that business 
components can be classified as control elements, infrastructure components as 
shared, and software applications as belonging to the core.  These findings 
suggest that the method could be effective in uncovering the hidden structure of 
an enterprise architecture. 

Keywords: Enterprise Architecture, Design Structure Matrices, Enterprise 
Modeling, Architecture Visualization. 

1 Introduction 

Managing software applications has become a complex undertaking. Today, 
achieving effective and efficient management of the software application landscape 
requires the ability to visualize and measure the current status of the enterprise 
architecture. To a large extent, that huge challenge can be addressed by introducing 
tools such as enterprise architecture modeling as a means of abstraction. 

In recent years, Enterprise Architecture (EA) has become an established discipline 
for business and software application management [1]. EA describes the fundamental 
artifacts of business and IT as well as their interrelationships [1-4]. Architecture 
models constitute the core of the approach and serve the purpose of making the 
complexities of the real world understandable and manageable [3]. Ideally, EA aids 
the stakeholders of the enterprise to effectively plan, design, document, and 
communicate IT and business related issues; i.e. they provide decision support for the 
stakeholders [5]. 
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In relation to supporting decisions, a key underlying assumption of EA models is 
that they should provide aggregated knowledge beyond what was put into the model 
in the first place. For instance, the discipline of software architecture does more than 
just keep track of the set of source files in an application; it also provides information 
about the dependencies between those files. More broadly, an EA covers the 
dependencies between the business and the software applications so that, for example, 
conclusions can be drawn about the consequences in the enterprise should a specific 
application be removed or changed. 

Enabling this type of analysis is extremely important for EA to provide value to 
stakeholders. Unfortunately, though, EA frameworks rarely explicitly state the kinds 
of analyses that can be performed given a certain model, nor do they provide details 
on how the analysis should be performed [6]. 

In [7], Baldwin et al. present a method based on Design Structure Matrices (DSMs) 
and classic coupling measures to visualize the hidden structure of software system 
architectures. This method has been tested on numerous software releases for large 
systems (such as Linux, Mozilla, Apache, and GnuCash) but not on enterprise 
architectures with a potentially large number of interdependent components. This 
paper performs such a test using data from a biopharmaceutical company (referred to 
as BioPharma). The data consisted of a total of 407 architecture components and 
1,157 dependencies. 

We find that the BioPharma enterprise architecture can be classified as core-
periphery, meaning that 1) there is one cyclic group (the “Core”) of architecture 
components that is substantially larger than the second biggest cyclic group, and 2) 
the Core also makes up a large portion of the entire architecture. The analysis also 
shows a propagation cost of 23%, meaning that almost one-fourth of the architecture 
may be affected when a change is made to a randomly selected component in the 
architecture. In addition, we find that the Core contains 132 architecture components, 
which embody 32% of the architecture. And lastly, the analysis uncovers that the 
architecture flow through accounts for as much as 67% of the architecture, meaning 
that more than half of the components are either in, depend on, or are dependent  
on the Core. 

The remainder of this paper is structured as follows: Section 2 presents related 
work; Section 3 describes the hidden structure method; Section 4 presents the 
biopharmaceutical case used for the analysis; Section 5 discusses the approach and 
outlines future work; and Section 6 concludes the paper. 

2 Related Work 

In this section, we argue that the EA frameworks available today do not provide 
support for architecture analysis. Then we present system architecture approaches that 
aim to solve these problems.  
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2.1 Enterprise Architecture Analysis 

As stated in the introduction, EA frameworks rarely supply the exact procedure or 
algorithm for performing a certain analysis given an architecture model. But most do 
recognize the need to provide special-purpose models as well as different viewpoints 
intended for different stakeholders. Unfortunately, however, most viewpoints are 
designed from a model-entity point of view rather than from an analysis-concern 
point of view. Thus, they cannot perform the visualizing and measuring of the 
modularity or coupling of an architecture in a straightforward manner. The 
Department of Defense Architecture Framework (DoDAF) [8], for instance, provides 
products (i.e., viewpoints) such as “systems communications description,” “systems 
data exchange matrix,” and “operational activity model.” These are all viewpoints 
based on a delimitation of elements of a complete metamodel. The Zachman 
framework presented in [2, 9] does connect model types describing different aspects 
(Data, Function, Network, People, Time, and Motivation) with abstractly described 
stakeholders (Strategists, Executive Leaders, Architects, Engineers, and Technicians), 
but it does not provide any deeper insights as to how different models should be used 
for analysis. The Open Group Architecture Framework (TOGAF) [4] explicitly states 
the concerns for each suggested viewpoint, but it does not describe the exact 
mechanism for analyzing the stated concerns. With respect to modularity, the most 
appropriate viewpoints provided would, according to TOGAF, arguably be the 
“software engineering view,” “systems engineering view,” “communications 
engineering view,” and “enterprise manageability view.” The descriptions of these 
views contain statements such as, “the use of standard and self-describing languages, 
e.g. XML, is good in order to achieve easy to maintain interface descriptions.” What 
is not included, however, is the exact interpretation of such statements when it comes 
to architectural models or how they relate to the analysis of, for example, the 
flexibility of a system as a whole. Moreover, these kinds of “micro theories” are only 
exemplary and do not claim to provide a complete theory for modularity or similar 
concerns. 

Other analysis frameworks focus on the assessment of non-functionality qualities 
such as availability [10], interoperability [11], modifiability [12], and security [13]. 
These frameworks use Bayesian analysis or probabilistic versions of the Object 
Constraint Language for enterprise modeling. They do not, however, provide any 
analysis capabilities when it comes to revealing the hidden structure of an enterprise 
architecture. Also, the visualization capabilities of these frameworks are limited 
because they all use entity-relationship modeling without any proper views dealing 
with large complex models. 

2.2 System Architecture Visualization 

If we instead turn to the discipline of system architecture, we find work that aims to 
solve the issue of architecture analysis and visualization. Studies that attempt to 
characterize the architecture of complex systems often employ network 
representations [14]. Specifically, they focus on identifying the linkages that exist 
between the different elements (nodes) in a system [15, 16]. A key concept here is 
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modularity, which refers to the way in which a system’s architecture can be 
decomposed into different parts. Although there are many definitions of “modularity,” 
authors tend to agree on some fundamental features: interdependence of decisions 
within modules and independence between modules, and hierarchical dependence of 
modules on components that embody standards and design rules [17, 18]. 

Studies that use network methods to measure modularity have typically focused on 
capturing the level of coupling that exists between different parts of a system. In this 
respect, one of the most widely adopted techniques is the so-called Design Structure 
Matrix (DSM), which illustrates the network structure of a complex system in terms 
of a square matrix [19-21], where rows and columns represent components (nodes in 
the network) and off-diagonal elements represent dependencies (links) between the 
components. Metrics that capture the level of coupling for each component can be 
calculated from a DSM and used to analyze and understand system structure. For 
example, [22] uses DSMs and the metric “propagation cost” to compare software 
system architectures. DSMs have been used to visualize architectures and to measure 
the coupling of the internal design of single software systems. 

3 Method Description 

The method used for architecture network representation is based on and extends the 
classic notion of coupling. Specifically, after identifying the coupling (dependencies) 
between the elements in a complex architecture, the method analyzes the architecture 
in terms of hierarchical ordering and cycles, enabling elements to be classified in 
terms of their position in the resulting network. 

In a Design Structure Matrix (DSM), each diagonal cell represents an element 
(node), and the off-diagonal cells record the dependencies between the elements 
(links): If element i depends on element j, a mark is placed in the row of i and the 
column of j. The content of the matrix does not depend on the ordering of the rows 
and columns, but if the elements in the DSM are rearranged in a way that minimizes 
the number of dependencies above the main diagonal, then dependencies that remain 
there will show the presence of cyclic interdependencies (A depends on B, and B 
depends on A) which cannot be reduced to a hierarchical ordering. The rearranged 
DSM would then reveal significant facts about the underlying structure of the 
architecture that cannot be inferred from standard measures of coupling or from the 
architect’s view alone. The following subsections present a method that makes this 
“hidden structure” visible and describe metrics that can be used to compare 
architectures and track changes in architecture structures over time. (Note: A more 
detailed method description can be found in “Hidden Structure: Using Network 
Methods to Map System Architecture” by Baldwin et al. [7].) 

3.1 Identify the Direct Dependencies and Compute the Visibility Matrix 

The architecture of a complex system can be represented as a directed network 
composed of N elements (nodes) and the directed dependencies (links) between them. 
Fig. 1 contains an example (taken from [22]) of an architecture that is shown both as a 
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Fig. 1. A directed graph, Design Structure Matrix (DSM), and Visibility matrix example 

directed graph and a DSM. This DSM is called the “first-order” matrix to distinguish 
it from a visibility matrix (defined below). 

If the first-order matrix is raised to successive powers, the result will show the 
direct and indirect dependencies that exist for successive path lengths. Summing these 
matrices yields the visibility matrix V (Fig. 1), which denotes the dependencies that 
exist for all possible path lengths. The values in the visibility matrix are binary, 
capturing only whether a dependency exists and not the number of possible paths that 
the dependency can take [22]. The matrix for n=0 (i.e., a path length of zero) is 
included when calculating the visibility matrix, implying that a change to an element 
will always affect itself. 

3.2 Construct Measures from the Visibility Matrix 

Several measures are constructed based on the visibility matrix V. First, for each 
element i in the architecture, the following are defined: 

• VFIi (Visibility Fan-In) is the number of elements that directly or indirectly 
depend on i. This number can be found by summing the entries in the ith 
column of V. 

• VFOi (Visibility Fan-Out) is the number of elements that i directly or 
indirectly depends on. This number can be found by summing the entries in 
the ith row of V. 

In the visibility matrix (Fig. 1), element A has VFI equal to 1, meaning that no 
other elements depend on it, and VFO equal to 6, meaning that it depends on all other 
elements in the architecture. 

To measure visibility at the architecture level, the Propagation Cost (PC) is defined 
as the density of the visibility matrix. Intuitively, it equals the fraction of the 
architecture affected when a change is made to a randomly selected element. It can  
be computed from Visibility Fan-In (VFI) or Visibility Fan-Out (VFO) as described  
in Eq. 1. 

                                          Propagation Cost = 
∑

 =
∑

     (1) 
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3.3 Identify and Rank Cyclic Groups 

The next step is to find the cyclic groups in the architecture. By definition, each 
element within a cyclic group depends directly or indirectly on every other member of 
the group. So we sort the elements, first by VFI descending then by VFO ascending. 
Next we proceed through the sorted list, comparing the VFIs and VFOs of adjacent 
elements. If the VFI and VFO for two successive elements are the same, they might be 
members of the same cyclic group. Elements that have different VFIs or VFOs cannot 
be members of the same cyclic group, and elements for which ni=1 cannot be part of a 
cyclic group at all. But elements with the same VFI and VFO could be members of 
different cyclic groups. In other words, disjoint cyclic groups may, by coincidence, 
have the same visibility measures. To determine whether a group of elements with the 
same VFI and VFO is one cyclic group (and not several), we simply inspect the subset 
of the visibility matrix that includes the rows and columns of the group in question 
and no others. If this submatrix does not contain any zeros, then the group is indeed 
one cyclic group. 

The cyclic groups found via this algorithm are referred to as the “cores” of the 
system. The largest cyclic group (the “Core”) plays a special role in the architectural 
classification scheme, described next. 

3.4 Classification of Architectures 

The method of classifying architectures is motivated in [7] and was discovered 
empirically. Specifically, Baldwin et al. found that a large percentage of the 
architectures they analyzed contained four distinct types of elements: 1) one large 
cyclic group, called the “Core,” 2) “Control” elements that depend on other elements 
but are not themselves used by many, 3) “Shared” elements that are used by other 
elements but do not depend on that many others, and 4) “Periphery” elements that are 
not used by or depend on a large group of other elements. 

From those empirical results, a core-periphery architecture was defined as one 
containing a single cyclic group of elements that is dominant in two senses: it is large 
relative to the architecture as a whole, and it is substantially larger than any other 
cyclic group. The empirical work also showed that not all architectures fit into the 
category of core-periphery. Some architectures (called “multi-core”) have several 
similarly sized cyclic groups rather than one dominant one. Others (called 
“hierarchical”) have only a few extremely small cyclic groups.  

Based on the large dataset of software architectures analyzed in [7], the first 
classification boundary is set empirically to assess whether the largest cyclic group 
contains at least 5% of the total elements. Architectures that do not meet this test are 
labeled “hierarchical.” Next, within the set of large-core architectures, a second 
classification boundary is applied to assess whether the largest cyclic group contains 
at least 50% more elements than the second largest cyclic group. Architectures that 
meet the second test are labeled “core-periphery”; those that do not (but have passed 
the first test) are labeled “multi-core.” Fig. 2 summarizes the classification scheme. 
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Fig. 2. Architectural classification scheme 

3.5 Classification of Elements and Visualizing the Architecture 

The elements of a core-periphery architecture can be divided into four basic groups: 

• “Core” elements are members of the largest cyclic group and have the 
same VFI and VFO, denoted by VFIC and VFOC, respectively. 

• “Control” elements have VFI < VFIC and VFO ≥ VFOC. 
• “Shared” elements have VFI ≥ VFIC and VFO < VFOC. 
• “Periphery” elements have VFI < VFIC and VFO < VFOC. 

 
Together the Core, Control, and Shared elements define the flow through of the 
architecture. (Note: For the classification of elements in hierarchical and multi-core 
architectures, see [7].) 

Using the above classification scheme, a reorganized DSM can be constructed that 
reveals the “hidden structure” of the architecture by placing elements in the order of 
Shared, Core, Periphery, and Control down the main diagonal of the DSM, and then 
sorting within each group by VFI descending then VFO ascending. 

4 BioPharma Case 

We now apply the described method to a real-world example of a U.S. 
biopharmaceutical company (BioPharma). Data were collected at the research 
division by examining strategy documents, entering architectural information into a 
repository, using automated system scanning techniques, and conducting a survey. A 
subset of the data employed for the analysis presented in this paper was previously 
used in the study “Digital Cement: Software Portfolio Architecture, Complexity, and 
Flexibility,” by Dreyfus and Wyner [23], with a more extensive exploration in [24]. 

4.1 Identifying the Direct Dependencies between the Architecture Components 

The BioPharma dataset contains 407 architecture components and 1,157 
dependencies. The architectural components are divided as follows: eight “business 
groups,” 191 “software applications,” 92 “schemas,” 49 “application servers,” 47 
“database instances,” and 20 “database hosts” (cf. Table 1).  
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Table 1. Component and dependency types in the BioPharma case 

Component type No. of  Dependency type No. of 
Business Group 8  Communicates With 742 
Software Application 191  Runs On 165 
Schema 92  Is Instantiated By 92 
Application Server 49  Uses  158 

Database Instance 47  
Database Host 20  

 
The dependencies between the architecture components belong to the following types 
(cf. Table 1): 742 “communicates with” (bidirectional), 165 “runs on” 
(unidirectional), 92 “is instantiated by” (unidirectional), and 158 “uses” 
(unidirectional). 

We can represent this architecture as a directed network, with the architecture 
components as nodes and dependencies as links, and then convert that network into a 
DSM. Fig. 3 contains the “architect’s view,” with dependencies indicated by dots. 
(Note: We placed dots along the main diagonal, implying that each architecture 
component is dependent on itself.) The squares in Fig. 3 represent the architecture 
components, which have been ordered in terms of typical enterprise architecture layers 
(from top left to bottom right): business groups, software applications, schemas, 
applications servers, database instances, and database hosts. 

 

Fig. 3. The BioPharma DSM – architect’s view 

From the DSM, we calculate the Direct Fan-In (DFI) and Direct Fan-Out (DFO) 
measures by summing the rows and columns for each software application, 
respectively. Table 2 shows, for example, that Architecture Component 324 (AC324) 
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has a DFI of four, indicating that three other components depend on it, and a DFO of 
2, indicating that it depends on only one component other than itself. 

4.2 Computing the Visibility Matrix and Constructing the Coupling Measures 

The next step is to derive the visibility matrix by raising the first-order matrix (the 
architect’s view) to successive powers, such that both the direct and all the indirect 
dependencies appear. The Visibility Fan-In (VFI) and Visibility Fan-Out (VFO) 
measures can then be calculated by summing the rows and columns in the visibility 
matrix for each respective architecture component. Table 2 shows that Architecture 
Component 403 (AC403), for example, has a VFI of 173, indicating that 172 other 
components directly or indirectly depend on it, and a VFO of 2, indicating that it 
directly or indirectly depends on only one component other than itself. 

Table 2. A sample of Biopharma Fan-In and Fan-Outs 

Architecture component DFI DFO VFI VFO 
AC324 4 2 140 3 
AC333 2 3 139 265 
AC347 2 2 140 3 
AC378 8 23 139 265 

AC403 29 2 173 2 
AC769 1 6 1 267 
AC1030 3 2 3 2 

 
Using the VFI and VFO measures, we can calculate the propagation cost of the 

BioPharma architecture, as described in Eq. 2. 

Propagation Cost = 
∑

= 
∑

 = 23%     (2) 

A propagation cost of 23% means that almost one-fourth of the architecture may be 
affected when a change is made to a randomly selected architecture component. 

4.3 Identifying Cyclic Groups and Classifying the Architecture 

To identify cyclic groups, we first ordered the list of architecture components based 
on VFI descending and VFO ascending. We could then identify 15 possible cyclic 
groups. When inspecting the visibility submatrices of these possible clusters, we 
found that most groups were not cyclic. In other words, these applications had ended 
up with the same VFI and VFO by coincidence. But one possible cluster had 132 
architecture components and proved to be the largest cyclic group, which we labeled 
as “Core.” In Table 2, Architecture Components 333 and 378 are part of the Core. 
Because the Core makes up 32% of the architecture and because the second largest 
cluster contains only four components, the architecture is classified as core-periphery, 
according to the classification scheme discussed earlier (cf. Fig. 2). 
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4.4 Classifying the Components and Visualizing the Architecture 

After identifying components that belong to the Core, the next step is to classify the 
remainder of the architecture components as Shared, Periphery, or Control. To do so, 
we compare the VFI and VFO of each component with the VFIC and VFOC of the 
Core components. A total of 133 components have a VFI that is equal to or larger than 
the VFIC and a VFO that is smaller than the VFOC, classifying them as Shared. A total 
of 135 architecture components have VFI and VFO numbers that are smaller than the 
Core, classifying them as Periphery. And seven components have a VFI that is smaller 
than the VFIC and a VFO that is equal to or larger than the VFOC, classifying them as 
Control. Table 3 summarizes those results. 

Table 3. BioPharma architecture component classification 

Classification No. of % of total 
Shared 133 33% 

Core 132 32% 
Periphery 135 33% 
Control 7 2% 

By sorting the original DSM using the different classifications, we can uncover the 
hidden structure of the architecture. First, the components are sorted in the order of 
Shared, Core, Periphery, and Control. Then, within each group the components are 
ordered by VFI descending and VFO ascending. 

 

Fig. 4. BioPharma rearranged DSM 

From Fig. 4, which shows the rearranged DSM, we see a large cyclic group of 
architecture components that appear in the second block down the main diagonal. Each 
element in this group both depends on and is dependent on every other member of the 
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group. These “Core” components account for 32% of the elements. Furthermore, the 
Core, the components depending on it (“Control”), and those it depends on (“Shared”), 
account for 67% of the architecture. The remaining components are “Periphery,” in that 
they have few relationships with other components. 

If we examine where the different types of components in the architecture end up 
after the classification and rearrangement, we find the following: The Shared category 
contains only infrastructure components (schema, application server, database 
instance, and database host); the Core consists of only software-application elements; 
the Periphery contains a mix; and the Control category consists of just business-group 
components (see Table 4).  

Table 4. Distribution of architecture components between classification categories 

 Business 
group 

Software 
application 

Schema Application 
server 

Database 
instance 

Database 
host 

Shared 0 0 83 27 15 8 

Core 0 132 0 0 0 0 

Periphery 1 59 9 22 32 12 

Control 7 0 0 0 0 0 

5 Discussion and Research Outlook 

As presented in [7], the hidden structure method was designed based on the empirical 
regularity from cases investigating large complex software systems. All those cases 
were focused on one software system at a time, independent of its surrounding 
environment, analyzing the dependencies between its source files. In other words, that 
work considered the internal coupling of a system. In this paper, the same method is 
tested on the dependencies between architecture components; i.e., the current work 
considers the external coupling between not only software applications but also other 
enterprise architecture components. 

For the BioPharma case, the method revealed a hidden structure (thus presenting 
new facts) similar to those cases on software systems investigated in previous studies. 
And the method also helped classify the architecture as core-periphery using the same 
rules and boundaries as in the previous cases. However, because this is only one set of 
data from one company, additional studies are needed. We present one such study 
using enterprise application architecture data from a Telecom company in [25]. 

Compared to many other complexity, coupling, and modularity measures, the 
hidden structure method considers not only the direct network structure of an 
architecture but also takes into account the indirect dependencies between 
components (not unlike some measures used in social networks). Both these features 
provide important input for management decisions. For instance, components that are 
classified as Periphery or Control are probably easier (and less costly) to modify 
because of the lower probability of a change spreading and affecting other 
components. In contrast, components that are classified as Shared or Core are more 
difficult to modify because of the higher probability of changes having an impact 
elsewhere. This information can be used in change management, project planning, 
risk analysis, and so on. 
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From just the architect’s view (cf. Fig. 3), we see some of the benefits of using 
Design Structure Matrices for enterprise architecture visualization. If the matrix 
elements are arranged in an order that comes naturally for most companies, with the 
business layer at the top, infrastructure at the bottom, and software in between, we see 
that 1) the business groups depend on the software applications, 2) the software 
applications communicate with each other in what looks like a clustered network of 
dependencies, 3) the software applications depend on the schemas and application 
servers, 4) the schemas depend on the database instances, and 5) the database 
instances depend on the database hosts. Although these observations are neither new 
nor surprising, they do help validate that the components in the investigated 
architecture do interact as expected. 

From Table 2, we see that architecture components 324, 333, 347 769, and 1030 all 
have rather low Direct Fan-In (DFI) and Direct Fan-Out (DFO) numbers. As such, 
those components might be considered as low risk when implementing changes. But 
if we also look at the Visibility Fan-In (VFI) and Visibility Fan-Out (VFO) numbers, 
which measure indirect dependencies, we see that application 333 belongs to the Core 
of the architecture. Thus any change to it might spread to many other components 
(even though it has few direct dependencies). The same goes for components 324, 
347, and 403, which are classified as Shared. Therefore, we argue that the hidden 
structure method, which considers indirect dependencies, provides more valuable 
information for decision-making. 

In our experience, we have found that many companies working with enterprise 
modeling have architecture blueprints that describe their organization, often with 
entity-relationship diagrams containing boxes and arrows. When the entire 
architecture is visualized using this type of model, however, the result is typically a 
“spaghetti” tangle of many components and dependencies that are difficult to 
interpret. But this representation can be translated directly to the architect’s view 
DSM (cf. Fig. 3), which, along with the entity-relationship model, can be used to trace 
a dependency between two components, thus enabling better decision-making 
(compare with the discussion above on DFI/DFO versus VFI/VFO measures). 
Moreover, if we instead use the hidden structure method and rearrange the DSM, as in 
Fig. 4, we can actually see what components are considered to be Core, Shared, 
Control, and Periphery, which gives us much more insight about the structure of the 
architecture. Lastly, measures such as the propagation cost, the architecture flow 
through, and the size of the core can be useful when trying to improve an architecture 
because future scenarios can be compared in terms of these metrics. 

In the explored BioPharma case, we found that the Control category contains only 
business groups; the Core consists of only software applications; the Shared elements 
are all infrastructure-related components (schemas, application servers, database 
instances, and database hosts); and the Periphery category contains a mix of all types. 
These results provide support for the method, as we would expect that the business 
controls the underlying components in the architecture (e.g. a business group depends 
on the software it uses but not the other way around). Also, infrastructure components 
such as databases are supposed to be shared among the applications in a sound 
architecture. 
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A first step in future research is to test the hidden structure method with additional 
enterprise architectures, like the one in [25]. This will provide valuable input either 
supporting the method as currently constructed or with suggested improvements for 
future versions. 

Both in the previous work by Baldwin et al. [7], Lagerström et al. [25], and in this 
case, the architectures studied have a single large Core. A limitation of the hidden 
structure method is that it only shows which elements belong to the Core but does not 
help in describing the inner structure of that Core. Thus, future research might extend 
the hidden structure method with a sub-method that could help identify the elements 
within the Core that are most important in terms of dependencies and cluster growth. 
The hypothesis is that there are some elements in a Core that bind the group together 
or that make the group grow faster. As such, removing these elements or reducing 
their dependencies (either to or from them) may decrease the size of the Core and thus 
the complexity of the architecture. Identifying these elements might also help pinpoint 
where the Core is most sensitive to change. 

We have also seen in previous work that enterprise application architectures often 
contain non-directed dependencies, thus forming symmetric matrices that have special 
properties and behave differently from matrices with directed dependencies. This 
could, for instance, be due to the nature of the link itself (as in social networks), or, as 
in most cases we have seen, it could be due to imprecision in the data (often because 
of the high costs of data collection). For companies, the primary concern is whether 
two applications are connected, and the direction of the dependency is secondary. In 
one of our cases, the company had more than a thousand software applications but did 
not have an architecture model or application portfolio describing them. For that firm, 
collecting information about what applications it had and what those applications did 
was of primary importance. That process was costly enough, and consequently the 
direction of the dependencies between the applications was not a priority. 

Effective tools could help lower the high costs associated with data collection. In 
the prior work of Baldwin et al. [7], the analysis of internal coupling in a software 
system was supported by a tool that explored the source files and created a 
dependency graph automatically. In the enterprise architecture domain, such useful 
practical tools generally do not exist. Consequently, data collection requires 
considerable time. The most common methods are interviews and surveys of people 
(often managers) with already busy schedules. As such, future work needs to be 
directed towards data collection support in the enterprise architecture domain. Some 
work has already been done but is limited in either scope or application, as described 
in [26, 27]. 

For the hidden structure method to be useful in practice, it needs to be incorporated 
into existing or future enterprise architecture tools. Most companies today already use 
modeling tools like Rational System Architect [28] and BiZZdesign Architect [29] to 
describe their enterprise architecture. Thus, having a stand-alone tool that supports the 
hidden structure method would not be feasible or very cost efficient. Moreover, if the 
method is integrated with current tools, companies can then perform a hidden 
structure analysis by re-using their existing architecture descriptions. The modeling 
software Enterprise Architecture Analysis Tool (EAAT) [30] is currently 
implementing the hidden structure method, and future studies will use it. 
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Last, but not least, the most important future work is to test the VFI/VFO metrics 
and the element classification (Shared, Control, Periphery, and Core) with 
performance outcome metrics such as change cost. Doing so will help prove that the 
method is actually useful in architectural work. Currently, we can argue its benefits 
only with respect to other existing methods. 

6 Conclusions 

Although our method is used in only one case, the results suggests that it can reveal 
new facts about the architecture structure on an enterprise level, equal to past results 
in the initial cases of single software systems. The analysis reveals that the hidden 
external structure of the architecture components at BioPharma can be classified as 
core-periphery with a propagation cost of 23%, architecture flow through of 67%, and 
core size of 32%. For BioPharma, the architectural visualization and the computed 
coupling metrics can provide valuable input when planning architectural change 
projects (in terms of, for example, risk analysis and resource planning). Also the 
analysis shows that business components are Control elements, infrastructure 
components are Shared elements, and software applications are in the Core, thus 
providing verification that the architecture is sound. 
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Abstract. Enterprise Architecture (EA) languages describe the design
of an enterprise holistically, typically linking products and services to
supporting business processes and, in turn, business processes to their
supporting IT systems. In earlier work, we introduced EA Anamnesis,
which provides an approach and corresponding meta-model for rational-
izing architectural designs. EA Anamnesis captures the motivations of
design decisions in enterprise architecture, alternative designs, design cri-
teria, observed impacts of a design decision, and more. We argued that
EA Anamnesis nicely complements current architectural languages by
providing the capability to learn from past decision making.

In this paper, we provide a first empirical grounding for the practical
usefulness of EA Anamnesis. Using a survey amongst 35 enterprise archi-
tecture practitioners, we test the perceived usefulness of EA Anamnesis
concepts, and compare this to their current uptake in practice. Results in-
dicate thatwhilemanyEAAnamnesis concepts are perceived as useful, the
current uptake in practice is limited to a few concepts - prominently ‘ratio-
nale’ and ‘layer’. Our results go on and show that architects currently ra-
tionalize architectural decisions in an ad hoc manner, forgoing structured
templates such as provided by EA Anamnesis. Finally, we interpret the
survey results discussing for example possible reasons for the gap between
perceived usefulness and uptake of architectural rationalization.

Keywords: Enterprise Architecture, Design Rationale, Design Decision
concepts, Evaluation, Survey.

1 Introduction

Enterprise Architecture (EA) modeling languages, such as the Open Group stan-
dard language ArchiMate [1], connect an organization’s IT infrastructure and
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applications to the business processes they support and the products/services
that are in turn realized by the business processes. Such a holistic perspective
on an enterprise helps to clarify the business advantages of IT, analyze cost
structures and more [2].

While EA modeling languages allow for modeling an enterprise holistically,
the design decisions behind the resulting models are often left implicit.

As discussed in our earlier work [3], the resulting lack of transparency on de-
sign decisions can cause design integrity issues when architects want to maintain
or change the current design [4]. This means that due to a lacking insight of
the rationale, new designs are constructed in an adhoc manner, without taking
into consideration constraints implied by past design decisions. Also, according
to a survey for software architecture design rationale [5], a large majority of
architects (85,1%) admitted the importance of design rationalization in order to
justify designs.

Furthermore, anecdotal evidence from six exploratory interviews we conducted
with senior enterprise architects suggests that enterprise architects are often ex-
ternal consultants. This situation increases the architectural knowledge gap of
the Enterprise Architecture, since without rationalization architects lack insights
into design decision making in an organization that is new to them.

In earlier work [3,6,7], we introduced an approach for the rationalization
of enterprise architectures by capturing EA design decision details. We refer
to this approach as EA Anamnesis, from the ancient Greek word ανáμνησις
(/ænæm"ni:sIs/), which denotes memory and repair of forgetfulness. The EA
Anamnesis meta-model is grounded in similar approaches from the software engi-
neering domain, prominently in the Decision Representation Language (DRL) [8].
At this stage, EA Anamnesis complements the ArchiMate modeling language [1]
by conceptualizing decision details (alternatives, criteria, impacts) and by group-
ing EA decisions in three different enterprise architecture layers (Business, Ap-
plication, Technology) in accordance with the ArchiMate specification.

In this paper we evaluate empirically the design decision concepts from the
EA Anamnesis meta-model by means of a survey amongst enterprise architecture
practitioners. On the one hand, our study shows that a majority of EA prac-
titioners deem EA Anamnesis’s concepts, such as “motivation” and “observed
impact”, as useful, in that these concepts help them with the maintenance and
justification of enterprise architectures. On the other hand, however, our study
shows a limited uptake of rationalization in practice. For one, while many ar-
chitects capture a decision’s motivations, there is less attention for capturing
the observed impacts of decisions. Finally we find that, currently, there is lit-
tle reliance on a structured rationalization approach, such as provided by EA
Anamnesis. Rather, rationalization of decisions (if any) is done in an ad hoc
manner, relying on unstructured tools such as MS Word or Powerpoint.

Also, we speculate that the distinction between perceived usefulness and up-
take in practice is, at least partially, due to a lacking awareness of rationalization,
and potential usefulness it has for architectural practice.
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This paper is structured as follows. Sect. 2 presents the EA Anamnesis con-
cepts and a short illustration of them. Sect. 3 presents the evaluation setup, while
Sect. 4 presents the results of our study. Subsequently, in Sect. 5 we discuss the
survey results. Sect. 6 concludes.

2 Background

To make the paper self contained, this section presents the design rationale
concepts of the EA Anamnesis approach that were confronted to practitioners
during our study (in Sect. 2.1), accompanied by an illustration of our approach
with a case study from the insurance sector (in Sect. 2.2).

2.1 EA Anamnesis Design Decision Concepts

In this paper we focus on decision detail concepts that provide qualitative ratio-
nalization information for design decisions. According to [4], architectural ratio-
nale can be discriminated in three different types: qualitative design rationale,
quantitative design rationale and alternative architecture rationale.

The meta-model of the EA Anamnesis approach is depicted in Fig. 1. To
limit survey length we focus our study on a set of key concepts. Concepts of the
meta-model that provide additional details, such as title (a descriptive name of
a decision), are not discussed.

Below we provide a brief description of the concepts used in our survey.

Rationale. The reason(s) that leads an architect to choose a specific decision
among the alternatives. According to Kruchten [9] a rationale answers the “why”
question for each decision.

Alternative. This concept illustrates the EA decisions that were rejected (al-
ternatives) in order to address a specific EA issue [10,11].

Layer. In line with the ArchiMate language [1], an enterprise is specified in
three layers: Business, Application and Technology. Using these three layers, we
express an enterprise holistically, showing not only applications and physical IT
infrastructure (expressed through the application and technology layers), but
also how an enterprise’s IT impacts/is impacted by an enterprise’s products and
services and its business strategy and processes.

Observed Impact. The observed impact concept signifies an unanticipated
consequence of an already made decision to an EA artifact. This is opposed
to anticipated consequences, such as signified by decision impact relationships
(discussed next). Observed impacts can be positive or negative consequences.
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Fig. 1. The EA Anamnesis meta-model

In current everyday practice, architects model anticipated consequences using
what-if-scenarios [2]. Unfortunately, not every possible impact of made EA deci-
sions can be predicted. This is especially true for enterprise architecture, where
one considers impacts across the enterprise rather than in one specific (e.g. tech-
nical) part. Some of the consequences of EA decisions are revealed during the
implementation phase, or during the maintenance of the existing architecture de-
sign [12]. These unanticipated consequences are exactly captured by the concept
of an observed impact.

For us the main usefulness of capturing observed impacts is that they can
be used by architects to avoid decisions with negative consequences in future
designs of the architecture.

Impact (Decision Traceability). The “Impact” concept makes explicit re-
lationships between EA decisions. For example, how an IT decision affects a
business process level decision or vice versa.

2.2 Illustrative Example

We now briefly illustrate how the concepts of our approach can be used to express
architectural design rationale, using a fictitious insurance case presented in our
previous work [3].

ArchiSurance is an insurance company that sells car insurance products using
a direct-to-customer sales model. The architectural design of this sales model,
created in the EA modeling language ArchiMate, is depicted in Fig. 2.

Two business services support the sales model of ArchiSurance: “Car insur-
ance registration service” and “Car insurance service”. ArchiMate helps us to
understand the dependencies between different perspectives on an enterprise. For
example, in Fig. 2 we see that the business service “Car insurance registration
service” is realized by a business process “Register customer profile”. In turn,
we also see that this business process is supported by the application service
“Customer administration service”.
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Fig. 2. ArchiSurance direct-to-customer EA model

Although disintermediation reduces operational costs, it also increases the risk
of adverse risk profiles [13], incomplete or faulty risk profiles of customers. These
adverse profiles lead insurance companies to calculate unsuitable
premiums or, even worse, to wrongfully issue insurances to customers. As a
response, ArchiSurance decides to use intermediaries to sell its insurance prod-
ucts. After all, compiling accurate risk profiles is part of the core business of an
intermediary [13].

In our example scenario, an external architect called John is hired by
ArchiSurance to help guide the change to an intermediary sales model. John
uses ArchiMate to capture the impacts that selling insurance via an intermediary
has in terms of business processes, IT infrastructure and more. For illustration
purposes we will focus on the translation of the new business process “Cus-
tomer profile registration” to EA artifacts in the application layer. The resulting
ArchiMate model is depicted in Fig. 3.

In Fig. 3 we see for example how a (new) business process “customer profile
registration”, owned by the insurance broker (ownership being indicated by a line
between the broker and the business process), is supported by the IT applications
“customer administration service intermediary” and “customer administration
service ArchiSurance”.
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Fig. 3. ArchiSurance intermediary EA model

For this simplified scenario, 13 architectural design decisions were taken. These
design decisions, in terms of our design decision concepts, were captured with
EA Anamnesis by John during the transformation process.

Let us assume that a newly hired Enterprise Architect, Bob, wants to know
the rationale behind the architectural design that supports the new business
process of Archisurance. To this end, he relies on decision rationales captured
by John. Table 1 shows one such rationalized decision: design decision 13, for
the IT application “customer administration service intermediary”.

As can be observed, design decision 13 regards the acquisition of the Commer-
cial off-the-shelf (COTS) application B. Bob can determine the alternatives,
“COTS application A” and “upgrade of the existing IT application”. Further-
more, Bob determines that John’s rationale for the selection of COTS applica-
tion B was that COTS application B was more scalable.

Next, let us assume that Bob is interested in reviewing the relationship of this
individual decision with other decisions. Firstly, he can identify by examining
the Layer field that this decision is an application Layer decision. Moreover, by
examining the Impact relationship field, he can understand that this decision
is related with 2 other decisions, decision 07 (a business layer decision) and
decision 10 (an application layer decision).



30 G. Plataniotis et al.

Table 1. EA decision 13 details

Title: Acquisition of COTS application B

EA issue: Current version of customer administration
application is not capable to support main-
tenance and customers administration of in-
termediaries application service

Layer: Application

Impact
relationships:

Business: Decision 07
Application: Decision 10

Alternatives: COTS application A
Upgrade existing application (in-house)

Rationale: Scalability: Application is ready to support
new application services

Observed
Impact:

Reduced performance of customer registra-
tion service business process

Last but not least, Bob can inspect the possible unanticipated outcomes of
this decision. By examining the Observed impact field, he is aware of an issue
that arose in the customer profile registration business process because of the
unfamiliarity of clerks with the new application interface.

For a more detailed illustration of EA Anamnesis approach, how the different
concepts are interrelated and how this rationalization information is visualized,
see earlier work [7].

3 Evaluation

In this section we describe the objectives of our study, the evaluation method for
the validation of our decision design concepts, and limitations and considerations
of the evaluation.

3.1 Objectives

The main objective of this study is to identify the usefulness of design rationale
approaches in the context of Enterprise Architecture. As we mentioned in the
introduction, anecdotal interviews with EA practitioners gave us a first insight
regarding the perceived usefulness of design rationale approaches in EA. In par-
ticular, we aim at identifying the perception of EA practitioners regarding our
design rationale concepts.

For our study we address three research questions:

Question 1:
Do enterprise architecture practitioners perceive EA Anamnesis’s concepts as
useful for the justification and maintenance of EA Designs?
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Question 2:
To what extent do EA practitioners currently capture EA Anamnesis’s concepts?

Question 3:
If rationalization information is captured, to what extent are structured templates
used? (such as provided by EA Anamnesis)

3.2 Study Setup

Participants: Participants were gathered during a professional event on enter-
prise architecture organized by the Netherlands Architecture Forum (NAF).
NAF is a leading Dutch (digital) architecture organization, concerned with the
professionalization of Enterprise and IT Architecture. A total of 65 people started
the survey, 35 out of which actively finished the study. Given the different focus
of the individuals, the number of participants for each individual part of the
survey fluctuated between 33 and 35. The majority of the participants were of
Dutch nationality, had at least several years of professional experience in en-
terprise architecture, and were fluent in the language the survey was taken in
(English).
Materials: The questions and input used for this survey derived from previous
research and professional workshops on the use and creation of architecture prin-
ciples in Dutch knowledge management and enterprise modeling organizations.
The data analyzed and used for this study derives from a subset of the total
survey, which contained additional sections dealing with other, related, factors
of architecture principle creation and use. All questions were presented in En-
glish because non-Dutch speakers were expected. Furthermore, the survey was
planned to be extended to other European countries afterwards.
Method: The survey consisted mostly of structured and closed questions. The
participants were given the context that the questions dealt with the larger area
of architecture principles, specifically introducing them to the fact that principles
provide a foundation for EA decisions, and what factors are important for such
decisions.

To investigate to what extent the concepts of EA Anamnesis are grounded
in reality, we queried for each concept (a short explanation of each concept was
provided) whether participants considered them to 1) help with the maintenance
of an enterprise architecture, 2) help them to justify an enterprise architecture,
and 3) be currently actively documented in the participant’s organization or
professional experience.

For each of these dimensions participants could answer whether they dis-
agreed, agreed, or strongly agreed with the dimension applied to the given
concept. The format of the answers was adopted from a bigger survey, which
was executed by an outside party. The outside party had already structured
the questions’ format of this survey and as such we adopted the same answer-
ing formats in order to reduce any potential confusion as much as possible.
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To follow up on the current practical state of design decisions, we then enquired
whether any standardized approaches or processes existed for the capturing of
EA design decisions.

Participants were given the choice of either stating that, for their organiza-
tion, such approaches exist, do not exist, or that they were uncertain of their
existence. In the case of nonexistence of documentation approaches, participants
had the possibility to expose the reasons for this through a hybrid structure with
predefined answers as well as free text comments.
Data analysis: The data resulting from the main questions (whether our use case
concepts help in the maintenance and justification of an EA and whether they
are documented) were quantified by assuming “strongly agree” implied “agree”,
and that such answers could be treated as “agrees”. Based on this, we calculated
the total amount of “agree” and “disagree” answers for each of our concepts as
they pertained to the investigated dimensions. Of course, questions that were not
filled in were disregarded in our calculation. While the size of these groups did
not differ much (resp. 33, 34 and 35 participants), and comparison between them
should thus be a valid endeavor, care should also be taken not to assume they
represent a breakdown of opinions in the exact same group. The data resulting
from the question regarding the use of standardized templates for documenting
EA design decisions were analyzed in a straightforward way, calculating the
percentages of yes, no and uncertain answers for the group (n=35) of participants
who answered this question.

3.3 Survey Limitations

The main difficulty in executing this study was that our questions had to be
integrated into a larger study, of which the structure and answer formats were
already determined. Unfortunately, the opportunity to conduct a dedicated sur-
vey regarding design rationale with such a number of participants was quite
limited due to time unavailability of practitioners. Therefore, we had a limi-
tation regarding the number of questions we could incorporate into this larger
study.

Thus, in order to ensure that participants would not feel confused by radically
different question and answering formats, we had to deal with a suboptimal set
of answers for our first question. Ideally, the question of whether certain concepts
apply to a given dimension, would be done on a Likert scale, with equal amounts
of negative and positive answers. However, as the goal of the wider survey was
to elicit as much (strong) opinions as possible from practitioners, it was chosen
to use answer structures which contained no neutral grounds and thus forced
people to make a polarized choice.

We will take these issues into account during the analysis of our data, and
attempt to account for the possible loss of nuance.
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4 Results

Tables 2, 3, 4 show the survey results on to what extent EA Anamnesis’s con-
cepts help the EA practitioner to (1) maintain the architecture, (2) justify the
architecture, by which we mean that the EA Anamnesis concepts can aid in
motivating design decisions, and (3) to what extent EA practitioners document
EA Anamnesis concepts in current practice.

For each question, we provide a division into “positive” and “negative”, and
a subsequent division of “positive” into “agree” and “strongly agree”. We do
this for the sake of transparency: on the one hand, we want to show aggregate
results on positive reactions to a concept, but on the other hand we do not want
to hide that the questions were posed in a possibly biased manner (as discussed
in Sect. 3.3).

Furthermore, Table 5 shows us to what extent practitioners use standardized
templates to capture EA design rationales. In case practitioners forego the use
of standardized templates, Table 6 shows why this is so, by means of closed
answers (such as “no time/budget”) and open answers, whereby the architects
could provide a plaintext description (such as “Enterprise Architecture is not
mature enough”).

Table 2. To what extent study participants (n=35) find that EA Anamnesis’s concepts
help with the maintenance of the enterprise architecture

Helps with the maintenance of EA

Concept Negative Positive Positive-
Agree

Positive-
Strongly agree

Rationale 9% 91% 42% 49%
Rejected Alternatives 26% 74% 43% 31%
EA Layer 9% 91% 46% 45%
Observed Impact 23% 77% 43% 34%
Decision Impact 14% 86% 40% 46%

5 Discussion

Generally, the results from Tables 2, 3 indicate that EA practitioners perceive
that the EA Anamnesis concepts will help them with the maintenance and jus-
tification of Enterprise Architecture designs. This can be concluded from the
fact that, for each concept, a majority of architects agrees with its usefulness
for both maintenance and justification. Yet, the results from Table 4 indicate
that while the design rationale concepts are considered useful, the majority of
them is not documented by practitioners. While many EA practitioners cap-
ture the rationale for a decision (70%) and the EA layer (79%), a majority of
them does not capture either the observed impact, decision impact or rejected
alternatives.
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Table 3. To what extent study participants (n=35) find that EA Anamnesis’s concepts
help with the justification of the enterprise architecture

Helps with the justification of EA

Concept Negative Positive Positive-
Agree

Positive-
Strongly agree

Rationale 18% 82% 29% 53%
Rejected Alternatives 29% 71% 44% 27%
EA Layer 38% 62% 38% 24%
Observed Impact 18% 82% 50% 32%
Decision Impact 26% 74% 44% 29%

Table 4. To what extent study participants (n=33) currently document the EA Anam-
nesis concepts

Current documentation practice

Concept Negative Positive Positive-
Agree

Positive-
Strongly agree

Rationale 30% 70% 55% 15%
Rejected Alternatives 73% 27% 27% 0%
EA Layer 21% 79% 40% 39%
Observed Impact 73% 27% 24% 3%
Decision Impact 58% 42% 36% 6%

Table 5. To what extent study participants (n=35) use a standardized template for
documenting EA design decisions

Question Uncertain Yes No

Does your organization use a standardized template for
documenting EA design decisions?

23% 40% 37%

Table 6. The proportions of the reasons that practitioners (n=33) do not use stan-
dardized templates for documenting EA design decisions.

Not useful 30%
No time/budget 3%
No suitable tool 9%

Other comments:
Design decisions are documented inside PSA/PEA (Word or Powerpoint)
Depends mostly on the client
EA is not mature enough
Our organization is not mature enough when it comes to EA
General immaturity of EA departments
We use several templates, but they are not exactly the same
Company standard is the TOGAF template

58%
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Moreover, in cases where practitioners document decisions, 40% of them use
standardized templates for documentation, while 23% of them is not aware of the
existence of such templates. The remaining 37% of practitioners, that do not use
standardized templates, finds that standardized templates are not useful (30%),
or that there are no available resources in terms of time/budget (3%), or that
there no suitable tool for this (9%). Furthermore 58% of the EA practitioners do
not use standardized templates because they feel covered by documenting design
decisions inside MS Word/Powerpoint. Others insist the Enterprise Architecture
is not a mature practice in the organization.

A possible reason for the currently limited rationalization of Enterprise Ar-
chitecture designs is that practitioners are insufficiently aware of the potential
usefulness of design rationale techniques. This may be caused by the relative
immaturity of the Enterprise Architecture field compared to areas in which de-
cision rationalization and their tool support is well established, such as the field
of Software Architecture.

Let us now discuss our findings per concept:

Rationale. The Rationale concept, which captures why a decision is taken, is
considered an important concept for the majority of practitioners. Specifically
91% believe that this concept helps with the maintenance of the EA, and 82%
believe that it helps to justify existing Enterprise Architectures. Interestingly
however, as opposed to capturing other concepts, the current practice of docu-
menting rationale of decisions is quite high (70%). We argue that this happens,
because architects usually have to justify their design decisions to other stake-
holders and the management of the organization.

Rejected Alternatives. The majority of practitioners (74%) acknowledges
that captured rejected alternatives information assists them with the mainte-
nance of the enterprise architecture and (71%) of them that they are helped
with the justification of the enterprise architecture. Practitioners seem to un-
derstand that this information provides a better insight into the rationalization
process. We speculate that rejected alternatives, in combination with selection
criteria, provide them with additional rationalization information by indicating
the desired qualities which were not satisfied by these alternatives.

However Table 4 indicates that only (27%) of the EA practitioners capture
rejected alternatives. We reason that the capturing effort of rejected alternatives
in combination with the ignorance of the potential usefulness of this information
do not motivate practitioners to document this concept. Even if this information
is documented, the added value it provides is not so high because of the lack
of structured documentation. However when rejected alternatives are combined
with other rationalization concepts (such as criteria) it does allow one to better
trace the decision making process, as is commonly done in structured rational-
ization templates for software architecture (see e.g. [11]).
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Layer. 91% of the practitioners agree that the concept of layer helps them with
the maintenance of an enterprise architecture. The proportion of practitioners
that agree that this concept helps them to justify enterprise architectures is 62%.
Although the proportion itself is quite supportive, we can observe quite a big
variation compared with the question on “helps with maintenance”. We argue
that this is because the Layer concept is not a justification concept in itself, but
when it is combined with the other design rationale concepts it can actually con-
tribute to justification. For example, design decisions that belong to the business
layer can impact decisions in the application layer.

Observed Impact. A majority of Enterprise Architects (77%) recognize that
the explicit information of observed impacts helps them with the maintenance
of the enterprise architecture. We speculate that practitioners, while they main-
tain existing architectures, are expected to use information of the unanticipated
outcomes of past decisions in the enterprise to avoid past mistakes. Furthermore
82% of Enterprise Architects agree that the observed impact concept helps them
with the justification of the EA.

Interestingly however, despite the fact that practitioners recognize the use-
fulness of capturing the observed impact, only the 23% of them has a standard
practice to document this concept. We believe that when an unanticipated out-
come of a design decision is observed, practitioners are focused on immediately
solving this issue. From a short term perspective, the documentation of this ob-
served impact is a minor issue for them. However, in the long term, the awareness
of observed impacts raises awareness of unanticipated outcomes. Another reason
could be the lack of a structured environment for architectural rationalization,
which would allow architects to relate observed impacts to decisions, layers (im-
pacts on a business process or IT level), and more.

Impact (Decision Traceability). A majority of the practitioners (86%) find
that the impact concept can assist them with the maintenance of the enterprise
architecture. Moreover, 74% indicate that this concept helps them with the jus-
tification of the enterprise architecture. Our approach provides impact (decision
traceability) information by making explicit how design decisions are related to
each other. The different types of decision relationships, described by decision
relationships concept, provide different types of impact traceability. Regarding
the documentation practice, some of the practitioners (42%) capture this con-
cept but still the majority of them (58%) does not document it. In our view this
indicates a tendency of practitioners to interrelate their design decisions and EA
artifacts. However, on the other hand, we think that the capturing of decision
impacts is still limited since architects lack structured ways to capture design
decisions, as we can see in Table 6.

6 Conclusion

In this paper, we reported on a first empirical evaluation of the EA Anamnesis
approach for architectural rationalization. Using data from a survey amongst
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enterprise architecture practitioners, we found that EA Anamnesis concepts are
largely perceived as useful to architectural practice. Yet, we also found that the
uptake of rationalization in practice is currently limited to only a few concepts,
prominently “rationale”. Furthermore, these few concepts are captured in an ad
hoc manner, thereby forgoing structured rationalization approaches such as EA
Anamnesis.

Finally, we speculated on (1) the distinction between perceived usefulness of
rationalization concepts on the one hand, and the uptake in practice on the other,
and (2) the seeming current limited use of a structured template for rationaliza-
tion. A possible explanation is the relative immaturity of the field of Enterprise
Architecture, compared to fields where rationalization is well accepted, such as
Software Architecture. Such immaturity manifests itself in a lack of awareness of
rationalization, including recognizing its potential usefulness for tracing design
decisions, as well as in a lack of structured templates for documenting design
decisions in enterprise architecture.

However, as we test only the perceived usefulness of EA Anamnesis concepts,
we should use a single in depth case study to further investigate the claims made
in this article. For one, the difference between perceived usefulness and uptake
may also be caused by the effort that it takes to capture rationalization infor-
mation, in addition to a lack of structured templates and usefulness awareness.
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Abstract. Data can be looked upon as a type of model (on the instance level), 
as illustrated e.g., in the product models in CAD and PLM-systems. In this pa-
per we use a specialization of a general framework for assessing quality of 
models to be able to evaluate the combined quality of data for the purpose of 
investigating potential challenges when doing data integration across different 
sources. A practical application of the framework from assessing the potential 
quality of different data sources to be used together in a collaborative work en-
vironment is used for illustrating the usefulness of the framework for this pur-
pose. An assessment of specifically relevant knowledge sources (including the 
characteristics of the tools used for accessing the data) has been done. This  
has indicated opportunities, but also challenges when trying to integrate  
data from different data sources typically used by people in different roles in an 
organization.  

Keywords: Product modelling, data integration, data quality. 

1 Introduction 

Data quality has for a long time been an established area [2]. A related area that was 
established in the nineties is quality of models (in particular quality of conceptual data 
models) [21]. Traditionally, one has here looked at model quality for models on the 
M1 (type) level (to use the model-levels found in e.g., MOF [4]). On the other hand, it 
is clear especially in product and enterprise modeling that there are models on the  
instance level (M0), an area described as containing data (or objects in MOF-
terminology). Thus our hypothesis is that also data quality can be looked upon  
relative to more generic frameworks for quality of models. Integrating data sources is 
often incorrectly regarded as a technical problem that can be solved by the  
IT-professionals themselves without involvement from the business side. This wide-
spread misconception focus only on the data syntax and ignores the semantic, prag-
matic, social and other aspects of the data being integrated that can lead to costly 
business problems further on. 

Discussions on data quality must be looked upon in concert with discussions on 
data model (or schema) quality. Comprehensive and generic frameworks for evaluat-
ing modelling approaches have been developed [13, 19, 23], but these can easily  
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become too general for practical use.  Inspired by [22], suggesting the need for an  
inheritance hierarchy of quality frameworks, we have earlier provided a specialization 
of the generic SEQUAL framework [13] for the evaluation of the quality of data and 
their accompanying data models [16]. Whereas the framework used here is the same 
as in [16], the application of the framework for looking at quality aspects when inte-
grating data sources is novel to this paper. 

In section 2, we present the problem area and case study for data integration. Sec-
tion 3 provides a brief overview of SEQUAL, specialized for data quality assessment.  
An example of action research on the case, using the framework in practice is pro-
vided in section 4.  In section 5, we conclude, summarizing the experiences applying 
the SEQUAL specialization. 

2 Description of the Problem Area of the Case-Study 

LinkedDesign1 is an ongoing international project that aims to boost the productivity 
of engineers by providing an integrated, holistic view on data, actors and processes 
across the full product lifecycle. To achieve this there is a need to evaluate the appro-
priateness of a selected number of existing data sources, to be used as a basis for the 
support of collaborative engineering in a Virtual Obeya [1]. Obeya – Japanese for 
”large room” – is a term used in connection with project work in industry, where one 
attempted to collect all relevant information from the different disciplines involved in 
the same physical room. Realizing a Virtual Obeya means to provide a “room” with 
similar properties, which is not a physical room, but exists only on the net. 
 

 

Fig. 1. Approach to knowledge access and creation in a Virtual Obeya [1] 

The selected data sources are of the types found particularly relevant in the use 
cases of the project.  When we look of quality of a data source (e.g., a PDM tool),  
we look on both the structure of the stored data in the left of Fig 1. (the data model, 
including meta-data) and the characteristics of the data itself, in light of our goal for 

                                                           
1 www.linkeddesign.eu/ 
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reuse and revisualization of data, in a way that might be annotated and/or updated 
through use. The users are meant to perform collaborative work using the Virtual 
Obeya. The Obeya presents context specific information based on the persons in-
volved in the collaboration and other relevant information on products, projects, loca-
tions, tasks, tools, rules and guidelines etc.  The data is mediated from existing work 
tools and is transformed depending on the context. The data presented and worked on 
in the Virtual Obeya can be annotated with other context-oriented information that 
potentially is stored for future use. 

3 Introduction to Framework for Data Quality Assessment 

SEQUAL [13] is a framework for assessing and understanding the quality of models 
and modelling languages. It has earlier been used for evaluation of modelling and 
modelling languages of a large number of perspectives, including data [15], object 
[11], process [14, 26], enterprise [17], and goal-oriented [10, 12] modelling. Quality 
has been defined referring to the correspondence between statements belonging to the 
following sets: 

• G, the set of goals of the modelling task.   
• L, the language extension. 
• D, the domain, i.e., the set of all statements that can be stated about the situation.  

Domains can be divided into two parts, exemplified by looking at a software re-
quirements specification model: 
o Everything the computerized information system is supposed to do. This is 

termed the primary domain.  
o Constraints on the model because of earlier baselined models. This is termed 

the modelling context. In relation to data quality, the underlying data model is 
part of the modelling context.  

• M, the externalized model itself.  
• K, the explicit knowledge that the audience have of the domain.   
• I, the social actor interpretation of the model  
• T, the technical actor interpretation of the model  

 
The main quality types are: 

• Physical quality: The basic quality goal is that the externalized model M is avail-
able to the relevant actors (and not others) for interpretation (I and T). 

• Empirical quality deals with comprehensibility of the model M. 
• Syntactic quality is the correspondence between the model M and the language ex-

tension L. 
• Semantic quality is the correspondence between the model M and the domain D.   
• Perceived semantic quality is the similar correspondence between the social actor 

interpretation I of a model M and his or hers current knowledge K of domain D. 
• Pragmatic quality is the correspondence between the model M and the actor inter-

pretation (I and T) of it. Thus whereas empirical quality focus on if the model is 
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understandable according to some objective measure that has been discovered em-
pirically in e.g., cognitive science, we at this level look on to what extend the 
model has actually been understood.  

• The goal defined for social quality is agreement among actor’s interpretations. 
• The deontic quality of the model relates to that all statements in the model M con-

tribute to fulfilling the goals of modelling G, and that all the goals of modelling G 
are addressed through the model M. 

When we structure different aspects according to these levels, one will find that 
there might be conflicts between the levels (e.g., what is good for semantic quality 
might be bad for pragmatic quality and vice versa). This will also be the case  
when structuring aspects of data quality. We here discuss means within each quality 
level, positioning the areas that are specified by Batini et al. [2], Price et al. [24, 25] 
and Moody [21]. Points from these previously described in [16] are emphasised  
using italic. 

3.1 Physical Data Quality   

Aspects of persistence, data being accessible (Price) for all (accessibility (Batini)), 
currency (Batini) and security (Price) cover aspects on the physical level.  This area 
can be looked upon relative to measures of persistence, currency, security and avail-
ability that apply also to all other types of models. Tool functionality in connection 
with physical quality is based on traditional database-functionality.  

3.2 Empirical Data Quality 

This is addressed by understandable (Price). Since data can be presented in many dif-
ferent ways, this relates to how the data is presented and visualized. How to best pre-
sent different data depends on the underlying data-type. There are a number of ge-
neric guidelines within data visualization and related areas that can be applied. For 
computer-output specifically, many of the principles and tools used for improving 
human computer interfaces are relevant at the empirical level.  

3.3 Syntactic Data Quality  

From the generic SEQUAL framework we have that there is one main syntactic qual-
ity characteristics, syntactical correctness, meaning that all statements in the model 
are according to the syntax and vocabulary of the language. 

Syntax errors are of two kinds: 

• Syntactic invalidity, in which words not part of the language are used.    
• Syntactic incompleteness, in which one lack constructs or information to obey the 

language’s grammar. 

Conforming to metadata (Price) including that the data conform to the expected 
data type of the data (as described in the data model) are part of syntactic data quality. 
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This will typically be related to syntactic invalidity when e.g., the data is of the wrong 
data-type. 

3.4 Semantic Data Quality  

When looking upon semantic data quality relative to the primary domain of model-
ling, we have the following properties:  

Completeness in SEQUAL is covered by completeness (Batini), mapped com-
pletely (Price), and mapped unambiguously (Price). 
Validity in SEQUAL is covered by accuracy (Batini), both syntactic and semantic ac-
curacy as Batini  has defined it, the difference between these is rather to decide on 
how incorrect the data is, phenomena mapped correctly (Price), properties mapped 
correctly (Price) and properties mapped meaningfully (Price). Since the rules of rep-
resentation are formally given, consistency (Batini)/mapped consistently (Price) is 
also related to validity. The use of meta-data such as the source of the data is an im-
portant mean to support validity of the data. 

Properties related to the model context are related to the adherence of the data to 
the data model. One would expect for instance that 

• All tables of the data model should include tuples 
• Data is according to the constraints defined in the data-model 

The possibility of ensuring high semantic quality of the data is closely related to 
the semantic quality of the underlying data model. When looking upon semantic qual-
ity of the data model relative to the primary domain of modelling, we have the follow-
ing properties: Completeness (Moody and Batini) (number of missing requirements) 
and integrity (Moody) (number of missing business rules).   

Completeness (Moody) (number of superfluous requirements) and integrity 
(Moody) (number of incorrect business rules) relates to validity. The same applies to 
Batini’s points on correctness with respect to model and correctness with respect to 
requirements.  

3.5 Pragmatic Data Quality   

Pragmatic quality relates to the comprehension of the model by the participants. Two 
aspects can be distinguished: 

• That the interpretation by human stakeholders of the data is correct relative to what 
is meant to be expressed.    

• That the tool interpretation is correct relative to what is meant to be expressed. 

Starting with the human comprehension part, pragmatic quality on this level is the 
correspondence between the data and the audience’s interpretation of it.    

The main aspect at this level is interpretability (Batini), that data is suitably pre-
sented (Price) and data being flexibly presented (Price). Allowing access to relevant 
metadata (Price) is an important mean to achieve comprehension. 
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3.6 Social Data Quality   

The goal defined for social quality is agreement. The area quality of information 
source (Batini) touches important mean for the social quality of the data, since a high 
quality source will increase the probability of agreement. 

In some cases one need to combine different data sources. This consists of comb-
ing the data-models, and then transferring the data from the two sources into the new 
schema. Techniques for schema integration [5] are specifically relevant for this area. 

3.7 Deontic Data Quality  

Aspects on this level relates to the goals of having the data in the first place. Aspects 
to decide volatility (Batini) and timeliness (Batini)/ timely (Price) needs to relate to 
the goal of having and distributing the data. The same is the case for type-sufficient 
(Price), the inclusion of all the types of information important for its use. 

4 Application of the Framework 

Looking at the sets of SEQUAL in the light of the case of the LinkedDesign project, 
we have the following: 

• G: There are goals on two levels. The goal to be achieved when using the base tool 
and the goal of supporting collaborative work using data from this tool as one of 
several sources of knowledge to be combined in the Virtual Obeya. Our focus in 
the case is on this second goal. 

• L: The language is the way data is encoded (e.g., using some standard), and the 
language for describing the data model/meta-model. 

• M: Again on two levels, the data itself and the data-model. 
• A:  Actors i.e., the people in different roles using the models, with a specific focus 

on the collaborators in the use-cases of the project. 
• K: The relevant explicit knowledge of the actors (A) in these roles 
• T: Relates to the possibilities of the languages used to provide tool-support in han-

dling the data (in the base tools, and in the Virtual Obeya) 
• I: Relates to how easy it is for the different actors to interpret the data as it can be 

presented (in the base tool, and also in a Virtual Obeya) 
• D: Domain: The domain can on a general level be looked upon relative to the con-

cepts of an upper-level ontology.  We focus on perspectives captured in the generic 
EKA - Enterprise Knowledge Architecture of Active Knowledge Models (AKM) 
since these have shown to be useful for context-based user interface development 
in other projects [19, chapter 5]. Thus we look on information on: Products, tasks, 
goals and rules (from standards to design rules), roles (including organizational 
structure and persons, and their capabilities) and tools. 

Based on this we can describe the quality of data more precisely for this case: 
• Physical quality relates to:  
o If the data is available in a physical format (and in different versions when 

relevant) so that it can be reused in the Virtual Obeya. 
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o Possibility to store relevant meta-data e.g., on context  
o Availability of data for update or annotation/extension in the user interface  
o Availability of data from other tools  
o Data only available for those that should have access in case of there being se-

curity aspects 
• Empirical quality is not directly relevant when evaluating the data-sources per se. 

Guidelines for this is relevant when we look upon how data can be presented in 
tools (and in the Virtual Obeya).  

• Syntactic quality. Are the data represented in a way following the defined syntax 
including standards for the area?  

• Semantic quality. Do the data sources potentially contain the expected type of 
data? Note that we here look on the possibility of representing the relevant types of 
data, obviously the level of completeness is dependent on what is represented in 
the concrete case. Tools might also have mechanisms for supporting the rapid de-
velopment of complete models. 

• Pragmatic quality. Is data of such a type that it can be easily understood (or visu-
alized in a way that can be easily understood) by the stakeholders.   

• Social quality. Is there agreement on the quality of the data among the stake-
holders? Since different data comes from different tools, and often need to be inte-
grated in the Virtual Obeya, agreement on interpretation of data and of the quality 
of the data sources among the involved stakeholders can be important.   

• Deontic quality: Shall we with the help of data from the data source be able to 
achieve the goals of the project?  Whereas the treatment at the other levels is meant 
to be generic, we have here the possibility to address the particular goals of the 
case explicitly. An important aspect of the case is to reduce waste in lean engineer-
ing processes [20]. In LinkedDesign, the use case-partners and other project part-
ners have prioritized the waste areas, and we have used this input to come up with 
the following list of waste to be avoided as the most important: 
o Searching: time spent searching for information 
o Under-communication: Excessive or not enough time spent in communication 
o Misunderstanding:  
o Interpreting: time spent on interpreting communication or artifacts 
o Waiting: delays due to reviews, approvals etc. 
o Extra processing: excessive creation of artifacts or information 

4.1 Evaluations of Relevant Tool-Types 

In this project, based on the needs of the use cases, we have focused on the following 
concrete tools and tool types in the assessment.  

• Office automation: Excel   
• Computer-Aided Design (CAD):  PDMS,  Autocad,  Catia V5  
• Knowledge-based Engineering (KBE):  KBEdesign  
• Product Lifecycle Management (PLM/ PDM): Teamcenter, Enovia 
• Enterprise Research Planning (ERP):  SAP ERP (R/3), MS Dynamics  
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Not all the case organizations used all tool-types. We here focus on one of the or-
ganizations which had a need for integration of Excel-data, KBE and PLM-data. In 
the following we present the treatment of these areas. 

4.2 Quality of Excel Data 

Much data and information relevant for engineers and other business professionals is 
developed and resides in office automation tools like Excel [7].   

Features Supporting Physical Quality of Excel Data. Data in tools like Excel can 
be saved both in the native format (.xls, .xlsx), in open standards such as .html, .xps, 
.dif, and .csv-files, and in open document formats (e.g., .ods), thus Excel-data can be 
made available in well-established forms following de jure and de facto standards, 
and thus can be easily made available for visualization and further use. One can also 
export e.g., PDF-versions of spreadsheets for making the information available with-
out any possibility for interaction. Ensuring secure access to the data when exported is 
only manually enforced. Since the format is known, it is possible to save (updated) 
data from e.g., a Virtual Obeya, feeding this back to the original spreadsheet.   

Features Supporting Empirical Quality of Excel Data. Excel has several mecha-
nisms for data-visualizations in graphs and diagrams to ensure nice-looking visualiza-
tions and these visualizations can be made available externally for other tools. The 
underlying rules and macros in the spreadsheets are typically not visualized. 

Features Supporting Syntactic Quality of Excel Data. Although the syntax of the 
storage-formats for Excel is well-defined, and standard data-types can be specified, 
there is no explicit information on the category of data (e.g., if the data represents 
product information). (Calculation) rules can be programmed, but these are undefined 
(in the formal meaning of the word), and the rules are in many export formats (such as 
.csv) not included.  

Features Supporting Semantic Quality of Excel Data. You can represent knowl-
edge of all the listed categories in a spreadsheet, but since the data-model is implicit, 
it is not possible to know what kind of data you have available without support from 
the human developer of the data, or by having this represented in some other way.  

Features Supporting Pragmatic Quality of Excel Data. As indicated under empiri-
cal quality you can present data in spreadsheets visually, which can be shared (and 
you can potentially update the visualization directly), but as discussed under semantic 
quality, one do not have explicit knowledge of the category of the data represented. 

Features Supporting Social Quality of Excel Data. Since Excel (and other office 
automation tools) typically are personal tools (and adapted to personal needs, even in 
cases where a company-wide template has been the starting point), there is a large risk 
that there are inconsistencies between data (and the underlying data model) in differ-
ent spreadsheets and between data found in spreadsheets and in other tools.  

Features Supporting Deontic Quality of Excel Data. Where much engineering 
knowledge is found in spreadsheets, it can be important to be able to include this in 
aggregated view in a Virtual Obeya. On the other hand, an explicit meta-model for the 
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data matching a common ontology must typically be made in each case, thus it can be 
costly to ensure that all relevant data is available. As long as you keep to the same 
(implicit) meta-model for the data in the spreadsheet, you can update the data in the 
Virtual Obeya and have it transferred to the original data source. On the other hand, if 
you need to annotate the data with new categories it is not easy to update the spread-
sheet without also updating the explicit meta-model without manual intervention. 

Looking upon the waste forms we have the following 

• Searching: When Excel is used, there is often data in a number of different Excel-
sheets developed by a number of different people, and it is hard to know that one 
have the right version available. 

• Under-communication: There is no explicit data-model, thus the interpretation of 
data might be based on labels only, which can be interpreted differently by differ-
ent persons. A number of (calculation) rules are typically captured in Excel-sheets 
without being apparent. 

• Misunderstanding: Due to potential different interpretation of terms, misunder-
standings are likely. 

• Interpreting: Since the meaning of data is under-communicating, the time to inter-
pret might be quite long. 

• Waiting: If data must be manually transformed to another format to be usable this 
might be an issue. 

• Extra processing: Due to the versatility of tools like Excel, it is very easy to represent 
additional data and rules, even if they are not deemed useful by the organization. 

4.3 Quality of Data in KBE Tools  

KBE - Knowledge based engineering has its roots in applying AI techniques (espe-
cially LISP-based) on engineering problems. In [18], four approaches/programming 
languages are described: IDL, GDL, AML, and Intent!, all being extensions of LISP. 
In LinkedDesign, one particular KBE tool is used; KBEdesign™. The KBeDesign™ 
is an engineering automation tool developed for Oil & Gas offshore platform engi-
neering design and construction, built on top of a commercial Knowledge Based En-
gineering (KBE) application (Technosofts AML), being similar to the AML sketcher.   
In the use case, there are two important data sources: The representation of the engi-
neering artifacts themselves, and the way the engineering rules are represented (in 
AML) as part of the code. 

Features Supporting Physical Quality of KBE Data. Knowledge and data is hard-
coded in the AML framework. There exists classes for exporting the AML code into 
XML (or similar), however some information might be lost in this process. There are 
also classes for querying the AML code for the information you want, along with 
classes for automatic report creation. It is possible in KBEdesign to interact with most 
systems in principle. What is so far implemented is import/export routines to analysis 
software like GeniE, STAAD.Pro. Drawings can be exported to DWG (AutoCAD 
format). When the model is held within the tool, access rights can be controlled, but it 
is hard to enforce this when the model is exchanged to other tools. There is limited 
support for controlling versions both in the rule-set and in the models developed 
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based on the rule-set. As for the rules, these are part of the overall code which can be 
versioned. Some rules related to model hierarchy and metadata (not geometry) for ex-
port to CAD and PLM systems are stored in a database and can be set up per project. 
Some capability to import data contained in the CAD-system PDMS is implemented. 

Features Supporting Empirical Quality of KBE Data. Geometric data can be visu-
alized as one instantiation of a model with certain input parameters. There are also 
multiple classes for different kind of finite element analysis of the model. Whereas 
the engineering artifact worked on is visualized in the work-tool, the AML-rules are 
not available for the engineer in a visual format. For those developing and maintain-
ing the rule-base, these are represented in a code-format (i.e., structured text).  

Features Supporting Syntactic Quality of KBE Data. In AML, datatypes are not 
defined. Programs might run even with syntax errors in formulas as there are both de-
fault values, and other mechanisms in place to ensure that systems can run with blank 
values.  The data is stored in a proprietary XML-format, although as indicated it is 
also possible to make the model available using CAD-standards, but then only the in-
formation necessary for visualization is available. Options are available within AML 
for import and export to industry-standard file formats, including IGES, STEP, STL, 
and DXF. New STEP standards going beyond the current standards for CAD-tools 
that are interesting in connection to KBE codification are: 

• The standard for construction history that is used to transfer the procedure used to 
construct the shape, referred to as ISO 10303-55. 

• Standards for parameterization and constraints for explicit geometric product mod-
els, providing an indication of what are permissible to change refer to ISO 10303-
108 for single parts and ISO 10303-109 for assemblies. 

• Standard for what is known as ‘design features’, refer to ISO 10303-111. 

Features Supporting Semantic Quality of KBE Data. The focus in KBEDesign is 
the representation of product data. AML is used to represent engineering rules. There 
are also possibilities in the core technology to represent process information related to 
the products.  Note that an OO-framework has some well-known limitations in  
representing rules, e.g., for representing rules spanning many classes [8]. The  
AML framework also supports dependency tracking, so that if a value or rule is up-
dated, everything that uses that value or rule is also changed. Dynamic instantiation is 
supported, providing potential short turnaround for changes to the rule-set.  

Features Supporting Pragmatic Quality of KBE Data. The experiences from the 
use case indicate that it is very important to be able to provide rule visualizations, and 
that these can be annotated with meta-data and additional information. Standard 
classes in the AML framework allow you to query AML models, generating reports. 
Data can be visualized any way you want in AML, and if the required visualization is 
not part of the standard AML framework, then it can be created. It is practical to have 
everything working in the same environment, but it can be difficult for non-
experienced users to find the right functionality. 

Features Supporting Social Quality of KBE Data. KBE is a particular solution for 
engineering knowledge, and experiences from the use case indicate that there is not 
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always agreement on the rules represented. The KBEDesign tool is used for develop-
ing oil-platform-designs, but for other engineering and design tasks, other tools are 
used. Export to tools used company-wide such as PDMS is important to establish 
agreement, and thus, social quality of the models. 

Features Supporting Deontic Quality of KBE Data. An important aspect with ob-
ject-oriented, rule-based approaches is the potential for supporting reuse across do-
mains. Summarizing relative to factors for waste reduction in lean engineering 

• Searching: Representing all rules in the KBE-system is useful in this regard, but 
they are to a limited degree structured e.g., relative to how rules influence each 
other, which rules are there to follow a certain standard etc.   

• Under-communication: Since AML-rules are accessible as code only, it can be 
hard to understand why different design decisions are enforced. 

• Misunderstanding: Can result from not having access to the rules directly;  
• Interpreting: Additional time might be needed for interpretation for the above  

mentioned reason 
• Waiting: If not getting support quickly for updating rules (if necessary), this can be 

an issue. The use of dynamic instantiation described under semantic quality can al-
leviate this, on the other hand one needs people with specific coding skills to add 
or change rules; 

• Extra processing: Might need to represent rules differently to be useful in new 
situations. On the other hand if using the abstraction mechanism in a good way, 
this can be addressed.   

4.4 Quality of Data in PDM/PLM Tools  

Product lifecycle management (PLM) is the process of managing the entire lifecycle of 
a product from its conception, through design and manufacture, to service and disposal. 
Whereas CAD systems focus primarily on early phases of design, PLM attempts to take 
a full lifecycle view. PLM intends to integrate people, data, processes and business sys-
tems and provides a product information backbone for companies and their extended en-
terprise. There are a number of different PDM/PLM-tools. Some tools that were previ-
ously CAD tools like Catia have extended the functionality to become PLM-tools. The 
following is particularly based on literature review and interview with representatives 
for Teamcenter, which according to Gartner group is the market leader internationally 
for PLM tools. There is typically a core group of people creating information for such 
tools, and a vast group of people consuming this information. 

Features Supporting Physical Quality of PDM/PLM Data. Core product data is 
held in an internal database supported by a common data model. The data can be un-
der revision/version and security (access) control. Some data related to the product 
might be held in external files e.g., office documents. There can also be integration to 
CAD tools and ERP-tools (both ways). For Teamcenter for instance, there is CAD-
integration (with Autocad, Autodesk, SolidWorks, Unigraphics, I-deas NX, Solid 
Edge, Catia V5, Pro Engineer) and ERP-integration (bi-directional with SAP ERP 
(R/3), MS Dynamics and Oracle). In addition to access on workstation, it is also pos-
sible to access the data on mobile platforms such as iPAD. Data can also be shared 
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with e.g., suppliers supporting secure data access across an extended enterprise. This 
kind of functionality should also make it easier to support the access of data in the 
PLM-system from outside (e.g., also from a Virtual Obeya). Teamcenter have multi-
site functionality, but it does not work well to work towards the same database over 
long distances. 

Features Supporting Empirical Quality of PDM/PLM Data. PLM tools typically 
support 2D and 3D visualization of the products within the tool. These are typically 
made in CAD tools. CAD tools typically have good functionality to visualize the 
product data in 3D. Because of its economic importance, CAD has been a major driv-
ing force for research in computational geometry and computer graphics and thus for 
algorithms for visualizations that one typically focus on as means under the area of 
empirical quality. 

Features Supporting Syntactic Quality of PDM/PLM Data. Storage of PLM-data 
is typically done according to existing standards. PLM XML is supported in Team-
center, in addition to the formats needed for export to CAD and ERP tools mentioned 
under physical quality.   

Features Supporting Semantic Quality of PDM/PLM Data. As the name implies, 
the main data kept in PLM systems is product data, including data relevant for the 
process the product undergoes through its lifecycle. Schedule information and work-
flow modeling is supported in tools such as Teamcenter, but similar to CAD tools, the 
function of the parts in the product is not represented in most tools.  Compliance 
management modules can support representation of regulations (as a sort of rules). 

Features Supporting Pragmatic Quality of PDM/PLM Data. Relevant context in-
formation can be added to the product description supporting understanding. PLM 
systems have become very complex and as such more difficult to use and compre-
hend. The size of the products (number of parts) has also increased over the years. 
Whereas a jet engine in the 1960s had 3000 parts, in 2010 it might have 200000 parts. 
Reporting is traditionally in Excel, but newer tools can support running reports on the 
3D-model, presenting the results as annotation to this. The Teamcenter tool has been 
reported to be hard to learn if you are not an engineer.  

Features Supporting Social Quality of PDM/PLM Data. PLM systems are systems 
for integrating the enterprise. When implementing PLM-systems one needs to agree 
on the system set-up, data-coding etc. across the organization. Thus when these kinds 
of systems are successfully implemented, one can expect there to be high agreement 
on the data found in the tool in the organization. Note that a similar issue that is found 
in ERP systems, the so-called work and benefit disparity might occur (this problem 
was originally described in connection to so-called groupware systems [6]). Com-
pany-wide application often require additional work from individuals who do not per-
ceive a direct benefit from the use of the application. When e.g., creating new parts, a 
large number of attributes need to be added, thus it takes longer time to enter product-
information in the beginning.   

Features Supporting Deontic Quality of PDM/PLM Data. Looking upon the waste 
forms we conclude the following 
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• Searching: Large models and a lot of extra data might make it difficult to get an 
overview and find all the (and only the) relevant information. On the other hand, 
since one have a common data-model, it should be easier to find all the data rele-
vant for a given product. 

• Under-communication: Since extra data has to be added up front for the use later in 
the product life cycle, it is a danger that not all necessary data is added (or is added 
with poor quality), which can lead to the next two issues:  

• Misunderstanding: Can be a result of under-communication.  
• Interpreting: When engineers and other groups need to communicate, one should 

also be aware of possible misunderstandings, given that it seems to be hard to learn 
these tools if you are not an engineer. Also given that only a few people are actu-
ally adding data a lot of people need to interpret these models without actively pro-
ducing them.  

• Waiting: It can be a challenge when a change is done for this to propagate also to 
e.g., ERP systems and supplier systems. For some type of data this propagation is 
automatic. 

• Extra processing: Necessary to add data up front. Can be a challenge when you 
need to perform changes, to have the data produced in earlier phases updated. 

5 Conclusion 

Above, we have seen three assessments done using the specialization of SEQUAL for 
data quality of specifically relevant knowledge sources to be used in a Virtual Obeya. 
This has highlighted opportunities, but also challenges when trying to integrated data 
from different knowledge sources typically used by people in different roles in an or-
ganization in a common user interface, supporting collaboration. In particular it high-
lights how different tools have a varying degree of explicit meta-model (data model), 
and that this is available in a varying degree. E.g., in many export-formats one loses 
some of the important information on product data. Even when different tools support 
e.g., process data, it is often process data on different granularity. The tools alone all 
have challenges relative to waste in lean engineering. In a Virtual Obeya environment 
one would explicitly want to combine data from different sources in a context-driven 
manner to address these reasons for waste. Depending on the concrete data sources to 
combine, this indicates that it is often a partly manual job to prepare for such match-
ing. Also the different level of agreement of data from different sources (social qual-
ity) can influence the use of schema and object matching techniques in practice. 

As with the quality of a BPM [14] and data models [15], we see some benefit  
both for SEQUAL and for a framework for data quality by performing this kind  
of exercise: 

• Existing work on data and information quality, as summarized in [2, 24, 25] can be 
positioned within the generic SEQUAL framework as described in Section 3.  

• These existing overviews are weak on explicitly addressing areas such as empirical 
and social quality, as also described in Section 3.2 and Section 3.6. Guidelines  
and means for empirical quality can build upon work in data and information  
visualization.  
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• The work by Batini and Price et al. On the other hand enriches the areas of in par-
ticular semantic and pragmatic data quality, as described in section 3.4 and section 
3.5.  

• The framework, especially the differentiation between the different quality levels 
has been found useful in the case from which we have reported in Section 4, since 
it highlights potential challenges of matching data from different sources as dis-
cussed above. On the other hand, to be useful, an additional level of specialization 
of the quality framework was needed. 

Future work will be to device more concrete guidelines and metrics and evaluate 
the adaptation and use of these empirically in other cases, especially how to perform 
trade-offs between the different data quality types. Some generic guidelines for this 
exist in SEQUAL [13], which might be specialised for data quality and quality of 
conceptual data models. We will also look at newer work [3, 9] in the area in addition 
to those we have mapped so far. Due to the rapid changes to data compared to con-
ceptual models guidelines for achieving and keeping model quality might need to be 
further adapted to be useful when achieving and keeping data quality. We will also 
look more upon the use of the framework when integrating data from less technical 
areas such as CRM and ERP data.  
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Abstract. Enterprises have to react to changes with an increasing speed
in order to stay competitive. Many approaches support the modeling of
enterprise architectures but lack an evolution of enterprise architectures
through demonstrating a transformation path from one architecture state
to another. Enterprises know their strategic goals and are able to model
them, but are not supported towards achieving these goals in terms of de-
veloping their architecture. We want to improve the current manual cre-
ation of the transformation paths in enterprise architecture planning by
providing possible and sound sequences of actions as part of a roadmap
from the current to a desired target architecture.

Therefore, we present a solution that supports the enterprise archi-
tect with proposals for a transformation path from the current to the
target state considering dependencies to be taken into account during
the enterprise transformation.

Keywords: enterprise architecture management, transformation plan-
ning, transformation modeling, application architecture.

1 Introduction

Changing laws and regulations, a growing number of competitors, upcoming cus-
tomer channels and, hence, an adapted business strategy require that enterprises
need to react flexibly. Nowadays, an IT landscape that efficiently supports the
business and can easily be adapted is a key element for the success of enterprises.

Enterprise architecture management (EAM) assists to develop the IT land-
scape so that it efficiently supports current and future business needs. Several
EAM frameworks were standardized (e.g. The Open Group Architecture Frame-
work (TOGAF) [1] or the Zachman framework [2]) and are utilized and adapted
in several companies.

Enterprise architecture (EA) models describe the enterprises in an abstract
way and allow for a goal-oriented information systems development. They serve
as information basis for discussing and deciding about transformations of the
overall enterprise [3]. Models of the EA provide a holistic view on an enter-
prise by aggregating information about the business strategy, business processes,
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the applications and interfaces, the data exchanged between the applications as
well as the underlying infrastructure [4]. The relation of those elements provides
enterprises with a clear picture of the current business support by IT systems.

Driven by the business strategy a desired target state can be modeled for the
business, the application as well as the technological perspective. In order to
close the gaps between the current and the target state, transformations from
the current to the target architecture are planned by enterprise architects.

Many companies face an IT landscape which has grown over years and which
comprises hundreds of systems using various technologies with complex depen-
dencies between them. Considering all these dependencies when planning the
enterprise transformations is a difficult task. Especially when focusing on the
business, these dependencies are often neglected. These inherent dependencies
are often revealed quite late, when implementing the transformation projects
and then lead to changed project plans, higher costs and delayed deadlines.

The process of building a roadmap from a current state to a target state of
an enterprise considering the EA dynamics is evaluated in the research area EA
planning. Spewak [5] defines EA planning as “the process of defining architec-
tures for the use of information in support of the business and the plan for imple-
menting those architectures”. The main goal of EA planning is to enhance and
maintain the mutual alignment of business and IT [6]. The different approaches in
this research area are heterogeneous and cover different topics [7]: from method-
ologies for EA planning [8,9] to modeling the transformation [10,11,12], describ-
ing possible actions for transformations [13] or focusing on key performance
indicators to compare the current and the target architecture [14].

The contribution of this paper focuses on the creation of a transformation
path from a current to a target architecture (using planning techniques from
artificial intelligence, AI) and describes a solution how the enterprise architect
is supported by proposed sequences of transformations, which can be performed
in the enterprises’ IT landscape. These sequences consider the dependencies be-
tween existing and planned IT applications (i.e. one provides an IT service that
is used by others). Our solution proposes four phases to compute the proposed
sequences and supports the enterprise architect during the creation of the trans-
formation path.

The presented solution assumes that the current IT landscape as well as the
target IT landscape have already been modeled and are available for the planner.
Hence, the solution focuses on how to achieve the target rather than on what
the target should look like. This allows the enterprise architect to stimulate
alternative thinking of how the target can be reached. In this paper we describe
the planning process with focus on the application architecture only, i.e. the IT
applications and IT services used to exchange data. Other architecture layers
(such as business or technology architecture, compare [1,15]) are outside the
focus of this paper.
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2 Foundations

One of the first contributors in the field of EA planning are Spewak and Hill
[5] that introduce an EA planning model (wedding cake model), which describes
how the blueprints for the target state are developed from the analysis of the
current state, and how the changes are structured in an implementation and
migration plan. More recent research on EA planning addresses the different
levels which have to be considered in the planning process and how decisions
in different architectures, i.e. business, application, data and technology, may
affect the others [9]. Aier et al. [7] derive an EA planning process from the work
of Spewak and Hill [5], Niemann [16] and Pulkkinen [9]. The derived process
consists of the steps: (1) define vision, (2) model current architecture, (3) model
alternative target architectures, (4) analyze and evaluate target alternatives, (5)
plan transformation from current to target and, before a new planning cycle is
initiated, (6) implement transformation.

The current architecture describes the status quo and the target architecture
describes a desired state in the medium-dated future (approximately 3 to 5
years). A vision or ideal architecture is a blueprint of a desired architecture
which will possibly never be reached, but serves as guidance for defining a target
architecture.

2.1 Changes in Application Landscapes

In the context of the transformations of application landscapes the entities that
are changed consist at least of the applications and the services they provide and
use (c.f. [17] and [18]). Several sources in literature consider different types of
changes in application landscape transformation. All of these sources distinguish
between changes that create and delete entities ([19], p.95; [20], p. 172; [21]; [22],
p. 11; [23], p. 59). Furthermore, an update of an entity is considered as a change
in several sources ([21]; [22], p. 11; [23], p. 59). Sousa et al. [21] take additionally
a read dependency for changes into account. This type of dependency is used to
denote that an entity which creates and deletes certain entities needs another
entity which it does not actively change by itself.

According to Aier and Gleichauf [24] the models of the current and target
state can be linked through a transformation model which contains information
about the successor relationships of entities. A successor relationship always links
exactly one element in one state with an element in another state. It is possible
that one element has zero or more than one outgoing or incoming successor
relationship.

2.2 Graph Transformations for Planning Purposes

Several different approaches, techniques and representations to planning prob-
lems have been developed over the last decades in the research field of artificial
intelligence planning and scheduling. These approaches range from state space
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model based planning to task networks, where tasks for reaching a goal are de-
composed and sequenced. A state space based approach is preferable, because
models of the current and target architecture are used in many EA approaches
and are present in many tools used in practice.

Graph transformations for AI planning purposes solve a planning problem
by applying graph transformations on a model until a solution for the planning
problem is found. The result of such a planning process can be a sequence of
actions changing a model into another model.

However, graph transformations have the disadvantage that they provide a
huge state space regarding the states, which have to be examined when all states
in the graph are computed, and as a consequence influence the computation time.
With graph transformations a planning problem can be solved by searching for
graph patterns in the state represented by a graph and applying graph trans-
formations to the state [25]. Graph transformations have the benefit that they
have a sound theoretical foundation.

By reusing the knowledge from existing contributions in the field of enterprise
architecture planning and the existing techniques from AI planning we can create
a solution which supports the enterprise architect in gaining an overview on
alternative transformation paths.

3 Solution for Transformation Planning

Our solution comprises the steps analyze models and plan transformation from
current to target architecture of EA planning as defined by Aier et al. [7].

The planning of the transformation takes place in four steps: (1) the connec-
tion of the architectures, (2) the segmentation analysis, (3) the creation of an
action repository and (4) the creation of the transformation path. As prerequisite
the current and target architecture have to be determined. The current archi-
tecture consists of the applications and their used and implemented services at
present. In contrast, the target architecture contains all applications and their
used and implemented services at future. As a result of the process a partial
plan will be created, which describes how to reach the target. Figure 1 shows an
overview of the concept which was modeled and tested.

• 
• 
• 

Fig. 1. The proposed solution with its four phases
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The first step of our solution supports the linking of the current and target
architecture and thereby the definition of the transformation model. With the
segmentation analysis in the second step, we narrow the scope for the following
transformation path creation. Independent of those steps is the creation of the
action repository, where the abstract actions that are taken into account are
modeled. Creating these abstract actions is done only once and can be applied
on all variations of current and target architectures that satisfy the metamodel
criteria specified in an abstract action. Metamodel entities must exist for the
elements of the architecture models. Such metamodel entities represent the type
of the element in order to apply the changes to a model. Furthermore, the meta-
model restricts the relationships and attributes of the elements.

After finishing these three phases the creation of the transformation path can
be started. Thereby, different possible plans, consisting of sequences of concrete
actions, are generated. Alternatively the enterprise architect can create those
paths interactively through selection of the next concrete action. Based on the
preferred sequence of action a project proposal can be determined. In the fol-
lowing sections each of those phases will be described in more detail.

3.1 Connecting the Architecture

The first step of the proposed solution supports the enterprise architect in con-
necting the current architecture with the target architecture. To enable the cre-
ation of a transformation path the target architecture has to be semantically
connected with the current architecture in the sense of successor relationships.
Similar to Aier and Gleichauf [24] we use successor relationships to link current
elements to the appropriate target elements. A special unchanged successor re-
lationship indicates those links, where the element of the current architecture
exists unchanged in the target architecture. To support the enterprise architect
in finding the successor relationships, we analyze the similarity of the elements
in the current and target architecture. The automatic derivation of successor
relationships for applications based on business support maps and suggestions
for successor services is described by Diefenthaler and Bauer [26]. However, this
approach is limited to architectures, where applications are localized in the cells
of a business support map.

To support the enterprise architect in finding the successor relationships in-
dependently from a localization, we analyze the similarity of the elements in
current and target architecture.

The similarity of two elements c, t is defined as the total number of such
shared relationships in relation to the overall number of relationships: Sim(c)t =
#sharedRelationships(c, t) / #Relationships(c). A shared relationship between
an element c in current and an element t in target exists, if there is a relationship
(c, r, c′) in the current architecture and a relationship (t, r, t′) in the target
architecture with c’ as an element of the current architecture, which has the
successor t’ in the target architecture; r is an arbitrary architectural relationship.
The similarity measure has a range from 0 to 1, whereas 0 means that there are
no shared relationships and 1 means that all relationships are shared.
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Before determining the shared relationships, unchanged elements have to be
identified. The enterprise architect has to confirm each mapping, because name-
equality does not always conclude an unchanged successor relationship. After
that, there are already some successor relationships given. Based on those, the
shared relationships and similarity measures can be calculated iteratively until
no more suggestions can be found.

For the final decision about the successor relationships the enterprise archi-
tect should not only rely on this measure but also take the total number of
relationships and the expert knowledge into account. Moreover, he has to spec-
ify, whether the relationship is an unchanged successor or not. Further measures
can be determined depending on the context and enterprise specific details.

3.2 Segmentation Analysis

The segmentation analysis addresses the problem that enterprise architectures
typically have a huge scope and include a lot of elements. To narrow the scope, a
segmentation analysis can be done before determining the transformation path.
According to Aier and Gleichauf [24] architectural elements can be grouped
to segments, if they do not have relationships to other elements outside the
group. As there are typically no isolated cells in enterprise architectures we do
this segmentation by using different successor relationships. They enable the
identification of parts in the architecture where changes occur but also where no
changes occur.

A segment is defined as a set of interrelated elements in the current archi-
tecture with their successor elements in the target architecture including all
implement- and use-relationships between those elements. To ensure the inde-
pendence of the different segments in an enterprise architecture, each group of
changed elements must be surrounded by a set of unchanged elements. Then
these groups of changed elements are independent of each other in the context
of planning, although the segments overlap at unchanged elements. An example
for a segmentation is shown in Figure 2.

Fig. 2. Segmentation of the connected current and target architecture for narrowing
the scope
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The figure shows on the left side a current architecture and on the right side
a target architecture. Both consist of interrelated changed and unchanged ele-
ments. Furthermore, the successor-relationships between the current and target
architecture are modeled. Using the segmentation analysis two segments can be
identified in this architecture. They overlap at one unchanged element. There is
also one unchanged element which is neither in segment 1 nor in segment 2.

3.3 Creating an Action Repository

Before the transformation from the current to the target architecture can be
planned, an action repository with abstract actions has to be modeled. An ab-
stract action consists of two parts. One part specifies the preconditions for an
action to be applicable. The other part is the effect part, which specifies the
changes to an architecture if an (abstract) action is applied to it. In a technical
sense the abstract action matches via a graph pattern into the concrete model
of the different states. Concrete actions relate to concrete entities and relation-
ships in an architecture and concrete changes to the state of architecture. The
application of a concrete action to an architecture, may enable the application
of several other concrete actions.

Logical Ordering of Abstract Actions. The abstract actions are modeled
in a logical order, which means that it is only possible to apply the action if the
preceding actions were already applied. For example, it is not possible to change
the dependencies from a service to its successor service if it has not yet been
built. Furthermore, it may be necessary to build the application first to allow
the creation of a new service. After the dependencies of a service have been
changed to a successor it is possible to shutdown the service. If all services of an
application have been shutdown it is possible to shutdown the application. The
logical ordering prevents the creation of loops in the transformation path, i.e.
to shutdown and create the same application several times. It may be the case
that it is not necessary to enact the develop application action. For example,
if a segment contains a service, which has to be developed for an application
that already exists, it is not necessary to develop that application again since
it already exists in the current architecture. However, in this case the logical
ordering would prevent the shutdown of the predecessor services, if present,
until the new service is developed.

Fig. 3. The logical ordering of abstract actions
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3.4 Creating the Transformation Path

With the action repository and a segment at hand it is possible to start the
creation of a transformation path. It is also possible to start the creation with-
out segments, but we advise to utilize the segmentation, because the number
of possible transformation paths for an whole IT landscape is hard to grasp
for a human.

We derive all applicable concrete actions for a segment by checking which
preconditions of abstract actions match in a segment. This corresponds to a
breadth search of applicable actions for a segment. If a concrete action is applied
to a segment it changes the state of the segment. In contrast if we apply a depth
search on a segment we receive a transformation path changing the segment in
a sequence of concrete actions from the current to the target architecture. If
no such transformation path exists the more exhaustive breadth search can be
omitted and we are informed that no transformation path was found. We apply
the breadth search on a segment recursively and we get the whole state space.

With the state space it is possible to determine all possible transformation
paths of a segment. By selecting concrete actions we create the transformation
path, change the segment and get each time a list of concrete actions which
we now can apply. When the transformation path is complete, i.e. all necessary
changes have been applied, no further actions are applicable and the transfor-
mation path is saved.

The selection process for choosing concrete actions can be enhanced by provid-
ing development costs for proposed applications and services, and maintenance
costs for applications and services which are to be retired.

4 Use Case and Implementation Details

In the past, IT applications were often developed to address the specific business
needs that a part of the organization had at that moment. However, consider-
ing the whole enterprise it is not effective to store redundant data in several IT
applications as this increases the risk of outdated and inconsistent data. This
is the basis for the master data management (MDM) challenge [27]. In our use
case we show a typical (and simplified) example for the introduction of master
data management in the research department (R & D) of an organization. Fig-
ure 4 shows a part of the current architecture of the organization’s IT landscape.
There has already been placed a development master data management
(DMDM) system in the organization which provides interfaces (MasterData v1
and v2 ) to other IT applications. However, not all existing systems use the mas-
ter data provided by DMDM: the long lasting DevManager provides similar
data that is still used by existing systems such as the product planning tool
and the quality tests planning tool. Other IT applications such as the virtual
quality test result database store the master data themselves and are not con-
nected to DMDM. For the modification of products (from one test to another)
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Fig. 4. Master data management: current architecture
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Fig. 5. Master data management: target architecture

there exist two IT applications for the different product classes the organization
provides to their customers. Additionally, IT applications to plan the product,
the quality tests and store the results that have been gathered during the (phys-
ical or virtual) quality tests, exist.

In the target architecture the functionality in the different IT application shall
be united and all other tools will use the data provided by DMDM. There will
be only one planning tool that includes planning for the product as well as the
quality tests. All quality tests (including the results) will be managed by one
quality test assistance and result management tool (cf. Figure 5).

4.1 Building the Transformation Path for the Use Case

In this section we describe the transformation path created by an enterprise
architect. Action prioritization is based on the principle of subject-specific im-
portance of corresponding applications and services, the principle of redundant
applications avoidance as well as the principle of using new interfaces wherever
possible.

Initially, the enterprise architect has done the mapping between applications
in the current and the target architecture. This mapping showed which applica-
tions and services had successor relationships. Grouping applications from cur-
rent architecture by their successors in the target, the enterprise architect was
able to identify three groups of applications, which had to be consolidated. One
group consisted of the Product planning tool and Quality tests planning
tool, both of which had the successor Product and Quality test planning
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tool. Physical quality test assistance tool, Physical quality test result
database and Virtual quality test result database have built the second
group. The third group comprised of Product class A assistance database
and Product class B assistance database.

After getting an overview on forthcoming changes, the enterprise architect
had to decide in which order he would perform concrete actions. Due to the
high operation costs for DevManager, the enterprise architect had decided
to start with the shutdown of this application. However, it was not possible
to perform this action immediately since DevManager provided the service
QueryDev v1 to Product planning tool and Quality tests planning tool
and was still in use. It was also impossible to stop using the service by these
systems before their successor-application was developed. Taking this into ac-
count, the enterprise architect decided to develop the Product and quality
test planning tool together with its service PlanningData v1 at first. Next
steps comprised the removal of connections between service QueryDev v1 and
applications Product planning tool and Quality tests planning tool. Not
until then QueryDev v1 and DevManager could be shut down. After that, once
connections of Product planning tool and Quality tests planning tool to
another serviceMasterData v2 have been removed, the enterprise architect could
shut down these applications. In this way, the enterprise architect created the
transformation path for the first group of applications.

For the remaining applications the enterprise architect decided to proceed
with the second group, whilst taking into account that isolated solutions were
not desirable in the organization and quality test result management had a high
strategic importance for the R & D department. In the end, the transformation
path for applications of the third group was created.

An excerpt of the list of actions can be seen below.

1. Develop application Product and Quality test planning tool

2. Develop service PlanningData v1 of application Product and Quality test plan-
ning tool

3. Remove connection between application Product planning tool and service
QueryDev v1

4. Remove connection between application Quality tests planning tool and service
QueryDev v1

5. Shut down service QueryDev v1

6. Shut down application DevManager

7. Remove connection between application Product planning tool and serviceMas-
terData v2

8. Remove connection between application Quality tests planning tool and service
MasterData v2

9. Shut down application Product planning tool

10. Shut down application Quality tests planning tool
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4.2 Implementation Details

For the implementation of our solution we use model query languages and
GROOVE1. Models of the segment are transformed via a model-to-model trans-
formation into GROOVE models. The current version of GROOVE allows to
import and export Ecore2 conform models, which can for example be UML
models.

The current and target architecture have to be modeled using a formally de-
fined metamodel. The connection of the architecture as well as the segmentation
analysis, are done by using a model query language. We modeled the abstract ac-
tions, depicted in Figure 3, with GROOVE. Abstract actions change the lifecycle
phases of applications and services or change the usage dependencies between
those. Besides theses abstract actions, also abstract actions for debugging pur-
poses were modeled to allow the detection of states which are incorrect from
an expert viewpoint. For example it should not be possible that an application
consumes a service it also provides.

A segment serves as a starting state for GROOVE. It consists of the ap-
plications and services from the current and target architecture, the successor
relationships between them, the implementation relationships between applica-
tions and services of the current and target architecture and, moreover, the usage
dependencies of the current architecture. Upon this state concrete actions can
be applied in GROOVE via graph pattern matching and graph transformation.

To be able to have a criterion when the transformation path is ready we
define an action, which has no effect on the state. This action consists of the
usage dependencies of the target architecture, all applications and services which
have to be shutdown are in the corresponding lifecycle, and all applications and
services which have to be built are in the lifecycle phase live. With this action and
the initial state at hand it is possible for GROOVE to compute a transformation
path. Furthermore, it is possible to create a transformation path in interaction
between an enterprise architect and GROOVE, by selecting concrete actions and
computing the resulting states.

5 Evaluation

The evaluation for the use case was conducted by an enterprise architect and a
knowledge engineer. The knowledge engineer is the creator of the action reposi-
tory, who models the actions according to certain requirements. The enterprise
architect is the creator of the current and target architecture and has functional
knowledge about the concrete changes.

Conducting the Evaluation. The goal of the evaluation was to determine
the differences between the expectations of the enterprise architect and actual

1 GRaphs for Object-Oriented VErification (GROOVE)
http://groove.cs.utwente.nl/

2 http://www.eclipse.org/modeling/emf/?project=emf

http://groove.cs.utwente.nl/
http://www.eclipse.org/modeling/emf/?project=emf
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information provided by GROOVE. Therefore we first checked if the desired
transformation path from the enterprise architect could be reproduced using
the interactive alternative of our solution. Second, we verified the functional
correctness of the transformation path, if it was created by GROOVE without
interaction.

For the first case the knowledge engineer explained the procedure and the tool
setting to the enterprise architect. Then the enterprise architect was asked to
explain the concrete changes of her transformation path. The knowledge engineer
performed each action in GROOVE until the transformation path was finished.

In the second case the transformation path, created by GROOVE, was ex-
tracted to a text file and relevant parts for the enterprise architect were kept in
it. This means that it contained actions like Create Application: Product and
Quality test planning tool and their ordering in the transformation path.
The enterprise architect used prints of the current and target architecture with
their successor relationships between the applications and services to keep track
of the actions applied by the proposed transformation path.

Results of the Evaluation. It was possible to reproduce the transformation
path of the enterprise architect in GROOVE. The knowledge engineer had to
execute additional actions, because not every step of the path was exactly one
step in the tool. For example, the change of a dependency is considered by the
enterprise architect as one step, but in GROOVE this change was modeled as
two steps (one delete and one create). Furthermore, the corresponding action for
shutting down applications is modeled in a way that it shuts down all possible
applications in one step. The enterprise architect considered the shutdown of
the applications Product planning tool and Quality tests planning tool
as two steps.

The enterprise architect confirmed the transformation path created from
GROOVE as valid. However, other transformation paths were considered as
more optimal from the viewpoint of the enterprise architect. Furthermore, it
was necessary to explain to the enterprise architect that not every step in her
path was exactly one step in GROOVE‘s path.

One insight of the evaluation was that it was possible to give a hint to the
enterprise architect that one service was no longer in use and can be shutdown.
Additional actions will be modeled that were considered as useful during the
evaluation. Moreover, the enterprise architect asked for the possibility to specify
priorities for the development and shutdown of applications. For example, it
should be possible to prefer applications with a high strategic importance for
development and to prefer applications to shutdown with high maintenance cost.
Additionally, the possibility to take resource constraints, like available budget
and staff, into account was uttered.

6 Related Work

We summarize three publications related to our solution in the following:
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Postina [23] presents a method to manage service and process oriented enter-
prise architectures. He uses a case based reasoning approach and a case repository
to provide information for the evolution of the enterprise architecture. The target
state can be reached from the current state through several evolutionary steps.
A case is defined by the type of an evolutionary step (create, update, delete), the
element and type involved, e.g. organizational unit billing, and the viewpoints
attached to it. The cases help to provide views for future evolutionary steps with
the same combination of element type and evolutionary step type. However, the
creation of different transformation paths is not considered, which a benefit of
our approach is.

Postina and Gringel [28] present a prototypical tool for creating a target ar-
chitecture by selecting gaps between an ideal and current application landscape.
The target landscape is interactively designed by an enterprise architect and
the tool. The term ideal landscape is tightly coupled to the Quasar Enterprise
approach which considers domains, ideal interfaces, ideal components and ideal
operations for interfaces. Based on the structural differences between the current
and ideal landscape the tool can identify the gaps and provides an action list
to close the gaps. The modeling of an ideal landscape is a prerequisite in order
to create the target architecture and the resulting action list, which consists of
actions to close the gaps. In contrast, our approach provides actions for sequenc-
ing changes within the transformation path and needs no ideal landscape, which
makes it less approach-dependent. Furthermore, our actions are defined on an
abstract level and thus allow determining the different dependencies between the
necessary changes.

Sousa et al. [21] describe an approach to reconstruct enterprise architecture
models from existing project information and the artifacts influenced by them.
Furthermore, the Blueprint Management System (BMS) is introduced which al-
lows to detect the temporal dependencies of projects on certain artifacts and
can generate different viewpoints. Time is explicitly taken into account by pro-
viding a timeline bar in the BMS, which enables the user to browse through the
different points in time. The tool is capable of providing different states as each
project has a list of artifacts it creates and deletes. This implies that projects are
already on the run and the information is derived afterwards. However, our solu-
tion can interactively create the transformation path including alternative paths
and then allows the creation of proposals for projects, their change activities and
the possible synchronization between them.

7 Conclusion and Future Work

In this paper we proposed a solution of how to close the gap between a current
and a target architecture. We identify the successor relationships between those
architectural states and determined transformation paths in terms of sequences
of concrete actions. Thereby the dependencies between the architectural ele-
ments are considered. If necessary the architecture can be divided into smaller
segments. For the analysis we use model query languages, for the definition
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of abstract actions and the creation of the transformation path we use graph
transformation.

The solution is designed to support the enterprise architect in the task to find
a way how to reach a defined target, starting with the current architecture. It
enables the consideration of the complex dependencies between the architectural
elements and thus reduces changes in project plans later on because of overlooked
dependencies. The outcome of our solution, the transformation path, can be used
to define the projects which will implement the changes.

The next step is to extend our solution to all architectural layers in enterprise
architecture and start a broader field study. Future work will comprise a refine-
ment analysis and actions to enable a more abstract target architecture as a
starting point. Furthermore, providing support for the consideration of resource
constraints and value-based weighting of the transformation steps is part of our
future research. The presented solution provides a stable basis for these further
extensions.
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Abstract. Service-orientation is currently considered as a promising paradigm 
to deal with the complexity, interoperability and evolution of enterprise  
Information Systems (IS), which are the foremost preoccupation in today’s  
enterprises. However, the shift from a conventional IS architecture to a service-
oriented one is not an easy task despite of the various service design approaches 
proposed in the literature. In this paper we promote the concepts of information 
service and Information Services System (ISS) and we present three different 
ways to design an ISS taking into account enterprise legacy IS and/or from 
scratch. We illustrate the three approaches with examples taken from industrial 
projects and case studies. 

Keywords: Information service, information services system, service-oriented 
paradigm, IS evolution. 

1 Introduction 

Sustainability and evolution of legacy Information Systems (IS), including their main-
tenance, extension with new components, interoperability with other systems and 
applications, is one the foremost preoccupation in today’s enterprises, not only at 
technical but also at information and business strategic levels. In addition, the need 
for inter-organizational and networked information systems, cloud platforms and 
services systems is growing because of the enterprise business models transforma-
tions into networked and service-oriented ones. At the same time, it is unthinkable to 
replace existing IS by the new ones for each enterprise business and/or organizational 
change. Legacy IS has to evolve together with enterprise changes, and this evolution 
can take different forms: integration of new components from the market or custom-
made, development of services on top of the existing IS, establishment of interopera-
bility between two or more IS, etc.  

In this context, service-oriented approaches emerge as prospective ones to  
deal with IS fragmentation, interoperability and evolution problems [1, 5, 19] as well 
as to support inter-organizational IS development [14, 15, 18]. Modularity, reusability 
and evolution are considered as the main values that service-oriented paradigm brings 
to the IS domain. To reach modularity, an IS has to be composed of a collection of 
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interrelated and autonomous components. The notion of service, and in particular 
information service (see section 2.1), is introduced to cope with IS modularity. Mod-
ularity is the necessary basis to ensure incremental and evolutionary IS development 
and therefore a prerequisite for legacy IS evolution with new components/services. It 
also allows to avoid chaotic IS fragmentation. Reusability, as opposed to the more 
expensive “from scratch” development, means the reuse of legacy data and applica-
tions to provide new business functionalities – new services. Finally, the evolution 
principle consists in the ability to easily replace an existing component/service by 
a new one. 

The literature review demonstrates the advent of proposals to redesign convention-
al IS architectures into the service-oriented ones [5, 9, 14, 15, 19, 22]. The notion of 
information services system (ISS) introduced in [3] (see section 2.2) appears as a 
natural evolution of the IS concept. Similarly to IS, ISS emphasizes the value of in-
formation, its creation, management and sharing, while improving its modularity, 
agility and interoperability.  

The research question considered in this paper is how enterprise information sys-
tems could evolve from conventional to the service-oriented ones. In particular, we 
aim to identify and explore different ways to lead the shift from traditional informa-
tion systems towards information services systems. Based on the related literature 
survey, our previous works [3, 4, 10, 11, 12, 19] and various projects realized in col-
laboration with the Information Technology Center of the State of Geneva (some of 
them are reported in [10, 11, 12]), we present in this paper three different but com-
plementary approaches to design information services systems based on enterprise 
legacy IS and/or from scratch. The three approaches have been tested in various 
projects and case studies that we mention in this paper. 

The rest of the paper is organized as follows: in the next section we define the no-
tions of information service and information services system. Then, in section 3 we 
present and illustrate three approaches supporting ISS design. We discuss the related 
work and how our contribution complements it in section 4. Finally, section 5 con-
cludes the paper and highlights future perspectives.   

2 Information Services and Services Systems 

2.1 Information Service 

In the domain of enterprise information systems, the notion of service was introduced 
as a potential means to improve legacy IS agility and evolution and to facilitate IS 
interoperability. It is built upon the concept of IS component [25], which is defined 
over classes, methods, integrity rules, processes, roles and events that constitute a 
semantic unit where several actors aim to achieve a common goal. In order to fit the 
IS context, a service is expected to support inter-organizational and/or intra-
organizational business activities trough a collaborative creation, transformation and 
transmission of information. This type of service is named an information service [3, 
4] and is defined as “a component of an information system representing a well  
defined business unit that offers capabilities to realize business activities and owns 
resources (data, rules, roles) to realize these capabilities”. Therefore, an information 
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system can be seen as built of a collection of interoperable information services. The 
metamodel of the information service is an extension of other computational services 
metamodels such as: WSPER [6] or the model proposed in [2]. The particularity of 
the information service definition is that it requires to make the service transparent, 
i.e. it explicitly distinguishes four interrelated information spaces – static, dynamic, 
rule and role – that are necessary to define service resources and capabilities in the 
organizational context. We claim that in the IS context it is not sufficient to consider 
services as black boxes with only interface part available for their selection and com-
position purposes. It is essential to make explicit the information concerning service 
structure, processes, rules and roles and to be able to identify those shared with other 
services. Fig.1 shows the simplified metamodel of the information service where only 
the main concepts are represented (see [3] for the detailed version).  

 

Fig. 1. Simplified metamodel of the information service 

The static space of the service defines its data structure in terms of classes and re-
lationships between classes. The notion of Hyperclass (introduced in [24] to specify 
information system components) is used to represent complex domain concepts by 
putting together the corresponding set of classes. Classes are linked only via existen-
tial dependencies and specialization relationships. An existential dependency is mate-
rialized via an attribute with mandatory and permanent constraints. The dynamic 
space defines service capabilities in terms of actions that can be executed by the ser-
vice and their effects on service classes. An action is triggered by an event that occurs 
in the service information space and is described by a process to be executed, which 
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can be a simple function or a more complex interaction involving several actors. An 
action produces one or more effects on the static space (e.g. create an object of a 
class, modify an attribute). The notion of effect is used to characterize the result of the 
action and allows to evaluate the impact of the action on the rule space. The rule 
space deals with service regulation policies, which are formalized as pre-, post-
conditions on service actions and integrity constraints on service data. An integrity 
constraint has a scope, which includes all the effects that could transgress the rule. 
Such an effect is called a risk of the rule. Finally, the role space defines service ac-
tors, the roles they play in the organization and the rights and responsibilities they 
have on service actions.  

The metamodel presented above represents a foundation for engineering informa-
tion services and services systems. In particular, it supports information services defi-
nition, composition, identification of the overlap between information services, and 
also new services integration into an information services system.  

2.2 Information Services System 

According to [21, 22], a service system is a configuration of people, technology, 
shared information (such as language, processes, metrics, prices, policies, and laws) 
and other resources that interact with other service systems to create a mutual value. 
Spohrer et al., [21] also say “service systems comprise service providers and service 
clients working together to coproduce value in complex value chains or networks”. In 
their vision, there is a clear separation between the service provider and its client. 
However, this distinction is not so obvious from the information systems point of 
view. An actor of an information service can be allowed to provide and to consume 
service information and capabilities. In this case the term “service prosumer”  
fits better the situation. Though, the notion of value coproduction is also key in the 
domain of information systems.   

In [21], the authors claim that the main difference between service systems and 
computational systems is people – unlike computational system components, the be-
havior of people doing work in service systems cannot be easily modeled and simu-
lated which can create risk but also generate innovations. We agree with these authors 
and we take into account this issue. We argue that in Information Services Systems 
(ISS) people are not considered as independent system components but rather as ac-
tors enabling capabilities of information services. Their behavior is specified through 
the organizational roles and responsibilities involved in the information services 
enactment (provision and/or consumption of information resources) and governed by 
a set of rules implemented in the services. We also think that the unpredicted behavior 
of actors could be explored as a potential source of ideas for future business innova-
tions. It could be captured in the form of initiatives. As service systems, information 
services systems aim to stay dynamic and open in order to enable innovation and 
facilitate their evolution. They have to take a risk to give people some liberty to  
informally and formally change rules and policies.   

In our approach, an ISS is seen as a collection of interoperable information  
services. It aims to transform an integrated and rather rigid IS architecture into a more 
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flexible, modular and sustainable one where services can be modified or replaced and 
new services can be integrated. 

3 Designing Information Services Systems 

There are certainly many different ways to design Information Services Systems 
(ISS). In this work we focus our attention on the evolution of conventional enterprise 
IS into the service-oriented ISS and we discuss different transformation situations and 
approaches. In particular, we identify and illustrate three approaches taking into  
consideration different organizational contexts and ISS design situations, and legacy 
IS reuse:  

• Services upon legacy IS. This approach aims to bring some flexibility and modular-
ity to the rather monolithic and fragmented legacy enterprise information systems 
without inflicting to them any major transformation. Indeed, in this approach ser-
vices are created upon legacy IS. They utilize resources existing in various IS 
(their data, processes, rules, responsibilities) and provide some added value to the 
service users. The approach consists in identifying for each new service the exist-
ing resources that are potentially scattered in different IS and to guarantee that the 
execution of the service will keep these legacy IS in a consistent state, i.e. will en-
sure data consistency and will not violate their rules and responsibilities.    

• Fully service-oriented ISS. This approach, in the contrary, considers an information 
system as a composition of information services and for that needs a more deep 
transformation of the existing IS into a services-oriented one. Indeed, the approach 
consists in “decomposing” an IS into a collection of information services and  
defining the overlap (common data, activities, roles, rules) between them. Informa-
tion overlap management is the most important difficulty when including new  
services into an existing ISS.    

• Information kernel-based ISS. This approach proposes an intermediate architecture 
based on a core IS and information services as its extensions. The core IS captures 
the kernel information – the invariant data, processes and rules, while information 
services offer capabilities for business activities that are subject to change. In this 
type of architecture the main challenges are (1) the definition of the information 
kernel, which is formalized as a collection of kernel services, and (2) the preserva-
tion of this kernel when adding new services to the ISS. 

3.1 Information Services upon Legacy IS 

Even though enterprises are constantly seeking to renew the range of their IS to be 
compliant with their business evolution, replacing or transforming legacy IS can be 
very expensive and error-prone or even impossible. Introducing a service-oriented 
layer upon multiple legacy systems is considered here as a potential solution to limit 
the transformation of legacy IS and at the same time to bring some flexibility and 
agility to them. In this approach we consider that several existing IS and enterprise 
applications are information providers to the newly defined services. The identifica-
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tion and selection of services to be developed has to be done prior to the application 
of this approach. The key step of this approach consists in the construction of a com-
mon base on top of the existing IS. This common base should help to offer each ser-
vice the access to the precise and consistent information distributed in various IS and 
to guarantee service compliance with the existing IS and with the enterprise legal 
frame, which is a composition of laws and regulation policies that govern enterprise 
activities. Several aspects have to be considered in the construction of this common 
base. In particular, we need to specify the legal frame that has to be respected by the 
new services and to define the organizational contexts for each identified service. The 
approach was introduced first in [12]; its overview is shown in Fig.2a. The process 
model of the approach is composed of four main steps that are expressed as four en-
gineering intentions with one or several strategies to achieve each of them (see 
Fig. 2c). It is represented by using Map [20] process modeling formalism, which pro-
vides a representation system based on a non-deterministic ordering of intentions and 
strategies in the form of a labeled directed graph. Each step is detailed below. 

(a) Overview of the approach  
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(c) Process model for engineering information services upon legacy IS 

  

Fig. 2. The approach “Information services upon legacy IS” 
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Step 1: Construct a frame of reference means for each service to define: (1) its or-
ganizational contexts and the existing IS containing the information necessary for the 
service execution, (2) the information necessary for the service implementation in the 
form of a conceptual model, (3) the roles responsible for its execution. The frame of 
reference is constructed by instantiating the Service Analysis Metamodel shown in 
Fig. 2b. This metamodel defines the key concepts necessary to link an information 
service to the existing IS that provide data necessary to the service execution. A ser-
vice can be defined on one or several Organizational Contexts that describe business 
rules, legal constraints and the capability of the organization to enforce laws and poli-
cies. The notion of Hyperconcept is used to specify how the organizational contexts 
are formalized in different information systems. In fact, a hyperconcept is a complex 
concept (composed of several sub-concepts) representing a semantic unity in the do-
main of analysis. Finally, the Role concept represents the responsibilities and authori-
zations to execute IS activities in a particular organizational context.  

Step 2: Select the candidate informational elements for the common base by ana-
lyzing the information collected in the frame of reference. This analysis can be done 
in three different and complementary ways: by organizational context analysis, by 
organizational role and/or by hyperconcepts analysis respectively. Typically, if a 
hyperconcept representing a part of the service organizational context is implemented 
in more than one IS, the data representing it is candidate to the common base. The 
same applies to the roles related to the service organizational context.  

Step 3: Construct a common base by collaborative decision making where all 
project stakeholders (business practitioners, IS architects, database architects, etc.) are 
invited to discuss on several formalized alternatives and to choose the elements (e.g. 
service related roles) to be implemented in the common base. 

Step 4: Adapt the existing IS by adding new elements (e.g. adding new role) or 
transforming the existing ones (e.g. changing a business rule) in order to guarantee 
that each legacy IS is interoperable with the new common base. The number and 
complexity of identified transformations indicate the weight of the impact of the new 
service creation on the legacy IS, and this impact has to be minor.   

This approach was applied in collaboration with the Information Technology Cen-
ter of the State of Geneva (Switzerland) to design new services for e-administration 
based on five existing independent information systems (see Fig.3). Three of these IS 
operate at the cantonal level: (1) the Commercial Register (RC) that allows to build 
and identify all legal entities in the State of Geneva and to register their associated 
legal events, (2) the Tax IS (R-Fisc) that stores the taxation data about businesses at 
the cantonal level, and (3) the Geneva Business Repertory (REG) that contains  
administrative information on businesses and companies located in the canton of Ge-
neva and makes this information available for administrative purposes and for the 
applicable dissemination in public and private sectors. These cantonal information 
systems have to interact with two similar IS in use at the federal level: the Federal 
Commercial Register (RCF) and the Federal Business Repertory (REE). Several in-
formation services were identified for this project. For example, one of them con-
cerned the “Transmission of business statistical data” and should help companies  
to transmit their data to the cantonal and federal offices in order to build statistics. 
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The organizational context of this service is based on two laws on public statistics, 
one at the cantonal level (LStat)1 and the other at the federal level (LSF)2, and the data 
related to this context is available in two information systems - the REG and REE. 
The construction of the common base consisted in the selection of elements (data, 
roles, rules) common to both concerned IS and necessary for the service execution, 
and also the creation on new elements such as new roles for the execution of service 
activities. The main difficulties encountered in this project were related to the com-
mon base management, in particular to decide who will be responsible for this com-
mon base and how to manage the existing flows between the two IS (REG and REE). 
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Fig. 3. Example of Service Organizational Context Analysis 

3.2 Fully Service-Oriented ISS 

The second approach for ISS engineering considers the enterprise IS as a composition 
of information services where each service provides a support for a particular busi-
ness or administration activity. It differs from other service-oriented approaches in 
many perspectives. For example, the granularity level of information services is quite 
large – a service represents a full business unit not only a simple action or application. 
A service can represent an inter-organizational collaboration and value exchange 
between organizations as well as, and in particular, inter-organizational activities.  

Indeed, most of the existing service-oriented approaches deal with the design of 
different computational services (e.g. web, mobile, cloud) and their supporting plat-
forms in a pure “service customer vs. provider” frame. Up to now, only little attention 
has been paid to the intra-organizational IS context and legacy IS transformation into 
the service-oriented one. In [4, 19] a service-oriented and situation-driven approach 
for legacy IS evolution has been proposed. In this paper, we argue that this approach 
can be used for ISS engineering in an incremental way by progressively integrating 
new information services into an ISS. As said above, in this approach an IS is seen as 
a collection of information services, at least at the conceptual level. The main difficul-
ty of this approach is in the fact that services composing the ISS are not totally inde-
pendent components, they inevitably overlap, which is mainly because of the data 
sharing. In fact, the overlap between information services can exist in the four infor-
mation spaces (static, dynamic, rule and role) (see Fig. 1). The construction of an ISS 
                                                           
1 http://www.geneve.ch/legislation/rsg/f/s/rsg_B4_40.html 
2 http://www.admin.ch/ch/f/rs/431_01/index.html 
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consists in integrating progressively new services into the existing ISS as shown in 
Fig. 4a. Of course, each new integration crates new overlap situations – some data, 
activities, roles and rules can be shared between the existing and new services. There-
fore, this approach is based on the analysis and resolution of the overlap between 
legacy and new services by preserving the legacy ones as much as possible. The ser-
vice integration approach is articulated in five main intentions with several strategies 
available to reach each of them as shown in Fig. 4b.  
 
(a) Overview  

Service Y 
 

Enterprise ISS 

Service X 
 

 
Service Z 

New  
Service  

Service Y 
 

Enterprise ISS 

Service X 
 

 
Service Z 

New  
Service  

 

(b) Process model for legacy IS extension with new services 

Fig. 4. The approach “Fully service-oriented ISS” 

Step 1: Identify and characterize the overlap between the four information spaces 
of the new service and the services already existing in the ISS. An overlap report has 
to be elaborated for each space with the objective to identify similar elements and to 
evaluate if they need some structural or semantic unification or not. For example, two 
services can contain the same class (e.g. Student) with the same or different structure 
(e.g. the attribute Birthdate is missing in one of the classes), which represents a static 
space overlap. An example of the functional overlap would be when two services are 
producing the same effect on a class in overlap, as for instance updating an attribute 
or creating new objects of this class (e.g. create a new student). The rule overlap ap-
pears when the same class is governed by different rules in different services (e.g. the 
deadline for registering new students exist in one service but not in the other). Finally, 
the role space overlap means the existence of the same or similar roles in two services 
(e.g. Students’ administrator).  

Step 2: Validate the overlap conformity for each couple of overlapping elements 
(classes, actions, rules and roles respectively) identified and characterized in the over-
lap report. That means to check if they conform to each other, i.e. can be substituted 
one by another. In the static space two classes are considered as conforming if they 
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have the same name, their sets of attributes and sets of methods are identical and they 
have the same super-classes. If two overlapping elements are not conforming, one of 
them (generally the element of the new service) has to be adapted in the next step.  

Step 3: Settle the overlap conformity for each couple of non-conforming overlap-
ping elements according to the type of the identified disparity. The disparities can be 
of semantic nature (the same name but different meaning or vice versa) or of structur-
al nature (different set of attributes in similar classes). Therefore, it can be necessary 
to modify the concerned classes, actions, rules and roles by semantic unification (i.e. 
renaming one of the elements) or by structural unification (i.e. transformation of the 
element structure) accordingly. 

Step 4: Organize the overlap means to clarify the relationships between the new 
service and the legacy ones. Depending on the situation, it can be necessary to adapt 
service responsibilities on common elements – to determine the effects (create, up-
date, delete, etc.) that the service is still authorized to realize on the shared data to be 
compliant with the legacy services. In order to clarify the visibility of effects on 
common elements it is important to define a cooperation protocol for each of them. 
Finally, to make sure that the new service respects the regulation policy of the legacy 
ISS, we need to guarantee that validity of rules, and especially of integrity constraints, 
defined on legacy services will not be violated by the new service after its integration. 

Step 5: Consolidate the integration by revising the four service spaces and adding 
if necessary missing elements in each of them in order to ensure that the obtained 
integration is valid. In fact, the integration of a new service can generate new situa-
tions that did not exist before, neither in the new service nor in the legacy ones, and 
addition of new actions, rules, roles and/or authorizations can be necessary to face 
these situations.  

In order to validate this approach, we have realized a case study that concerned the 
extension of our University Students Management System with new information ser-
vices. In particular, we have considered the Diploma Management Service (DMS) as 
an existing information service and the Online Registration Service (ORS) as the new 
service to be integrated in the existing ISS. The DMS provides several diploma man-
agement capabilities such as: to create the curriculum of each diploma by defining its 
courses and linking them to their lecturers, to manage students’ registration to differ-
ent diplomas and to the corresponding courses, to manage examination results, etc.  
The new service, the ORS, enables students’ registration by providing a web interface 
for this purpose. A candidate can create a university registration request on-line by 
filling the registration form and by uploading different required documents. Then, the 
students’ administrator validates the on-line created registration request and asks for 
additional documents if necessary. He/she is responsible for recording the candidate 
as a student and for registering him/her to the selected diploma. 

Because, the two services have been developed independently, it is obvious that 
some information overlap between them is inevitable (e.g. class Person, class Student, 
activity UpdatePerson, rule RgistrationToDiploma.RegistrationDate < Diplo-
ma.RegistrationLimitDate, role Student, role Diploma Manager, etc.). These shared 
elements (identical or similar) constitute the information overlap between the existing 
and the new service and the integration process was to make this overlap consistent in 
order to enable reliable new service exploitation within the ISS and the non-violation 
of the already existing ISS consistency. 
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3.3 Information Kernel-Based ISS 

The third approach for ISS engineering proposes to use a mixed architecture where a 
kernel IS is extended with a variety of information services. In fact, in this approach 
we consider that the core and invariant information (including data, processes, rules 
and roles) can be found in the laws and other regulation policies governing enterprise 
activities, and should be captured in the kernel of the IS independently of the informa-
tion services that could extend this IS later. This approach is especially adapted for 
the ISS development in public and governmental sectors. We argue that legal docu-
ments include precise definitions of concepts, rules and constraints governing the 
institutional activities and represent a rich source of knowledge for the ontological 
information extraction and the information kernel conceptualization. Moreover, the 
use of laws permits to enhance the adequacy and compatibility of an institutional IS 
with the corresponding institution activities and to construct a stable information ker-
nel as a basis for the sustainable ISS development. Therefore, this approach has two 
parts: (1) the ontological model construction based on the analysis of legal sources 
and (2) its mapping into the conceptual model representing the kernel IS as shown  
in Fig. 5a. This kernel IS then can be extended with new services following Fully 
Service-Oriented ISS engineering approach presented above.  

Formally, the process model of the approach is defined in terms of three main  
intentions and several strategies to achieve each of them as depicted in Fig. 5c. The 
first two intentions, Identify Hyperconcepts and Build Hyperconcepts, deal with the 
ontological model construction in terms of a collection of interrelated hyperconcepts 
while the third one, Construct Kernel Information Services, defines the kernel IS as a 
collection of kernel information services.  

Step1: Identify the hyperconcepts that correspond to the different ontological in-
formation spaces related to the organization activities. As depicted in Fig. 5b 
representing the metamodel for the kernel IS construction, we use the notion of the 
hyperconcept to capture the information related to a fragment of any legal and/or 
ontological source named here an Ontological Fragment. A hyperconcept is com-
posed of a set of concepts extracted from ontological fragments and represents an 
ontological unity with precise semantics. Ontological Business Rules can be extracted 
from one or several ontological fragments and are related to one or more hypercon-
cepts. Besides, we use the notion of Ontological Role, which represents a set of re-
sponsibilities and permissions to perform business activities in the organization. Each 
ontological role is defined in at least one ontological fragment and is valid in the con-
text of one or more hyperconcepts. The identification of hyperconcepts can be done in 
two complementary ways: (1) by selecting and analyzing different ontological frag-
ments and (2) by analyzing the organization and identifying its ontological roles. An 
ontological fragment is selected if it is considered as stable and invariant for the lifes-
pan of the organization and of the ISS under construction. It is obvious, that this type 
of decision requires some experience and risk management abilities. 



80 J. Ralyté, A. Khadraoui, and M. Léonard 

 (a) Overview of the approach 
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Fig. 5. The approach “Information kernel-based ISS” 

Step2: Build the hyperconcepts by extracting concepts and business rules from the 
selected ontological fragments and refine their structure with a set of validation crite-
ria based on the ontological level metamodel (Fig. 5b). 

Step 3: Construct information services composing the kernel of the ISS. As shown 
in Fig. 5b, a Kernel Information Service is based on one or more hyperconcepts from 
the ontological level. The structure of the kernel information service is formalized by 
using information service metamodel shown in Fig. 1. We use a collection of map-
ping rules to extract from the ontological model the four information spaces (static, 
dynamic, rules and roles) of each kernel information service.    

This approach was applied in several e-government projects (e.g. [11, 10]) in  
collaboration with the Information Technology Center of the State of Geneva  
(Switzerland). One of the projects concerned the development of the kernel informa-
tion services system for managing the prescription and delivery of narcotics for the 
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treatment of the addicted people. We have used the Geneva law K 4 20.063 as a legal 
source of knowledge to build and to implement the kernel ISS supporting the activi-
ties of narcotics prescription, distribution and administration. Indeed, this law de-
scribes the procedure that medical doctors have to follow in order to record a request 
of authorization allowing to prescribe a narcotic for the treatment of a dependent per-
son (drug addict). For example, the law says that a doctor has to obtain an authoriza-
tion from the cantonal doctor before the prescription of any narcotic to a patient. Then 
the pharmacist, on the basis of the authorization delivered by the cantonal doctor, 
provides the doctor, or directly the patient, the drug prescribed. From the law text a 
set of invariant concepts {Doctor, Patient, Authorization, Cantonal Doctor, Prescrip-
tion, Drug, etc.} can be identified. The law also describes how the drug has to be dis-
tributed and administered by enumerating different cases where a patient can benefit 
of the administration of narcotics. Therefore, the law also defines business rules and 
constraints (ontological business rules) to be respected. Finally, the law allows to 
identify organizational roles (ontological roles) such as Doctor, Pharmacist, Cantonal 
Doctor, etc. A kernel ISS was built directly from this law. 

4 Related Work and Discussion 

Most of the current service-oriented approaches, like SOA [7, 13, 17] instruct how  
to develop service-oriented software systems from scratch and do not pay much atten-
tion to the legacy software, and in particular information systems, reuse and evolu-
tion. Moreover, the compliance of services to the laws and enterprise regulation poli-
cies is not considered. In the context of the IS engineering, these approaches can only 
recommend to rebuild enterprise IS in terms of autonomous services that could be 
composed in different ways. Such services have to be elaborated from scratch in order 
to avoid any overlap between them. This type of development represents a rather 
extreme solution and is not adapted to the legacy IS evolution. The lifecycle of an IS 
is a continuous incremental and evolutionary process and it is not possible to rethink 
the entire IS at each iteration in order to guarantee the autonomy and correctness of 
the existing and new services.  

Up to now, we found relatively few attempts to define service-oriented architec-
tures for information systems. We can mention the work of Chua [5] who discusses 
how service-oriented design should be applied in an organization in order to adopt 
SOA. Haesen [9] presents a research plan for developing an approach to design SOA 
for IS. Le Dinh and Nguyen-Hgoc [14] propose a conceptual framework for designing 
service-oriented inter-organizational IS. Thomas and Brocke [23] present a value-
driven approach to design service-oriented IS; the approach is based on business 
process modeling and cost/benefit analysis to determine whether the introduction of 
SOA justifies the effort. Lo and Yu [16] propose a reference catalogue approach to 
design an SOA system. This approach uses the i* modeling technique adapted to the 
service-oriented business modeling for the selection of reference business models 
                                                           
3 Today Geneva Law K 4 20.06 is abrogated and replaced by the new law K 4 20.02 
http://www.geneve.ch/legislation/rsg/f/rsg_k4_20p02.html 



82 J. Ralyté, A. Khadraoui, and M. Léonard 

from the catalogue and their adaptation to the particular case. Estrada et al. [8] intro-
duce a service-oriented organizational model in order to reduce the mismatch between 
business models and service-oriented designs. Most of these approaches consider 
SOA for IS at business level rather than at information management and implementa-
tion level, and only from the customer-provider perspective – how the organization 
could offer services to its customers. The intra-organizational perspective of a service 
as a support for internal enterprise activities and information exchange is not really 
considered. Besides, the evolution of legacy IS into the service-oriented ones is not 
their major preoccupation.  

Unlike the contributions mentioned above, the three approaches for ISS engineer-
ing summarized in this paper aim to support service-oriented inter- and intra-
organizational ISS development taking into consideration legacy IS and their  
evolution. Each of the three approaches is dedicated to a particular situation but  
together they are considered as complementary ones.  

The first approach, named information services upon legacy IS, deals with the situ-
ation where multiple legacy IS have to continue to operate and cannot be transformed 
drastically. It helps to preserve existing IS by creating information services upon them 
via a common base capturing their overlap. The main difficulties of this approach are 
related to the number and size of existing IS that have to be analyzed and used by the 
information services, the organizational changes (e.g. new roles, new responsibilities) 
entailed by the new services, and the data opening and sharing. 

The second approach, named fully service-oriented ISS, is dedicated to support in-
cremental ISS construction as well as legacy IS evolution by extending them with 
new information services. This approach is based on the analysis and resolution of  
the overlap between the legacy information services and the new services and  
helps to preserve the legacy ones as much as possible thanks to the integration impact 
analysis.  

Finally, the third approach, named information kernel-based ISS, aims to construct 
a stable and invariant basis for an ISS – the kernel information services – that could 
then be extended with more volatile services. According to this approach, the infor-
mation stability can be identified from the legal sources (laws and other regulation 
policies) governing enterprise activities and therefore this approach is especially suit-
able for the ISS engineering in public administration and governmental sectors such 
as e-government services. The kernel information services constitute a reference and a 
foundation for the ISS designers. They help to understand which information is inva-
riant and stable during the ISS lifecycle and to design new services to be added to the 
ISS. Thus, various situations of services interoperability are identified, discussed and 
settled at early development stages.     

5 Conclusion 

Service-oriented paradigm seems to be well adapted to deal with the complexity, 
interoperability and evolution of enterprise legacy IS, and the most promising one  
to consider the development of the next generation information services systems. 
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However, the literature dealing with this topic is still modest. In this paper we aim to 
demonstrate how IS-specific service-oriented architectures can be elaborated, in par-
ticular to cope with the legacy IS evolution. The three approaches presented in this 
paper overview our work in the domain of service-oriented IS development where we 
introduce the notions of information service and information services system (ISS). 
We aim to demonstrate that depending on the enterprise legacy IS situation and its 
evolution strategy the ISS development approach and the ISS architecture will be 
different. For example, if there is a need to open the access to the resources of mul-
tiple existing IS but the requirement to preserve these IS untouched is very strong, the 
approach for defining services upon legacy IS helps to deal with such situation. In the 
contrary, if a new services system has to be developed from scratch in order to sup-
port some new business or to computerize services that until now were provided ma-
nually or with the help of simple communication techniques like e-mail and/or fax, 
the information kernel-based approach seems to be the most appropriate one. Finally, 
the fully service-oriented approach is particularly helpful to deal with the evolution of 
an IS which is already designed as a composition of services. Indeed, it provides 
guidance for extending existing ISS with new services. The notion of information 
overlap is recurrent in the three approaches and it is also original in comparison with 
the conventional SOA, which considers software services as completely autonomous 
and independent modules. In the context of IS this type of autonomy is not reachable 
because different information services have to share data, roles and rules governing 
enterprise business.  

The three approaches have been applied in various case studies and collaborative 
projects in the sector of public administration. Our future preoccupation is to apply 
them in different industrial settings and to extend them with additional strategies and 
techniques.    
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Abstract. A central task in the business process management life cycle
is the evaluation of business processes to get a solid base for process
improvements. Business processes are described as process models to
explicitly state the operations needed to be carried out to reach the com-
panies’ business goals. These process models evolve over time because of
changing market conditions, process improvements, or legal changes, etc.
and result in multiple process versions. In such circumstances, process
analysis requires the comparison of several process versions, the so-called
multi-version evaluation. This paper tackles this challenge and introduces
a technique to identify and quantify individual influences caused by dif-
fering process versions.

Keywords: Business Process Management, Business Process Models,
Process Evaluation, Process Analysis, Process Versions.

1 Introduction

Nowadays, organizations face a competitive market environment and need to be
as flexible and efficient as possible. Therefore, they are managed in a process-
oriented fashion to be able to react quickly on market changes. Business process
management (BPM) combines concepts, methods, and techniques to support the
design, administration, configuration, enactment, and analysis of these business
processes in an iterative way [1]. One corner stone of the BPM life cycle is
the evaluation of business process executions to identify the weak points and
potential improvements. Central to BPM are process models as they explicitly
describe the operations that need to be carried out to reach the companies’
business goals and are used, among others, for enactment.

For instance, changing market conditions, elimination of identified weak points
by implementing business process improvements, or legal changes result in busi-
ness process model changes and therewith in a variety of business process models,
so-called process versions. Therefore, reliable business process analysis requires
all versions of a business process taken into account to get a complete picture
of the business process executions so far. Most information systems that are
used for business process execution collect data about the performed activities.
This data can already be analyzed in the context of business processes and their
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corresponding process models by using methods and techniques from the field
of business process intelligence (BPI) [2,3,4]. Still, these methods and concepts
are targeting on one specific process version only and are not able to handle the
evolution of a process including several process versions.

In this work, we present an approach for identifying and quantifying varia-
tions of process metrics that are caused by the differences in the process ver-
sions to allow process analysis with several versions of a process. We introduce
a technique to determine the actual effects of structural process model changes
between process versions for a specific process metric. With the approach, we
make several process versions comparable based on their common denominator.
A multi-version evaluation computes a single metric, e.g., a point-to-point dura-
tion metric, using execution data from the set of all process versions or a subset
of those. The studies in this work are performed using as example the point-to-
point duration. This metric represents the time that elapsed between reaching a
first point (A) and reaching a second point (B) during the execution of a process.
In this work, we show the algorithm for determining which parts of a process
model, i.e., process fragments, affect a specific point-to-point duration. These
calculated process metrics can be used for process monitoring and analysis.

In the remainder, we introduce basic terms and concepts our work bases on
(Section 2) followed by the description of a motivating example from health care
in Section 3. In Section 4, we explain our approach in detail and present how
we use newly introduced measured region models and process model structuring
techniques to determine whether process model changes can be highlighted for
multiple process versions analysis. In Section 5, we apply the presented approach
to our motivating example and show concrete duration delta calculations. We
put our work into the context concerning related work in Section 6, before we
summarize and conclude the paper in Section 7.

2 Preliminaries

For this work, we rely on a simplified notion of process models defined as follows.

Definition 1 (Process Model). A process model is a tuple P =(N,F, κ),
where N is a finite set of nodes N and F ⊆ N × N is the control flow rela-
tion. N = A ∪ G ∪ E comprises the activity nodes A, the gateways G, and the
start and end nodes E = {s, e}. κ : G → {and, xor} associates each gateway node
with a type. �
Activities have exactly one predecessor and one successor. Whereas gateways
have either one predecessor and several successors (split) or several predecessors
and one successor (join). We assume the process model to be structural sound,
to ensure that the process model P has exactly one start node s and one end
node e, and every node is part of a valid path from s to e. Refactoring techniques
may be applied to normalize models that do not match these assumptions [5].
We further require process models to be block-structured and their petri-net
representation to be sound [6], which ensures the absence of behavioral anomalies
such as deadlocks.
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The process model serves as a blueprint for the so-called process instances.
A process instance is a concrete execution of the activities defined in a process
model. Process monitoring and analysis is targeting on the evaluation and com-
parison of process instances.

As we are interested in measuring the time it takes to execute a part of a
process instance, we require measurement points that denote a particular node
is reached. However, positioning of such a point on process model node level only
is too coarse-grained, because it is often required to track the begin and the end
of an activity for instance, e.g., to distinguish between waiting times and the
time it actually requires to carry out a certain activity. Therefore, we assign a
node life cycle to each node of the process model to allow a more fine-grained
positioning of the measurement points based on the state transitions of those
life cycles, cf. [7].

Definition 2 (Node Life Cycle). A node life cycle is a tuple L = (S, T ),
where S is a finite set of node states and T ⊆ S × S is a finite set of node
state transitions. Let P =(N,F, κ) be a process model. There exists a function
ϕ : N → L that assigns a node life cycle to every node n ∈ N of P . �
State transitions are the elementary constructs that can be leveraged to position
points in the process model where measurements could be taken. A point where
a measurement could be taken on a state transition of a node is called process
event monitoring point (PEMP), cf. [7]. The set of all node state transitions
of a process model P =(N,F, κ) is comprised by

⋃

n∈N

{(n, t)|t ∈ Tϕ(n)}, each of

which could be potentially linked to a PEMP. Tϕ(n) ⊆ T represents all node
state transitions t ∈ T returned by function ϕ(n) = (S, T ) for node n ∈ N .

Definition 3 (Process Event Monitoring Point). A process event moni-
toring point is a tuple PEMP = (P, n, t), where P is the process model it is
contained in, n ∈ N is the node it is created for, and t ∈ T is the state transition
within the node life cycle of n it is assigned to. �

3 Motivating Example

In our motivating example, we will look on the diagnosis of a patient’s disease in
a hospital, see Fig. 1a. The first activity in the initial diagnosis process version is
“Withdraw Blood Samples”. Afterwards the blood samples are analyzed (activity
“Analyze Blood Samples”) in parallel to the examination of the patient
(activity “Examine Patient”). Updating the patient’s records finishes the process
(activity “Update Patient’s Records”).

For quality assurance it is essential to measure the time consumed between the
point in time when the patient is introduced to the doctor (A) and the patient’s
data are updated according to the examination results and the blood sample
analysis (B). For measuring such a point-to-point duration, we utilize PEMPs. A
PEMP, cf. Definition 3, is bound to a specific state transition of a node’s life cycle,
cf. Definition 2 to indicate that this state transition happened by occurrence
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Fig. 1. Evolved process model of a diagnosis process for a patient. (a) shows process
version 1 with the activities “Withdraw Blood Samples”, “Analyze Blood Samples”,
“Examine Patient”, and “Update Patient’s Records”. (b) shows process version 2 with
the additionally inserted activity “Perform Sonography”.

of the corresponding data in the information system landscape. Referring to
Fig. 1a and Fig. 1b, we assigned to each activity of the process model the same
node life cycle consisting of the states enabled, running and terminated with
the corresponding state transitions (e)nable, (b)egin and (t)erminate. However,
the solution allows applying individual life cycles to the nodes. In Fig. 1 the
life cycles are represented by black dots and edges between them. A black dot
represents a node state transition while an edge between two black dots represent
the node state. In the scenario not every node state transition is observable by
occurance of data from the information systems. Therefore, only PEMPs that
can be observed are shown in Fig. 1. PEMP3 in Fig. 1 indicates that activity
“Examine Patient” is enabled for execution and PEMP6 represents the end of
the patient’s data record update.

Due to legal changes, the hospital adjusted the diagnosis process for the pa-
tients by adding a process fragment, i.e., the activity “Perform Sonography”, see
Fig. 1b - shaded activity. In this second process version the termination of the
sonography could be captured by PEMP5. Introducing a process fragment, e.g.,
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an activity, might affect the overall run time of the diagnosis process instances
and therewith the point-to-point duration between the introduction of the pa-
tient to the doctor and the completion of patient’s data update. An analysis
summarizing process instances of both versions, the first version without the
sonography, and the second version including the sonography, is not possible,
because the results would be mixed up and falsified accordingly.

With the comparability of process instances of several different process ver-
sions several questions about the quantification of effects between the single
process versions arise. For instance in our case it would be interesting to answer
the following: (i) What are the diagnosis durations after adding sonography ac-
tivity? (ii) Are the durations for the unchanged part of the model different before
and after adding sonography?

4 Solution

Our approach targets on the determinability of effects caused by process changes.
We will show the concept of our approach using the example of the point-to-point
duration process metric. The point-to-point duration is a measure for the elapsed
time it takes to traverse the sub-graph of a process model that is spanned by
an activity indicating the start (A) and an activity indicating the end (B), see
Fig. 1a and Fig. 1b. We assume that both activities can be measured by a PEMP.
We use the existing process model, the defined point-to-point duration metric,
the change log to the process model that captures all the changes applied to the
model, and the defined PEMPs to apply our four-step approach.

First of all, a measured region model is derived from the source process model
(version 1) based on the point-to-point duration metric. A node of the process
model is part of the measured region model if its duration influences the point-to-
point duration. The resulting connected sub-graph contains all such influencing
nodes and builds the basis for our approach (see Section 4.1). A measured region
model is a process model according to Definition 1. Secondly, the measured region
model is enriched by the changes applied to the source process model contained
in the change log (see Section 4.2). Afterwards the enriched measured region
model is transformed to a component tree by utilizing the technique of the refined
process structure tree (RPST) [8]. The resulting component tree is enriched with
the information of defined PEMPs and an event monitoring model is built in a
third step (see Section 4.3). In the fourth step, based on this event monitoring
model it is determined whether the effects of the process model changes can be
identified and quantified for more accurate process analysis (see Section 4.4).

4.1 Transformation to a Measured Region Model

The measured region model is the basis for determining, which structural changes
might affect the point-to-point duration metric, as it contains the relevant pro-
cess nodes only; see the processes shown in Fig. 2 for an example. The left side
shows the original process model and the right shows the measured region model
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Fig. 2. A selection of measured region models for a point-to-point duration metric
influenced by (a) an exclusive process fragment, (b) a parallel process fragment, and
(c) a loop process fragment. In (c) a start event is added to assures that there is always
a single entry and single exit point in the measured region model.

for the given point-to-point duration metric. Per definition, all elements not con-
tained in the measured region model can be removed from the process model
without affecting the given point-to-point duration metric.

Fig. 2a shows that every node on a path from node A to node B (including
both nodes) is contained in the measured region model. However, this is not the
case with parallel and inclusive join gateways as they represent synchronization
points in a process, which wait for the completion of all incoming branches. If
node A is contained in such a branch, then the other branches are not on a path
from node A to node B, but they might still influence the point-to-point duration
because of the synchronizing behavior of the joining gateway, see Fig. 2b. This
does not apply to exclusive conditional join gateways, as they trigger immediately
when a single branch is completed.

When considering cycles, the start point, end point, or both of the duration
metric might be part of the cycle. Thus, the relating activities can be executed
several times and therewith, multiple activity instances exist. Therefore, we need
to consider user input to know whether the first or last activity instance is
relevant for the point-to-point duration. We describe these inputs in the metric
parameters cycleA, cycleB = {first, last}. It depends largely on the parameters
of the metric, whether the corresponding cycle is part of the region or not, see
Fig. 2c. If only node A (and not node B) is part of a cycle and cycleA = first,
then that cycle needs to be part of the region. If cycleA = last, then the cycle is
not part of the region, as it was not executed again after the last triggering of
A. The parameter cycleB has a corresponding effect on the inclusion of a cycle
containing node B.
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The algorithm to create a measured region model starts with the search of all
relevant paths from A to B by using a traversal of the succeeding nodes starting
with node A. If node B is encountered, then the current path is saved as a relevant
path and that path is not traversed further. Traversal can also be stopped, if a
node has no unvisited successors or node A is encountered. In the latter case, the
path is also marked as relevant, if A is in a cycle and cycleA = first. If B is in a
cycle and cycleB = last we also need to find all paths from node B to itself. This
case can be handled by starting a second traversal of succeeding nodes in the
process model, this time starting from node B. As in the first traversal, paths to
node A or node B are added depending on the mentioned parameters.

Once the set of relevant paths has been determined, each path is traversed in
order and a new node is added to the measured region model for each node in
the path, if the node does not exists in the model already. Further, we have to
consider the case of encountering synchronizing gateways, whose start gateway
is outside of all relevant paths. While traversing each path, we keep two counters,
one for splitting and another for joining parallel and conditional gateways. If both
counters are equal and such a joining gateway is encountered, then we know that
this gateway does not have a splitting counterpart in the measured region model
yet. Thus, the next step is to add all its incoming branches to the measured region
model together with the splitting gateway to ensure structural soundness. The
original process model is traversed backwards using the predecessors of nodes to
find the first splitting gateway that is common to all branches that is then used
as split in the measured region model. This backward tracing starts from the
joining gateway.

To connect all the nodes, a directed edge is added from each node to it’s
successor in the path. Eventually, an explicit start node s or end node e is added
when the measured region model includes cycles. This assures that there is always
a single entry and single exit (SESE) point in the measured region model. As the
final step, gateways with a single predecessor and a single successor are removed
from the measured region model as they do not affect the duration and are not
allowed in a process model per definition.

With this, the creation of the measured region model is complete. The mea-
sured region model contains the elements of a process model that affect a specific
point-to-point duration from activity (A) to another activity (B). In the follow-
ing, we will enrich this measured region model with information from the process
model change log.

4.2 Enriching Measured Region Models with Change Information

In a second step, the changes to the source process model as described in the
change log are applied to the measured region model created in the previous
step. In this work, we assume that the change log contains only change patterns
as described by Weber et. al [9]. The change patterns describe the process model
change relating a particular part in the process model, the so-called process
fragment. These change patterns do not contain atomic or complex activities
only, but also sub-graphs that need to have a SESE. The change operations are
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Fig. 3. Applying change operations contained in the process model change log to the
measured region model

rather “simulated” in the measured region model, as the changes are marked in
the model only, e.g., a removal operation applied to a measured region model’s
process fragment is marking that corresponding fragment only, e.g., the removal
of an activity. Same holds for adding process fragments. This is necessary to
keep the previous positions of the nodes for further evaluation.

For instance, the change log for our source process model shown in Fig. 2a
contains an entry for the insertion of a process fragment, i.e., an additional
activity F after activity E in the lower branch of the process model, e.g., stated
by the change operation Insert(F after E). This operation is applied to the
measured region model and F is marked as inserted, see Fig. 3 - shaded activity.

A specialty in this processing step is the application of change patterns to the
start and end point of the point-to-point duration metrics, i.e., to node A and B
of the shown example. Changes involving node A or node B need to be handled
separately, as they change the basis on which the measured region model is
defined. Once the measured region model is enriched by the change information,
the structure of the resulting model needs to be parsed to attach the defined
PEMPs and to determine the effects of the change in the next steps.

4.3 Build the Event Monitoring Model

For parsing the structure of the measured region model, we apply the approach of
the RPST introduced by Vanhatalo et. al [8]. The RPST represents the process
model structured as a tree with the root symbolizing the whole graph, the nodes
representing canonical elements of the parent element, and the leaves denoting
the edges of the graph.

As we are interested in the nodes of the process graph, the RPST has to be
transformed into a component tree. The component tree consists of the canonical
fragments of the RPST as process components, i.e., the component tree nodes,
and the measured region model nodes itself as the component tree leaves. Dur-
ing the transformation, canonical fragments of the RPST are transformed into
process components that subsume the process elements that are contained in
the corresponding canonical fragment of the RPST. From the children of the
canonical fragments of the RPST, the original measured region model nodes got
extracted and attached to the corresponding process component as a child. For
instance, the measured region model with the applied changes from the previous
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(a) (b)

Fig. 4. (a) shows the measured region model enriched by changes structured in a
component tree. To this component tree the corresponding life cycles of the process
nodes are attached by ϕ(n) and the defined PEMP are assigned (b).

step, see Fig. 3, is structured in a component tree as shown in Fig. 4a. Note that
during the transformation of the RPST into a component tree, measured region
model nodes may get duplicated in different process components of the compo-
nent tree. However, this will not be an issue for our approach. The marking of
the applied changes are still contained in the component tree.

To the component tree leaves, the corresponding life cycles are attached by
ϕ : N → L to every node n ∈ N of the measured region model P . With that
step, every component tree leaf gets new children indicating the state transitions
of the corresponding life cycle as shown in Fig. 4b. For simplicity reasons, every
node gets the state transitions (e)nable, (b)egin and (t)erminate assigned.

Afterwards, the defined PEMPs are connected according their definition
PEMP = (P, n, t) to the component tree containing the measured region model
nodes and the assigned state transitions. P is the indicator for the initial process
model and the resulting measured region model, n the measured region model
node the PEMP belongs to, and t the exact state transition that could be ob-
served by the PEMP. In Fig. 4b, the enablement of node A, the termination of
node B as well as the enablement and termination of the newly introduced node
F can be observed by a PEMP.

With the consolidation of measured region model information and PEMP
definitions the event monitoring model is created. Based on that, several algo-
rithms can be run to analyze which information can be derived out of the spread
PEMPs. For instance, it is possible to indicate whether the effects of a process
model change can be identified and quantified to enable process analysis on
multi-version processes.

4.4 Determining the Evaluation of Process Model Change Effects

Based on the event monitoring model, it is possible to determine if and how pro-
cess changes influence a particular point-to-point duration metric. We categorize
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the determinability of effects caused by a process change to a process metric into
the following four groups:

◦ Unchanged—the process model changes do not effect on the process metric.
◦ Indeterminable—the effects of process model changes cannot be identified

nor quantified for any process instance.
◦ Determinable—the effects of process model changes can be identified and

quantified for all process instances.
◦ Partly Determinable—the effects of changes can be identified and quantified

only for some process instances.

We consider not only the process versions but the single process instances for
categorization as we would like to provide a detailed indication on the deter-
minability of the quantification of process changes. If there are changes whose
effects can not be determined exactly, the algorithm determines whether this
indeterminability holds for all process instances. To give an example, an indeter-
minable change in a sequence of process fragments will cause the effect of the
whole sequence to be indeterminable. In the contrary, an indeterminable change
in a branch of an XOR causes only those process instances that executed that
particular branch to be indeterminable, thus, the effects are partly determinable.

Changes can be quantified, if their effects can be measured by PEMPs. This
is the case when the beginning and the end of the added, removed or changed
process fragment, e.g., the insertion of an activity, can be measured by a PEMP.
As shown in Fig. 4b, for the added activity F the enablement and termination
can be measured. Thus, additional time spend during process execution that may
result from the activity F can be identified and quantified to allow a comparison
between the initial process version and the changed one containing activity F.

The process model changes may not be measurable directly. One can think of
only measuring the enablement or the termination of F or nothing. In this case,
the predecessor resp. successor activities may provide some more insights with re-
spect to the timestamps of the newly introduced process fragment. If we assume
that two activities are in sequence and between the termination of the first activity
and the enablement of the second activity no time is consumed, then we can use
the rule, that the measured termination of the first activity is also the time of the
unmeasured enablement of the second activity and vice versa.

With the categorization of the determinability of effects caused by a process
change to a process metric, it is stated whether algorithms that quantify the
changes, e.g., by calculating the duration influence, could be applied or not. Such
calculations are not in scope of this paper, however, we will give an example in
our case study where we validate the approach based on the motivating example.

The presented approach was illustrated along the point-to-point duration met-
ric. However, the approach can be adapted to other metrics as well, e.g., point-
to-point cost metric, the probability to reach a certain point in the process, or
the number of iterations in a process. As long as the metric has a defined start
and end point the approach can be applied as described with (i) transforming
the process model into a measured region model based on the start and end
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points, (ii) enriching the measured region model with change information, (iii)
build the event monitoring model, and (iv) evaluate the effects to the metric
cased by process model changes if possible.

5 Case Study

In the following, we will apply the presented approach to our motivating example
shown in Section 3. As shown in Fig. 1, we have a source process model (process
version 1), on which the insertion of a process fragment, i.e., the insertion of the
activity “Perform Sonography” is performed. This change is logged in the corre-
sponding process model change log and described as Insert(Perform Sonography
after Examine Patient). This indicates that the additional activity needs to be
inserted after activity “Examine Patient”. As already stated in Section 3, the
required point-to-point duration metrics reaches from the enablement of the ac-
tivity “Examine Patient” until the completion of patient’s data updates. Further-
more, in the two process versions six different PEMPs are defined. PEMP1 and
PEMP2 representing the start and the end of the activity “Analyze Blood Sam-
ples”. PEMP3 and PEMP4 providing time measures for the enablement resp.
termination of activity “Examine Patient”, PEMP5 indicating the termination
of the sonography, and PEMP6 providing information about the termination
of the activity “Update Patient’s Records”. Based on this information, we will
evaluate if the effect of adding the sonography to the diagnosis process can be
identified and quantified.

Therefore, the point-to-point duration metrics and the process model, see
Fig. 1a is used to create a measured region model, as it can be seen in see
Fig. 5a. The specialty with the process model in our example is that we need
to consider the upper branch of the AND split as well, although the beginning
of the point-to-point duration metrics is specified just in lower branch. However,
the upper branch will influence the duration in cases when “Analyzing blood
samples” will take more time than the patient examination (process version 1)
resp. patient examination and sonography (process version 2).

Patient’s 

(a)

Patient’s 

(b)

Fig. 5. (a) shows the measured region model enriched by changes from the process
change log that is then transformed in an event monitoring model (b)
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Afterwards, the changes contained in the change log are applied to the mea-
sured region model. In the change log only the insertion of activity “Perform
Sonography” is recorded. Marking the corresponding process fragment in the
measured region model simulates this change, see Fig. 5a - shaded activity.

Using the measured region model as a basis, the event monitoring model is
build by constructing a component tree first, see Fig. 5b. The component tree is
then enhanced by the life cycle information for each node. In the example, the
same life cycle consisting of state transactions enable, begin and terminate and
the corresonding states enabled, running and terminated is used for all activities.
To these state transitions the corresponding PEMPs are assigned and therewith
the event monitoring model is complete.

Having the event monitoring model, we can determine, that we can quantify
the effects caused by the insertion of activity “Perform Sonography”. The evalu-
ation could happen due to the fact that we can measure the completion of the
sonography, i.e., by PEMP5. Further, we can determine the enablement of the
sonography by utilizing PEMP4 that is assigned to the termination of activity
“Examine Patient”, the predescessor of the inserted activity. Since we assume
that during control flow no time is consumed this assumption holds.

In the following, we execute the approach to the motivating example for cal-
culating the overall effect of all changes related to a particular point-to-point
duration. We call these effects duration delta. Each structural change can be
broken down to the addition or removal of process fragments. The local dura-
tion delta of such a change is thus equal to the duration of the added or removed
process fragments. Once all local duration deltas are determined, we need to
compute their effects on the overall duration. This can be done by applying
techniques that are very similar to the aggregation of quality of service proper-
ties for process models, as described in [10] or [11]. These techniques determine
the value of properties like execution time or cost for a whole process model,
given the corresponding property values for each atomic process element. We
can aggregate all local duration deltas to compute the duration delta for the
whole process instance. We use a recursive calculation of duration deltas, which
starts with the root fragment and terminates when a node is reached. When
the recursion reaches a node, we determine the local duration delta for all its
instances (remember that loops may be involved). The local duration deltas are
then aggregated by the parent fragments according to their types during the
roll-up of the recursion until a single value is determined by the root fragment.

For several instances of the diagnosis process, measures are captured by the
PEMPs, see Table 1. Therewith, the requested point-to-point duration as well
as the effect to the duration caused by the insertion of the sonography can be
quantified. Patient 1 needs for the diagnosis after his blood was taken 82 minutes,
patient 2 118 minutes, and patient 3 85 minutes. From this data, we can say that
a patient needs in average 95 minutes (process version 1). The following patients
where treated including the sonography. Patient 4 needs 132 minutes, patient
5 103 minutes, and patient 6 122, in average 119 minutes (process version 2).
These results are not easy to compare adequately. For example, if we calculate
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Table 1. Measures during patient diagnosis process correlated to PEMPs. The ID of
the patient identifies process instances.

patientID PEMP1 PEMP2 PEMP3 PEMP4 PEMP5 PEMP6

1 08:32 08:58 08:32 09:35 09:54

2 09:05 10:40 09:55 10:10 11:03

3 09:43 10:46 09:43 10:55 11:08

4 10:02 10:10 10:02 10:55 11:58 12:14

5 13:30 14:52 13:30 14:05 14:49 15:13

6 13:42 13:56 13:42 15:00 15:36 15:44

the average of all patient diagnoses, we will get 107 minutes. That will lower the
good results of the processing time of the first versions and increase the result of
the second process version. More comparable results would be achieved by hiding
the results of the sonography for the multi-version process analysis. In that case,
the durations of the first three patients will remain, but the results for patient
4 will change to 69 minutes, and for patient 6 to 86 minutes. For patient 5 103
minutes will remain as well, be cause in her case the blood analysis was on the
critical path. With these results we will get an average of 90,5 minutes, which is
more meaningful instead of comparing process versions without considering the
effects of process changes.

With these numbers, the questions raised in Section 3 can be answered.
(i) What are the diagnosis durations after adding sonography activity? This
can be answered by comparing the average durations of process version 1 (95
minutes) and process version 2 (119 minutes). The sonography extends the diag-
nosis duration by 24 minutes in average. (ii) Are the durations for the unchanged
part of the model different before and after adding sonography? The answer is
yes, as we can see if we hide the sonography durations, the overall run time got
slightly better. Process version 1 took 95 minutes in average; if we compare all
process instances (process version 1 and 2) then the average is 4,5 minutes faster.

Multi-version process monitoring and analysis is enabled by these measures
and the ability to quantify process model changes. It brings huge benefits to the
evaluation phase of the BPM life cycle and therewith allows better improvements
on business processes.

6 Related Work

The presented work builds on process versions and their process model changes.
However, we abstract from actual details of version management methods and
assume that the implemented version management method provide two essential
functionalities: (1) retrieving a specific process version and (2) retrieving the set
of change operations that transform one process version into another. The version
management methods [12] and [13] meet these assumptions. [12] proposes a
method for version control of process models based on change operations. The
initial version of a process is stored as a whole, while all succeeding versions
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are only stored as the set of basic change operations. [13] decomposes process
models into process fragments using SESE components, which then are used as
the primary entities of a versioning system for process models.

One of the inputs for our approach is the process model change log. These
changes can be described by change patterns that are investigated in multiple
works. In [14] change patterns on arbitrary process fragments are used to model,
store and retrieve process variants resp. versions by utilizing the concept of
adjustment points. [15] defines a set of change patterns on canonical SESE com-
ponents in a RPST. Based on these patterns, the authors are able to determine
all changes needed to transform one process model into another. This technique
could be used to determine the set of change operations between two process ver-
sions, if the version management method cannot provide them. Weber et. al [9]
define an extensive and detailed classification of changes to process models into
so-called adoption patterns. We used these adaption patterns in our approach,
because they provide the right level of abstraction by being detailed enough
to unambiguously define their effects on a process model, while still carrying
enough semantic information to determine the intention behind the changes.

The approach presented in this paper aims to enable business process intel-
ligence (BPI) in multi-version process execution environments. The capability
to monitor, visualize, and evaluate business process execution is one core topic
of BPI [2], which addresses “managing process execution quality by providing
several features, such as analysis, prediction, monitoring, control, and optimiza-
tion" [3]. Bringing awareness about process changes that influence process met-
rics can be seen as one of that features of BPI. In [2], the authors argue that
process monitoring and analysis are vital to BPI and propose, based on the
specific requirements of BPI, a reference architecture, composed of an integra-
tion layer, a functional layer, and a visualization layer. The approach presented
in this paper targets at the functional layer, i.e., enabling the comparability of
process execution measurements from several process versions.

Del-Río-Ortega et al. [16] introduced the concept of process performance indi-
cators (PPI), the process related form of key performance indicators, to enable
process evaluation. PPIs target on process measurements, e.g., time, costs, and
occurrences. Our presented approach could support the measurements from sev-
eral process versions and can ensure the comparability of the PPIs.

7 Conclusion

In this paper, we presented an approach to determine whether the effects of pro-
cess model changes influences a particular process metric, i.e., a point-to-point du-
ration metric. We further investigate if the influences can be quantified so that a
multi-version process analysis is applicable. Therefore, we reduce the original pro-
cess model to a measured region model based on the given point-to-point duration
metric to identify the metric influencing processmodel elements. Based on the mea-
sured region model, we apply the corresponding process model changes recorded
in the change log and structure the resulting model via a component tree. The
component tree is enriched by the life cycle information for every node and the
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corresponding process event monitoring points are attached to it. This enriched
component tree form the event monitoring model that could be used for determin-
ing whether the process model changes could be identified and quantified to ensure
a reliable multi-version process analysis. Motivated by an example from a German
hospital, we show the whole technique for a diagnosis process.

In this paper, we used the point-to-point duration process metric as example.
The effects on other specific process metrics can be determined with the event
monitoring model as well, which we will prove in future work. Our approach does
not consider indirect dependencies between process elements nor non-structural
properties of process elements. We disregard sub-process relations as such process
models could be flattened. The approach does not support process models with
nested loops, multi-instance nodes and loop nodes.

With the approach multi-version process analysis is possible. Effects of process
model changes may can be identified and quantified and hide for several process
analysis tasks. The approach applies also to process monitoring and process simu-
lation. It is possible to simulate process model changes and evaluate the behavior
of the surrounding nodes with respect to the given process metric.
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Abstract. Many of today’s ITprojects transformapplication landscapes.
Transformation is a challenging task that has significant effect on an orga-
nization’s business processes and the organization itself. Although models
are necessary to accomplish this task, there are no specialized modeling ap-
proaches for transformation. We describe what such a specialized modeling
approach should be capable of. This will allow the adaption of existing ap-
proaches and thus support the transformation of application landscapes.

Keywords: application landscape, enterprise architecture, transforma-
tion, migration, co-evolution.

1 Introduction

Enterprises use models of application landscapes for many purposes. One of them
is to support the transformation of application landscapes like in the following
example:

An insurance company introduces a new customer relationship manage-
ment (CRM) system which replaces a legacy application and provides
new possibilities for handling documents. In addition, a back-office sys-
tem replaces the previous custom-made software for commission calcu-
lation. Millions of data records need to be migrated to the new systems.
Several applications (e.g. offer calculation, electronic application form,
and bookkeeping) need to be adapted so they can exchange data with
the new systems.

Releasing all changes in a “big bang” approach seems too risky, so
the company opts for an incremental transition in two steps:
1. Transition to an intermediate to-be landscape.
2. Transition to the final to-be landscape.

The transformation affects the users because they have to adapt their
work processes. For example, the “offer calculation” process has to be
altered to avoid data duplication. Instead of entering the customer’s
data into the offer calculator, it has to be entered into the CRM system
and then imported by the calculator.
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Transformation may be triggered by business needs, legislation and strategic
technological decisions. An organization, its business processes and its applica-
tion landscape are interwoven and changes to one of them are likely to affect
the others. This effect is called co-evolution (see [14]). Thus, transformation re-
quires knowledge about applications and their dependencies, knowledge on how
applications support business processes, and knowledge on how users work with
applications. To acquire that knowledge, a vast amount of information has to
be gathered and analyzed; information that changes frequently and cannot be
gained by measuring and automated analysis only. Observations, interviews and
assumptions add to the body of acquired knowledge. Models are a means to
record this knowledge and make it accessible.

A large number of modeling tools1 and notations support modeling of applica-
tion landscapes. We claim that despite they have been in use to help transforming
IT landscapes, they are not adjusted well enough for that purpose. For example,
they give little guidance on how to create models from a huge amount of – pos-
sibly contradicting – information. Furthermore, it is often neglected in modeling
that technical aspects and domain aspects of an application landscape need to
be analyzed in conjunction with one another.

Our claim will be elaborated by presenting these contributions:

– We define what transformation of application landscapes means and how
models are used in that area.

– We present six requirements that should be fulfilled by modeling approaches
that are used to support application landscape transformation.

– We will show how well existing modeling approaches fulfill these require-
ments.

In conclusion, the reader will see that modeling approaches are currently not well
suited for application landscape transformation and that adapted approaches
would be useful.

The contributions presented in this paper are the result of ongoing research.
Five real-world projects were analyzed to identify what characterizes “transfor-
mation” and to derive requirements for modeling approaches. The projects were
conducted by companies from different domains, namely banking, logistics, and
wholesale. The author was actively involved in three of those projects. Litera-
ture ([6] and [13]) served as additional input for the concept of transformation.
All results presented in this paper were evaluated by seven experts that helped
transform application landscapes as project manager, IT department manager,
consultant, or software architect. None of the experts are affiliated with the
author’s employer or research group.

2 Transformation of Application Landscapes

The term application landscape “refers to the entirety of the business applications
and their relationships to other elements, e.g. business processes in a company”
1 For example, Buckl et al. list 41 of such tools in [2].
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[4, p. 12]. More precisely, we will use this term only if the applications are used
in the context of human work and some of the applications are directly used
by people. As a counterexample, a group of applications that jointly and fully
automatically carries out business processes is not considered an application
landscape in the context of this paper.

Transformation is inevitable in the life cycle of application landscapes. We
use the term to describe substantial, business-critical changes in an application
landscape that have significant impact on an organization’s business processes
and on the people that work with the applications. Hence, transformation is a
form of co-evolution which means “that the evolution of one domain is partially
dependent on the evolution of the other [...], or that one domain changes in the
context of the other.” [14]

In this paper, we focus on the impact of transformation on business processes
and on the people that execute them. This view was influenced by the concept of
application orientation which is one of the main pillars of a software development
approach called Tools & Materials approach (see [23]): “Application orientation
focuses on software development, with respect to the future users, their tasks,
and the business processes in which they are involved.” [23, p. 4]. Accordingly,
we aspire towards an application oriented approach to transformation of applica-
tion landscapes. Yet, there are other aspects of application landscapes that are
of importance for transformation, such as costs, maintainability, security, and
scalability. They will, however, not be covered by this paper.

Transformation is usually carried out as a project that includes several types
of activities:

– Collect information: Technical aspects (e.g. dependencies) and business as-
pects (e.g. supported business processes) of the application landscape have
to be gathered. This is either done before or during modeling.

– Evaluate and decide: The goals of the transformation have to be defined and
the current state of the application landscape has to be evaluated. For all
affected applications, the necessary changes need to be identified.

– Plan: Planning activities for transformation are comparable with “regular”
IT projects. A lot of tasks have to be aligned in order to fit into the overall
roadmap.

– Involve the organization: Lots of communication is required to explain the
goals, decisions and deadlines to all those affected by the transformation.

– Execute: The transformation is executed. The operations that constitute a
transformation are:

– bringing an application into service
– changing an application
– placing an application out of operation

More accurately, these operations are relevant to transformation projects
only if they affect several applications (e.g. by adding a new dependency to
the application landscape). Hence, “end-to-end” tests of business processes
are required to ensure that the application landscape works as expected.
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In this paper, projects that include these activities and transform an applica-
tion landscape are called transformation projects. Although the list describes
what activities are typical for transformation projects, it may not be com-
plete. As mentioned in Sect. 1, this list of activities was derived from real-world
transformation projects and evaluated by experts.

3 Modeling in Transformation Projects

The requirements we will lay down in this paper aim at increasing the value
that models provide to transformation projects. To understand what value that
is and who benefits from it, we will discuss the following questions:

– How and what for are models used?
– What kinds of models are relevant for transformation projects?
– What is modeled?
– Who uses the models?

We will answer these questions in the following subsection. Examples for use of
models in transformation projects conclude this section.

3.1 Characteristics of Modeling in Transformation Projects

In transformation projects, models are often used to evaluate the current state
of an application landscape and to develop possible future states. The main pur-
pose of the latter is to explore possibilities and to anticipate the consequences of
transformation. This is of particular importance for the activities summarized as
“evaluate and decide” in the previous section. In general, “the purpose of a model
covers a variety of different intentions and aims such as perception support for
understanding the application domain, explanation and demonstration [. . . ], op-
timization of the origin, hypothesis verification through the model, construction
of an artifact or of a program” [20, p. 86].

Transformation projects require models that depict the context in which an
application landscape is used – the terminology of the domain, business pro-
cesses and how the application landscape supports these processes. Models that
represent a domain are called conceptual models. They may be interpreted as a
“collection of specification statements relevant to some problem” [12, p. 42].

Other types of models used in transformation projects show the internal struc-
ture of an application landscape – its software systems and their dependencies.
Models depict either what software systems and dependencies exist generally in
the landscape or how they work together during the execution of certain business
processes. Yet other types of models focus on the dependencies between software
systems and the hardware they run on.

The activities described in Sect. 2 involve various stakeholders like domain
experts, IT experts, managers, and users. Since different kinds of models are
commonly used to support these activities, modelers are relevant stakeholders
too. A stakeholder’s view on the application landscape is shaped by their goals
and activities and may differ substantially from other stakeholders’ views. A
view can be expressed with one or several models.
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3.2 Examples

The following examples illustrate how models are used in transformation projects:

– As-is models of the structure of the application landscape foster discussion
about the applications that might be affected by a transformation. Also, the
models serve as a baseline for the development of to-be models that show
possible future states of the application landscape’s structure.

– As-is and to-be models are used to analyze which dependencies have to
be added, deleted, or modified and which interfaces need to be changed or
introduced.

– Some transformation projects are carried out in several releases, transitioning
incrementally from the as-is state to the to-be state. Models are used to
determine the technical and process-related dependencies. This allows to
decide which changes will be carried out in which transition.

– Models are used to develop to-be processes that fit the to-be state of the
application landscape. The transformation’s consequences on the way users
work with their applications are communicated with the help of such models.

– To-be models allow cross-checking the planned to-be state of the applica-
tion landscape and its intended use. Such cross-checks are useful to detect
shortcomings in the planned to-be states.

– Models are used to develop test cases that ensure that the application land-
scape supports the business processes as expected – during transitions and
in the final to-be state.

Creation and use of models like in these examples require a suitable mod-
eling approach. In the next section, we will describe what constitutes such an
approach.

4 Six Requirements for a Modeling Approach for
Transformation Projects

A graphical modeling approach should provide a modeling language and a mod-
eling procedure (see [10]). In addition, we consider tool support essential for
use in real-world projects. Furthermore, any modeling approach should provide
means to achieve high quality of models. Quality attributes that generally apply
to models are for example correctness, consistency and comprehensibility (see
[15]).

We claim that there are additional requirements to modeling approaches
that are due to the nature of transformation projects. Also, we argue that
stakeholders would benefit from using a modeling approach that meets these
requirements. The following collection of requirements was compiled from an
application-oriented point of view. Hence, the requirements focus primarily on
how application landscape, business processes and the people who execute them
are intertwined. 12 requirements – derived from the same five real-world projects
described in Sect. 1 – were evaluated by the same experts who assessed what
activities are typical for transformation projects. The six requirements rated as
most relevant are:
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Requirement 1: The modeling approach should make the available informa-
tion manageable.

A model is an abstraction of an original (e.g. an application landscape) that
contains only selected properties of that original. It is generally assumed that
all the properties of the original are known and that the selection of properties
that are represented in the model is driven by the goal of the model. However,
this assumption does not hold in the context of application landscapes. There
is extensive information available about an application landscape and its use.
In large organizations this information changes constantly. Since transformation
projects do not only require technical information but also information on how
the landscape is used, the problem is aggravated:

“The only complete specification of a system is the system itself, and the
only complete specification of the use of a system is an infinite log of its
actual use [. . . ].” [5, p. 255].

For these reasons, it is not possible to create a “complete” model within lim-
ited time and effort. Information on complex application landscapes is both in-
complete and beyond comprehensibility. Therefore, a modeling approach should
provide some guidance on how to create and use models in such an environment.

Requirement 2: The modeling approach should be able to express contradic-
tions.

It is tempting to assume that models of application landscapes show facts. After
all, applications are technical systems and information about them can be mea-
sured or at least gathered automatically. But even if that were the case with all
the technical information, some interpretation is necessary to create models from
that information. In addition to technical information, transformation projects
require information about how people use an application landscape (see Sect. 3).
In some cases, log files can be used to analyze application usage (see [21]). But
to a certain extent modelers have to rely on interviews and observations. Hence,
modeling in the context of application landscapes is a social process. It has to
account for the personal goals and needs of the people involved. For example,
a stakeholder might present an assumption as a fact, withhold information, or
(consciously or not) falsify information. In such an environment, contradictions
will emerge.

Requirement 3: The modeling approach should be able to express how an
application landscape supports business processes.

In transformation projects, stakeholders use models to understand which busi-
ness processes depend on which applications. However, this information does not
suffice to plan how work processes and organizational units are affected by the
transformation. This requires knowledge of how exactly applications are used in
business processes. In particular, this information is needed for testing.
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Requirement 4: The modeling approach should be able to express an appli-
cation landscape’s dependencies even for business processes that use several
applications and are carried out by more than one organizational unit.

Models of such processes are prone for errors as the people that are involved in
them usually are familiar with fragments of the process only. The information
they can provide on how application landscapes and business processes work
together may be inaccurate. The division of work results in little understanding
of overall processes. Modeling approaches should consider that.

Requirement 5: The modeling approach should be able to express dependen-
cies between applications even if they cannot be mapped to technical inter-
faces.

There are various kinds of dependencies in an application landscape like calls
(of functions, methods etc.), shared data, shared hardware (e.g. same network
segment), and shared runtime environments (e.g. virtual machine). At least in
theory, some information about dependencies can be gathered by analyzing in-
terface access. This increases confidence in the information that is depicted in
a model. But there is another kind of dependency that does not correspond to
any technical interface and can only be recognized by analyzing business pro-
cesses: Dependency by time and order. For example, a stakeholder may use the
results of one task (carried out with application A) to decide, how to carry out
another task with application B. If application A was to be changed or replaced
in a transformation project, the way how stakeholders use application B could
be affected. Such dependencies have to be considered in transformation projects
and in modeling.

Requirement 6: The modeling approach should be able to express how an
application landscape changes over time.

As illustrated by the example in Sect. 1, application landscapes undergo a series
of changes until their desired state is reached at the end of a transformation
project. Thus, it is important for stakeholders to know how and when changes
will affect their work processes. This is not just a matter of project planning but
of communication.

In the next section, we will evaluate how well existing modeling approaches
meet the requirements.

5 Evaluation of Existing Modeling Approaches

The goal of this evaluation is to test our claim that existing approaches are not
suited well enough for transformation projects. As mentioned in Sect. 1 there
is a large number of modeling languages, frameworks and tools that deal with
application landscapes. Our evaluation focuses on approaches that fulfill certain
criteria or are open for extension so that the criteria could be fulfilled by adapting
the approach. The criteria are:
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– The approach consists of a modeling notation, a methodology for creation
and use of models, and tool support.

– The approach can express different views on an application landscape (as
described in Sect. 3). It is able to depict technical information and domain
knowledge.

Since these criteria are possibly matched by many professional modeling tools
we chose one tool as a representative and omitted other commercial products
from the evaluation.

In the following sub-sections we will give a short introduction to the ap-
proaches that were included in the evaluation. The section is concluded with the
results of the evaluation.

5.1 UML

The Unified Modeling Language (UML, see [19]) has its origins in the area of
software engineering but lays claim to be much more versatile:

“UML is a general purpose language, that is expected to be customized
for a wide variety of domains” [17, p. 211].

UML is adaptable and can be modified to depict application landscapes. Such
an adaption is reported by Heberling et al. in [8]. Countless modeling tools
support UML. However, UML does not include a methodology for how to create
or use models:

“[UML] is methodology-independent. Regardless of the methodology that
you use to perform your analysis and design, you can use UML to express
the results.” [16]

UML was included in the evaluation for its extensibility and widespread
adoption.

5.2 ArchiMate

ArchiMate was developed to model enterprise architectures (which application
landscapes are a part of). It does not include a methodology but an informal
description of usage scenarios that are expressed as a collection of viewpoints
(see [18]). Since version 2.0, ArchiMate can be used in combination with The
Open Group Architecture Framework (TOGAF, see [9]) for enterprise architec-
ture development. However, TOGAF does not provide any guidelines on how to
create or use ArchiMate models.

As UML, ArchiMate is a standardized and established modeling language that
is supported by many tools and was thus included in the evaluation.
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5.3 EAM Pattern Catalog

The EAM patterns described in the Enterprise Architecture Management Pat-
tern Catalog [2] are a collection of problems and fitting solution patterns in
the area of IT enterprise architecture management. This descriptive approach
presents best practices for analysis, graphical representation, and information
modeling. The patterns aim at enhancing existing approaches. For example, the
catalog’s methodology patterns concretize TOGAF and the viewpoint patterns
show applications of UML, ArchiMate, and software maps (see [3]). Due to the
nature of this approach, the criterion of tool support can be neglected.

Methodology patterns describe the use of models. Since this approach tends
to interpret graphical models as mere visualization of an underlying information
model, there is no guidance on how to create models. Yet, this approach was
included in the evaluation because it is grounded in practice and many of the
patterns are implemented by professional modeling tools.

5.4 MEMO

Multi-perspective enterprise modeling (MEMO, see [7]) is a framework for the
development of domain specific modeling languages for use in enterprise mod-
eling. Examples of such languages are the business process modeling language
OrgML and the IT Modeling Language (ITML, see [11]) for IT management.

All MEMO languages share a common meta-model that ensures interoper-
ability of languages. MEMO is meant to be extended and provides a meta-
methodology for modeling that can be used to develop a language-specific
methodology. A tool prototype demonstrates that tool support is feasible.

MEMO was included in the evaluation because it provides adequate concepts
to create a modeling approach for transformation projects.

5.5 ADOit 5.0

ADOit is a commercial tool for architecture management developed by the BOC
Group [1]. Its meta-model can be adapted to meet the requirements of transfor-
mation projects. Yet, already the meta-model’s default configuration suffices to
model technical and domain aspects of application landscapes. Although ADOit
is not coupled to a specific methodology for creation and use of models there are
predefined views and queries that suggest certain usage scenarios.

ADOit was included in the evaluation because of its adaptable meta-model
and the availability of a free-of-charge community edition. The tool is relevant
to the German market and documentation is available. The vendor proved to be
accessible for discussion. However, it should be noted that these criteria might
also be met by other vendors (and their tools, respectively).

5.6 BEN

The Business Engineering Navigator (BEN, see [22]) developed at the Univer-
sity of St. Gallen is an approach for managing IT enterprise architecture. It
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offers support for modeling IT and its relation to business processes. BEN pro-
vides some guidance on how to analyze models of application landscapes and
tool support is available. It was included in the evaluation because it covers
application landscapes from a business engineering perspective.

5.7 Evaluation

In this section, we rate how well the approaches that were described briefly in
the preceding sections meet the requirements laid down in Sect. 4. The results
are summed up in Table 1 and explained in the remainder of this section. We
use the following values for the rating:

++ Requirement is fulfilled.
+ Rudimentary but insufficient solution for requirement.
= Requirement not fulfilled but approach offers means for enhancement.
– Requirement not fulfilled.

Table 1. Results of the Evaluation

Requirement UML ArchiMate EAM-Patterns MEMO ADOit BEN
1 manageable information = = + = = –
2 contradictions + – – – = –
3 business process support ++ + + + + –
4 dependencies across

boundaries
++ ++ + + + +

5 non-technical dependen-
cies

= = – = = –

6 change over time – + + = ++ +

Requirement 1 (manageable information): To make the amount of infor-
mation manageable, one can simply include less of it in a model – either by
constricting the modeling language or by switching to a more coarse-grained,
generalized perspective that omits detail. Even if a modeling approach does
not support these mechanisms explicitly they can always be applied by con-
vention. If an approach enforces such conventions (like UML by providing
profiles, see [19]) we rated it with “=“. The EAM patterns approach was
rated “+” because for every concern it addresses corresponding information
model patterns. These patterns help a modeler to identify which information
is needed to provide a model for the given concern.

Requirement 2 (contradictions): Contradictions will catch a stakeholder’s
eye during modeling or during use of models. The approaches presented
above give little guidance on how to model and contradictions are not men-
tioned at all. However, some approaches offer generic means to at least an-
notate contradictions. UML provides stereotypes and tagged values (see [19])
for that purpose and ADOit’s meta-model could be adapted to achieve a
similar possibility.
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Requirement 3 (business process support): Several approaches can
express which activities an application is involved in. UML offers activity dia-
grams and partitions (see [19], often called “swim lanes" in other approaches).
ADOit allows modelers to link activities to applications. In addition, it pro-
vides several queries to analyze the usage of an application landscape in
business processes. ArchiMate’s business layer only allows for modeling of
coarse-grained process chains but they can be linked with services and com-
ponents in the application layer. Several similar viewpoint patterns can be
found in the EAM pattern catalog. MEMO’s meta-model includes a rela-
tionship between business processes and applications (see [7]) which allows
for the creation of a MEMO language that fulfills this requirement.

Requirement 4 (dependencies across boundaries): The dependencies de-
scribed in this requirement can be expressed with UML’s activity diagrams
and ArchiMate (for example with the introductory and layered viewpoint
described in [18]). An overview of such dependencies is provided by so-called
Process Support Maps that show which applications support which business
processes. Such visualizations are described in the EAM patterns catalog
(e.g. viewpoint patterns V-29 and V-30, see [2]), in ADOit, and in BEN.

Requirement 5 (non-technical dependencies): To express dependencies
between applications that cannot be mapped to technical interfaces, both
modeling language and methodology have to be considered. Since no approach
provides both, none was rated “+” or “++”. Approaches with extensive possi-
bilities to depict dependencies or generic relation types were rated “=“.

Requirement 6 (change over time): The approaches included in the evalu-
ation provide three different means to express how an application landscape
changes over time:

The first is provided by EAM patterns, BEN, and ADOit which allow to
model the life cycle of applications. The second possibility is a model of the
application landscape that combines as-is and to-be applications. ArchiMate
(viewpoint “Implementation and Migration”, see [18]) and ADOit support
this kind of model. Additionally, ADOit offers a time-based filter that helps
tracking changes over time. Third, BEN’s tool support allows for pairwise
comparison of models. This functionality can be used to compare as-is and
to-be models with each other.

6 Conclusions and Further Work

In this paper, we introduced a type of project that deals with extensive changes
to an organization’s application landscape – transformation projects. We look at
transformation from an application-oriented point of view that focuses on how
an application landscape is used in business processes. This point of view relies
on models of the application landscape and its use.

We argued that specific requirements for modeling exist in this area and that
it would be beneficial for modeling approaches to meet these requirements. This
would improve their suitability for transformation projects. Six such require-
ments were presented. An evaluation of existing approaches showed that some
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approaches provide means to fulfill some of these requirements. None of the
approaches met all the requirements. However, it is not necessary to invent a
completely new modeling approach for transformation projects. We plan to show
that existing approaches can be complemented so that they are better suited for
transformation projects. Therefore, we will create an enhanced approach to show
the feasibility of this idea. The enhanced approach will then be evaluated to test
our initial claim: Fulfilling the presented requirements leads to a more useful
modeling approach for transformation projects.
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Abstract. Business Intelligence (BI) and analytics play a critical role in
modern businesses by assisting them to gain insights about internal op-
erations and the external environment and to make timely data-driven
decisions. Actions resulting from these insights often require changes
to various parts of the enterprise. A significant challenge in these con-
texts is to systematically connect and coordinate the BI-driven insights
with consequent enterprise decisions and actions. This paper proposes a
methodology for closing the gap between what an enterprise senses from
BI-driven insights and its response actions and changes. This methodol-
ogy adopts and synthesizes existing modeling frameworks, mainly i∗ and
the Business Intelligence Model (BIM), to provide a coherent step-by-
step way of connecting the sensed signals of the enterprise to subsequent
responses, and hence to make BI and analytics more actionable and un-
derstandable. Applicability of the proposed methodology is illustrated in
a case scenario.

Keywords: Business Intelligence, Data Analytics, Adaptive Enterprise,
Sense-and-Respond, Modeling framework.

1 Introduction

Business Intelligence (BI) and analytics have gained a great deal of attention
from both academic and business communities over past two decades [5]. These
systems serve as sensing mechanisms of the enterprises by providing insights
about their strategic goals, operations, performance, as well as the external en-
vironment, and assist them to respond to critical situations and take advantage
of emerging opportunities. However, a critical challenge to the adoption of these
systems is the lack of understanding of how to use analytics and the insights
resulting from them to improve the business [20, 31]. In other words, a leading
challenge in using insights from BI is to connect them to business operations
and hence shorten the latency. Latency is defined as the time taken from some-
thing happening within or around the enterprise to the moment when it reacts
to it [26].

J. Grabis et al. (Eds.): PoEM 2013, LNBIP 165, pp. 114–128, 2013.
c© IFIP International Federation for Information Processing 2013
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BI-driven insights can stimulate corrective actions and changes within various
layers and different parts of an enterprise [31]. For example, a manufacturing
company that uses BI solutions may find an increasing trend in the production
costs. To reduce the costs, this company may change the manufacturing layout
or may decide to modify the inventory ordering policies. A hospital which uses
analytics may see a long waiting time in the reception room and decides to
increase the number of physicians and/or change their work schedules. A bank
whose web analytics show a decreasing trend in number of online banking users
and transactions, may decide to change the interface and the web-page design to
make it more user-friendly and increase its ease of use. In all of these contexts, in
order to trigger new changes across the enterprise and to take action at the right
time, BI-driven insights must be easy to interpret, linked to business strategy,
and embedded into organizational processes [20].

To tackle this problem, we propose a model-based methodology for closing the
gap between what an enterprises senses from the BI insights and their response
actions and changes. The proposed methodology adopts and synthesize several
requirements engineering modeling frameworks, including i∗ [28, 29, 32] and
Business Intelligence Model (BIM) [8, 3, 1, 14], to provide a systematic and
coherent way of connecting the BI-driven insights to the consequent business
action and changes. Our methodology assists business users to conceptualize
strategic goals and to design the sensing mechanisms for monitoring those goals.
It helps them generate and analyze the alternative response actions, to make
trade-offs between them, and to find the most suitable next action. Finally, the
methodology aids analysts to obtain new requirements to adapt the BI system
to the new enterprise context resulting from the sense-and-respond loop.

The rest of this paper is structured as follows. Section 2 reviews related work
and highlights the need for the proposed methodology. Section 3 provides an
example to illustrate and motivate the research problem. Section 4 presents
the proposed methodology and illustrates its applicability on the motivating
example. The paper ends with concluding remarks and future work directions in
Section 5.

2 Related Work

In this section we review related works and published papers and clarify the
position of this paper within previous works.

Managing change and facilitating adaptiveness has been a continuous theme
in enterprise architecture [31]. In 1995, Stephan Haeckel proposed a sense-and-
respond model of adaptive enterprise as a new management tool for achieving
competitive advantage in dynamic business environment [13]. An adaptive enter-
prise has the ability to sense environmental signals sufficiently and to translate
them quickly into meaning and subsequent actions [11]. Haeckel described the
transformation frommake-and-sell enterprise, characterized by high-volume/low
cost mass production, to sense-and-respond enterprise which is modular, fluid,
and effectively responds to dynamic and non-linear changes. He emphasized
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to design adaptive enterprise based on sense, interpret, decide, and act loops
[13, 11, 12]. Inspired by Haeckel’s works, Buckley et al. [4] and Kapoor et al.
[18] proposed a technical framework for sense and respond business and perfor-
mance management. Their framework utilizes and integrates optimization and
analytics models to enable proactive management and control of business re-
sources. They implemented prototypes and showed applicability of the proposed
framework for adaptive inventory management and demand/supply conditioning
in two pilot projects in IBM divisions. This line of research was continued by
Chowdhary et al. [6], where they applied model-driven techniques to IBM Busi-
ness Performance Management (BPM) solution and illustrated their framework
in a scenario of a pilot project. Also, Kapoor et al. [19] proposed a model-driven
development framework for a sense-and-respond supply chain.

Nguyen et al. [23] proposed a real time service-oriented BI architecture (called
SARESA) that covers sense and respond loop and thereby aims to decrease the
reaction time. They implemented and illustrated their approach in a mobile
phone fraud detection application which analyzes the phone calls and issues
relevant alarms in fraud cases. Panian [26] discussed the notion of real-time
decisioning as an analytic approach that allows enterprise to automate the “next
best action” based on performance goals. He proposed six general steps which
needs to be accomplished in order to make real-time decisioning work. In another
work, Panian [25] discussed the characteristics and benefits of Service-oriented
Architecture (SOA) and suggested to use BI solutions as Web services in an SOA
environment.

Although these works contribute to the field and aim to increase enterprise
adaptiveness, the proposed solutions are either in the form of technical architec-
tures for specific settings or in terms of a set of general managerial principles and
guidelines. Indeed, there is a lack of enterprise models that allow for analysis of
adaptiveness as well as a systematic step-by-step way of closing the sense-and-
respond loop in business contexts. Yu et al. [31] discussed various research chal-
lenges and directions about adaptive enterprise architecture. They mention the
lack of a framework that includes collection of modeling constructs from various
frameworks (e.g., goal modeling [7], social modeling [32], system dynamics, and
BIM framework) in order to model and analyze the change and adaptiveness of
the enterprise.

Recent efforts have attempted to introduce business-level modeling to provide
a higher level abstraction for BI. The BIM framework [3] conceptualizes the busi-
ness operations, strategies, situations and performance indicators in a way that
can assist exploiting the huge amounts of data collected by enterprise. An em-
pirical evaluation of the BIM in a Toronto hospital reported that BIM models
enhance communication between technical and business stakeholders and sup-
port implementation in BI projects [2]. Horkoff et al. [14] proposed a detailed and
precise definition of BIM concepts and a methodology for development of these
models. It reviewed and extended BIM reasoning techniques with composite
and incomplete indicators, summarized information requirements and connected
them to the proposed methodology. Horkoff et al. [15] used OWL Description
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Logic (DL) to provide a formal semantics for BIM language. The semantics serves
as a connection to DL reasoners in order to assist various “what-if?” analyzes,
to detect inconsistencies, and to automatically classify defined concepts relative
to existing concepts.

While the BIMmodeling framework assists enterprises to utilize their data and
provides them a better understanding of business, its connection to the action
side has not been elaborated. In other words, BIM framework can help business
users to sense and partially interpret how well they are doing with regarding to
strategic goals, but it does not address the decide-and-act side of the sense-and-
respond loop. We believe that business analysts need a more complete modeling
framework which can assist them to achieve enterprise adaptiveness by closing
the sense-and-respond loop thus making BI and analytics more actionable. The
main contribution of this paper is to fill this gap by adopting and synthesizing
the BIM framework with other frameworks in order to bridge the gap between
BI-driven insights and consequent enterprise actions.

3 Motivating Example

In this section we consider a hypothetical example of a North American company,
TVStars Inc., in the market of electronics, whose main products are TV and
Home Theatre. The company has the vision of becoming a prestigious market
leader recognized for its high performance products. The CEO and other senior
managers of the company understand that the current business market in which
they are operating is highly competitive, dynamic, and rapidly changing. To
survive and thrive in this environment, they believe the company must be able
to sense and adapt to changing market needs, to predict and cope with emerging
threats, and still be able to monitor and satisfy stakeholder needs.

To monitor business performance and to enable managers to make data-driven
and fact-based decisions, the company has recently deployed a BI solution. In this
system, the performance of the business is made visible to responsible managerial
positions and analysts by usingmonitoring dashboards and graphical display func-
tions in the user interface.Using theBI system, the companyhas founda downward
trend in the number of new and loyal customers.Moreover, the analytics show that
the manufacturing costs of the company are above the planned targets. Having
these insights, the managers and other BI users aim to improve the business per-
formance. In this condition, they have faced a critical challenge which is lack of un-
derstanding how to use the output of BI system to improve business performance.
They find it challenging to derive suitable corrective actions from the insights pro-
vided by the BI system. Theywant to know:What are the possible business actions
(enterprise responses) to deal with the current bad performance in the indicators?
Is it a good idea to target a new market in Europe and to sell our products there?
Should the company change the product packaging policies from outsourcing to
insourcing and hence reduce the manufacturing costs? Which of these is the most
suitable business actions in this situation? After following/implementing it, how
can we monitor the improvements?What are the new requirements for the current
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Fig. 1. Overview of the proposed methodology

BI system? How changes and enhancements to the BI system should be included
as part of the response action? The main contribution of this paper is to propose a
modeling framework that assist such organizations to facilitate coping with these
challenges.

4 Proposed Method

In this section, we present the proposed methodology and show its application
on the hypothetical example described in Section 3. Figure 1 shows an overview
of the methodology and the inputs and outputs of the steps.

Step 1: Design the sensing based on the BIM model. In this phase,
the first activity is to construct a business schema to support modeling and
analysis of the enterprise and its performance. For this purpose, we use the BIM
framework because it assists business users to utilize and make sense of huge
amounts of data about the enterprise and its external environment. This frame-
work provides business analysts with a modeling and query language to reason
about business objectives, strategies, situations, tasks and performance indica-
tors and hence to realize how well they are doing with respect to strategic goals
and objectives. BIM draws upon well-known business concepts which makes it
business-friendly and understandable for users. A methodology for constructing
BIM models has been proposed in [14].

A BIM schema provides a picture of the goals structure of the enterprise along
with the corresponding indicators and shows how well they are met. The BIM
modeling concepts are adopted and synthesized from business and management
literature and also requirements engineering sources, e.g. Balanced Scorecard and
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Fig. 2. Part of the TVStars BIM schema

Strategy Maps [17, 16], SWOT analysis (strengths, weaknesses, opportunities,
and threats) [10], and goal-oriented requirements engineering [29, 9]. Reference
[8] presents a full list of the concepts, definitions and examples of BIM.

Figure 2 shows part of the BIM schema of TVStars Inc. company, where the
goal, influences and relationships, indicators (red on top, yellow on middle, green
on bottom), and situations are modelled. The top level goal of the company is
shareholder value increased. To achieve this goal, the company looks to meet the
goals to reduce costs and to increase revenue. Moreover, to control the perfor-
mance, the company have defined indicator(s) for each goal, e.g., number of loyal
customers and number of new customers for the goal to attract and retain best
customers. It shows how the organizational goals are refined into alternative ac-
tions that are means toward achieving those goals, e.g., a possible way to attract
and retain best customers is to offer promotions for loyal customers. In addition,
this model shows the external situations that are affecting the company’s goals,
e.g., ineffective distribution channel of the company, negatively affects the goal
to increase product sales.
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After constructing the BIM model, the next activity in the proposed method-
ology is to analyze the indicators and select those for which the current per-
formance is not excellent (red and yellow zones). This activity results in a set
of indicators for which improvements and corrective actions (i.e., enterprise re-
sponse) are needed. Analyzing the indicators in the BIM model is part of the
sensing step of adaptive enterprise loop and assists business people to understand
how well they are doing with regarding to their strategic goals and what/where
are the possible areas of improvements.

At the current time, using the BIM model in Figure 2, the TVStars Inc. senses
that it has an average performance (yellow zone) in meeting its top goal. More-
over, the company realizes that the current performance with regarding to the
goals to increase revenue and to attract and retain best customers are deficient,
since the corresponding indicators are red. Also, the business analysts find that
the total costs indicator is below the threshold and hence the corresponding in-
dicator is in green zone, i.e., satisfactory level of costs. Having this model, and
considering the competitive dynamic business market, the TVStars Inc. decides
to undergo changes and take new course of actions in order to adapt and improve
performance in the red/yellow indicators, e.g., number of product sold, number
of new customers, and total revenue.

The main output of this phase, is an AS-IS BIM model of the enterprise
along with a set of selected indicators for which the users want to improve the
performance.

Step 2: Develop alternative responses. In this step, a set of alternative
business actions are developed to deal with the poor performance in the indi-
cators from previous step. These actions are potential future responses of the
enterprise to what it has sensed. They could be in various business layers, involve
different actors, and require different time, resources, and skills to be completed.
The analyst adds these alternatives as new goals to the AS-IS BIM model from
previous step.

After adding new alternatives, the next activity is to examine how each al-
ternative is going to influence the other strategic goals of the enterprise. In
particular, in order to model and consider the side-effects of the each alterna-
tive response, the analyst should examine how each alternative will impact the
goals for which the current performance is excellent (green zone indicators). New
influence links should be added to the BIM model to represents the possible ef-
fects of each alternative to other goals. These links facilitate the trade-off and
decision making process among alternatives. At this step, the analysts can use
the existing reasoning techniques on the BIM models to examine and answer a
variety of strategic and analysis questions about effects of alternatives on the
top goals of the enterprise. They can perform reasoning on the hierarchy of goals
in order to evaluate different strategies for the satisfaction of top goals (forward
reasoning), to evaluate the optimal input values leading to achievement of de-
sired top goals (backward reasoning), as well as to perform analysis on goals
inconsistencies and conflicts. Methods and techniques for reasoning with BIM
models have been presented in [1, 14, 3, 2].
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Fig. 3. BIM schema including the alternatives and their influence links

Figure 3 shows part of the new BIM schema for TVStars Inc. company. To
generate this model, the BI analysts and the board of directors of the company
examine and investigate the red and yellow zone indicators from previous step
and after few meetings and discussions, they generate two alternative solutions
that they believe could improve the indicators. Their first option is to penetrate
to a new market in Europe. They believe that in this way they can increase
number of new and loyal customers and hence increase the total revenue. Their
second option is to change from outsourcing the package production to insource
strategy, in which the company will design and produce the packages on its own.
The analysts believe by insourcing the packaging of products, they will reduce
the total costs of the company. Figure 3 also includes the new influence links
of the alternative, showing that how these alternative will affect other strategic
goals, e.g. penetrating to Europe market negatively affects the goal to reduce
distribution costs.

The main output of this step is a BIM model which includes the alternatives
along with their influence links to strategic goals.
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Fig. 4. i∗ model representing the first alternative

Step 3: Select the most suitable alternative(s). In this step, the decision
among alternative responses of the enterprise is made and the best action(s) is
chosen to be implemented. To facilitate the organizational decision making pro-
cess, i∗ modeling framework is used to analyze each of the alternative responses.
i∗ models assist the analyst to provide a detailed picture of how the correspond-
ing organizational setting would look like when the given alternative is chosen
and implemented. In other words, these models are snapshots of the enterprise
once the response action is adopted and help the enterprise users to know how
the alternative will change the settings, e.g., new actors in the system, new
dependencies and the potential TO-BE socio-technical context.

i∗ models show the goal structure of social actors involved in the system and
depict how the actors depend on each other to achieve their goals. Reference [30]
reviews the recent applications of this modeling framework in practical indus-
trial and business settings. Figure 4 shows the i∗ model constructed for the first
response alternative for TVStars. Using this model, the decision makers realize
that if they decide to sell the products in Europe, a new actor Europe distributor
would be part of the system. The Marketing department depends on this distrib-
utor to have a great exposure in the market which helps to achieve the softgoal
availability of products and hence sale growth. The model shows them that the
distributor depends on the marketing department to provide high margins, so he
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can achieve his internal softgoal high sharevalues. Also, the marketing depart-
ment has a resource dependency to the Europe distributor to provide market
data and feedbacks from European customers. Moreover, the analysts find that
the Europe distributor will depend on the logistics department of the company to
provide the products. In addition to external dependencies, the i∗ model shows
them internal goals of each actor and indicates decompositions and various ways
of achieving those goals.

Figure 5 shows the i∗ model constructed for the second alternative. It indi-
cates that if the company follows the second alternative, the insource packaging
task would be done as an internal task within the authority of Manufacturing
manager. Also, it shows different productions strategies and their influences on
the softgoals of manufacturing department.

After developing these models, the next activity of the proposed methodology
is to decide about the new indicators that the enterprise needs to measure after
implementing each alternative. This will assist enterprises to monitor, after im-
plementation of an alternative, how well it is working and allows them to adapt
again if the performance is not satisfactory. These indicators are added to the
i∗ models since these models are already showing the details of each alternative
and can facilitate deciding about new indicators. The “measures” and “evalu-
ates” links from the BIM meta model are used to connect the new indicators
to the goals, tasks or the dependency links in the i∗ model. Now, by having
the new indicators in the i∗ model, the analysts can examine if an indicator
is accessible/computable or not. To facilitate that, the analyst connects each
of the new indicators to the related existing data sources (as resources in the
i∗ model). The connection between indicators and data sources elements are
made using mapping elements from the Conceptual Integration Modeling (CIM)
framework [27]. Another way of making this connection is to use the traceability
links (e.g., satisfiability) proposed in [22, 21] to connect each new indicator to
the data warehouse schema of the enterprise. The accessibility/computability of
indicators are used as a decision criteria while trying to find the most suitable
alternative. If an analyst finds that there is not available data for measuring
an indicator, this could result in removing the corresponding alternative from
possible choices.

The last activity in this step is to select the most suitable alternative. As a
set of criteria for this decision making, analysts and business actors consider the
influence links that were developed in the second step of the methodology, the
i∗ models, and finally the feasibility of measuring the corresponding indicator(s)
for each alternative.

Following the scenario of TVStars Inc. company, the analysts add two new
indicators to the model in Figure 4, number of customers in Europe and shipping
costs to Europe believing that these indicators are necessary for measuring the
performance of this alternative. The analyst finds that the first alternative could
be calculated from the European distributor’s database and the second one could
be computed from the company’s warehouse database which is already operating
in the logistics department. Hence, he marks these indicators as satisfied in the
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Fig. 5. i∗ model representing the second alternative (See Figure 4 for legend)

model. Regarding the second alternative, the analysts realize that at the current
stage, the databases of the company does not provide the required data for
computing the indicator number of defective packages. Hence, he marks this
indicator as denied (See Figure 5). Having this analysis and also by considering
the estimated influences of the alternatives on the other strategic goals (See
Figure 3), the analysts conclude that first alternative is more suitable for the
current situation of TVStars Inc. company. Hence, they decide to follow the
first alternative as the next most suitable action (i.e., the response to what they
had sensed).

The main output of this step is the chosen alternative, its corresponding i∗

model including new indicators, and connections to the data warehouse schema.
Step 4: Implement and monitor the response. The last step of the

methodology includes the implementation of the chosen alternative, which is
the enterprise’s response to what it had sensed in the first step. The i∗ models
developed in previous step could be used to assist in the implementation. Besides,
the enterprise can use the change management guidelines and principles existing
in the literature. This step of the methodology also includes modifying the BI
system to the new settings (i.e., chosen alternative) so the enterprise keeps track
of how well it is doing with regard to its response(s). The analysts construct the
TO-BE BIM model which includes the selected alternative from previous step
and its associated indicators. This BIM model includes the new requirements for
the BI system of the enterprise.

In the last step, the TVStars Inc. company penetrates to the Europe market
and starts selling the products there. The company also modifies the BI system
to include the new requirements, i.e., measuring the indicators related to the first
alternative. After implementing the alternative and updating the BI system, the
TVStars Inc. company has completed an iteration of the sense-and-respond loop.
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To summarize, this methodology adopts and synthesizes a set of modeling
frameworks to provide a systematic way of closing the sense-and-response loops
of an adaptive enterprise. The methodology includes conceptualizing and mod-
eling the strategic goals and objectives of the enterprise and thereby sensing
how well the current performance is w.r.t. each of them. This is covered in the
first step of the methodology (see Figure 2). The proposed methodology mod-
els various response alternatives to a given output of BIM model, as well as
their associated indicators (see Figure 3). Our methodology includes modeling
the social interaction and dependencies between various actors in an adaptive
enterprise context. It aids business users to make trade-off between these alter-
natives, and finally to decide about the most suitable one (see Figures 4 and 5).
Besides, it serves as a way to model the new requirements and adapt the BI sys-
tem in a changing dynamic environment (see the last step of the methodology).
By connecting the sensed signals of the enterprise to subsequent responses, we
believe the proposed methodology can make BI and analytics more actionable
and understandable for business users.

5 Summary and Future Research

BI platforms and data analytics techniques are widespread in businesses, where
they assist users to sense and interpret the performance of the enterprise as well
as its environment and facilitate decision making. In this context, there exist a
gap between the insights resulting from these systems and the action(s) that the
enterprise take to respond to the conditions. This paper proposed a methodology
to fill this gap and to facilitate enterprise adaptiveness. The methodology syn-
thesizes several existing modeling frameworks to provide a step-by-step coherent
way of closing the loop between sense and response in an adaptive enterprise.
Applicability of this methodology is illustrated in a hypothetical business setting.

The recent industry trend in “embedded BI” demonstrates increasing recog-
nition of the benefits of adopting a closed-loop sense-and-respond paradigm.
However, current solutions are typically limited to a single software application
and aim at business process optimization and do not offer strategic enterprise
modeling. The current proposal incorporates high level business modeling to
support reasoning about alternative actions. The response actions include new
sensing mechanisms (BI requirements) in the ongoing evolution of the sense-and-
respond loops. The approach is not limited to a single application or business
process, but it is intended to be enterprise-wide in scope, to be applied at all
levels of business responsibility and performance management.

This research is part of a broader research agenda whose goal is to develop an
adaptive enterprise architecture framework. This framework would include mod-
eling, analysis and design tools and techniques to address adaptive enterprise re-
quirements. Future research include implementing and evaluating the proposed
methodology in a real case study. Further investigations on the understand-
ability and communicability of the modeling concepts in proposed methodology
should be made in future studies. Also, it should be examined how the proposed
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methodology increases the speed of reaction in the enterprise. In this paper,
we showed the application of the methodology for closing closing a sense-and-
respond loop at one particular level of iterative design cycles. In a complex orga-
nization, design and execution occur at many levels of time scales and scopes, as
illustrated in [33]. Future works can address this. Moreover, we anticipate that
there would be model libraries for various industries that could be reused as best
practices for other market players. In future, the proposed methodology could be
extended to include industry specific model libraries and hence to leverage the
domain knowledge and existing experiences. Besides the BIM framework could
be extended to include additional business level concepts, e.g., concepts from
the Business Model Canvas [24], and hence to increase its expressiveness for
modeling sense-and-respond loops of the enterprise. Finally, we are planning to
extend the proposed methodology with a comprehensive catalog of applications
of data mining and analytics techniques in business context. We aim to provide
model-based support for assisting users to select the proper data mining and
analytics techniques based on their business requirements. This catalog along
with the modeling support will address the need of business users community
for understandable ways of using data mining in an adaptive enterprise context.
We leave these extensions to future work.
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Abstract. In enterprises, business process models are used for capturing as-is
business processes. During process enactment correct documentation is impor-
tant to ensure quality, to support compliance analysis, and to allow for correct
accounting. Missing documentation of performed activities can be directly trans-
lated into lost income, if accounting is based on documentation. Still, many pro-
cesses are manually documented in enterprises. As a result, activities might be
missing from the documentation, even though they were performed.

In this paper, we make use of process knowledge captured in process models,
and provide a method to repair missing entries in the logs. The repaired logs can
be used for direct feedback to ensure correct documentation, i.e., participants can
be asked to check, whether they forgot to document activities that should have
happened according to the process models. We realize the repair by combining
stochastic Petri nets, alignments, and Bayesian networks. We evaluate the results
using both synthetic data and real event data from a Dutch hospital.

Keywords: documentation quality, missing data, stochastic Petri nets, Bayesian
networks.

1 Introduction

Enterprises invest a lot of time and money to create business process models in order
to use them for various purposes: documentation and understanding, improvement, con-
formance checking, performance analysis, etc. The modeling goal is often to capture
the as-is processes as accurately as possible. In many cases, process activities are per-
formed and documented manually. We call the documentation of activities in a business
process event logs. When event logs are subject to manual logging, data quality prob-
lems are common, resulting in incorrect or missing events in the event logs [1]. We
focus on the latter and more frequent issue, as in our experience it is often the case that
activities are performed, but their documentation is missing.

For an enterprise, it is crucial to avoid these data quality issues in the first place. Ac-
counting requires activities to be documented, as otherwise, if documentation is missing,
potential revenues are lost. In the healthcare domain, for example, we encountered the
case that sometimes the activity preassessment of a patient is not documented, although
it is done always before treatment. In this paper, we provide a technique to automatically
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repair an event log that contains missing entries. The idea is to use repaired event logs
to alert process participants of potential documentation errors as soon as possible after
process termination. We employ probabilistic models to derive the most likely times-
tamps of missing events, i.e., when the events should have occurred based on historical
observations. This novel step assists process participants in correcting missing docu-
mentation directly, or to identify the responsible persons, who performed the activities
in question.

State-of-the-art conformance checking methods [2] do not consider timing aspects.
In contrast, we provide most likely timestamps of missing events. To achieve this, we
use stochastically enriched process models, which we discover from event logs [3]. As
a first step, using path probabilities, it is determined which are the most likely missing
events. Next, Bayesian networks [4] capturing both initial beliefs of the as-is process and
real observations are used to compute the most likely timestamp for each inserted event.
Inserted events are marked as artificial, as long as they are not corrected by the process
participants. An extended version of this paper is available as a technical report [5].

The remainder of this paper is organized as follows. First, we present background on
missing data methods along other related works in Section 2. Afterwards, preliminaries
are given in Section 3. Our approach for repairing individual traces in an event log is
described in Section 4 followed by a presentation of the algorithmic details in Section 5.
An evaluation of our approach using both synthetic and real-life event data is given in
Section 6. Finally, conclusions are presented in Section 7.

2 Background and Related Work

Missing data has been investigated in statistics, but not in the context of conformance
checking of business processes. There are different types of missing data: missing com-
pletely at random (MCAR), missing at random (MAR), and not missing at random
(NMAR), cf. the overview by Schafer and Graham in [6]. These types refer to the in-
dependence assumptions between the fact that data is missing (missingness) and the
data values of missing and observed data. MCAR is the strongest assumption, i.e., miss-
ingness is independent of both observed and missing data. MAR allows dependencies
to observed data, and NMAR assumes no independence, i.e., captures cases where the
missingness is influenced by the missing values, too. Dealing with NMAR data is prob-
lematic, as it requires a dedicated model for the dependency of missingness on the miss-
ing values, and is out of scope of this paper. We assume that data is MAR, i.e., whether
data is missing does not depend on the value of the missing data, but may depend on
observed data values.

Over the years, multiple methods have been proposed to deal with missing data,
cf. [6]. However, these techniques are focusing on missing values in surveys and are
not directly applicable to event logs, as they do not consider control flow relations in
process models and usually assume a fixed number of observed variables.

Related work on missing data in process logs is scarce. Nevertheless, in a recent
technical report, Bertoli et al. [7] propose a technique to reconstruct missing events in
process logs. The authors tackle the problem by mapping control flow constraints in
BPMN models to logical formulae and use a SAT-solver to find candidates for missing
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events. In contrast, we use an alignment approach based on Petri nets, allowing us to
deal with loops and probabilities of different paths. We also consider the time of the
missing events, which allows performance analysis on a probabilistic basis.

Some techniques developed in the field of process mining provide functionality that
enables analysis of noisy or missing event data. In process mining, the quality of the
event logs is crucial for the usefulness of the analysis results and low quality poses
a significant challenge to the algorithms [1]. Therefore, discovery algorithms which
can deal with noise, e.g., the fuzzy miner [8], and the heuristics miner [9], have been
developed. Their focus is on capturing the common and frequent behavior and abstract
from any exceptional behavior. These discovery algorithms take the log as granted and
do not try to repair missing events.

Another example is the alignment of traces in the context of conformance check-
ing [2]. Here, the aim is to replay the event log within a given process model in order
to quantify conformance by counting skipped and inserted model activities. We build
upon this technique and extend it to capture path probabilities as gathered from histori-
cal observations. Note that the lion’s share of work focuses on repairing models based
on logs, rather than logs based on models. Examples are the work by Fahland and van
der Aalst [10] that uses alignments to repair a process model to decrease inconcistency
between model and log, and the work by Buijs et al. [11], which uses genetic mining to
find similar models to a given original model.

3 Preliminary Definitions and Used Methods

In this section, we give a formal description of the used concepts, to describe the approach
to the repair of missing values in process logs. We start with event logs and Petri nets.

Definition 1 (Event logs). An event log over a set of activities A and time domain TD
is defined as LA,TD = (E,C, α, γ, β,�), where:

– E is a finite set of events.
– C is a finite set of cases (process instances).
– α : E → A is a function relating each event to an activity.
– γ : E → TD is a function relating each event to a timestamp.
– β : E → C is a surjective function relating each event to a case.
– �⊆ E × E is the succession relation, which imposes a total ordering on the events

in E. We use e2 � e1 as shorthand notation for (e2, e1) ∈�. We call the ordered set
of events belonging to one case a “trace”.

Definition 2 (Petri Net). A Petri net is a tuple PN = (P, T, F,M0) where:
– P is the set of places.
– T is the set of transitions.
– F ⊆ (P × T ) ∪ (T × P) is the set of connecting arcs representing flow relations.
– M0 ∈ P→ IN+0 is the initial marking.

There have been many extensions of Petri nets to capture time, both deterministic
and stochastic. In [12], Ciardo et al. give an overview of different classes. In terms
of this classification, we use stochastic Petri nets with generally distributed transition
durations.
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Definition 3 (GDT_SPN). A stochastic Petri net with generally distributed transition
durations is a seven-tuple: GDT_SPN = (P, T,P,W, F,M0,D), where (P, T, F,M0) is
the underlying Petri net. Additionally:

– The set of transitions T = Ti ∪ Tt is partitioned into immediate transitions Ti and
timed transitions Tt.

– P : T → IN+0 is an assignment of priorities to transitions, where ∀t ∈ Ti : P(t) ≥ 1
and ∀t ∈ Tt : P(t) = 0.

– W : Ti → IR+ assigns probabilistic weights to the immediate transitions.
– D : Tt → D(x) is an assignment of arbitrary probability distribution functions

D(x) to timed transitions, capturing the random durations of the corresponding
activities.

Although this definition of GDT_SPN models allows us to assign arbitrary duration dis-
tributions to timed transitions, in this work, we assume normally distributed durations.
Note that normal distributions are defined also in the negative domain, which we need
to avoid. Therefore, we assume that most of their probability mass is in the positive
domain, such that errors introduced by correction of negative durations are negligible.

N

N

N

N

N N

N

N

Fig. 1. Example unstructured free-choice GDT_SPN model

An example GDT_SPN model is shown in Fig. 1 and has immediate transitions
(bars), as well as timed transitions (boxes). In the figure, immediate transitions are anno-
tated with their weights, e.g., the process will loop back with a probability of 0.25, and
leave the loop with 0.75 probability. We omitted priorities and define priority 1 for all
immediate transitions. The timed transitions are labeled from A to H and their durations
are normally distributed with the parameters annotated underneath. In this example, ac-
tivity A’s duration is normally distributed with a mean of 20, and a standard deviation
of 5. Note that the model is sound and free-choice, and contains parallelism, choices,
and a loop.

Because we allow generally distributed durations in the model, we require an exe-
cution policy [13]. We use race semantics with enabling memory as described in [13].
This means that concurrently enabled transitions race for the right to fire, and transitions
will only be reset, if they get disabled by another transition firing.

For our purposes, we reuse the existing work in the ProM framework that extracts
performance information of activities from an event log and enriches plain Petri nets to
GDT_SPN models [3]. In [3], we discuss the challenges for discovering GDT_SPN mod-
els with respect to selected execution semantics of the model. The discovery algorithm
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uses replaying techniques, cf. [14], to gather historical performance characteristics and
enriches a given Petri net to a GDT_SPN model with that performance information.

3.1 Cost-Based Fitness Alignment

(a) example log:

t1 : 〈A, C, D, B, E, F, G, H〉
t2 : 〈E, G, H〉

(b) alignment for trace t1:

log A C D B E F G H
model A C D B E F G H

(c) alignments for trace t2:

(c.1)
log � E � G H
model B E F G H

(c.2)
log � � E G H
model B F E G H

Fig. 2. Example log and possible
alignments for the traces

Consider the example log in Fig. 2a consisting of
two traces t1, and t2. To check, whether the trace
fits to the model, we need to align them. We reuse
the technique described by Adriansyah et al. in [2],
which results in a sequence of movements that re-
play the trace in the model. These movements are
either synchronous moves, model moves, or log
moves. A formal description of the alignment tech-
nique is provided in [2] and remains out of scope
of this paper. We only give the intuition. For an
alignment, the model and the log are replayed side
by side to find the best mapping of events to ac-
tivities in the model. Thereby, a synchronous move
represents an event in the log that is allowed in the
respective state in the model, such that both the model and the log progress one step
together. However, if an activity in the model or an event in the log is observed with
no counterpart, the model and log have to move asynchronously. Then, a model move
represents an activity in the model, for which no event exists in the log at the current
position and conversely, a log move is an event in the log that has no corresponding
activity in the model that is enabled in the current state during replay. It is possible to
assign costs to the different types of moves for each activity separately.

Fig. 2 shows some example alignments of the model in Fig. 1 and log in Fig. 2a.
In Fig. 2b, a perfect alignment is depicted for trace t1, i.e., the trace can be replayed
completely by a sequence of synchronous moves. A closer look at trace t2 and the model
in Fig. 1 reveals that the two events B, and F are missing from the trace, which might
have been caused by a documentation error. Because activity F is parallel to E, there
exist two candidate alignments for t2, as shown in Fig. 2c. The� symbol denotes a step
that is used to show empty moves, i.e., modeled and recorded behavior disagree. In this
example, there are two model moves necessary to align the trace t2 to the model.

Summarizing, the alignment technique described in [2,14] can be used to find the
cost-optimal matches between a trace in a log and a model. However, the approach
only considers the structure of the model and the sequence of events encountered in
the log without considering timestamps or probabilities. In this paper, we enhance the
alignment technique to also take path probabilities into account.

3.2 Bayesian Networks

GDT_SPN models capture probabilistic information about the durations of each activity
in the process. We use Bayesian networks [4,15] to capture the dependencies between
the random durations given by the GDT_SPN model structure. Fig. 3 shows an example
Bayesian network that captures the relations for a part of the process model in Fig. 1.
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The arcs between activities B, F, and G, and between B and E, are sequential dependen-
cies. Note that there is no direct dependency between F and E, since they are executed in
parallel, and we assume that the durations of these activities are independent. More gen-
erally, a Bayesian network is a directed acyclic graph and captures dependencies between
random variables in a probabilistic model [15]. An arc from a parent node to a child node
indicates that the child’s probability distribution depends on the parent’s values.

Fig. 3. Bayesian network
for a fragment of Fig. 1

We use Bayesian networks to reason about our updated
probabilistic beliefs, i.e., the posterior probability distribu-
tions in a model, once we assigned specific values to some
of the random variables. Suppose that we observe trace t2
in the log in Fig. 2a, with times γ(E) = 30, γ(G) = 35,
and γ(H) = 40. Initially, the random variable of node B in
the example has a duration distribution of N(16, 32), i.e., a
normally distributed duration with mean 16, and standard
deviation 3. However, after inserting the observed times of events E, and event G into
the network in Fig. 3, we can calculate the resulting posterior probability distributions
by performing inference in the Bayesian network. In this case, the posterior probability
distribution of B is N(14.58, 1.832). Note that by inserting evidence, i.e., constraining
the variables in a Bayesian network, the posterior probability distributions get more ac-
curate. In this example, the standard deviation is reduced from 3 to 1.83. The intuition
is that we narrow the possible values of the unobserved variables to be in accordance
with the observations in the log. There exist algorithms for Bayesian networks automat-
ing this process [16]. A complete explanation of Bayesian networks, however, is not the
aim in this paper, and the interested reader is referred to the original work by Pearl [4]
and the more recent text book by Koller and Friedman [15].

4 Repairing Events in Timed Event Logs

In this paper, we propose a method to probabilistically restore events in logs which con-
tain missing events. In particular, we are interested in knowing when things happened
most likely. The problem that we try to solve is to identify the parts in the model that are
missing from the trace (which) and also to estimate the times of the activities in those
parts (when).

In theory, we need to compare the probabilities of all possible paths in the model that
are conforming to the trace. Each path may allow for different assignments of events
in the trace to the activities in the model. For example, for trace t2: 〈E,G,H〉 and the
model in Fig. 1 two cost-minimal paths through the model are given by the alignments
in Fig. 2.c. But, there might be further possibilities. It is possible that a whole itera-
tion of the loop happened in reality, but was not documented. In that case, the path
〈B, E, F,G, A,C,D,H〉would also be an option to repair trace t2. Furthermore, the sec-
ond iteration could have taken another path in the model: 〈B, E, F,G, B, F, E,G,H〉. In
this case it is not clear to which iteration the events E and G belong. In general, there
are infinitely many possible traces for a model that contains loops.

In order to compare the probabilities of these paths, we need to compute the probabil-
ity distributions of the activities on the paths and compare which model path and which
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Fig. 4. We divide the problem into two subproblems: repairing the control flow, and repairing the
timestamps

assignment explains the observed events’ timestamps best. To reduce the complexity,
we propose to decompose the problem into two separate problems, i) repair structure
and ii) insert time, as sketched in Fig. 4. The method uses as input a log that should be
repaired and a GDT_SPN model specifying the as-is process.

Note that by choosing this approach, we accept the limitation that missing events on
a path can only be detected, if at least one event in the log indicates that the path was
chosen.

5 Realization of Repairing Logs

In this section, we explain a realization of the method described above. For this realiza-
tion, we make the following assumptions:

– The supported models, i.e., the GDT_SPN models, are sound, cf. [17], and free-
choice, cf. [18], but do not necessarily need to be (block-)structured. This class of
models captures a large class of process models and does not impose unnecessary
constraints.

– The GDT_SPN model is normative, i.e., it reflects the as-is processes in structural,
behavioral and time dimension.

– Activity durations are independent and have normal probability distributions, con-
taining most of their probability mass in the positive domain.

– The recorded timestamps in the event logs are correct.
– Each trace in the log has at least one event, and all events contain a timestamp.
– The activity durations of a case do not depend on other cases, i.e., we do not con-

sider the resource perspective and there is no queuing.
– We assume that data is MAR, i.e., that the probability that an event is missing from

the log does not depend on the time values of the missing events.

The algorithm is depicted in Fig. 5, and repairs an event log as follows.
For each trace, we start by repairing the structure. This becomes trivial, once we identi-

fied a path in the model that fits our observations in the trace best. The notion of cost-based
alignments [2] that we introduced in Section 3, is used for this part. It tells us exactly:

a) when the model moves synchronously to the trace, i.e., where the events match
b) when the model moves alone, i.e., an event is missing from the trace
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Fig. 5. The repair approach described in more detail

c) when the log moves alone, i.e., there is an observed event that does not fit into the
model at the recorded position

We set the costs of synchronous and model moves to 0, and the cost of log moves to
a high value, e.g., 1000. The alignment algorithm returns all paths through the model,
where the events in the trace are mapped to a corresponding activity. This works well for
acyclic models. For cyclic models, where infinite paths through a model exist, we need
to assign some small costs to model moves, in order to limit the number of resulting
alignments that we compare in the next step.

In the next step, cf. box Pick alignment in Fig. 5, we decide which of the returned
cost-minimal alignments to pick for repair. The algorithm replays the path taken through
the model and multiplies the probabilities of the decisions made along the path. This
allows us to take probabilistic information into account when picking an alignment and
enhances the alignment approach introduced in [2]. We also consider that, for one trace,
paths with many forgotten activities are less likely than others. That is, we allow to
specify the parameter of the missing data mechanism, i.e., the rate of missingness. We
let the domain expert define the probability to forget an event. The domain expert can
specify how to weigh these probabilities against each other, i.e., to give preference to
paths with higher probability, i.e., determined by immediate transition weights, or to
paths with less missing events that are required to be inserted into the trace. This novel
post-processing step on the cost-optimal alignments allows to control the probability of
paths in the model that are not reflected in a log by any event.

For example, consider a loop in a GDT_SPN model with n activities in the loop.
By setting the chance of missing entries low, e.g., setting the missingness probability
to 0.1 (10% chance that an event is lost), an additional iteration through the loop will
become more unlikely, as its probability will be multiplied by the factor 0.1n. This
factor is the probability that all n events of an iteration are missing. We select the align-
ment with the highest probability. Once we decided on the structure of the repaired
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trace, we can continue and insert the times of the missing events in the trace, i.e., the
identified model moves.

To insert the timing information, it is not enough to look at the GDT_SPN model
alone. We need to find a way to add the information that we have for each trace, i.e., the
timestamps of the recorded events. Fortunately, as mentioned in Section 3, there exists
a solution for this task: Inference in Bayesian networks. Therefore, we convert the GDT
_SPN model into a Bayesian network to insert the evidence given by the observations
to be able to perform the inference.

In the previous step, we identified a probable path through the GDT_SPN model.
With the path given, we eliminate choices from the model by removing branches of the
process model that were not taken. We unfold the net from the initial marking along the
chosen path. Consider trace t3 = 〈A,D,C,C,D,H〉 and assume, we picked the following
alignment:

log A D C C D H
model A D C A C D H

Then, the unfolded model looks like Fig. 6, where the black part marks the path taken
in the model. The grey part is removed while unfolding. Note that the unfolded model
still contains parallelism, but it is acyclic. Thus, we can convert it into a Bayesian net-
work with a similar structure, where the random variables represent timed transitions.
As, due to multiple iterations of loops, activities can happen multiple times, we differ-
entiate them by adding an index of their occurrence, e.g., A1 and A2 correspond to the
first and second occurrence of the transition A. The unfolding is done by traversing the
model along the path dictated by the alignment and keeping track of the occurrences of
the transitions.
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Fig. 6. Unfolded model in Fig. 1 for path 〈A,D,C,A,C,D,H〉

We transform the unfolded model into a Bayesian network with a similar structure.
Most immediate transitions are not needed in the Bayesian network, as these do not
take time and no choices need to be made in the unfolded process. Only immediate
transitions joining parallel branches will be kept.

Fig. 7 shows transformation patterns for sequences, parallel splits, and synchronizing
joins. These are the only constructs remaining in the unfolded form of the GDT_SPN
model. In the resulting Bayesian network, we use the sum and max relations to define
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Fig. 7. Transformation of GDT_SPN models to Bayesian networks

the random variables given their parents. More concretely, if timed transition ti is fol-
lowed by timed transition t j in a sequence, we can convert this fragment into a Bayesian
network with variables Xi and X j. From the GDT_SPN model, we use the transition du-
ration distributions D(ti) = Di(x) and D(t j) = D j(x). Then, the parent variable Xi has
the unconditional probability distribution P(Xi ≤ x) = Di(x) and the child variable X j

has the probability distribution P(X j ≤ x | Xi) = P(X j + Xi ≤ x). For each value of the
parent xi ∈ Xi, the probability distribution is defined as P(X j ≤ x | Xi = xi) = D j(x− xi),
i.e., the distribution of X j is shifted by its parent’s value to the right. A parallel split, cf.
lower left part in Fig. 7, is treated as two sequences sharing the same parent node.

The max relation that is required for joining branches at synchronization points, cf.
the lower right pattern in Fig. 7, is defined as follows. Let Xi and X j be the parents of Xk,
such that Xk is the maximum of its parents. Then, P(Xk ≤ x | Xi, X j) = P( max(Xi, X j) ≤
x) = P(Xi ≤ x) · P(X j ≤ x) = Di(x) · D j(x), i.e., the probability distribution functions
are multiplied. Note that the maximum of two normally distributed random variables is
not normally distributed. Therefore, we use a linear approximation, as described in [19].
This means that we express the maximum as a normal distribution, with its parameters de-
pending linearly on the normal distributions of the joined branches. The approximation is
good, when the standard deviations of the joined distributions are similar, and degrades
when they differ, cf. [19]. The resulting Bayesian network model is a linear Gaussian
model, which is a class of continuous type Bayesian networks, where inference is effi-
ciently possible. More precisely, inference can be done in O

(
n3) where n is the number

of nodes [15]. Otherwise, inference in Bayesian networks is an NP-hard problem [20].
Once we constructed the Bayesian network, we set the values for the observed events

for their corresponding random variables, i.e., we insert the evidence into the network.
Then, we perform inference in the form of querying the posterior probability distribu-
tions of the unobserved variables. We use the Bayesian network toolkit for Matlab [16],
where these inference methods are implemented. This corresponds to the second step
in the insert time part of Fig. 5.

The posterior probabilities of the queried variables reflect the probabilities, when the
conditions are given according to the evidence. Our aim is to get the most likely time
values for the missing events. These most likely times are good estimators for when the
events occurred in reality, and thus can be used by process participants as clues during
root cause analysis. For example, in order to find the responsible person for the task in
question, an estimation of when it happened most likely can be helpful. Note that repaired
values with most likely time values need to be treated with caution, as they do not capture
the uncertainty in the values. Therefore, we mark repaired entries in the log as artificial.
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Once we determined probable values for the timestamps of all missing events in a
trace, we can proceed with the next trace starting another iteration of the algorithm.

6 Evaluation

We have implemented our approach in ProM1. To evaluate the quality of the algorithm,
we follow the experimental setup described in Fig. 8. The problem is that in reality we
do not know whether events did not happen, or only were not recorded. Therefore, we
conduct a controlled experiment. In order to have actual values to compare our repaired
results with, we first acquire traces that fit the model. We do this either by selecting
the fitting ones from original cases, or by simulation in artificial scenarios. In a second
step, we randomly remove a percentage of the events from these fitting traces. We pass
the log with missing entries to the repair algorithm, along with the model, according to
which we perform the repair.

GDT_SPN model

Log with 
missing entries

Repair logs 
algorithm

Repaired log with 
most likely entries

Log Evaluation

Add noise

  Measures:
- control-flow conformance
- time conformance

GDT_SPN
(see Fig. 1)

Simulation of 
1000 cases Artificial log

Real-life log performance 
analysis

GDT_SPN 
model

Select fitting 
traces

Log with 
fitting traces

Real-life example

Approach

Data
Synthetic example

Petri net
(see Fig. 10)

Fig. 8. Approach used to evaluate repair quality

The repair algorithm’s output is then evaluated against the original traces to see, how
well we could restore the missing events. We use two measures for assessing the quality
of the repaired log. The cost-based fitness measure as defined in [2] compares how
well a model fits a log. Here, we compare the traces of the original and repaired log.
Therefore, we convert each original trace into a sequential Petri net model and measure
its fitness with the repaired trace.

Fitness deals with the structural quality, i.e., it is a good measure to check, whether
we repaired the right events in the right order. For measuring the quality of repaired
timestamps, we compare the real event’s time with the repaired event’s time. We use
the mean absolute error (MAE) of the events that have been inserted. This is the mean
of the absolute differences between repaired event times and original event times.

1 See package RepairLog in ProM http://www.promtools.org

http://www.promtools.org
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6.1 Artificial Example

We first evaluate the repair algorithm according to the artificial model introduced in
Section 3 in Fig. 1.

Fig. 9. Evaluation results for repairing 1000 traces of model in Fig. 1

The experiment was done with a log of 1000 simulated traces. Figure 9 displays
the resulting quality measures of the repaired traces. Each dot is based on the repair
results of this log with a different percentage of randomly removed events. On the left-
hand side of the figure, you can see the performance values of the alignment. The solid
line with squares shows the number of synchronous moves. The other two lines are the
number of model moves (dotted line with circles) and the number of log moves (gray
dashed line with triangles) necessary to align the two traces.

Because of the structural properties of the model in Fig. 1, i.e., there is a choice be-
tween two branches containing three (upper), and four (lower) activities, we can restore
the correct activities at low noise levels (around 30%). But we can not guarantee for
their ordering due to parallelism in the model. A change in the ordering of two events
in the repaired trace results in a synchronous move for one event, and a log move and a
model move for the other (to remove it from one position and insert it in another). Note
that at lower noise levels the number of log moves and model moves are equal. This
indicates incorrect ordering of parallel activities. At higher noise levels the number of
model moves increase further. Then, it gets more likely that there remains no single
event of an iteration of the loop in Fig. 1. The size of the gap between model moves and
log moves shows how much the repair quality suffers from the fact that the presented
algorithm, which repairs events with the most likely values, does not restore optional
paths of which no event is recorded in the trace.

On the right-hand side of Fig. 9 we see the mean absolute error in relative time units
specified in the model. The graph shows that the offset between original event’s time
and repaired event’s time increases with the amount of noise non-linearly.

6.2 Repairing a Real Example Log of a Hospital

In this second part of the evaluation, we look at the results obtained from repairing a
real log of a hospital. In contrast to the experimental setup, where we used the model
to generate the example log, now the log is given, and we try to estimate the model
parameters. To avoid using a model that was learned from the events, which we try to
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repair, we use 10-fold cross-validation. That is, we divide the log into ten parts and use
nine parts to learn the model parameters and one to perform the repair with.

We use the log of a Dutch clinic for the ambulant surgery process, described in [21].
The process is depicted as a GDT_SPN model in Fig. 10. It is a sequential process that
deals with both ambulant patients and ordered stationary patients. Each transition cor-
responds to a treatment step that a nurse records in a spread sheet with timestamps. In
the process, the patient arrives in the lock to be prepared for the surgery. Once the oper-
ating room (OR) is ready, the patient leaves the lock and enters the OR. In the OR, the
anesthesia team starts the induction of the anesthesia. Afterwards, the patient optionally
gets an antibiotica prophylaxis treatment. The surgery starts with the incision, i.e., the
first cut with the scalpel, and finishes with the suture, i.e., the closure of the tissue with
stitches. Next, the anesthesia team performs the emergence from the anesthesia, which
ends when the patient has regained consciousness. Finally, the patient leaves the OR
and is transported to the recovery.

Fig. 10. Real surgery model for a surgical procedure in a Dutch hospital

Out of 1310 patient treatment cases, only 570 fit the model shown in Fig. 10 perfectly.
The other cases contain one or more missing events, which motivated our research.
We use the 570 fitting cases to evaluate, how well we can repair them after randomly
removing events.

Fig. 11. Evaluation results for model in Fig. 10

Figure 11 shows the evaluation results of the hospital event log. Observe that the
structure can be repaired better than in the artificial example in Fig. 9. This is due to the
sequential nature of the model—it comprises twelve sequential, and two optional activi-
ties. With increasing number of missing events, the number of correctly repaired events
(synchronous moves) approaches twelve. That is, only twelve activities are restored,
because the algorithm is unable to repair single undetected optional events.
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The mean absolute error in the restored events is higher than the artificial example.
This value depends on the variance in the activity durations. In this evaluated example,
the variance of certain activity durations in the model is high, due to outliers. Latter
activity durations exhibit many short durations with a few outliers, which can be better
captured with other distributions than the normal distribution.

Obviously, the ability to repair a log depends on the information content of observed
events in the trace and the remaining variability in the model. For instance, we can repair
a sequential model always with fitness 1.0 of the repaired log—if we observe only one
activity. However, the chance to pick the same path through a model composed of n
parallel activities with equally distributed times is only 1

n! .
The presented approach is unable to restore optional branches without structural

hints, i.e., at least one activity on an optional branch needs to be recorded. This af-
fects single optional activities most, as their absence will not be repaired. Still, many
real-life processes comprise only a sequence of activities, and can be repaired correctly.

7 Conclusion

We introduced a method to repair event logs to assist timely correction of documentation
errors in enterprises. Thereby, we present which, and also when activities should have
happened most likely according to a given stochastic model. The method decomposes
the problem into two sub-problems: i) repairing the structure, and ii) repairing the time.

Repairing the structure is done with a novel extension of the alignment approach [2]
based on path probabilities. And repairing the time is achieved by using inference in a
Bayesian network representing the structure of the individual trace in the model. The
algorithm can deal with a large and representative class of process models (any sound,
free-choice workflow net).

Our preliminary evaluations indicate that we can repair structure and time, if noise
is limited. Models exhibiting a high degree of parallelism are less likely to be correctly
repaired compared to models with more dependencies between activities. Moreover,
there are some limitations that we would like to address in subsequent research:

1. Separating structure from time during repair is a heuristic to reduce the compu-
tational complexity of the problem, as timestamps of events also influence path
probabilities.

2. The normal distribution, though having nice computational properties, is of limited
suitability to model activity durations, since its support also covers the negative
domain.

3. The independence assumption between activity durations and between traces might
be too strong, as resources play an important role in processes.

4. We assumed that the GDT_SPN model contains the truth, and deviations in the log
are caused by documentation errors, instead of deviations from the process model.
This assumption only is feasible for standardized processes with few deviations that
are captured in the model. Therefore, we advise to use this approach with care and
try to correct documentation errors using repaired logs as assistance.
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Future work also needs to address the question of how to model causalities of ac-
tivities more directly. Thus, missing events that are very likely to be documentation
errors, e.g., the missing event for enter OR, when exit OR is documented, need to be
separately treated from missing events of rather optional activities, e.g., missing event
of do antibiotica prophelaxe, where it is not clear, whether the absence of the event
is caused by a documentation error. An integration with the proposed technique in [7],
seems promising to address this issue.
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Abstract. Enterprise architecture (EA) is used to improve the alignment of 
different facets of a company. The recognition for the need of EA in small and 
medium-sized enterprises (SMEs) has recently risen as a means to manage 
complexity and change [1]. Due to the specific problems and characteristics of 
SMEs, a different approach is necessary. CHOOSE was therefore developed as 
an EA approach focused on and adapted to the characteristics and needs of 
SMEs [2]. During case studies performed with CHOOSE, the need for software 
tool support became apparent. This paper describes a mobile software tool in 
support of the CHOOSE approach that should guide the CEO as enterprise 
architect throughout the entire EA process and facilitate the implementation, 
management, and maintenance of the resulting EA model. The generic 
development decisions make this software tool widely applicable for a 
multitude of models. Finally, evaluation in two Belgian SMEs is presented. 

Keywords: Enterprise architecture, small and medium-sized enterprises, 
CHOOSE, Android tablet software tool. 

1 Introduction 

If you are about to build or rebuild a house, you will probably appeal to an architect to 
make sure the house fits your needs both structurally and functionally. The same can 
be said when starting, running or growing a business. An enterprise is a complex 
system of people, knowledge, fixed assets, projects, processes, and many more 
brought together to fulfill a common shared vision [3]. Enterprise architecture (EA) 
can help to guide this process and consists of principles, methods, and models to 
achieve its main objective, which is a coherent and consistent organizational design. 
Originally EA was focused on IT and its alignment with the business side. However, 
over the years the concept has grown into a much broader technique and is applied 
across the borders of IT and the alignment is therefore sometimes called enterprise 
coherence [4]. Although a lot of research is being done on EA, hardly anything is 
known about its use in the context of a small and medium-sized enterprise (SME) [5]. 
Some have pioneered in this field of study through the development of an EA 
approach adapted to the specific needs of this target group called CHOOSE (section 
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2.1) [2,6]. The application and implementation of EA in general and the CHOOSE 
approach in particular, has proven to be a complex and challenging task. Though 
these techniques could offer significant benefits to SMEs, hardly any SME uses EA 
and adoption is far below par [1,7]. Analysis of widely accepted adoption models like 
the technology acceptance model (TAM) [8] and the method evaluation model 
(MEM) [9] has shown that software tool support could significantly contribute to 
solving this paradox [2]. The research question of this paper is a design science [10] 
question: “How could such a software tool in support of the CHOOSE metamodel and 
method be developed?”. This software tool guides the SME’s CEO in his function as 
enterprise architect throughout the EA process and facilitates the implementation, 
management, and maintenance of the resulting EA. Evaluation by means of case 
studies in two Belgian SMEs provides the necessary proof of both the importance and 
efficacy of the software tool. This evaluation process was further used to provide 
valuable insights and measurements for the evaluation of the efficacy of the 
developed software tool. 

In section two, a short introduction on EA and its applicability in SMEs is 
discussed after which the need for tool support in this area is illustrated. The third 
section elaborates on the development of the tool itself and explains the design and 
development choices. The fourth section elaborates on the evaluation of the software 
tool. Finally, the paper ends with a conclusion and future research directions. 

2 Enterprise Architecture Software Tool Support 

EA is employed to improve the alignment in companies. If we look at the term 
architecture it is clear that it is not without ambiguity [3]. A definition of architecture 
is given by IEEE Computer Society [11] and is described as “the fundamental 
organization of a system embodied in its components, their relationships to each 
other, and to the environment, and the principle guiding its design and evolution”. 
Multiple frameworks, models, and tools to create the structure of these components 
and their relationships exist. Examples of software tools currently in use include 
Rational System Architect [12], Aris [13], and QualiWare [14]. The drawback is that 
these tools are not disposing of analysis tools [15], nor are they supporting the 
CHOOSE metamodel, or are they adapted towards an SME target group. 

2.1 CHOOSE for EA in SMEs 

The current EA tools are primarily targeted at large enterprises. This focus is hard to 
justify since SMEs comprise up to 99.8% of all firms in the European Union while 
globally they account for 99% of business and 40% to 50% of the gross domestic 
product [16,17]. One of the major causes preventing the growth of SMEs is the lack 
of business skills [1]. Other than business skills, SMEs lack specialized IT knowledge 
and technical skills [18]. SMEs are constantly busy dealing with day-to-day business, 
leaving them little room for strategic issues [19]. Bernaert et al. [2] derived several 
requirements from these SME characteristics. 
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To manage the change and complexity in smaller enterprises, using EA could be a 
good solution [1,2]. In this light, the CHOOSE metamodel for EA (Fig. 1) is being 
developed based on the defined requirements for EA and SMEs [2]. CHOOSE is an 
acronym for “keep Control, by means of a Holistic Overview, based on Objectives 
and kept Simple, of your Enterprise”, incorporating these requirements in its name. 
The CHOOSE metamodel addresses the specificities and problems SMEs face by 
creating an overview of the business architecture layer of EA, including elements 
from the information systems and technology layer. Four dimensions are 
distinguished to create this overview. A strategic goal dimension (why), an active 
actor dimension (who), an operation dimension (how) and an object dimension 
(what). The creation of an EA model in CHOOSE involves creating specific entities 
of the four dimensions and modeling the relationships between them. 

 

Fig. 1. CHOOSE metamodel [2] 

2.2 Need for Software Tool Support 

Despite the customized EA approach offered by CHOOSE with its intrinsic qualities 
aligned with the characteristics of SMEs, it is also very important to take the adoption 
of the approach into account. Techniques that are technically superior or fully 
customized to the needs of the user will not yield the expected benefits as long as the 
techniques are not effectively used in practice. To help optimize, facilitate, and speed 
up the adoption process, Bernaert et al. [2] investigated different adoption models and 
proposed the MEM [9] to evaluate the CHOOSE approach. MEM supplements the 
widely used TAM [8] to be better applicable for the evaluation of methods. MEM 
provides a model that helps discern external factors and their impact on the attitude, 
evaluation, and behavior of practitioners towards the adoption of IS methods, such as 
EA. Central determinants in this model are perceived ease of use and perceived 
usefulness. The conviction of the end-users that the information technology will help 
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them better perform their job relates to the perceived usefulness. Perceived ease of 
use alternatively deals with the amount of effort and time needed to learn how to work 
with it. Both aspects influence the attitude towards the method and subsequently the 
behavioral intention to use. Crucial for the adoption is that the increase in 
performance is perceived as being of higher influence to adoption than the effort 
necessary to learn the developed technology and work with it [8,9]. Fig. 2 gives an 
overview of MEM and its main components. The biggest difference with TAM is the 
introduction of actual efficacy coming from Rescher [20]. This difference is subtle but 
nevertheless very important. It implies that when explaining human behavior, the 
subjective reality is often much more decisive than the objective reality and therefore 
perceived efficacy mediates the impact of actual efficacy on adoption in practice [2]. 

 

Fig. 2. The Method Evaluation Model 

The development of a software tool supporting the application and implementation 
of CHOOSE could significantly contribute to the actual efficacy, leading to a higher 
adoption and added value through an increase in the subjective perception of this 
efficacy. Hence, measuring the perceived usefulness and perceived ease of use of the 
software tool during the evaluation process (section 4), will provide valuable insights 
with respect to the ability of this tool to increase adoption of CHOOSE, which reflects 
the notion of rational selection [20], which states that, generally, those methods or 
tools will be adopted that outperform others in achieving intended objectives. 

Next to the contribution of a tool to the adoption of an approach, research 
concerning the implementation and use of EA in practice stresses the complexity and 
need for guidance by means of tool support. In general, there are three main areas 
where critical problems arise in the process of EA: modeling, managing, and 
maintaining EAs [21]. An important driver of problems in these areas is the inherent 
complexity of the EA process [22]. An enormous amount of information has to be 
transformed using the semantics and syntax of the modeling language. A tool can 
offer the much needed support and guidance for the development, storage, and 
analysis of an EA [22]. This drawback emphasizes the importance of an integrated 
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tool for building, analyzing, and communicating the EA to all stakeholders. Other 
advantages of tool support include [3]: 

• A tool can help to standardize the semantics and syntax used during the 
development of the EA within a company. 

• The use of a tool contributes to the construction of correct and consistent 
architecture artifacts by guiding the development process and through the 
application of mistake proofing techniques. Tools can impose rules to make sure 
the desired practices and guidelines are followed. 

• Tools facilitate the comparison of alternatives by providing impact of change and 
quantitative analysis features. 

• Software tools can use computational power for the analysis of the architecture. 

Although the aforementioned research confirms the importance of tool support, 
these findings cannot simply be extrapolated to the environment of SMEs and the 
importance of tool support for the implementation of the CHOOSE approach. 
However, case studies performed by Bernaert and Callaert (upcoming paper) confirm 
this need for tool support. During these case studies, the CHOOSE technique was 
applied in six Belgian SMEs by means of simple post-its on a whiteboard. The CEOs 
were convinced of the added value of having access to a software tool supporting this 
EA process. Fig. 3 shows a small fraction of the resulting EA model and pinpoints the 
importance of a tool for the development, storage, and analysis of the EA artifacts, 
since the use of post-its created an unmanageable EA model. The post-its should not 
be readable due to confidentiality issues. 

 

Fig. 3. Partial EA artifact of a Belgian SME 

 



150 M. Bernaert, J. Maes, and G. Poels 

 

2.3 Software Tool Requirements 

On the one hand, the lack of business and IT skills in SMEs causes the need for user-
friendly intuitive ways to model the EA in order for the SMEs to have an overview of 
the company and to enable growth [1]. On the other hand, we see that in our current 
society, a new organizational form called the mobile enterprise is rapidly emerging 
[23]. Defining a mobile enterprise is difficult. In a narrow way, specific mobile 
solutions are used for specific problems in the organization. In a broad way, mobile 
solutions can be part of the strategy and are diffused throughout the entire company 
[23]. The combination of this particular need and the trend of increasing mobility 
creates a need for mobile applications to model the EA. This can help with the 
process of becoming a mobile enterprise and can leverage other information 
technology support systems. The use of the CHOOSE metamodel for such a tool is 
further supported by the proposition that a software tool should be based on a 
metamodel and be capable of representing EA information in customizable graphical 
and textual forms [24]. Further, a lot of companies still use Microsoft Office (29% of 
respondents) (e.g., Word, Excel, PowerPoint) or Visio (33% of respondents) to model 
their EA [25]. Export to and import from these Office tools could offer benefits.  

Based on these insights, it is safe to say that the development of a software tool 
adjusted to the specific needs of SMEs, based on CHOOSE and incorporating these 
requirements could substantially improve the added value of EA for SMEs.  

3 Software Tool Development 

It was decided to let the software tool resemble as close as possible the use of post-its 
on a whiteboard to copy the case study process. The graphic processing power of 
Android tablets was chosen to enable this graphical drawing behavior and adhere to 
the increasing trend of the mobile enterprise. In the following paragraphs, a generic 
solution for the development of a software tool for making CHOOSE models is 
proposed. It is generic in the sense that any framework composed of entity types and 
relations between them is a possible candidate to be developed in the same way. First, 
the CHOOSE metamodel is mapped onto a graph data structure and the database 
model is developed. After this, a possible software design is proposed. During each 
step, the specificities of developing for the Android platform are explained.  

3.1 Representation 

The CHOOSE metamodel (Fig. 1) consists of four different types of entities and 
various possible relationships between them. This structure can be unambiguously 
represented by a directed graph, where entities correspond to vertices and 
relationships to edges. Both the vertices and the edges require a type attribute for the 
graph to be a correct representation of the EA. Furthermore, vertices have a name and 
a description. In its most basic form, the CHOOSE metamodel can be represented by 
the relational database model in Fig. 4 top. 
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Fig. 4. Database model for a graph data structure (top) & Class diagram of the tool (bottom) 

The Android framework offers an abstraction of data in the form of a content 
provider, which separates the user of the content provider from the backend of the 
storage. A content provider provides a way to add and manipulate data and is 
accessible from every application on the Android device. In that way, companies can 
create their EA in the modeling application and use this database in other applications 
specifically designed for the company. This could further increase the perceived 
usefulness of the CHOOSE approach. In this case, the SQLite database management 
system natively present in the Android framework is used.  
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3.2 Software Design 

The given design allows for maintainability and extendibility of the metamodel as 
well as the software and is illustrated in Fig. 4 bottom. The basis is formed by the 
InfiniteDragView class, which allows for an infinitely scrollable field to be shown to 
the user. The use of this field is extended by the GraphView class, allowing for a 
graph structure to be shown. The graph data structure is achieved by using a Graph 
class, consisting of collections Node and Arc objects (Attributes are hidden) [26]. 
These objects are extended so they have drawing properties in order to visualize them. 
In that way, the GraphView class uses a DrawableGraph as input. 

For the implementation of the drawing of the Nodes and Arcs, the strategy pattern 
is used [27]. A DrawableNode and a DrawableArc have a DrawBehavior object. All 
DrawBehavior classes implement the clickable interface. The specific draw behavior 
is added at runtime. When the GraphView calls the draw methods on the 
DrawableNode and DrawableArc objects, the DrawBehavior determines how a Node 
or Arc should be drawn. This depends on the type of Node or Arc but also on the state 
of this Node or Arc. It can be focused, disabled, pressed or normal. These states are 
chosen according to the Android design guidelines [28]. 

3.3 Use of the Tool 

The tool is designed to be used on Android tablets but can run on every device 
running Android 4.0 or higher. It consists of three main panels that can be accessed 
through a tab interface. In the edit panel, users can create and edit their architecture. 
The view panel serves for users to adjust the visualization of the architecture. The 
analyze panel delivers useful output using the earlier created architecture. The view 
and analyze panels are software tool benefits that were not possible when only post-its 
and a whiteboard were used. These three panels are further explained with an example 
of a Belgian SME selling car tires [6]. In this example the tire company has to make 
sure customers leave safely with the proper tire pressure. 

Edit 
The users are welcomed in the edit tab, in which the architecture can be created and 
edited. In this screen, users can add, delete, and change entities and relationships of 
the architecture. To create a new entity, users need to press on an empty point on the 
plane. This plane is scrollable by swiping a finger across the screen and zooming is 
done by making a pinching gesture, both according to Android design guidelines [28]. 
Users are then subsequently asked which type of entity they want to add, which name 
it needs to have, and an optional description can be given. This process is done in 
multiple dialogs, which makes the action to complete more intuitive and clear to the 
user [29]. The entity is then placed where the user originally pressed. An important 
object in this SME is obviously a tire. The process of creating a tire object is 
illustrated in Fig. 5. In the last screenshot four more related objects have been created. 
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Fig. 5. Creation of entities 

Changing the properties of an entity can be done by pressing on it in the edit panel, 
after which a dialog appears. In this dialog it is possible to change the name of the 
entity as well as the description. It also offers one of the two ways to create a 
relationship between different entities. Typing in the “Create relationship with” 
textbox lets the search function look for matching entities, which are then suggested. 
This function adds value if compared with post-its on a whiteboard. If different 
relationship types are possible, a dialog will ask which type it is. A second way in 
which a relationship can be created is by long pressing on an entity. The user hears a 
sound and the device will vibrate, which means it is now possible to draw a 
relationship between two entities. This is a fast way to model small parts of the EA.  

In the car tire center example, there exists a composition relationship between the 
car and the engine and also between the car and the wiper. A specialization 
relationship exists between the car and the vehicle entity and there is also an 
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aggregation relationship between the car and the tire. The change dialog and the 
creation of the relationships are shown in Fig. 6. The relationship between car and 
wiper is purposely created in the wrong direction and can be reversed or deleted by 
pressing on this relationship as shown in the last screenshot of Fig. 6. 

 

  

Fig. 6. Changing entities and creating relationships 

During the creation, the user can let the application draw the architecture. At the 
moment, this happens using a force-directed algorithm around the center coordinates 
of the plane [30]. In its most rudimentary form, all vertex objects in the graph are 
modeled as point charges that are all exerting a repelling force on each other. The arcs 
are modeled as springs with a certain length. Letting the system react by computing 
the exerted forces and moving the vertices leads to a state with at least a local 
minimum in kinetic energy and an equilibrium in the whole system. The benefit of 
this algorithm is the flexibility. It allows for users to place certain vertices on fixed 
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positions and additional positioning rules can easily be enforced. The downside is the 
fact that the global optimum is not guaranteed. For both small and large architectures, 
this creates an aesthetically pleasing structure. It must be noted that for larger 
architectures there is the possibility of a loss of overview on the user’s side since 
entities will be relocated. The possibility to fixate certain vertices can help to prevent 
this. The process and result for a more complex graph is shown in Fig. 7. 

                  

Fig. 7. Automatic drawing of the architecture 

View 
During the first case study it was clear that the overview is lost very quickly even 
with the automatic positioning due to the non-planarity of the generated graphs 
representing the architecture. This problem is tackled by letting users select and 
isolate entities on which they can work separately in the edit tab. In this way, the user 
will never have to deal with large unmaintainable structures. It is in this situation that 
the method to add relationships by typing and searching the related element is the 
most useful as a lot of entities will not be reachable on the screen. In the tire company 
example, a few more entities are added such as a safety goal, a customer actor, a 
process of driving a car, and others. We will isolate the objects to work on them 
independently (Fig. 8). 

 

Fig. 8. Isolation of parts of the architecture and changing the visualization 
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The view panel also allows for multiple viewpoints to be selected, which isolate 
specific parts of the EA [11]. The goal viewpoint isolates all goals, allowing the 
generation of a goal tree. The operation viewpoint isolates all processes and projects 
while the operation flow viewpoint also adds the objects to show possible streams of 
objects throughout the operations. The other viewpoints are similar (Fig. 9). 

  

Fig. 9. The view panel (left) & RACI chart (right) 

Analyze 
The analyze tab is designed to create output for the user. First, it allows the user to 
generate a RACI chart with export functionality to Excel using the RACI 
relationships modeled between actors and operations. Second, reports are generated to 
point out suspicious loops or other problems. Third, it is also the start of an as-is/to-be 
analysis. Once clicked, users can edit their architecture while the tool keeps track of 
the changes. This feature is already implemented in the code and saves the changes in 
the database. The output, as well as indicating that the user is working on the as-is/to-
be analysis, however still have to be implemented. 

4 Case Studies 

Case studies were performed in two Belgian SMEs to evaluate the software tool 
according to the perceived ease of use (PEU) and perceived usefulness (PU) 
dimensions of MEM. It was decided to have interviews instead of questionnaires to 
get the most possible feedback and recommendations on both dimensions of MEM. 

4.1 First Case Study 

During a first case study at a Belgian chocolate factory, the application was tested by 
adding elements and relationships during the interviewing process. It was clear that 
after the creation of just a dozen entities, the overview is lost easily. Very soon, when 
modeling at an average speed, the architecture becomes a web of entities between 
which the relationships and the complete structure are no longer clear. This was the 
incentive for the creation of separate viewpoints so that users could work on parts of 
the architecture (PEU). The results of the adaptations allowed for faster entry of the 
architecture (PEU) and let the user make an abstraction of parts of the architecture 
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that are already modeled (PU). The CEO’s recommendations were also the incentive 
for the as-is/to-be analysis (PU) and the RACI chart (PU), which were implemented. 

4.2 Second Case Study 

The second case study was performed at a Belgian vendor of window glass. The 
SME’s CEO used the application without any further explanation and the case study 
led to several useful conclusions. First, although the application is made according to 
the Android design guidelines, it was not completely intuitive what actions the user 
can trigger. A tutorial when the application is started for the first time is therefore 
necessary (PEU). Second, for users to independently create their business 
architecture, it is necessary that they have an insight in how the CHOOSE model 
works. This is especially true for users who are not familiar with EA modeling. When 
the application is started for the first time, a second tutorial explaining the CHOOSE 
model would be very useful (PEU). A wizard based on the step-by-step guidelines of 
the CHOOSE method could guide the user in developing a CHOOSE model from 
scratch (PEU). Third, once the SME’s CEO knew how the program works, the 
business architecture was created without much effort (PEU). The creation of entities 
and relationships went fast (PEU) and the CEO could fully use his mental ability to 
create the architecture instead of focusing on how the software works. From this 
perspective, the implementation of the visual approach was a success. 

4.3 Case Study Conclusions 

Moody’s MEM [9] is proposed by Bernaert et al. [2] to assess the intention to use of 
CHOOSE, which is positively correlated to the actual usage. The CEOs were asked 
how the tool could improve their perceived ease of use and perceived usefulness, 
which are both positively correlated to the intention to use. 

Related to the perceived ease of use, the tool was better than using only post-its on 
a whiteboard, but could be improved by incorporating guidance for the user, like the 
earlier mentioned tutorials and wizards. The search functionality and viewpoints were 
already implemented to increase the perceived ease of use. 

The perceived usefulness was the part where most of the added value could be 
delivered by the software tool. This confirms the research of Moody [9] and Davis 
[8]. The RACI chart with export functionality, as-is/to-be analysis, and some 
additional viewpoints were already implemented and perceived as increasing the 
usefulness. Other functionalities could increase the perceived usefulness even more. 
As a first example, a querying functionality with export to Excel could enable 
different analyses and viewpoints. A CEO could for example get a list of all 
employees who are responsible for less than three operations. A second example of a 
useful functionality is automatically checking the SME’s CHOOSE model based on 
the defined CHOOSE hard and soft constraints. This could deliver interesting insights 
for the CEO. For instance, an operation (process or project) which is not linked to any 
goal could then pinpoint a forgotten link in the CHOOSE model that could be added, 
or could discover operations that are not contributing to any of the company’s goals. 
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Although some additional functionalities could be added, the feedback during  
the case studies revealed that during the creation of the SME’s CHOOSE model, the 
perceived usefulness was already increased. The CHOOSE metamodel, and thus the 
software tool whose data model is based on this metamodel, explicitly links goals 
with each other in a goal tree and also links these goals to operations. This enables 
explicit traceability from highest-level goals all the way down to operations, which 
was perceived as very valuable for the SMEs’ CEOs. It also triggered critically 
thinking about the structure of the SME. 

5 Conclusion and Further Research 

This research has investigated the need for a software tool in support of the 
implementation of EA in the environment of SMEs as pioneered by the CHOOSE 
approach from Bernaert et al. [2]. Both literature review and case studies have 
confirmed this need and the paper presents a software tool in support of this need. 

An overview of the main features of the software tool was given and an initial 
evaluation by means of two case studies has confirmed the potential of the software 
tool in increasing the adoption of CHOOSE and providing the much needed guidance 
and support. 

The software tool addresses the specific issues SMEs face (time, IT skills, and 
financial constraints) by being simple, intuitive, and user-friendly. By designing only 
parts of the EA model at once, users are capable of keeping an overview. Together 
with the overview users have of their company, the analysis functionalities provide 
them with useful information and strategic insights. Further, the generic architecture 
allows for other software tools using metamodels to be developed in the same way as 
the software tool described in this paper [31]. 

The case study evaluation in two SMEs revealed more insight in how the software 
tool helps CHOOSE in increasing its perceived ease of use and perceived usefulness. 
The case study evaluation was primarily used to get as much insight and as many 
future research directions as possible by interviewing the CEOs when they were using 
the software tool. Future evaluation of this software tool in accordance to other 
software tools or no software tool (e.g., to identify problems arising from a lack of EA 
modeling experience instead of arising from the tool) could be performed by means of 
a questionnaire based on the perceived usefulness and perceived ease of use 
dimensions of MEM through the adapted six-item scales of TAM [8]. This would 
make the evaluation more rigorous and could dig deeper into the shortcomings of the 
tool’s prototype, like extra features enhancing the overview (e.g., drill down 
capabilities and extra search functionalities) or possible user-defined customizations 
to the metamodel (e.g., user-defined properties). 

Some recommendations from the CEOs were already implemented and the 
software tool increased the added value of CHOOSE. Nevertheless, the software tool 
is still under development and the case studies have identified multiple improvement 
paths to be tackled. Further research with respect to additional valuable functionalities 
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is required and continuous fine-tuning will contribute to the overall added value of the 
software tool in support of CHOOSE. 

In this stage, only an Android version of the application exists. The architecture is 
made in such a way that it can be transferred easily across platforms so that it is 
available for most of them. A more appropriate future solution could be the 
development of a web application using HTML 5 in combination with the jQuery 
JavaScript library. These technologies have the potential to create an application 
accessible from every device running a browser. It also would make the transfer 
between different platforms [32,33] easier as users can access their architecture 
everywhere and it could then also support multi-user use with one common database 
server. Other areas of improvement include the architecture of the software and the 
analysis part of the business architecture. The graph structure allows for mathematical 
analyses generating useful information using straightforward graph algorithms. 

The tool will soon be available in the Android Play store. In the meantime the tool 
can be installed using the following link, leading to the installation file: 

https://www.dropbox.com/s/716ecd87jo3n167/BusinessModeller.apk 
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Abstract. In this paper we are concerned with the development of an observa-
tional research approach to gain insights into the performance of Business 
Process Modelling Methods (BPMMs) in practice. In developing this observa-
tional approach, we have adopted an interpretive research approach. More spe-
cifically, this involved the design of a questionnaire to conduct semi-structured 
interviews to collect qualitative research data about the performance of 
BPMMs. Since a BPMM is a designed artefact, we also investigated Design 
Science Research literature to identify criteria to appreciate the performance of 
BPMMs in practice. As a result, the questionnaire that was used to guide the in-
terview is based on a subset of criteria of progress for information systems  
theories, while the observational research approach we adopted involves the 
collection of qualitative data from multiple stakeholder types. As a next step, 
the resulting questionnaire was used to evaluate the performance an actual 
BPMM in practical use; the DEMO method. Though the analysis of the col-
lected qualitative data of the DEMO case has not been fully performed yet, we 
already foresee that part of the information we collected provides new insights 
compared to existing studies about DEMO, as is the fact that a variety of types 
of stakeholders have been approached to observe the use of DEMO.  

Keywords: enterprise modelling in practice, information systems method  
evaluation criteria, qualitative research approach. 

1 Introduction 

In this paper we are concerned with the development of an observational research 
approach to obtain more insights into the actual performance of Business Process 
Modelling Methods (BPMM) in practice. Our initial research goal was to gain more 
insight into the performance of the DEMO (Design and Engineering Methodology for 
Organisations) method, which is a specific BPMM that is employed by enterprise 
architects to design concise models of organizations processes. Indeed, we knew that 
several projects had been performed with DEMO [1–12]. For some of these projects, 
the application of DEMO seems to be very promising, e.g. DEMO helped to “con-
struct and analyse more models in a shorter period of time” (p.10)[2]. Therefore, we 
were curious about the performance of DEMO in practice. In addition, we had access 
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to practitioners who have used DEMO in their projects, and who would agree to have 
these projects investigated by researchers.  

However, rather than limiting ourselves to DEMO only, we decided to generalize 
our effort to BPMMs in general. In other words, rather than developing an observa-
tional approach to only observe the performance of DEMO in practice, we decided to 
develop an approach to observe the practical performance of BPMMs in general (still 
using DEMO as a specific case). Having insights about a BPMM in practice is valua-
ble because it is easier to select, promote, improve or even better use a BPMM when 
knowing what can be expected when using it in practice. In doing so, we were also 
inspired by Winter (p.471)[13]: “Not every artefact construction, however, is design 
research. ‘Research’ implies that problem solutions should be generic to some extent, 
i.e., applicable to a set of problem situations”, where in our case the constructed arte-
fact is the observation approach for the performance of BPMM in practice.  

In developing the observation approach, we chose the interpretive research ap-
proach as a starting point, where qualitative research data pertaining to the use and 
performance of the specific BPMM, will be collected with semi-structured interviews. 
The original contribution of this paper is the way in which we defined the themes and 
questions of these interviews: we selected a subset of criteria of progress for informa-
tion systems theories proposed by Aier and Fischer [14]. We then performed the in-
terviews to investigate the use of DEMO in practice in several projects and contexts 
by several types of stakeholders acquainted with DEMO. Although the analysis of the 
data has not been completely performed, we nevertheless already present some first 
insights about DEMO in practice.  

The paper is structured as follows: in the introduction we defined the problem to be 
addressed. Section 2 introduces definitions and positions DEMO as a specific BPMM 
in these definitions. In section 3, we reviewed the literature about the evaluation of 
DEMO in practice. Section 4 is the core of the paper: it presents the proposed re-
search approach for getting insights about a BPMM in practice. Section 5 deals about 
the validity of this proposed observation approach by applying it to the use of DEMO 
in practice as a case study. A few first insights we gained about the use of DEMO in 
practice, based on the conducted interviews, are briefly presented in section 6. We 
then underline some limitations of our work and conclude in section 7. 

2 DEMO as a Method 

Method. Unlike process definitions, method definitions often refer to a modelling 
language and to “underlying concepts” [16], “hidden assumptions” [17] or “way of 
thinking” [18]. In the information technology domain, March and Smith define a 
method as “a set of steps (…) used to perform a task.” [19]. The definition proposed 
by Rescher [20] and adopted by Moody [21] is more general: as methods define 
“ways of doing things, methods are a type of human knowledge (the “knowledge 
how”). Mettler and Rohner (p.2)[16] bring a prescriptive flavour and an ideal goal to 
method definition: “methods (…) focus on the specification of activities to reach the 
ideal solution (how)”. They distinguish methods “key activities” (that aim to reach a 
business goal) from their “underlying concepts” (that is “the conceptual view on the 
world that underlies the performance of the activities”) [16]. This distinction seems to 
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be consistent with the view of Seligman et al. [18] on information systems methodol-
ogies, that they characterise with “5 ways”: 

─ the “way of thinking”, defined as “hidden assumptions” that are “used to look at 
organisations and information systems” [17, 18], 

─ the “way of working” (how to do things), 
─ the “way of controlling” (how to manage things), 
─ the “way of modelling”, which they define as the “network of [the method’s] mod-

els, i.e. the models, their interrelationships and, if present, a detailed description of 
the model components and the formal rules to check them”, 

─ the “way of supporting”, which is about the tools supporting the method.  

In the current paper, we want to have an insight about methods that are used as 
BPMMs in practice. The method definitions above are a way for the researcher to 
establish a set of themes to interview stakeholders about without forgetting aspects of 
methods that are recurrent in the literature.  

Method and modelling language. When modelling languages are mentioned in the 
methods definitions above, they are presented as being part of methods: March and 
Smith explain that “although they may not be explicitly articulated, representations of 
tasks and results are intrinsic to methods.” (p.257)[19]. For Seligman et al. [18], the 
way of modelling is one of the features of a method, as is the “way of working”.  

DEMO, language or method? Primarily, an artefact! 
Whereas authors argue that DEMO is a modelling language [22], almost all other 
recent publications about DEMO usually consider it as a method [23, 24]. Winter et 
al. argue that a method and recommendations concerning the representation of a mod-
el can be seen as aspects of an artefact, and then propose the following artefact defini-
tion: “A generic artefact consists of language aspects (construct), aspects referring to 
result recommendations (model), and aspects referring to activity recommendations 
(method) as well as instantiations thereof (instantiation).” (p.12)[25].   

3 Literature Review on the Evaluation of DEMO in Practice  

This literature review aims at investigating whether DEMO has been evaluated in 
practice and how. Many papers [1–12] deal with case studies in which DEMO has 
been used to design situational DEMO based methods or to propose ontologies. Be-
sides, qualities of DEMO models have been studied in several evaluations [22, 26]. 
We found two papers dealing with a partial evaluation of DEMO in practice across 
several cases. The first one [27] studies the adoption of DEMO by DEMO profession-
als in practice, in order to improve this adoption (Table 1). This study is restricted to 
the adoption of DEMO in practice so the use of DEMO in practice is not the core of 
the study [27]. The second one [11] investigates DEMO as a means of reflecting upon 
the Language/Action perspective (LAP) (Table 2). The DEMO related part of this 
paper aims at finding out how the actual application of DEMO differs from its in-
tended application. Besides, only DEMO professionals were asked to answer the 
survey so the study only reflects why DEMO certified practitioners adopted (or not) 
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DEMO, it provides less insights about people aware of the existence of DEMO who 
are not DEMO professionals. Dumay et al. focused on how the professional applica-
tion of DEMO differs from its intended application so only practitioners have been 
involved in their study [11]. 

Table 1. Khavas, 2010 [24] - Master thesis: the adoption of DEMO in practice 

Source Khavas, 2010 [24] - Master thesis 
Subject The adoption of DEMO in practice 
Motivation Ensure the adoption of DEMO in practical fields. This problem has been intro-

duced in [24]. 
Research 
questions 

1 What is the adoption rate of DEMO among DEMO Professionals in practice?  
2 What are the factors that can influence the decision of a DEMO Professional 
to adopt or ignore DEMO? (p.2) 

Sample DEMO professionals [24] 
Approach ─ White-box approach: to define questions, DEMO is first thoroughly studied 

through a literature review. Then two surveys have been performed. 
─  A researcher who understands DEMO asks people who master DEMO 

about adoption matters. 

Methods Based on literature review about what DEMO is and how it works on the one 
hand and about method adoption on the other hand, Khavas elaborated first a 
quantitative survey and later a qualitative analysis based on semi-structured 
interviews.  

Results ─ Identification of several levels of adoption in an organization: individual, 
project, unit or organization 

─ Identification of factors that influence adoption 
─ Recommendations to DEMO professionals to ease the adoption or DEMO 

Table 2. Dumay et al., 2005, [11] – Professional versus intended application of DEMO 

Source Dumay et al., 2005, [11] - Conference Proceedings 
Subject Subject of the DEMO evaluation included in the paper: find out how the 

professional application of DEMO differs from its intended application. 
Motivation “Devise several recommendations on how the Language/Action Perspective 

(LAP) can improve its footprint in the community of Information Systems 
Development practice.” (p.78) LAP is an approach for the design of Informa-
tion Systems. 

Research 
questions 

1. What is the relationship between DEMO theory and its intended applica-
tion? 
2. How does the professional application of DEMO differ from its intended 
application?  
3. Can LAP unify the apparent incompatible social and technical perspectives 
present in Information Systems Development practice? (p.78) 

Sample DEMO practitioners 
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Table 2. (Continued.) 

Approach DEMO evaluation by practitioners is a means of evaluating in practice the 
LAP. The idea is to study DEMO theory, then identify the proposed applica-
tions of DEMO; study DEMO applications by practitioners; establish the rela-
tionship between DEMO theory and practice; compare LAP theory and DEMO 
theory to draw conclusions about LAP thanks to DEMO analysis. 

Methods ─ To study DEMO theory: the framework proposed by Mingers and Brockles 
[28] to analyse methodologies has been used. 

─ To study DEMO in practice: a survey has been sent by email to practition-
ers about DEMO application contexts (domain, duration, projects). Then 
a 4-hour workshop has been organised with the 19 practitioners 
amongst the survey respondents willing and able to attend. The subject 
of the workshop was DEMO areas of application. 

Results The DEMO in practice evaluation part of this study “answers the question 
how the professional application of DEMO differs from its intended applica-
tion.” (p.80) 

To the best of our knowledge, no study has been performed with the aim of giving 
a holistic view on the use of DEMO in practice both by approaching a variety of 
themes and a diversity of stakeholder’s profiles. The subject or the current paper is to 
define an observational approach to do so. 

4 Observational Approach for BPMMs Performance in Practice 

4.1 Observational Approach Overview: An Interpretive Approach 

This section discusses the set up of the observational research approach that is to be 
used to gain insights about the performance of a BPMM in practice. These insights 
are provided by exploring stakeholders’ views about the use of a BPMM in practice. 
For this exploratory purpose, we adopted a qualitative research approach, because it is 
aimed at understanding phenomena and provides  modes and methods for analysing 
text [29]. Qualitative research can be positivist, interpretive, or critical [29]. We 
adopted an interpretive approach because it allows to produce “an understanding of 
the context of the information system, and the process whereby the information system 
influences and is influenced by the context” [30](p.4-5). “Interpretive methods of 
research adopt the position that our knowledge of reality is a social construction by 
human actors” [31]. We found it suitable for exploring the use of a method, because a 
method is an artefact that is designed, performed and evaluated by human people.  

To collect these qualitative data, we selected the semi-structured interview tech-
nique. Qualitative interviews are one of “the most important data gathering tools in 
qualitative research” (p.2)[32]. The reason is that it is “permitting us to see that 
which is not ordinarily on view and examine that which is looked at but seldom seen” 
(p.vii)[33]. We created a questionnaire to be used as a guideline by the interviewer 
during the interviews to discover what can be expected from DEMO in practice. 
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Whether being a method or a language, DEMO is a designed artefact; so are 
BPMMs. We considered that to gain insights about what can be expected from a de-
signed artefact, we could use artefacts evaluation criteria. We selected those criteria 
by reasoning on criteria of progress for information systems theories proposed by 
Aier and Fischer [14]. We based the questions of the questionnaire on the artefacts 
evaluation criteria we selected, and then gathered these questions in themes to ease 
the interviewing process. We then obtained an interview questionnaire about IS (In-
formation Systems) DS (Design Science) artefact evaluation, to which we added a 
few complementary questions that are specific to DEMO. 

The scope of the current paper does not involve the mode of analysis of the col-
lected data; it is concerned with the identification of the observational approach for 
gaining insights about a BPMM in practice and with the first insights about DEMO 
provided by the interviews that have been performed. 

4.2 Interview Guideline Setup 

Identification of the Interview Themes 
The themes of the questionnaire used as an interview guideline have been identified 
according to the goal of the questionnaire: gain insights about DEMO in practice. 
Themes have been identified from the design science literature regarding artefact and 
method evaluation, so that the core of the questionnaire might be used as a guideline 
for any IS method evaluation; from literature about DEMO, regarding stakeholders 
feed-back about DEMO; during a brainstorming with fellow researchers to complete 
the above points. 

In 2010, Aier and Fischer proposed a set of Criteria of Progress for Information 
Systems Design Theories [14]. We call this set of criteria CriProISDT1. Aier and 
Fischer based their reflection, amongst other elements, on “evaluation criteria for IS 
DSR artefacts” (“IS DSR” stands for “Information Systems Design Science Re-
search”) and reviewed the literature about that. In particular, they used March and 
Smith [19] set of criteria for IS DSR artefacts evaluation2. Then, Aier and Fischer 
focused on IS DSR artefacts evaluation criteria that they considered as being inde-
pendent of any particular artefact type (method, model, construct, instantiation), 
which is interesting for our purpose. They established a table of comparison of the 
evaluation criteria for IS DSR artefacts by March and Smith with CriProISDT. Adopt-
ing Aier and Fischer’s position that “evaluation criteria for IS DSR artefacts should be 
strongly related to those for IS design theories”[14], we choose to use this comparison 
the other way round: we selected amongst CriProISDT the criteria that we thought 
may be applicable to artefacts (called “CriProISDT subset”), and we then used the 
“comparison table” to retrieve the “matching” IS DSR artefacts evaluation criteria.  
By doing that we obtained a set of artefact evaluation criteria (called AEC) that are: 

                                                           
1 Aier and Fischer CriProISDT: Utility, Internal Consistency, External consistency, Broad 

purpose and scope, Simplicity, Fruitfulness of further research [14]. 
2 March and Smith set of criteria for IS DSR artefacts evaluation: Completeness, Ease of  

use, Effectiveness, Efficiency, Elegance, Fidelity with real world phenomena, Generality, 
Impact on the environment and on the artefacts’ users, Internal consistency, Level of detail, 
Operationality, Robustness, Simplicity, Understandability [19]. 
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generic to all types of artefact evaluation; based on a recent literature review; in line 
with one of the most well-known set of criteria for IS DSR artefacts evaluation 
(March and Smith’s) although refining it. Criteria we selected to be included in Cri-
ProISDT subset are: Utility, External consistency, Broad purpose and scope. 

Utility (usefulness). 
The reason for selecting utility is that DSR literature emphasizes that DSR products 
“are assessed against criteria of value or utility”  (p.253)[19]. Aier and Fischer define 
“utility” in (p.158)[14] and “usefulness” in [34] as “the artefact’s ability to fulfil its 
purpose if the purpose itself is useful. The purpose of an artefact is only useful if it is 
relevant for business.” Following the comparison table, “matching” IS DSR artefacts 
evaluation criteria are: ease of use, effectiveness, efficiency, impact on the environ-
ment and on the artefacts’ users and operationality. We call this list the “utility list”.  

External consistency, Broad purpose and scope. 
Many authors underline the interdependence between a DSR artefact and its perfor-
mance environment; that evaluation criteria and results are environment dependent. 
[14, 19, 35, 36]. So we selected the criteria of “external consistency” (“fidelity with 
real world phenomena” [19]) and “broad purpose and scope” because they are related 
to the performance environment of an artefact. Following the comparison table, 
“matching” IS DSR artefacts evaluation criteria are: fidelity with real world pheno-
mena, generality. We call this list the “context list”. We remove from this list the 
“robustness” criteria, which is mainly aimed at algorithmic artefact evaluation.  

IS DSR artefact evaluation criteria we used. 
By aggregating the “utility list” and the “context list”, we obtain a list of IS DSR 
artefact evaluation criteria, with the definitions adopted or proposed by Aier and 
Fischer in [14] when they can be applied to artefacts: ease of use, effectiveness, effi-
ciency, impact on the environment and on the artefacts’ users, operationality, fidelity 
with real world phenomena (external consistency), generality. 

This list actually extends the list of criteria for methods evaluation proposed by 
March and Smith: ease of use, efficiency, operationality, generality [19]. We can see 
that because of the systematic way of collecting IS DSR criteria we adopted, the fol-
lowing criteria are not included: completeness, elegance, internal consistency, level of 
detail, robustness, simplicity, understandability [19].  

─ ease of use: the artefact shall be easily usable [14]; 
─ effectiveness:  the degree to which the artefact meets its goal and achieve its de-

sired benefit in practice [37]. So questions about the method under evaluation add-
ed value were included in the questionnaire  

─ efficiency: the degree to which the modelling process utilises resources such as 
time and people [19]; a quotient of output and input [14]. The notion of “Return on 
Modelling effort” conveys the same idea. “If an artefact resulting from a design 
theory is used very often, its efficiency might be the best criterion for measuring its 
utility.” (p.149)[14] 

─ impact on the environment and on the artefacts’ users: a side effect. “Side effects 
can increase or decrease utility” (p.164)[14]. “A critical challenge in building an 
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artefact is anticipating the potential side effects of its use, and insuring that un-
wanted side effects are avoided” (p.254)[19]  

─ operationality : “the ability to perform the intended task or the ability of humans to 
effectively use the method if it is not algorithmic” [14, 19] 

─ fidelity with real world phenomena (external consistency): Questions about to what 
extent the constructs of the method under evaluation reflect business concepts that 
stakeholders have an interest to model with BPMMs.   

─ generality: the same as “broad purpose and scope” (p.164)[14]. Questions about 
the possibility to tailor a BPMM to specific business context are included in the 
questionnaire. Besides, as DSR artefacts address classes of problems [35, 38], 
questions about the “kind” of problems for which it is interesting to use the method 
under evaluation are included in the questionnaire.  

Themes of the interview guideline. 
For the fluidity of the interview, the questions have been gathered in themes C to G). 
Themes A and B complement these themes. 

─ A- Interview situation - Location, date, duration, language of the interview 
─ B- Interview context - Actual context of use of DEMO in a particular project, also 

allows to determine how much the person remembers about the project 
─ C- Typical context of use of the Method: recommendations, factors of influence  
─ D- Use of the Method in practice 
─ E- Organisation fit: Necessary skills to apply the Method and satisfaction about the 

Method 
─ F- Method chunks identification 
─ G- Method construction (only for the designer stakeholder type) 

Stakeholder types. 
Stakeholders are part of the “impact on the environment and on the artefacts’ users” 
criteria. Because different stakeholders have different purposes and because utility 
definition is related to a purpose, we defined several stakeholders types [38]. “The 
utility of an artefact is multi-dimensional: one dimension for each stakeholder type” 
(p.10)[39]. Stakeholder types we a priori thought of were related to their role regard-
ing the method under evaluation (here, DEMO):  

─ Designers: they took part in the creation or evolution of DEMO, 
─ Sponsor: owner of the engineering effort, this stakeholder pays or is financially 

responsible for the project in which DEMO has been applied, 
─ Manager of the engineering effort: project manager for example, 
─ Modeller: this stakeholder created DEMO models, 
─ Final beneficiaries: they benefit from the use of the method. 

Themes are common to all stakeholder types except the designers: a theme (G) 
dedicated only to the latter ones has been included in the questionnaire.  

In themes A and B, many questions are about the stakeholders, so that new stake-
holder types may emerge from the analysis of the interviews. Indeed, the  
semi-structured interview technique provides a guidance to help collect data  
on themes the researcher is interested in, but the kind and scope of answers are not 
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predefined. Actually, surprising answers are an asset provided they relate to the goal 
of the study: they may enable the researcher to reconsider themes, sampling, ques-
tions and research approach. 

With regard to the question if DEMO is considered as a language or a method. 
As our goal is to have an insight about DEMO in practice, we asked the interviewees 
what they would call DEMO and whether they would consider it as being prescriptive 
or descriptive. Besides, we ensured that interviews were not exclusively “method 
oriented” by selecting evaluation criteria that are common to all types of designed 
artefacts. Winter et al. argue that a method and a model can be seen as aspects of an 
artefact (p.12) [25]. This is especially convenient in the case of asking questions about 
DEMO. For this reason and because of the double definition of DEMO, we added 
questions that are specifically related to methods as defined in Section 2, and to lan-
guages as being part of methods.  

Overview of the Questionnaire Structure 
Each set of questions is related to a stakeholder type, a theme, and is aimed at collect-
ing data exclusively either about stakeholders’ intentions or stakeholders’ experience. 
The purpose of this is to collect stakeholders’ a priori views when intending to do 
something (“What were your original intentions/expectations when you…?”) and a 
posteriori views when they had experienced this something (“What is your experience 
about …?”)3. The resulting questionnaire structure is depicted in Table 3. 

Questions are actually often similar between stakeholder types: such a structure to 
design a questionnaire is only a tool for the researcher to think of many types of ques-
tions related to the goal of the study. Themes A and B are about the knowledge of the 
context and about the stakeholders. 

Table 3. Structure of the questionnaire used as a semi-structured interview guideline 

Themes Designer Sponsor  … 

A Questions Questions Questions 

B Questions Questions Questions 

C 
Intention and  experience 

questions 
Intention and  experience 

questions 
Intention and  experience 

questions 

D 
Intention and  experience 

questions 
Intention and  experience 

questions 
Intention and  experience 

questions 

… 
Intention and  experience 

questions 
Intention and  experience 

questions 
Intention and  experience 

questions 

                                                           
3 “ Theories seek to predict or explain phenomena that occur with respect to the artefact's use 

(intention to use), perceived usefulness, and impact on individuals and organizations (net 
benefits) depending on system, service, and information quality (DeLone and McLean 1992; 
Seddon 1997; DeLone and McLean 2003)”, cited by Hervner et al. (p.77)[35] 
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5 Reflections about the Proposed Research Approach Validity 

The themes of the questionnaire used as a guideline in the semi-structured interview 
technique influence the answers that are given by the respondents. So, we found it 
necessary to justify our position for referring to design science literature to define a 
set of criteria to evaluate a method. These criteria will be used to gain insights on a 
method in the current study, not to evaluate it. 

Information Systems literature. 
As BPMMs may not be information technology related, the question arises as to 
whether information systems literature is relevant to study them [13]. In this paper we 
assume that as BPMMs are often implemented in the context of IS projects, IS litera-
ture is relevant to reflect upon BPMMs.  

Information Systems Design Sciences literature. 
BPMMs evaluation can be considered as a wicked problem, because it has a critical 
dependence upon human cognitive and social abilities to produce effective solutions 
(evaluation depends both on the performance of the method under evaluation and of 
the evaluation process itself on the other hand) and because it is strongly context 
dependent [35]. Such wicked problems can be addressed by the iterative nature of 
design science research [35].  

Besides, the design science pa explores the art of building and evaluating artefacts 
and especially information systems related artefacts with a strong importance given to 
the behavioural aspects [35]. Is DS, evaluation of an artefact is performed against the 
criteria of utility, which is a practical perspective. So we can then investigate the 
design science literature with benefits for approaching the question of how to gain 
insights about BPMMs in practice. In short, evaluating BPMMs in practice is a prac-
tical problem, as such it can be approached with DS literature [40].  

Design Science literature, Design Science Research literature or both? 
Winter makes the following difference between IS design research and IS design 
science: “While design research is aimed at creating solutions to specific classes of 
relevant problems by using a rigorous construction and evaluation process, design 
science reflects the design research process and aims at creating standards for its ri-
gour” (p.471)[13]. With this definition, we may rather investigate more DS research 
literature than DS literature. But on the one hand DSR literature and DS literature are 
not always “self-labelled” this way and on the other hand reflections and criteria of 
progress that are applicable to DS can sometimes be related to those of DSR [14], we 
will investigated both DS literature and DSR literature. 

6 Early Experience Report about the DEMO Case Study 

This section exposes how we started to implement the proposed research approach, 
and some of the preliminary insights we gained about DEMO in practice. The data 
analysis is still to be performed. 
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6.1 Data Collection 

Based on the questionnaire used as a guideline [32], for our semi-structured inter-
views we collected 13 interviews. Multiple stakeholder types were represented. Inter-
views took place in interviewee’s offices except one, which was performed with 
Skype. Each interviewee was interviewed individually by two researchers: one inter-
viewer to ask the questions and one “shadow” interviewer to complete questions and 
take notes. Interviewees agreed to be interviewed and that the interviews were record-
ed. Only one interviewee asked us not to disclose his name. Immediately after each 
interview, the interviewer and the “shadow” wrote down notes about the interview 
that involved what had been said or interviewee’s reaction to some specific subject for 
example. In order to capture the actual experience of the individuals in practice with 
DEMO, interviewers tried to avoid “leading the witness” by: following the interview 
guideline, asking questions in which the answer is not included, not giving their own 
opinions. They attempted to reduce their role to information collectors, influencing as 
less as possible the content of the collected data and encouraging interviewees to keep 
talking. One of the interviewers was a DEMO expert, the other one was a business 
analyst whose knowledge about DEMO could be summarised in a few short lines. 
The questionnaire used as a guideline contained about 100 questions, but as not every 
question was meant at every stakeholder types, around 60 questions were asked to 
each interviewee – or not, in case interviewee spontaneously provided the information 
while answering another question. Average time of interviews is one hour an thirty 
minutes. A total amount of twenty hours of recording have been collected. 

6.2 Interview Data Analysis and Initial Insights about DEMO in Practice 

Interviews have been transcribed by interviewers. Scripts have been coded [41]. The 
full analysis still has to be performed, so only first insights can be presented here.  

DEMO is seen as a way of thinking that comes with a way of modelling. Intervie-
wees mentioned a set of concepts helping enterprise engineer analysts to analyse organ-
izations and reveals what is actually going on when it is about responsibility, authority, 
role, transaction. According to the interviewees, DEMO seems to be suited for complex 
problems. Interviewees often mention that DEMO models were implementation inde-
pendent and that to apply DEMO to produce DEMO models, abstract thinking is 
required, but reading DEMO models seem to require only a few hours of training. When 
interviewees were asked about DEMO return on modelling effort, they all were very 
positive about it, sometimes adding “provided it is used by trained people”. Several 
interviewees deplore a lack of interfaces with other methods. Still, all interviewees 
would use DEMO again if they would have to work in their project again. 

7 Conclusion and Further Work 

The current paper is about setting up an observational research approach for an explo-
ratory goal: having insights about BPMMs in practice. We adopted a qualitative  
research approach with semi-structured interviews for collecting research data.  
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To define the interview guideline, we relied on criteria of progress for information 
systems design theories.  

The main criteria against which we could assess the proposed observational re-
search approach may be the appropriateness of the insights we obtained during the 
interviews against the purpose of the research effort. Still, interview guideline themes 
are only a parameter to ensure this appropriateness: among other things, interviewees 
sampling, interviewees background compared to interviewers background, way of 
asking question, interviewers’ attitude and degree of remembrance of interviewees 
regarding the case studies also influence the nature and quality of the collected data.   

This paper provides an interview guideline structure that may be adapted from the 
DEMO interview experience and then potentially used to get insights about other 
BPMMs. Although interviews analysis has not been performed yet, we may already 
say that during the interviews performance, no understanding problems between in-
terviewers and interviewees occurred, collected information was actually related to 
the themes and questions, new information appeared compared to the literature review 
about DEMO. Besides, the diversity of interviewed stakeholder types allowed the 
collection of various points of views, sometimes conflicting ones. All interviewees 
encouraged us both to carry on in DEMO investigation effort and to contact them 
again in case we would need further information. 

The proposed observational research approach has some limitations, amongst 
which are the following ones: 

─ As we defined the list of evaluation criteria with a systematic process (gathering 
two lists), we should investigate for each criterion we included or not what the im-
plications are, then we may (certainly) integrate again some criteria. 

─ Aier and Fischer explain that the set of criteria of progress they propose for infor-
mation systems design theories [14] might not be complete. So, for this reason 
again we should reflect upon the completeness of the criteria we proposed. 

─ Criteria we proposed are generic to all types of artefacts, further reflection is re-
quired whether add aspects specific criteria (model, constructs, method, instantia-
tion). 

─ We have not reflected upon the limitations that are inherent to the interview tech-
nique to evaluate a method. 

─ Whatever the research approach to get insights about an artefact, the influence of 
some parameters should be discussed, namely the amount of knowledge of the in-
terviewers and researchers have about the artefact they want to have insights on. 

─ Various frameworks have been proposed to evaluate methods in IS literature, e.g. 
[42]. Though, they have not been taken into account in the current paper because 
our scope is about having insights about a method, so only method evaluation crite-
ria were used for this purpose. 

Some of these limitations may be addressed in future work: we plan to analyse the 
interviews, this will generate insights about the application of DEMO in practice and 
allow us to reflect upon the practical use of the themes and evaluation criteria that are 
proposed in the current paper. According to the findings, we may adapt these criteria 
and investigate in case studies BPMMs other than DEMO to have a variety of 
experiences with the proposed observational research approach.  
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Abstract. This paper presents a specific approach to Business Process
design by combining selected principles of Adaptive Case Management,
traditional modeling of processes executable in Business Process Man-
agement Systems, and a constraint-based approach to process design.
This combined approach is intended for business situations, where tra-
ditional process models with rigid structures can lead to limitations of
business flexibility. We propose a process design pattern that is suit-
able for the modeling of ad-hoc processes within common BPMS-based
systems. The pattern can be used to define a process structure in a
declarative constraint-based manner. Further, we present an application
of the approach in an actual project, which is an end-to-end BPM project
from an insurance business. The project uncovered needs for an extended
flexibility of process structures. This along with requirements based on
ad-hoc processes led to advancement in the presented approach. This
paper presents a versatile, generally applicable solution, which was later
tailored for the purpose of the aforementioned project and led to the
successful satisfaction of the requirements. The approach is part of a
more comprehensive research effort – complex BPM adoption methodol-
ogy BPM4SME designed primarily for Small and Medium Enterprises,
which put emphasis on the agility of the BPM adoption process and
consequent flexible implementations of BPMS-based systems.

Keywords: BPM, process design pattern, Agile process design, process
flexibility, ad-hoc processes, ad-hoc process pattern process discovery.

1 Introduction

In the scope of traditional business process models, we usually define a set of
work tasks, their performers, and an explicit order in which those tasks should
be performed [1]. Nowadays, an increasing amount of process models are defined
in modeling languages such as Business Process Modeling Notation (BPMN),
based on Petri-nets formalism [2], [3]. BPMN 2.0 was recently recognized as
an industry standard for process modeling and is widely accepted in practice
[4]. By modeling a process in such a language, we define the allowed sequences
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in which process tasks can be performed by defining possible paths through
the process graph. Such rigidly defined process models are well applicable to
situations where the explicit definition of task order is known in design-time. This
has several positive outcomes, such as the establishment of a uniformed work-
process, efficient Business Activity Monitoring [5] and other general outcomes of
Business Process Management (BPM) [6], [7]. Such BPMN process models can
also be consequently executed on a process execution engine - a core component
of every Business Process Management System (BPMS) [1].

In business, situations other than the ones outlined above may also arise. For
certain type of work, it is optimal to decide about task ordering in run time,
according to decisions carried out by task performers. For this kind of work, we
will use the well-established term, knowledge work [8],[9].

For knowledge work, the desired order of tasks can differ from case to case.
In these situations, process models would have to cover all possible scenarios.
This can result in very chaotic process models and model clarity - the important
benefit of process modeling [7] is lost. Therefore, there are different needs in
the context of supportive Information Systems for knowledge intensive work.
Systems built on approaches such as Adaptive Case Management (ACM) provide
palettes of tasks [9] which can be performed in any order. Such systems do not
put hard restrictions on ordering. Instead, they help knowledge workers find
similarities among cases and provide soft recommendations based on the orders
of tasks previously performed in similar or related cases. In this way, another
very important outcome of the BPM-based approach, the codification of business
know-how, is preserved and the flexibility of knowledge work is not limited [10],
[11], [9].

However, in business practice, it is very common to mix these two kinds of
work [12]. Management processes are often performed on the top level [13] where
traditional rigid process definitions lead to better monitoring and process unifica-
tion. Such management processes consequently instantiate sub-processes dealing
with certain business activities and only these sub-processes are often knowledge-
intensive. The schism of selection among these approaches during consequent
Information System development often leads to a paralysis in decision-making,
as it is not clear which paradigm to follow. This was recognized in practice as a
strong showstopper of many BPMS-based system implementations.

One could clearly argue that BPMS systems should not be used in the business
context where such ad-hoc processes appear. However, in practice, we often
find situations where traditional BPM seems to be a perfect solution for major
amounts of work and some minor cases involving ad-hoc processes are identified
much later when BPM adoption is already in progress. In such cases, it often does
not make sense to combine BPM with different paradigms such as ACM. This
is because it would significantly raise costs, increase complexity, and confuse
business users, which already have problems understanding the process-based
BPM paradigm. This is also the case of the BPM project presented later in
this paper.
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Before we clearly define this problem and propose a solution, we should clarify
the terminology of Dynamic characteristics of Process Models. We will follow the
terminology of [12] and define three terms related to business process dynamics:

– Dynamism is a characteristic related to the evolution of process model
initiated either by changes in business environment or process re-engineering
efforts. These changes are made in design-time and they involve a non-trivial
problem - the migration of previously executed instances [12]. Although this
characteristic is not directly in scope with this paper, the proposed solution
should decrease the number of situations where a change in the process model
is needed.

– Adaptability is the process ability to cope with exceptional circumstances
and non-standard behavior. This can be partially solved in design-time by
adjusting the process model structure. However, there are still many situ-
ations when we have to rely on BPMS-specific technological solutions and
run-time work-arounds. We will partially touch on this problem later in the
paper.

– Flexibility is a characteristic of the process model related to loose or par-
tially defined model structures specified in design-time. The full specification
of the process is completed at run-time and it may differ for each process
instance. Flexibility is the main focus of this paper, and its improvement is
the main objective of our pattern-based approach.

2 Problem Description

Let us sum up three important facts for a clearer definition of the problem.

1. Traditional process models with an explicit ordering of tasks can limit work-
process flexibility in certain cases of knowledge-intensive work in which we
are not able to determine the exact ordering of tasks before executing a par-
ticular process instance [14]. On the other hand, traditional process models
significantly help to codify the know-how in their structure [15], [16].

2. To codify know-how of knowledge work, the previous individual decisions of
knowledge workers have to be recorded and related to new cases with similar
characteristics [9].

3. In practice, major parts of the process models often correspond to tradi-
tional rigid structure and only relatively small parts demand a high level of
flexibility [12].

Our focus is restricted to situations where we generally want to have a tradi-
tional BPMS-based solution. This is due to the fact that nowadays, BPMSes are
generally available technologies and we can find relatively mature BPM prod-
ucts [17]. In opposition, ACM-based solutions are usually developed as a custom
solution [9]. Therefore, our desire is to achieve the extended flexibility of process
models to make them suitable for knowledge work and avoid mixing of ACM
and BPM technologies. Obviously, limited flexibility is a common obstacle of
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BPM adoptions [18], [19]. This was also confirmed during the practice project
in which we participated.

According to the previously described circumstances, we are trying to find
a process design pattern, which is applicable either during the initial process
design, or even to redesign the existing process. The pattern should meet the
following requirements, which were defined during the aforementioned project
and later refined according to the related research [12], [13]:

1. The pattern will be applicable to traditional rigid BPMN process models.
2. The pattern will isolate the ad-hoc process parts into sub-process without

interfering with the rigid structure of the parent process.
3. The pattern will provide a mechanism to influence such isolated sub-processes

from their parent process and provide a mechanism for defining declarative
constraints on an ad-hoc sequence.

4. The pattern will record sequences of tasks claimed in run-time for each
instance of an ad-hoc sub-process and provide valuable historical data for
the discovery of soft structures. This gives certain guidance to the worker,
recommending but not directing him on how to proceed in the work process.
At the same time, it preserves the know-how codification feature of BPM.

5. The pattern should be usable within conventional modeling methods and
implementable in various BPMSes. Therefore, to keep the approach as ver-
satile as possible, it should only use standardized BPMN constructs that are
available in most BPMSes.

3 Related Work

Our approach is a specific application of several autonomous principles, which
were the subject of several research efforts in the past.

Research related to process design patterns has been well known since the
very beginning of BPM era [20], [21]. Most of these efforts focus primarily on
describing the best practices for modeling certain logical structures in processes.
Other efforts [20] describe patterns for exception handling aimed towards the
extension of process adaptability [22]. We can also find later updates of pattern
approaches [23], [24] covering more recent advancements in BPM. Such patterns
are generally applicable in any process and business context. In opposition, we
propose a more specific pattern for handling ad-hocness which is suitable for
situations described later in this paper.

We can find several sources related to the characteristics of process flexibil-
ity in [12] and [13]. A very relevant topic is research related to the flexibility
of processes, particularly a construct called pockets of flexibility [12], and the
later effort to solve this problem with constraints [25], [26]. The constraint ap-
proach is partially used in our work as well. We build our pattern on top of
these approaches and use the terminology established mainly in [12]. However,
these approaches are rather general and discuss the ad-hoc principles in a gen-
eral workflow-modeling perspective. Since this research was published, BPM has
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made big steps forward and we are therefore able to be more specific and propose
solutions, which are directly applicable in the context of currently available BPM
technologies. Another interesting approach, which could solve our problem, is
based on Worklets [27], [28]. However, this is something purely implementation-
specific and therefore does not meet our requirement in versatility.

Furthermore, we can also find attempts to achieve flexibility by the adaptation
of process definitions, such as [29]. Certain principles used here are also highly
relevant in our context. Surveys assessing the current advancements in research
on process flexibility such as [18] can be found as well.

Probably the most complete work about declarative approach to process def-
initions can be found in [13] and consequently in more recent publications [30],
[31] related to complementary Declare tooling. Some case studies from practical
applications of this approach exist such as [32].

Relevant recommendation-based approach is described in [11]. Research fo-
cused on process discovery and mining which is discussed at the end of this
paper can be found in [33] and [34].

3.1 Our Research Context: BPM4SME Methodology for Agile
BPM Adoption

The presented approach is a part of a more comprehensive research effort,
BPM4SME methodology for small-scale BPM adoptions. As confirmed by re-
lated research sources [35], [7], the adoption of the BPM paradigm in the Small
and Medium Enterprise (SME) sector has several specific obstacles. We try to
overcome these obstacles and develop a methodology, which provides helpful
guidelines for successful and flexible BPM end-to-end adoptions in organizations
of SME sizing. Our methodology is built on the following key principles. This
paper is mainly contribution to the second one.

1. The application of agile collaboration while defining the business motivation
model, process architecture, and process design

2. The creation of patterns for designing non-restrictive processes, which do
not interfere with the turbulent character of SME business

3. A design for lightweight BPMS-based systems resulting in easy customizable
solutions with low initial and consequent maintenance costs

4. A simplified documentation structure where documented processes can be
easily transformed into their executable form and vice versa

An agile practice research approach is applied; thusly we verify each compo-
nent of the methodology in a practical project in an actual business environment
at the end of each milestone. Results of those projects are regularly published
and discussed with practitioners from different business environments. Thus far,
the methodology has been applied in practice in the following projects:

1. A BPM adoption in a web-app oriented SME - the software company IT
Logica s.r.o. [36].
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2. Process design and optimization in the context of human resources in the
ICT department of Masaryk University in Brno [37].

3. Analysis at the headquarters of Masaryk University, several results discussed
in the paper related to collaboration in process design [38] and [39].

4. An end-to-end implementation of a BPMS-based solution in a global insur-
ance company, presented at the end of this paper.

4 Proposed Solution

It is now appropriate to clarify certain terminology: task vs. activity. According
to the BPMN standard, activity is a process element, which can contain either
one task or the nested sub-process consisting of several tasks and other modeling
elements. Our pattern is intended to handle not just ad-hoc sequences of tasks
but also sequences of activities. Therefore, starting for now, to stay consistent
with BPMN, we will use the term of activity without differentiating between
task and nested sub-process.

We now present our pattern with a step-by-step application in process de-
sign. To model and execute ad-hoc sub-process according to our approach, the
following steps must be performed:

4.1 The Separation of Ad-Hoc Process Parts

The first step is to identify parts of existing processes where an ad-hoc order of
activities is desired. We should include all process activities which can be ordered
ad-hoc and separate them into one or more sub-process. All activities in one ad-
hoc sub-process should be logically related and ideally belonging to one unit of
work. Such a separation assures that the rest of the process will be isolated from
the on-demand order of activity execution. The separated sub-process will be
managed from the parent process. This means that it can be multi-instantiated,
repeated several times, or terminated on-demand by events triggered from the
parent process.

4.2 The Application of an Ad-Hoc Pattern

As depicted in (Fig. 1), the pattern consists of three basic sections. The two
on the left serve for assigning tasks. This can be done either by performers,
which can freely choose any allowed activity they want, or the assignment can be
directed from the Managing process with the use of inter-process communication.
These sections are synchronized and re-executed in loops. In these sections we
also record the sequence of performed activities, evaluate Constraint Business
Rules on the recorded sequence and determine which activities are allowed to
be assigned in each process state. We will explain the details of the constraint
concept in following paragraph. In the activity section, assigned activities are
being performed and they are either completed or re-assigned. This mechanism
is used for delegation, which is common in the context of ad-hoc processes. The
process can be terminated either by the intervention of the Managing process or
it can terminate itself after conditions defined by the business rules are met.
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Fig. 1. Process pattern

4.3 The Definition of Constraints

The pattern contains business rule tasks, which are responsible for deciding
which activities can be assigned to a performer in a certain moment. As an
input, this business rule takes a list of assigned activities ordered by time, eval-
uates constraints that can prohibit the assigning of certain activities in the next
assignment step, and produces a list of activities, which can be assigned as an
output. Those lists are saved into dedicated objects in process data in the case
of data-model-based BPMS, or into an external business object in the case of
pure service-based BPMS.

For particular constraint scenarios, we can use the declarative structural pat-
terns defined in a constraint-based approach [13]. In this way we can use the
rule language to define complex Linear Time Logic (LTL) based constraints. In
practice this concept can be eventually replaced by simple if-then-else rules. Nev-
ertheless, the sophisticated usage of the rule language for defining adequate LTL
[40] provides mechanisms for an implementation of the declarative constraint-
based approach [13] within a conventional BPMN 2.0 based BPMS.
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4.4 The Identification of Common Patterns in Activity Order

Suppose we have an ad-hoc process modeled according to our pattern with con-
straint rules. To achieve the last goal and satisfy the requirement for detecting
the relationship between activity order and case characteristics, we record each
path through ad-hoc process and group similar sequences into a set of common
patterns. Consequently we compare these patterns to the active process instance
and we are able to provide soft recommendations based on similarities. For that,
we have to use two mechanisms not described by the pattern. First, we have to
use some mechanism to find similarities. This has to be performed by a service
outside of the process. Secondly, we use such a similarity detection mechanism
to provide just-in-time intentions to the user in a user interface. For example, we
can highlight certain activities, which are usually successors of the last claimed
activity. The implementation of this construct can be different for each BPMS
and therefore we do not propose any general solution.

4.5 Approach Limitations

Let us discuss the limitations of our approach. Despite the fact that we try to
propose a generally applicable solution, we presume that the used BPMS will
provide several core functionalities. First, it must implement BPMN 2.0 specifi-
cations to the extent in which used modeling elements are covered. Second, for
a full-blown constraint driven solution, an adequate Business Rule Management
System (BRMS) must be used. Third, there must be a mechanism for in-process
reassigning of activity executors. All of these features are generally available in
many BPMS products, however, not necessarily in all of them. Last, we expect
a certain business setting in which we are able to identify Managing processes
in the process architecture; moreover, the ad-hocness is mostly present in nested
processes, not processes on the top level. Our pattern is also generally applicable
for cases where the last condition is not met. However, some modifications of
terminology and eventually of the pattern itself may be needed.

5 Application of the Approach in Insurance Business

We are going to present a real BPM project from an insurance business. The
problem we present in this paper was introduced in this project. We searched for
an optimal solution, which led to the creation of the presented approach. The
light-weighted version of the approach was later applied in this project and led
to the process redesign, which satisfied given requirements on extended process
flexibility. Certain customizations of the approach were made in accordance to
specifics of used Bizagi BPMS.

The project was elaborated in a global insurance company. The company
recently acquired several smaller insurance companies across Eastern Europe.
These acquired companies had similar business processes customized to local
regulations and business environments in particular countries. Acquisitions were
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transformed into Business Units (BU) of the new owner. The transformation
typically brought about the need for process unification and the development
of a centralized process-driven Information System, which could be used across
these newly created BUs. For the implementation of such a system, Bizagi BPMS
was chosen as a main BPM platform.

5.1 Project Goals

Three main goals were set in the project:

1. The unification of processes across all business units with small customiza-
tions per country respecting differences in country-specific legal restrictions
and locally used systems

2. The consequent unification of process monitoring and reporting processes,
which could enable the mother company to compare business results achieved
across BUs

3. The integration of locally used systems to collect critical business data in
one system.

5.2 A Change in Requirements and Process Redesign

According to the initial settings and consequent prototype developed by the
BPMS supplier Bizagi, all of the processes were modeled as hard-ordered and
the groups of related ad-hoc activities were typically concentrated into one form-
based blob task executed in loops. Therefore, performers of blob tasks had to wait
for other performers to complete their all activites before they could claim the
blob task. From the outer process, there was no control over activities performed
inside these blob tasks.

The problem was identified after initial testing in one BU, where related ad-
hoc parts of the process were performed by various performers. Local project
coordinators in the BU complained about inefficient collaboration and they ex-
pressed several change requests to solve this issue. Such change requests were an-
alyzed on the side of the BPM team and led to the advancement of the presented
approach and consequent application of the pattern to the process redesign. An
important influence on the redesign had also the RIVA method [41] used in the
initial process design.

About 15 core processes were implemented in the first iteration. However,
some of those were nested in each other. A need for ad-hocness was identified
in three cases. We mention two of the most important top-level processes to
understand the context and then we take a closer look at the Quote evaluation
sub-process, one of three processes, where our pattern was applied.

1. The Opportunity management process
This is the most important top-level process used for managing potential
business opportunities, the state of each opportunity, and communication
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with the potential customer. The process is started by the first contact with
a potential customer and ends ideally with the acceptance of a proposed offer
from the customer’s side, which leads to consequent signatures of the policy
document. This process usually instantiates the important underwriting pro-
cess described below. The underwriting process is executed in parallel with
Opportunity management and the results of underwriting are sent back to
the Opportunity Management process.

2. The Underwriting process
This top-level process is selecting risks for insurance in respect of a plan and
classifying members according to their degrees of insatiability so that the ap-
propriate premium may be charged and the terms offered may be reviewed.
This is the process responsible for handling particular offers consisting of
the assessment of the customer’s requests regarding insurance products. Un-
derwriting itself, and carrying out the quoting process and agreements on
particular business contracts is the ideal case.

3. The Quote evaluation sub-process
In this process parameters for each product included in the resulting quotes
are considered. There are one or more Underwriters assigned to the prepa-
ration of each particular product and one Chief Underwriter responsible for
the whole quote. He must confirm every completed product preparation. He
also has the rights to re-initiate any of the Prepare product activities, as-
sign particular Underwriter to a particular product preparation activity, and
terminate the whole process by quote completion. This sub-process was the
subject of redesign in accordance with our pattern and the result is depicted
in (Fig. 2).

We applied several specific customizations of the general pattern presented in
this paper due to the specifics of Bizagi BPMS:

1. Business rules were hard-coded into a complex event gateway
2. Re-assignation messaging was not applied as Bizagi BPMS has built-in fea-

tures for delegation
3. The activity of Manage Quote allows the Quote supervisor to perform all

management tasks, such as activity re-assignation, delegation, termination
of activities, parametric changes in constraint conditions, etc. and has the
same role as the Managing process in our pattern

5.3 Results

Redesigned processes were deployed for testing in one BU and offered to others.
Within two months, other local project coordinators of three other countries also
requested the redesign of their version of the process according to this approach.
Finally, four out of five BUs are now working according to the new processes. In
two BUs the process change was deployed into production environment, in the
other two the change was made during the pilot system testing period. For eval-
uation of results, three employees from each BU were asked to provide feedback.
In each BU, each of the following roles was represented by one individual
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Fig. 2. Figure 2. (Evaluate quote process)

– Project Coordinator (PC) - the person responsible for the definition of re-
quirements on the system, customization of the processes in respective BU
and moderation of the communication between the users and the system
developers.

– Chief Underwriter (CU) - the person responsible for managing the underlying
sub-processes, thus the performer of the Managing Process

– Underwriter (U) - the employee performing particular ad-hoc ordered prod-
uct preparation tasks.
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Each of them was asked to compare the former and the redesigned process
and rate the impact of the process redesign against the aspects listed in (Table
5.3). For each aspect, there were the following possible ratings: “-1” for worse
than before the change, “0” for no improvement, “1” for improvement and “-”
for no answer.

BU1
(production)

BU2
(production)

BU3
(pilot)

BU4
(pilot)

Sum per
aspect
<-12,12>

Role PC CU U PC CU U PC CU U PC CU U

Process model
clarity

-1 0 0 0 -1 0 0 -1 0 0 0 0 -3

Work-flow
flexibility

1 1 1 0 1 1 - 1 1 - 1 1 9

Time
efficiency

- 0 1 - 0 1 - 1 1 1 0 1 6

Process
manageability

- 1 1 1 1 1 1 0 1 - 1 -1 7

Sum per role<-
4,4>

0 2 3 1 1 3 1 1 3 1 2 1

Sum per BU
<-12,12>

5 5 5 4

According to acquired figures in (Table 5.3), there is a slight decrease of pro-
cess model clarity observed by the Project Coordinators and some of the Chief
Underwriters, the main users of the process model. On the other hand, there
was a significant improvement of work-flow flexibility observed by all the Un-
derwriters and more than half of the Chief Underwriters, as they could operate
more flexibly without dependence on each other’s tasks. As we can see in (Table
5.3), the overall perception of the process redesign was rather positive, especially
in BUs where the system was deployed into the production environment with
more intensive system usage. The best rating was generally given by Underwrit-
ers, thus we claim that the highest improvement was perceived by ad-hoc task
performers.

6 Discussion and Conclusions

The presented approach evolved from the request for process redesign during the
elaboration of the presented project. We developed the approach as a general
solution of the change request, as generally applicable pattern for the modeling
of ad-hoc processes with standard BPMN. We consider the approach versatile
enough to be used within most modern BPMS platforms. We further customized
this approach for purposes of the presented project and applied it during the pro-
cess redesign. The redesign impact was evaluated by several process performers
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and well accepted across four out of five BUs of the company, as we describe
in Results section. Our future aim is to verify this approach in different busi-
ness environments and to perform further extensions to establish a versatile best
practice, which can be used in the context of our BPM4SME methodology.

During the advancement of the approach, we noticed interesting fact that will
be the subject of further research. The recorded sequences of activities in ad-hoc
parts of the process produce data, which can be used for several purposes. First,
we are able to use it to find common ordering patterns related to process data.
Second, we can use them to improve our constraints on fly to make them more
restrictive to achieve higher determinism. Third, these data can be used for a
semi-automatic process discovery. Therefore, in the future, we plan to perform
a process discovery experiment in an organization interested in BPM adoption.

Concerning limitations, we have to admit that it can be used to extend process
Flexibility and partially process Adaptability. However, it does not provide any
improvement to process Dynamism as it was defined at the beginning of this
paper. Therefore, once we want to add completely new activities into an ad-
hoc process, we still have to solve the same problems related to process model
changes in a traditional approach to process modeling. This problem remains
unsolved and we are not able find any satisfactory solution applicable on a
BPMN level. There were some discussions about generic activities, but they are
not defined in BPMN standards and such a solution could be done by hacking
particular BPMS. All other proposed solutions ended up with this result as well.
Something similar is described by [27], but this is also a proprietary solution
and far from being generalized the way our pattern is. Therefore, this problem,
which could significantly extend our approach, remains as another challenge for
further research.
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Abstract. The increasing adoption of process-aware information sys-
tems (PAISs) has resulted in large process model collections. To support
users having different perspectives on complex processes and related data,
a PAIS should enable personalized process views, i.e., user-specific ab-
stractions of process models. Despite the abstraction achieved through
views of the graphical process models, many end users still struggle with
understanding these graphical models and their details. For selected user
groups, therefore, a PAIS should provide verbalized process descriptions
describing their role in the process. Existing PAISs neither provide mech-
anisms for managing process views nor verbalized process descriptions.
While process views have been used as visual abstractions for large pro-
cess models, so far no work exists on how to provide both personalized
and verbalized process descriptions based on respective views. This paper
presents an approach for creating such personalized and verbalized pro-
cess descriptions based on process views. Furthermore, textual changes of
a personalized and verbalized process description are correctly mapped to
corresponding updates of the underlying process model. In this context,
all other views and process descriptions related to this process model
are migrated to the new version of the process model as well. Overall,
our approach enables end users to understand and evolve large process
models based on personalized and verbalized process descriptions.

Keywords: process model abstraction, updatable process view, process
change, natural language, process visualization, human-centered processes.

1 Introduction

Process-aware information systems (PAISs) provide support for business pro-
cesses at the operational level. Usually, a PAIS separates process logic from
application code, relying on graphical process models. In turn, this enables a
separation of concerns, which is a well established principle in computer science
to increase maintainability and reduce costs of change [1].
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The increasing adoption of PAISs has resulted in large process model collec-
tions often including hundreds or thousands of process models [2]. Each of these
process models may refer to different organizational units or user groups, and
comprise dozens or hundreds of activities [3]. Usually, the different user groups
require customized views on process models, enabling a personalized process ab-
straction and visualization for them [4,5,6]. For example, managers rather prefer
an abstract process overview, whereas process participants need a detailed view
of those process parts they are involved in. Several approaches for creating such
process model views, which are based on well-defined abstraction techniques,
have been proposed [7,8,9]. However, in many cases providing a customized
process view is not sufficient for making the relevant part of a process model
understandable for the end user. To be more precise, many domain experts are
unfamiliar with process modeling languages and the confidence to understand
process models in detail. In such a situation, a verbalization (i.e., textual rep-
resentation) of process model and its corresponding process views would enable
domain experts to properly understand process details relevant for them [10].

Generally, real-world processes are frequently subject to change and evolu-
tion [1,11]. In contemporary PAIS, it is not possible to modify a process model
through editing and updating one of its view-based process descriptions (i.e.,
model abstractions). Hence, any process change must be always applied directly
to the core process model, which constitutes a complex and error-prone task for
domain experts, particularly in the context of large process models. To overcome
this limitation, users should be enabled to change large process models through
updating their personalized and verbalized process descriptions.

This paper proposes an approach which enables users to create and modify
personalized process descriptions. Note that a process description is a textual
documentation of the real-world process. Therefore, our approach combines ex-
isting research on process views [5,12] and text generation [10]. Furthermore, it is
enriched with the possibility to apply changes directly to a personalized process
description. In turn, respective changes are then propagated to the underlying
core process model. Figure 1 illustrates this approach.

View V1 View Vn

Process Description
for User n

Process Description
for User 1

Process Model

...

Fig. 1. Providing Personalized and Verbalized Process Descriptions
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The remainder of the paper is structured as follows: Section 2 introduces
basic notions. Section 3 discusses how process views as well as verbalized and
personalized process descriptions may be created from an underlying process
model. Section 4 shows how personalized and verbalized process descriptions
and the corresponding process model may be modified through text changes.
Subsequently, Section 5 presents our proof-of-concept implementation. Section
6 discusses related work and Section 7 concludes the paper.

2 Basic Notions

A process model is described in terms of a directed graph whose node set com-
prises activities, gateways, and data elements. Gateways can be categorized into
AND, XOR and Loop, and may be used for modeling parallel and conditional
branchings as well as repetition structures. Edges between activities and/or gate-
ways represent precedence relations, i.e., the control flow of the process model
(cf. Figure 2). Furthermore, data elements describe the data perspective of a
process model. Based on this, the data flow is defined by a set of directed edges
connecting data elements and activities. Writing a data element is expressed
through an edge pointing from an activity to the data element. In turn, reading
a data element is expressed through an edge pointing from this data element to
the activity.

A

B

C F G

D

E

StartFlow

Activity ANDsplit ET_SoftSync

EndFlow

LOOPsplit

LOOPjoin

XORsplit XORjoin

ANDjoin

SESE block
(Single Entry Single Exit)

DataElement
ReadEdge

WriteEdge
d1

Fig. 2. Example of a Process Model

We presume that process models are well-structured [13,14], i.e., sequences,
branchings (of different semantics), and loops are specified as blocks with well-
defined start and end nodes having the same gateway type. These blocks, also
known as SESE (single-entry-single-exit) blocks, may be nested, but are not al-
lowed to overlap (cf. Figure 2).

3 Creating Personalized Process Descriptions

The creation of a personalized process description is a two-step approach. Sec-
tion 3.1 introduces how process views are derived and Section 3.2 describes how
personalized process descriptions are generated.



194 J. Kolb et al.

3.1 Process View Creation

For creating process views, we utilize the proView1 framework. In particular,
proView is to include alternative process representations (like the textual process
description).

The proView framework aims at supporting users in intuitively interacting
with large business process models as well as evolving them over time. For this
purpose, personalized and updatable process views (cf. Figure 3, Part 2) are cre-
ated for each user (role) abstracting from the overall process model maintained
in the central process repository (cf. Figure 3, Part 1). We denote this overall
process model as Central Process Model (CPM).

More precisely, a process view abstracts from the CPM by hiding non-relevant
process elements (i.e., applying reduction operations) or by combing and abstract-
ing them (i.e., applying aggregation operations). Detailed information about view
creation operations and their semantics can be found in [5,15,16].

UserUser-centric
Interaction

Personalized
Appearance

Model
Refactoring

User-centric
Process View

Central Process
Repository

... ... ... ......

... ... ... ......

1 2 3 4 5

Fig. 3. Overview of proView Framework

When applying view creation operations, non-relevant gateways or empty
AND branches might occur. Therefore, the model resulting from the application
of such view creation operations is further simplified using behavior-preserving
refactorings (cf. Figure 3, Part 3), e.g., AND gateways of a parallel branching
with only one remaining branch may be removed.

Part 4 of the proView framework (cf. Figure 3) then transforms the process
view into a personalized appearance, e.g., a form-, graph-, or tree-based represen-
tation [17,18,19]. In the context of this paper, Part 4 verbalizes the process view
to obtain a textual process description as appearance. This step is described
in more detail in Section 3.2. Finally, the result is presented to the user (cf.
Figure 3, Part 5). Moreover, for human-centric process management end users
should be able to intuitively interact with their processes (e.g., on multi-touch
devices) [20].

1 www.dbis.info/proView

www.dbis.info/proView
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3.2 Creating Verbalized Process Descriptions

In the following, we describe how a process model and a process view respectively
can be transformed to a verbalized process description. An overview of the text
generation technique applied in this context is depicted in Figure 4. Details of this
transformation technique are described in [10]. Note that this transformation is
applied in Part 4 of the proView framework, which allows creating personalized
appearances (cf. Figure 3).

WordNet Stanford 
Tagger 

Process View 

Linguistic  
Information  
Extraction 

Annotated 
RPST 

Generation 

Text 
Structuring 

DSynT- 
Message 

Generation 

Message 
Refinement 

Text Planning 
 

Sentence Planning 
 

Realization 
 

RealPro-
Realizer 

Personalized Process 
Description 

Fig. 4. Architecture for Deriving Verbalized Process Descriptions

Altogether, the transformation consists of five components:

1. Linguistic Information Extraction: In this component, we use the linguistic
label analysis technique from [21] to recognize the different label patterns
that exist for activity labels in the process view. In this way, for instance, we
are able to decompose an activity label such as Choose Contact Type into
the action Choose and the business object Contact Type.

2. Annotated RPST Generation: The Refined Process Structure Tree (RPST)
generation module derives a tree representation from the given process model
in order to provide a basis for a step-by-step process description. In partic-
ular, we compute an RPST, which is a parse tree containing a hierarchy
of sub-graphs derived from the process view [22]. The resulting hierarchy
can be visualized as a tree whose root captures the entire tree and whose
leaves contain the connections between two elements of the process. After
deriving the RPST, we annotate each element with the linguistic information
obtained in the previous phase. Thus, for instance, the leave node pointing
to activity Choose Contact Type is annotated with the action Choose and
the business object Contact Type.
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3. DSynT-Message Generation: The message generation component maps the
annotated RPST elements to a list of intermediate messages. More specif-
ically, each sentence is stored as a deep-syntactic tree (DSynT), which is
a dependency representation introduced by the Meaning Text Theory [23].
Such a deep-syntactic tree facilitates the manageable yet comprehensive stor-
age of the constituents of a sentence. In addition, it can be automatically
mapped to a syntactically correct sentence with existing tools [24]. Taking
the example of the activity Choose Contact Type, the corresponding DSynT
consists of a root node pointing to the verb choose and two subordinate
nodes. The first node specifies contact type as object and the second speci-
fies the clerk as subject of choose.

4. Message Refinement : Within the message refinement component, we take
care of message aggregation, referring expression generation, and discourse
marker insertion. The need for these measures arises if the considered process
contains long sequences of tasks. In such cases, for instance, we aggregate
messages sharing the same business object. As example, imagine a sequence
of the activities Choose Contact Type and Select Contact Type conducted by
a clerk. Instead of generating a sentence for each activity, these activities are
aggregated and communicated with a sentence such as ”The clerk chooses
and selects the contact type.” An alternative aggregation strategy is the
insertion of referring expressions such as he or it to ensure lexical variety.
For the discourse marker insertion we use an extensible set of connectors to
insert markers such as then and afterwards. In this way, we obtain a well
readable text with sufficient variety.

5. Surface Realization: The complexity of the surface realization task has led to
the development of publically available realizers. Existing tools significantly
vary in aspects such as license costs, generation speed, and Java compatibility.
Taking these aspects into account, we decided to use the DSynT-based real-
izer RealPro from CoGenTex [24]. RealPro requires an XML-based DSynT
message as input and transforms it to a grammatically correct sentence. As
a result, the DSynT for activity Choose Contact Type is automatically trans-
formed into the sentence ”The clerk chooses the contact type.”

After applying these tasks to a process view, the resulting personalized pro-
cess description may be displayed to the respective user.

Overall, Figure 5 gives an example of how we create such a personalized and
verbalized process description based on a CPM. Figure 5a shows the CPM, which
describes a simplified Bank Account Creation process. The resulting process view
in Figure 5b shows the activities of role Clerk, i.e., the activities of the manager
are reduced. Furthermore, to abstract the process the XOR branching containing
activities Select Customer and Create Customer is aggregated.

Finally, the process view of the clerk is transformed into a verbalized process
description. Figure 5c shows the resulting text after this transformation. Note
that the AND branching is explicitly documented using bullet points.
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Aggregate Activities Reduce Activitiesa) Central Process Model (CPM):

b) Process View of the Clerk:

The clerk selects the customer. Then, the process is split into two parallel streams of action:
The clerk edits the address.
The clerk chooses the contact type.

Afterwards, the clerks sends the decision. Finally, he closes the request.

c) Personalizied Process Description:

Fig. 5. Creating a Personalized and Verbalized Process Description

4 Process Model Changes through Text Modifications

For a PAIS, it is crucial to support the change and evolution of process models
[11]. Consequently, authorized end users should be also enabled to modify the
text of their personalized and verbalized process descriptions.

This section describes how such changes of a personalized and verbalized
process description (i.e., text modifications) can be mapped to changes of the as-
sociated process view and the underlying CPM. More precisely, all modifications
of a textual process description must be interpreted and mapped to changes of
the corresponding process view. In this context, we build on [20], which provides
a core modeling function set comprising functions F1−F8. The latter cover the
most common change patterns for process models [25]. Table 1 gives an overview
of possible text modifications and their respective mapping to core functions. In
the following, we discuss this mapping in detail.

Inserting a Sentence. When adding a new sentence to a verbalized process
description, the user wants to express that an action shall be added to the pro-
cess. In the context of process models, it implies to insert an activity. For this,
core modeling function F1 (Insert Activity) is triggered to insert, at a certain
position in the process view, an activity. Figure 6 shows an example of such an
insertion. Sentence “The clerk prints the details.” is added by the user to the
verbalized process description and analyzed using the Stanford Parser [26]. From
the parsing result, we can automatically derive the grammatical relation of the
words in the sentence. Relations nsubj(prints, clerk) and dobj(prints, details)
reveal that ”clerk” represents the subject and ”details” represents the object
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Table 1. Mapping of Text Changes to Modification Functions

Text Modification Core Modeling Function

New Sentence F1 Insert Activity
New Enumeration F2 Insert AND/XOR Branching
New Bullet Point F3 Insert Branch
Change Object/Verb of Sentence F4 Renaming Element
Delete (Part of) Sentence F5 Delete Element
Add Part of Sentence F6 Insert Data Element
Add Part of Sentence F7 Insert Data Edge
Change Subject of Sentence F8 Change User Assignments

for predicate ”print.” Consequently, we extract ”clerk” as subject, ”details” as
object, and ”print” as predicate. This information is then used to insert activity
“Print Details,” into the corresponding graphical process view. Moreover, this
activity is performed by role Clerk.

[...] Afterwards, the clerks sends the decision.
The clerk prints the details. Finally, he closes the request.

Send
Decision

Close
Request

Print
Details

F1 (Insert 
Activity)

Clerk Clerk Clerk

Process Description: Process View:

Subject: Clerk
Action: Print
Business Object: Details

Standford
Parser det(clerk-2, The-1)

nsubj(prints-3, clerk-2)
root(ROOT-0, prints-3)
det(details-5, the-4)
dobj(prints-3, details-5)

Fig. 6. Inserting a Sentence and Adapting the Corresponding Process View

Inserting an Enumeration. Inserting an enumeration block into the verbal-
ized process description implies that the user wants to insert multiple actions
that shall be performed simultaneously or alternatively. Regarding the corre-
sponding process model, the user intends to add an AND/XOR branching, i.e.,
core modeling function F2 (Insert AND/XOR Branching) is applied to the pro-
cess view. However, the user must manually add the information whether the
bullet points of the enumeration should be performed simultaneously (i.e., AND
branching is added) or alternatively (i.e., XOR branching is added). Inserting
individual sentences to the bullet points triggers again modeling function F1 (In-
sert Activity). Figure 7 gives an example of inserting a new enumeration block,
which performs the bullet points in parallel.

Inserting a Bullet Point. The user inserts a new bullet point to an existing
enumeration in the process description to add a stream of actions, which shall be
performed simultaneously or alternatively, to the existing bullet points. This text
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[...] Afterwards, the clerks sends the decision. Then, the
process is split into parallel streams of action:

Finally, he closes the request.

Send
Decision

Close
Request

Clerk Clerk

Process Description: Process View:

F2 (Insert AND Branching)

Fig. 7. Inserting an Enumeration Block and Corresponding View Adaption

modification corresponds to core modeling function F3 (Insert Branch), which
inserts a new branch to an existing AND/XOR branching in the corresponding
process view. Initially, this branch is empty and activities may be added using
core modeling function F1 (Insert Activity).

Change the Object or Verb of a Sentence. When the user changes the
verb or object of an existing sentence, he wants to adapt the activity described
in the sentence. Mapping this to the process view, core modeling function F4
(Renaming Element) renames the label of an activity. The changed sentence is
again analyzed using the Stanford Parser and the new verb or object is extracted
(cf. F1 (Insert Activity)). For example, sentence “The clerk prints the order” is
changed to “The clerk sends the order.” This results in renaming activity “Print
Order” in the corresponding process view to Send Order using function F4.

Deleting a Sentence. Deleting an existing sentence, removes the dedicated
action from the personalized and verbalized process description. Thus, the cor-
responding activity will be deleted in the process view, as well. For this purpose,
core modeling function F5 (Delete Element) is triggered.

Adding a Part to a Sentence. Adding a new part, like “[. . .] provides infor-
mation customer record” to an existing sentence, details the action described
through this sentence. In terms of a process model, such information is captured
in the data flow. Therefore, core modeling function F6 (Insert Data Element)
inserts a data element in the process view. Figure 8 shows an example in which
the part “[. . .] requires the information customer record” is added to a sentence.
This results in adding data element Customer Record to the process view. Fur-
thermore, the verbs “require” or “provide” triggers related modeling function
F7 (Insert Data Edge) to insert a reading or writing data edge.

Afterwards, the clerk sends the decisions which
requires the information customer record. Finally, he
closes the request.

Send
Decision

Close
RequestF6 (Insert Data Element)

Clerk Manager

Process Description: Process View:
Customer
Record[...]

Fig. 8. Example of F6 (Insert Data Element)
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Core modeling function F7 (Insert Data Edge) adds a reading or writing edge
to an existing data element in a process view. Similar to F6, phrases using “pro-
vides information” and “requires information” are added to a sentence to set
the corresponding data edge. Note that the phrases are not predefined in a strict
sense. Instead, we parse the added sentence with the Stanford Parser and employ
a set of signal verbs and nouns to detect the intention of the user.

Changing the Subject of a Sentence. If the subject of a sentence is changed
by the user, he wants to dedicate the action described by the sentence to another
person. For this purpose, core modeling function F8 (Change User Assignments)
is triggered, which changes the user assignment in the corresponding process view.
To detect this text modification, the Stanford Parser is used to analyze whether
or not the subject is changed.

We have shown how the various text modification are analyzed and mapped
to respective core modeling functions. In turn, in [27] we demonstrate how the
changes of a process view can be automatically propagated to the CPM. More-
over, all associated process views are updated in this context as well. This is
required in order to guarantee that all users work on the current version of the
process description.

5 Proof-of-Concept Implementation

The presented proView framework was implemented in a proof-of-concept proto-
type as a client-server application. It enables users to simultaneously edit process
models based on updatable process views [28,12]. Overall, the proView proto-
type demonstrates the applicability of our framework. Figure 9 shows a screen
with the models depicted in Figure 5a and 5b. Note that the subprocess activity
of the screenshot indicates that an aggregation operation was applied to create
the respective node.

We extended proView with the ability to create and evolve verbalized process
descriptions as described in this paper. Thus, we are able to create personalized
and verbalized process descriptions for any well-structured process model and
process view respectively.

Figure 10 shows the generated personalized and verbalized process description
that corresponds to the process view of role Clerk. Pressing the edit button on
the top right of the paper sheet will enable the user to modify the text. When
finishing this editing, in turn, proView derives all modifications made in the ver-
balized process description and highlights them. Once this is accomplished, for
all text modifications the respective core modeling function is called to propa-
gate the change to the process view and the underlying CPM. Furthermore, all
associated process views and corresponding process descriptions are updated as
well. The changed regions in the process descriptions are highlighted again.

In future work, our proof-of-concept implementation will be used to involve
practitioners in the validation of the presented abstraction approach.
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Fig. 9. Proof-of-Concept Prototype

change

Fig. 10. Personalized and Verbalized Process Description

6 Related Work

The work presented in this paper can be related to four major streams of research:
natural language generation systems, process model comprehension, process view
creation, and process change.

The generation of natural language texts has a long tradition and has been
applied in various scenarios. Examples include the generation of weather fore-
casts [29] or the documentation of the activities of planning engineers [30]. The
application of text generation techniques on conceptual models is limited to
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a few examples. The ModelExplainer generates natural language descriptions
from object models [31] and the GeNLangUML creates textual specifications
from UML class diagrams [32]. However, none of these approaches tackles the
specific problems associated with process models.

The field of process model comprehension is discussed from different perspec-
tives. For instance, the results from [33] show that the number of arcs has an im-
portant effect on overall model understandability. The work in [34] demonstrates
the impact the natural language in activity labels has on model comprehension.
In general, most authors agree on the fact that text plus diagram provides better
comprehension than any of the two in isolation [35,36,37]. Hence, the approach
presented in this paper builds on these insights as it tries to lower the over-
all burden of process model comprehension. If users are unable to interpret a
given model due to confusing wording or an overwhelming number of arcs, the
generated text can guide them through the model.

In prior research, many approaches for creating process views have been sug-
gested. Usually, such approaches build on different information to create an
abstracted version of the model. Examples include the utilization of a tree de-
composition of the process model [38], the semantic similarity of activities [39],
or run time data obtained from monitoring [40,41]. However, these approaches
neither enable different user perspectives on a process model nor do they provide
concepts for manually creating process views. In [7], the authors introduce an ap-
proach providing predefined process view types (i.e., human tasks, collaboration
views). As opposed to proView, however, this approach is limited to pre-specified
process view types. In particular, the latter cannot be used to implement changes
in the process model.

For defining and changing process models, various approaches exist. [25]
presents an overview of frequently used patterns for changing process models.
Further, [11] summarizes approaches enabling flexibility in PAISs. In particular,
[42] presents an approach for adapting well-structured process models without
affecting their correctness. Based on this, [43] presents concepts for optimizing
process models over time and migrating running processes to new model versions
properly. Still, none of these approaches takes usability issues into account, i.e.,
no support for user-centered changes of business processes is provided.

7 Summary and Outlook

In this paper, we introduced an approach for creating personalized and verbal-
ized process descriptions based on process views. Such process descriptions sup-
port end-users to easily understand their tasks within a business process, which
increases their process knowledge. Furthermore, modifying the text of personal-
ized process descriptions triggers changes of the underlying process model. This
enables users to perform changes and optimizations of the process without requir-
ing process modeling knowledge. Our approach will increase process-awareness in
companies especially for users without in-depth knowledge on process modeling.
Furthermore, it includes such users in optimizing and evolving business processes.
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We have implemented the described view mechanism in a prototype based on the
proView framework. In future work, we plan user studies to evaluate whether
personalized and verbalized process descriptions are easier to understand and
maintain compared to “regular” process models and process views.
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Abstract. We present an approach for the joint design of organizational 
regulatory spaces (ORS). The approach was validated through action research, 
integrating the components of context, people, process, information, and IT. 
The design of the ORS is usually performed by distinct teams, with 
unconnected viewpoints, using different vocabularies and tools. Similarly to 
information systems, there are business experts that define the regulatory goals 
and rules. The ORS modeling is problematic, and is fragmented. We have 
adopted the O2 framework to provide a common level of abstraction for the 
design. The result is a comprehensive and layered map of the ORS. This 
approach has proved to offer an effective representation of the ORS for external 
auditors and business associations. Internally, we provide organizations with 
new ways to model, communicate, and improve the regulatory space. 

Keywords: Information system design, regulation, compliance, organizational 
regulatory space, O2 framework. 

1 Introduction 

The organizational regulatory space (ORS) is a key element of contemporary 
societies, shaped by laws and standards, but also by internal policies, norms, contract 
agreements, and corporate procedures [1, 2]. Organizational regulations may be 
enforced (e.g., in the case of legal requirements), or they may be voluntary, for 
instance when a standard is used to guide the management system or the product 
specification. Either way, in the majority of the cases, regulations are seen as a burden 
in organizations. A number of internal and external entities may influence the ORS, 
such as governments, private regulators, business associations, customers, or even 
organizational managers. The design of the ORS is then executed by distinct experts 
with financial, legal, technological, and managerial knowledge. However, more than a 
complex set of business rules, the ORS is a holistic conceptual space where people 
develop specific processes, interacting with each other and with the environment, 
exchanging information [2]. The regulatory space becomes unique for each 
organization. 
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To separate the information system (IS) from the ORS is unfeasible. On one hand, 
the ORS is designed with regulatory information. On the other hand, the IS design 
must attend to the stakeholders viewpoints, the technology, and the nature of the 
strategic and operational activities involved [3, 4]. Business process management 
presents solutions that can guide the design of IS and organizational rules [5]. 
Nevertheless, we must take into consideration that not all the regulations are “process-
friendly” (e.g. several financial regulations), and, even when they are, problems can 
still exist by adopting a process approach in regulatory contexts [6]. The list of 
problems increases if we consider the distinct vocabulary among the ORS experts [7]; 
the diversity of the external legislation and standards, such as the Sarbanes-Oxley act, 
ISO management standards, codes of practice or business partners contracts; the need 
to translate the external requirements into internal procedures and practices; and the 
difficulty in integrating and evidencing regulatory compliance [8, 9] in audits, and 
voluntary or statutory reporting. The design of the ORS is critical for organizations 
operating in distinct regulatory spaces around the globe, each one with a specific set 
of rules, norms, and cultural characteristics.  

Although a number of studies address the problem of compliance modeling and 
checking [10], we could not find a framework for cooperation in the initial phase of 
designing the goals, rules, and boundaries for the compliant behavior. Moreover, there 
is a gap concerning the compliance extraction and elicitation, and the holistic 
representation of regulatory space. To increase the chances of developing a joint 
design of the ORS, all the stakeholders must work together from the beginning. This 
paper address several IS and regulatory management problems identified by [8, 9], 
namely, the lack of compliance culture; top level management support; perception of 
compliance as a value-add; communication among staff; compliance knowledge base; 
holistic practices; and IT support/tools. 

We now invite the reader to imagine the chief executive officer (CEO), the 
integrated systems manager (IMS – integrating quality, environmental, health and 
safety), the chief financial officer (CFO), the legal adviser (LA), the marketing 
manager (MM), and the chief information officer (CIO) in the same room and at the 
same time designing the ORS. The remainder of this paper is organized as follows. 
The next section provides the background of the research, followed by the method 
selection. Section 4 presents the results in three cases of action research to model the 
ORS. We conclude by summarizing findings, the study limitations, and future work. 

2 Background 

This section reviews key concepts of ORS, IS design and compliance. 

2.1 The Modern Organizational Regulatory Space (ORS) 

The term “regulatory space” was introduced by [1]. The authors define regulation as a 
combination of public and private characteristics that involve dynamic relations 
between and within people and organizations, sharing a common space of specific 
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regulatory issues. In [1], the “space” metaphor is in the scope of national regulation. 
According to [11], the regulatory space is a social space “in which different 
regulatory schemes operate simultaneously [… and] the state must compete for 
control of regulation with other regulatory entities”. In this sense, private regulators, 
interest groups, and distinct business experts also influence the regulatory space. For 
this research, we have mobilized and restricted the concept of [1] to an organizational 
level, representing the entire set of regulations, either imposed or voluntary, that an 
organization decides to implement. 

The ORS includes standards, that are voluntary regulations, increasingly adopted 
worldwide to implement management systems. The standards address quality (e.g. 
ISO 9001), environmental management (e.g. ISO 14001), health and safety 
regulations (e.g. OHSAS 18001), and corporate responsibility (e.g. SA 8000). They 
also cover specificities of sectors such as food (e.g. ISO 22000), laboratorial 
(ISO/IEC 17025), or aeronautical (e.g. AS 9100). When a company decides to follow 
or be certified by a specific standard, a set of internal procedures and practices must 
be developed. The compliance with legislation is also required by standards, such as 
the environmental, health and safety. When multiple standards exist, [12] outline 
three possible levels of integration: (1) “compatibility with cross-references between 
parallel systems”; (2) “coordination of business processes”; and (3) “an organizational 
culture of learning, continuous improvements of performance and stakeholder 
involvement related to internal and external challenges”. 

The regulatory space is a socio-technical space combining people, processes, and 
information [11]. An “outside-in” perspective is needed to define the organizational 
regulatory context of the business. Standards and laws, combined with contract 
agreements, policies and norms, are then translated in procedures that regulate the 
“within” behavior of people, processes and information. Finally, the regulatory space 
also demands an “inside-out” perspective, concerning customer relationship, legal and 
financial information, or statutory reporting. 

2.2 IS Design and Compliance 

The IS design has to tackle distinct interrelated components such as the information, 
IT, processes, and human aspects in organizational context [13]. Compliance is a 
well-known research subject in IS. The literature addresses topics such as the 
compliance of business processes and services [14–16], requirements engineering and 
conceptual modeling [17, 18], auditing IS compliance [19, 20], and the alignment 
between law and IT compliance [21]. However, the majority of studies focus on the 
perspective of modeling and checking compliance [10], lacking the human behavior 
in that regulatory space and the guidance to allow cooperation between different 
experts, not specific to a technology or IT architecture. 

The IS must consider not only the “formal” IT solutions that support the processes, 
such as an ERP or a business process management system (BPMS), but also the 
“informal” IT tools, such as spreadsheets and desktop databases that proliferate in the 
organizations [22]. To design an IT artifact, we must be concerned with the context, 
the designers, users and beneficiaries of the IT, processes, and the information [13, 
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23]. These IS components may be represented as layers, that interact and influence 
each other and their environment [24, 25]. The identification of the layers can 
integrate multiple viewpoints, according to each system stakeholder and particular 
field of knowledge [26]. There are similarities between the development methods of 
the IS and of specific systems that define the ORS, for instance, the ISO 9001 
management system [27]. As stated by [2, 20, 21], both the IS and regulatory 
compliance should be achieved by an holistic design. 

3 Method 

We used action research to guide our investigation, simultaneously aiming to improve 
scientific knowledge and assist a practical problem [28]. As our purpose was not only 
to develop an ORS model and a design approach, but also to study the organizational 
changes, action research seemed the best approach. We have followed its canonical 
format, characterized by the five phases of  Diagnosing, Action planning, Action 
taking, Evaluating, and Specifying learning [29]. To evaluate our research, we have 
relied on the principles proposed by [30]. Table 1 lists the action research cases and 
the main standards that influence their regulatory space. 

Table 1. Action research cases 

Case/Sector Standards 

1: Ceramics ISO9001, ISO14001, OHSAS18001, EMAS, SA8000 
2: Agro-food ISO22001, ISO/IEC17025, BRC, and IFS Food Safety 
3: Technological Institute ISO9001, ISO/IEC17025, OHSAS18001 

 
An initial diagnosis was conducted simultaneously in all these organizations, to 

understand the communication and artifacts used [31], and to prepare the mindset for 
the following action research phases. The diagnosis also included a fourth company, 
in the aeronautical sector, certified by ISO9001, EN9100, and AS9100. This case is a 
work in progress that we identify by 4w, and exclusively report in section 4.1. 

The initial data gathering techniques were the document collection, and semi 
structured interviews with the managers [32]. The developed regulations comprise a 
number of policies, plans, and work instructions, be them internally decided or 
required by some standard, law, or customer contract. The cases 2 and 4w presented a 
higher complexity regarding laws and contractual agreements, when compared with 
cases 1 and 3. 

4 ORS Modeling in Action 

Section 4.1 describes the setting that we found in the four organizations. We specify 
which organizational management functions were most involved with regulations, 
their perspective of the ORS, and cooperation between functions. Then, we present 
our action planning, with the O2 framework [27]. The subsequent sections summarize 
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the action taking, evaluation, and lessons learned. The intervention in cases 1 to 3 
occurred consecutively, each case benefiting from the previous findings. 

4.1 Insights from Simultaneous Diagnosing 

The four companies acknowledged the relevance of the regulatory space although 
they could not represent it clearly, as an holistic model. Citing the top manager of the 
company involved in case 2: “we need a map or we will get lost in a jungle of 
regulations […]”. 

Each interviewee had its own partial perspective of the regulatory space. Although 
the four companies had different managers for different standards, they all had an 
integrated system manager (IMS) to coordinate the company certifications. According 
to the interviews, the IMS primary concerns were the standards requirements, and 
regulatory audits. The CFO was also head of human resources management in the 
four cases. All the LAs were external and concerned with the legal context. The LAs 
recognized they made preventive work, such as to notify the organization of the most 
relevant legislation, although the majority of their interventions were originated at the 
CEO request. The contractual agreements were central issues for the MM and the 
CEO. While the CFO was mostly concerned with financial regulations, the CIO was 
specially focused on IT to support compliance, and the regulations that affected IT. 

The four companies use IT to support regulatory management, including the 
subscription of web portals for legal information, multiple disconnected spreadsheets 
of legal obligations, and content management systems for regulatory documents, such 
as laws, standards, contracts, and procedures. The IT support was insufficient for an 
effective regulatory management, because it consisted of mere lists of obligations. 
Worse, regulatory management was burdensome, with no added value for practice. 

To identify key management players of the ORS, we asked the top and 
intermediate managers of the four organizations to classify from 1 (none) to 5 (very 
high) the regulatory cooperation. We have defined regulatory cooperation as the need 
to work with other management functions, their communication frequency, and/or 
dependence on the other functions to achieve regulatory compliance. The median 
values of those classifications are presented in table 2. 

Table 2. Regulatory space cooperation: the manager’s perspectives 

        With 
 
Manager 

CEO  IMS  CIO  MM  LA  CFO 

CEO  3 3 3 5 5 

IMS 5  4 4 2 3 

CIO 5 2  2 2 4 

MM 4 3 2  2 2 

LA 5 2 2 2  4 

CFO 5 2 3 2 3  



 Modeling the Organizational Regulatory Space: A Joint Design Approach 211 

 

These answers are only relevant to understand the setting of the selected cases. 
They suggest that all the interviewees need to communicate in the regulatory space. 
The CEO and CFO are core players of the space (both reported 5 in the need to 
cooperate with each other). Although some functions report lower levels of regulatory 
cooperation (e.g. the CIO and MM, with the value of 2), the purpose of our approach 
is that all may be involved in the ORS design. The LA does not appear to have a 
central role in the ORS. The reasons differ. For instance, in case 1 and 3, the legal 
regulations are less significant when compared with other regulation types. In all 
cases the LA communicates sporadically with the managers. The four CEOs reported 
that managing of the regulations, people, IT, and processes were independent and 
difficult to connect. For instance, a number of employees did not know all the 
essential legislation applicable to their work; internal procedures did not properly 
reference legislation; there was a lack of awareness on how each regulation was 
supported by IT; and it was difficult to link IT and organizational processes. 

Subsequently we asked the managers to classify the most relevant types of 
regulations for their daily activities. The results are presented in table 3. 

Table 3. Regulatory influence in each function, by type of regulation 

       Type 
 
Manager 

Law Standard Contract 
Internal 

Procedure 

CEO 4,5 4 4 4,5 

IMS 3 5 3 5 

CIO 2,5 3 3 4 

MM 2 2 5 4 

LA 5 3 4,5 3,5 

CFO 4,5 3 4 3,5 

 
The median of all the table values is 4 (high). The answers show that each manager 

has a distinct perspective of the regulatory space (e.g. contract agreements by MM; 
standards goals and rules by IMS). Concerning the CEOs and IMSs, they justify the 
high classification of the internal procedures (median of 4,5 and 5 respectively) with 
the “need to set the example” to others. This effect was not found in law, standards, 
and contract regulations. Is possible that when defining internal policies or converting 
a law to internal rules or goals (internalization), the compliance may be improved by 
“setting the example”. Nevertheless, we must be conscious of the risk to “face 
temptation to be content with creating appearances that will promote confidence and 
to be less concerned with ensuring that this confidence is actually warranted” [11]. 

We found that the ORS is not designed by one person; it is a result of a social 
constructed negotiation [1]. The experts have called for an approach to combine 
efforts in IS and regulatory management. The next section presents the approach for 
the joint design of the ORS. 
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the obligations of each regulation. This was a cumbersome mission performed almost 
exclusively by the IMS manager. Additionally, the IMS reported that “It is a 
disappointment when we realize that there is an enormous effort of regulations 
management, but I am the only one that uses this spreadsheet. It is difficult to make it 
an effective tool for other departments. Regulations are not a shared issue.” 

We have started to explore possibilities for our action plan. Due to the ISO 
certifications, we have tried to follow a process approach to design the ORS, finding 
regulations for each process. Although a process was a familiar concept to the CIO, 
CEO, and IMS; the legal, marketing, and financial managers were not comfortable 
with the concept. The CFO, the MM, and the legal expert stated that contractual 
agreements and law - their main sources of regulation, were addressed to 
organizations and people, not internal processes or activities. We also found problems 
when the IMS and CIO recognized that the process map and procedures were not 
detailed enough to design the ORS. A BPMS system could help, but the processes 
were precisely a part of the communication problem, and the CEO did not plan new 
investments at that moment. We also couldn’t consider to immediately migrate all the 
IT to a new paradigm or forgetting the shadow applications [22], such as spreadsheets 
and desktop databases that seem to have an important role in the regulatory space. We 
were stuck with different viewpoints, and decided to adapt the O2 framework. 

First, the design team created the O2 matrixes for all the organizational processes. 
They have selected the same processes defined for ISO 9001 certification. Then we 
have opted to continue steps 5 to 7 with a set of the most relevant regulations. As 
iterations evolve, there is a deeper understanding of the impact of a specific regulation 
in our context, processes, people, and IT. How that regulation affects us (“outside-
in”), how we apply and monitor its compliance (“within”), and how we provide 
evidence of compliance in our “inside-out” activities. 

This ORS design with near 100 regulations was completed and peer reviewed for 3 
weeks, coinciding with an external audit from a major customer. The customer was 
interested in evaluating quality and social practices, such as people’s work and 
compliance with laws. The IMS has decided to show the O2 map to the customer. 
Interestingly, the O2 map became the audit program. The customer decided to ask for 
each O2 artifact, which, in some cases, was an IT application (e.g. survey platform for 
customers and personnel satisfaction), in other cases a documented procedure 
describing practices. The auditor made inquiries regarding each function expressed in 
the O2 map to understand the correspondence with practice. The main conclusions 
were: 

─ The O2 map is a possible representation of the ORS; 
─ The O2 matrixes, artifacts, and map were easy to understand by internal workers, 

and external auditors/customers; 
─ The ORS designed by the O2 framework may be used for audit programs. 

Creating matrixes for regulations, even if not very detailed in a first round, was a 
slow task. A part of the problem is that we did not have a software tool to support the 
ORS design. However, by creating the matrixes we improve regulatory awareness, 
progressively involved more people in regulations, and discovered their real impact in 
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the organization. When compared with the previous spreadsheets, this type of 
modeling is far more complete and accurate, according with the team. 

4.4 The Second Action Research Cycle 

In this case we dealt with an agro-food company with five lines of sauces and olive 
production. They export to pizza restaurant chains and supermarkets around the globe. 
The customer and certification audits are regular, at four times on average each 
month. Product traceability, law, market regulations, standards checklists, and 
contractual agreements are critical for the agro-food sector. We found that the 
company did not have a process map, because the adopted food safety standards did 
not require or suggest a process approach. Due to this problem, they have decided to 
consider their five product lines as the processes concerns. The organization told us 
that each line was so important that represented their core processes. However, some 
regulations were not specific to product lines but to other processes, such as 
provisioning, sales or people training. For this reason, as regulations were evaluated, 
new processes were identified. In one of the meetings, the IMS presented a process 
map to the team. Although considering that process map a first draft, they found that 
the O2 matrixes have facilitated the identification of their processes. This occurred 
because the regulations have pointed to other critical activities they performed, not yet 
systematically managed as processes, or even evaluated in terms of regulations. 

The O2 map was presented to the top manager, which had to prepare a meeting in 
the national association of their sector. The agenda included the discussion of a 
specific law that required changes. The O2 map and a fragment of the matrixes were 
used at the association meeting to represent the impact of the law in their 
organization.  

Until that moment, we did not have explored the possible use of the ORS to 
external communication, except with auditors. The conclusions of this cycle were: 

─ The framework may be used for first steps of process identification and design; 
─ According to the managers, the CEO was now more interested in the regulatory 

design, seeing more benefits from an holistic ORS; 
─ The framework may be useful for external cooperation. 

4.5 The Third Action Research Cycle 

This cycle addressing ORS modeling is a sequent cycle of the research we present in 
[27]. The institute is a private, non-profit organization, with the mission to provide 
technical support to industry and to promote innovation. They have hundreds of 
interconnected internal procedures, required by their four certified laboratories. 

Since we already had developed the O2 matrixes for each process, we decided to 
concentrate this case in the development of a software tool and in a prototype of a 
more advanced ORS map. The experience from cases 1 and 2 was also valuable for 
the development of the support tool, whose main screen is presented in figure 4. 
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external entities. An analogy between O2 maps and satnav maps can be made, both 
having options to add or remove layers of information (e.g., with/without road names 
or buildings). We can select only one concern, such as an IT application, and see all 
other related concerns of distinct layers (the IT application links with context 
regulations, processes, people, and other IT). We may also separately obtain one or 
more layers (e.g. only the IT layer for potential application integrations). We intend to 
continue the research with this organization, simultaneously refining the tool and 
improving the steps 5 to 7 of the approach. The conclusions of this cycle were: 

─ The framework may be used as a basis for creating 3D models of the ORS; 
─ Those models can support and improve the communication of the ORS, within 

the organization and with external stakeholders. The existence of a structured 
approach can also improve the regulatory awareness among the designers. 

5 Conclusions 

From our research findings and over 15 years of consulting experience in IS, we 
found that organizations have difficulties in formal mapping between regulations, 
processes, people, and IT. Existing approaches for managing regulations do not 
holistically represent the regulatory space, simultaneously addressing the cooperation 
with internal and external entities. Even when a business rule engine exists, its use is 
mostly focused in the technological aspects, and it is difficult to be used as a working 
tool for all the business experts and external consultants. Our work combines 
regulatory and IS literature. The O2 framework provides guidance for the regulatory 
analysis and elicitation. During the design, distinct experts negotiate and validate the 
goals and rules of the ORS. The framework creates a common level of abstraction for 
both business and IT to align their models and improve consistency [35]. 

There are a number of benefits with this approach. The ORS design will identify 
the regulatory requirements, and there is an opportunity to reduce the “burden” of this 
task while improving communication in practice. With the O2 map, the organization 
can provide evidence for auditors, and other external entities, such as associations and 
customers. The O2 framework focuses the participants in all the dimensions of an IS, 
namely the (1) context, (2) people, (3) process, (4) information, and (5) IT [3, 13, 27]. 
A partnership is proposed from the beginning of design, as opposed to the traditional 
customer–supplier relation that sometimes happens [35], for instance, between IT 
departments (supply solutions) and other management systems experts (define goals 
and rules). The approach is simple to use, and technology independent. 

This research has limitations. The cases represent specific regulatory contexts, 
mostly influenced by ISO standards. The organizational managers (ORS designers) 
were indicated by each organization, but other functions could be also considered. 
The O2 map is a simplification of the complex system it represents, and as all 
regulatory models, it faces inherent uncertainties [36]. Finally, in spite of the positive 
results for organizational communication, joint modeling, and audit, we do not yet 
have evidences of compliance improvement, such as reducing non-conformances. 

Future research can address distinct regulatory settings, for example, in the 
financial or healthcare sectors, with different company sizes and structures. There is a 
need to examine the runtime of the ORS and compliance management after the 
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modeling steps. The ORS model could also be tailored for inter-organizational studies 
in the same or between distinct regulatory spaces. The developers of modeling tools 
may be inspired by our approach to provide an increased support at early stages of the 
joint design, and the improvement presentation and navigation of regulatory models. 
We intend to create new graphical functionalities to the support application, namely 
(1) the drill-down of the map objects, for instance, detailing a specific process in sub-
processes or an IT solution in its modules; and (2) a presentation of the map layers as 
X3D models, providing interactivity. There is a need to research how the O2 artifacts, 
designed in natural language, may be converted or even incorporated in technological 
solutions. Lastly, the integration with enterprise architecture approaches and other 
frameworks that are suitable for the sequent steps of detailed modeling, coding, and 
implementation [10, 17]. 
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Abstract. Providing high quality process models in a timely manner can be of 
major impact on almost all process management projects. Modeling 
methodologies in the form of normative procedure models and process 
modeling guidelines are available to facilitate this cause. Modeling languages 
and according tools, however, do neglect the available methodologies. Our 
work searches to close this research gap by proposing a modeling environment 
that integrates insights from modeling methodologies with a modeling language 
and a tool. Main features are a simple modeling language that generalizes most 
existing languages, four layers of abstraction and semantic standardization 
through a glossary and use of attributes. Our approach allows for rapid 
preparation of modeling activities and ensures high model quality during all 
modeling phases, thus minimizing rework of the models. The prototype was 
evaluated and improved during two practical projects.  

Keywords: Business Process Modeling, Business Process Modeling Tool, 
Process Modeling Methodology, Business Process Modeling Language. 

1 Introduction 

Business process modeling has received considerable attention in practice and theory 
during the last decades. Following Becker and Kahn [1], “a process is a completely 
closed, time-logical sequence of activities that are required for working on a process-
oriented relevant business object”. Process modeling as a form of conceptual 
modeling is guided by modeling methodologies, uses modeling languages and is 
supported by modeling tools [2]. Following software development terminology, the 
combination of methodology, language and tool will further be addressed as the 
modeling environment. Modeling methodologies are guidelines for the modeling 
process and available for different purposes, for example business process 
reengineering [2] or process-oriented reorganization [3]. Modeling languages are 
available in abundance, ranging from early languages such as EPC [4] and the more 
formal Petri nets [5], up to BPMN [6] and UML Activity Diagrams [7]. Tool support 
for all modeling languages has become a necessity, and the tools have evolved up to 
integrated environments, so called business process management suites [8].To ensure 
high model quality and, thus, to reduce costs, numerous methodologies and guidelines 
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are available [3, 9–11]. We, however, argue that methodology insights are neglected 
in modeling languages and tools because they contradict the high degrees of freedom 
in existing modeling languages. Therefore, the research question is, how can 
methodological guidelines and restrictions to process modeling be integrated in the 
modeling language and modeling tool. The purpose of this paper is to close this 
research gap by proposing a modeling environment that incorporates features of 
modeling methodologies into the modeling language and tool for efficient and 
effective model creation. We have to stress that we propose a complete modeling 
environment and not “yet another modeling language” [12]. Furthermore, the 
modeling language used integrates with existing languages, such as EPC and BPMN, 
as it generalizes the languages by using a common subset of elements. 

The development process follows the design science research methodology 
proposed by Peffers et al. [13], as both language and tool are design science artifacts. 
The remainder of the paper is structured as follows: The design science approach is 
described in the second section. An overview on related work is carried out in the 
third section to derive the research gap. Section four presents the proposed modeling 
environment and the results of its practical evaluation are described in section five. 
The paper is concluded with a discussion of the results and an outlook in section six. 

2 Research Methodology 

The modeling environment proposed in this paper was developed according to the 
design science research methodology (DSRM) introduced by Peffers et al. [13]. The 
DSRM consists of six consecutive phases of which the last phase, communicating the 
research results, is achieved with this article. The remaining five phases, along with 
the respective research method, are depicted in Fig. 1. To identify the problem and 
motivate our research, we conducted a keyword based database search [14, 15]. Based 
on the literature review we provide a line of argumentation to define the objectives of 
the proposed solution. In order to enable the subsequent implementation of our 
solution, a conceptual model of the modeling environment is developed in the design 
phase. Afterwards, the artifact was implemented as a web-based tool to demonstrate 
its practicability. To demonstrate the applicability of the modeling environment, we 
present the findings of two case studies projects with archetypical small and medium 
sized enterprise in which our prototype was used. 

 

Fig. 1. Research methods applied in this paper mapped to research phases 
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3 Related Work 

The literature review revealed several noticeable procedure models for process 
modeling differentiating themselves in number and naming of the phases, the purpose 
and intention of the procedures are nevertheless comparable. Kettinger et al. [2], 
performed an analysis of 25 business process reengineering (BPR) methodologies 
used in practice by different organizations and constructed a generalized procedure 
model with six phases. Due to its consolidating nature, modeling related steps are 
mostly concealed within the general steps of initiation, diagnosis and redesign. 
Allweyer [16] describes a BPR procedure model of five phases that could also be a 
special case of the framework by Kettinger et al. [2]. A more abstract model is 
proposed by Schmelzer and Sesselmann [17] that hides modeling related activities 
within the phases of process identification, implementation, control and optimization. 
In the work of Becker et al. [3], a procedure for process-oriented reorganization 
projects is described that consists of seven phases, including phases for the 
preparation of modeling, process framework design, as-is modeling and to-be 
modeling. 

As depicted in Fig. 2, the procedures can be grouped into four steps and 
differentiated in the proportion of modeling related activities. All procedures start 
with a preparation step that is not directly related to model construction. It is 
followed by a step of process modeling, analysis and optimization that includes a 
high proportion of modeling related activities. The subsequent implementation and 
evaluation of the processes is less focused on the models. As modeling activities are 
the initial steps before the actual implementation of changes in the organization, it 
is important to assure their quality at earlier phases, because error correction at  
later stages is expensive [18, 19]. We will, therefore, focus on the phases of 
preparation and modeling, analysis and optimization, because they determine the 
quality of generated models and, thus, influence the success and costs of the whole 
project. 

Normative approaches to ensure high model quality during preparation of 
modeling and the actual modeling activities are available in the form of guidelines. 
Six guidelines of modeling (GoM) are proposed by Becker et al. [20]. They are 
divided into mandatory and optional guidelines that give general advice on how 
modeling should be conducted. Because of their general nature, the GoM have been 
criticized of being too theoretical and abstract, meaning they cannot directly be 
operationalized [9]. Mendling et al. [9], therefore, present seven process modeling 
guidelines (7PMG) that provide concrete actions for modelers. Complementing the 
guidelines on what to do, pitfalls to avoid are listed by Rosemann [10, 11]. A detailed 
overview of the available guidelines and pitfalls is given in Fig. 3. Because the GoM 
are more abstract, all guidelines and pitfalls presented in Mendling et al. [9–11] are 
related to at least one or more GoM. 
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Fig. 2. Business process management procedures (Source: [2, 3, 16, 17]) 

 

Fig. 3. Guidelines and pitfalls for process modeling 
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While adherence to the described guidelines can increase model quality and reduce 
costs, empirical results also indicate that it can cause an increase in perceived 
usefulness, perceived ease of use and satisfaction with the modeling language [21]. 
Existing process modeling languages, such as Petri nets, EPC, BPMN and UML 
Activity Diagrams, however, offer a high degree of freedom by the design of their 
meta-models. Restrictions, e. g. on how language elements like activities, connectors 
and flow should be used, should therefore be enforced by the modeling tool. 

The process modeling tool market is vast and ranges from simple tools like 
Microsoft Visio up to business process management suites with many functionalities 
that surplus modeling functionality (see [8] and [21] for an overview on existing 
tools). Most tools support user in creating, standardizing, storing and sharing process 
models, i. e. they offer a replacement for pen and paper. Additional functionality for 
the analysis of process models has received academic attention lately and is already 
available in some tools [22]. As outlined by Mendling et al. [9], the modelers are, 
however, hardly supported in creating high quality and analyzable models because the 
available guidelines are not enforced or too abstract. We argue that this is caused by 
the degree of freedom in the modeling languages, which the tool vendors do not 
restrict [21]. An exception is an approach for the standardization of model element 
labels by means of naming conventions for both allowed words and phrase structures 
that are enforced during the modeling process [23]. 

We conclude that most of the available guidelines are not enforced in available 
tools, because tool vendors do not to limit the degree of freedom which existing 
modeling languages allow for. We aim to close this research gap by proposing an 
integrated modeling environment that tries to enforce the guidelines summarized in 
Fig. 3. 

4 The Modeling Environment 

The proposed approach consists of a modeling language and a tool and was built with 
the goal to integrate principles from existing methodologies and guidelines. The first 
design principle of the environment was simplicity to keep business process modeling 
projects as simple as possible and as complex as necessary. Simplicity of the 
modeling language reduces the degrees of freedom and therefore fosters model 
quality by taking the available modeling methodologies and guidelines into account. 
Simplicity of the modeling tool enables a wider group of users to utilize the tool and, 
thus, facilitates distributed modeling, which reduces modeling costs [21]. The second 
design principle is transparency, because the guidelines should be enforced already 
during modeling without the knowledge and additional interaction of the modeler. 

The targeted audience of the modeling environment encompasses all the 
enterprises that choose or were chosen to model, discuss and analyze their processes. 
Our environment, however, was not built to model workflow processes that can 
directly be transformed into executable application code, because workflow modeling 
and organization-oriented process modeling differ substantially in the required level 
of detail [3]. Opening the environment for modeling in such detail contradicts the goal 
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to reduce the degree of freedom and to take the modeling guidelines into account. The 
environment thus does not support process modeling as a preparation for the 
implementation of a workflow engine. It aims to support process modelling in 
projects focussed on the organizational issues, for example BPR, organizational 
documentation, knowledge management or software selection. 

To address the 7PMG and the GoM as summarized in Table 1, the following 
rationales of the environment are presented in the upcoming sections: 

• Simple syntax of the modeling language 
• Layer structure to control the leveling of modeling detail 
• Variants and process element references to reduce model complexity 
• Glossary and semantic standardization to eliminate naming conflicts 
• Attributes to adapt the environment to a concrete modeling project 

While certain guidelines are enforced by the modeling tool, or imply impossible by 
language design, other aspects, such a the amount of elements used per model, can 
only be facilitated but not completely restricted. 

Table 1. Guidelines and pitfalls for process modeling 

7PMG Guidelines of Modeling Enforced () or 
Facilitated (o) by: 

1 Use as few elements in the 
model as possible 

Clarity, Comparability, 
Economic efficiency 

o Syntax, 
Structure 

2 Minimize the routing paths 
per element 

Clarity, Correctness  Syntax 

3 Use one start and one end 
event 

Clarity, Comparability 
Systematic design 

o Syntax 

4 Model as structured as 
possible 

Clarity, Comparability, 
Economic efficiency 

 Structure, 
Variants 

5 Avoid OR routing elements Clarity  Syntax 
6 Use verb-object activity 

labels 
Clarity, Systematic 
design 

 Glossary 

7 Decompose a model with 
more than 50 elements 

Clarity, Systematic 
design 

o Syntax, 
Structure 

4.1 Syntax and Structure of the Modeling Language 

While Petri-nets use 3 model elements (places, transitions, flow), EPC features over 
20 elements and BPMN offers more than 90 elements, our modeling language only 
allows for two constructs: activities and flow. This decision was supported by 
empirical evidence which suggests that modelers use fractions of the available 
elements in other languages [24, 25]. Activities and flow are constructs that are 
available in virtually all process modeling languages. Therefore, we do not propose a 
new language, but use a subset of existing modeling languages. The meta-model of 
the proposed language is depicted in Fig. 4. 
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Our concept of flow does not include routing logic in form of connectors in order 
to increase model quality [25]. Activities are nonetheless allowed to have more than 
one predecessing or successing process element but cyclic edges are prohibited. The 
flow direction is top to bottom by convention within a model and only one start and 
end activity is allowed. Due to the secondary role of flow, all modeling detail is 
included in the activities and their attributes. Events are not available, because they 
are always connected to activities and their additional value can be included in a 
detailed description of the process elements, which we also call process bricks. 

 

Fig. 4. Meta-model of the modeling language 

Modeling within the environment is structured into four distinct layers, which 
enforce a comparable degree of modeling detail [9, 20]. An example of an 
instantiation of the meta-model is depicted in Fig. 5. The first layer is the process 
framework that depicts the process landscape and consists of process elements, which 
can be freely arranged and shaped to represent arbitrary process frameworks and thus 
do not require to be connected by control flow. Each process brick in the framework 
represents a main process. Main processes again contain process bricks, and explicitly 
require control flow. Each process brick in a main process in turn is a detail process. 
The difference between main and detail process therefore is only on a level of detail. 
Each detail processes consist of several process bricks. 

To further reduce branching and the number of elements per process model, our 
modeling environment allows referencing existing elements of the same level and 
variants. The process brick “Print invoice”, for example, can be defined in in the 
detail process “Handle customer order” and reused by reference in the detail process 
“Revise complaint”. Variants can exist on the main process and detail process level 
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5 Case Studies 

In order to evaluate the modeling environment we applied a prototypical 
implementation in two consulting projects that required business process modeling. 
Characteristics of the case study projects are summarized in Table 2. We conducted 
semi-structured interviews and used focus groups with the respective project leaders 
and key users to analyze the prototype. In both case studies, we focused on answering 
the question if the prototype fulfilled its purpose as efficient and effective modeling 
environment. Findings from the first case study were used to improve the prototype 
before the start of the second case study [28]. In accordance with our research 
methodology, we applied the enhanced prototype to the second case study and intend 
to keep up the iterative improvement procedure through further application. 

Table 2. Case study project characteristics 

 Case study 1 Case study 2 
Modeling 
purpose 

Business process 
reorganization, ERP selection 

Organizational 
documentation, knowledge 
management 

Project duration Winter 2010 – Summer 2011 Winter 2011 – Summer 
2012 

Domain Retail Warehousing 
Articles ~20.000, sports and fashion ~2.500, promotion material 
Employees >1.600 >250 worldwide 
Customers B2C customers ~6000 B2B customers 
Processes 
documented 

2 frameworks (store and 
headquarters), 13 main 
processes + 6 variants, 55 
detail processes, 168 process 
building blocks 

1 framework, 12 main 
processes + 10 variants, 49 
detail processes, 133 
process building  blocks 

5.1 Project 1: Business Process Reorganization and ERP Selection 

The first case study was conducted within a business process reorganization and ERP 
selection project at a German sports and fashion retailer. The company sells sports 
and fashion goods in over 60 stores. The purpose of the project was the reorganization 
of processes in both, headquarters and stores, and the mutual consistent selection of a 
new ERP system to align processes and IT systems. 

The project consisted of three phases. During the first phase, the as-is process 
models were documented. To-be processes were designed in the second phase that 
overlapped with the interrelated third phase of an ERP software selection process. All 
the phases were conducted by the company with the help of external consultants. 
Concerning the modeling methodologies presented in section three, the project 
encompassed modeling preparation and modeling conduction steps. 
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The modeling team consisted of external consultants and employees of the 
company headquarter, which were trained in the modeling environment during an 
initial workshop. The as-is models were created on the basis of interviews in all 
company departments. As the company had not undertaken any modeling activities 
before the project, the processes were designed on the basis of a reference model for 
retail processes, already available in the prototype [29]. Due to the restrictive nature 
of the prototype, the team did not have to discuss modeling guidelines on syntax, 
object types to be used, naming conventions, degree of detail or layout conventions. 
All adaption of the prototype to the project goals was achieved through the definition 
of attributes. During the first as-is modeling project phase, these company-specific 
attributes were defined and later on enhanced during the second to-be modeling 
phase. To support the final ERP choice, attributes to measure the IT-related 
requirements and their fulfillment were added to the modeling environment and filled 
out during workshop meetings with all stakeholders and process-based vendor 
presentations. 

The case study revealed that the reduction in preparation activities was perceived 
very positive by the whole modeling team and allowed for a fast start into the project. 
Company employees stated the simplicity of the modeling language as a driver to 
facilitate the initial acceptance of the project in all departments. The external 
consultants especially complimented the four-layer architecture, because it helped to 
standardize the degree of detail within the models and improved inter-model 
comparability. The effort to prepare the models for the semi-automated creation of an 
ERP requirements definition could, therefore, be kept low. The main argument to use 
the proposed modeling environment over other modeling languages or tools in new 
projects, stated by almost all team members interviewed, turned out to be the ability 
to adapt the environment to the modeling purpose through attributes, because all 
models could be re-used throughout the project phases by small additions to the 
attributes in use. Negative comments were received during the initial preparation of 
the glossary. The reservations were, however, partly dissolved for the most part 
during later stages of the project, when renaming tasks could be executed centrally. 
Major criticism was furthermore voiced towards the general usability of the 
prototype, in particular to glossary management and the element naming. All 
members of the modeling team stated export (Word, Excel export and XML 
import/export) and analysis features, such as statistics on the used attributes, as most 
important missing functionalities.  

We concluded that our proposed modeling environment facilitated cost-efficient 
modeling by accelerating modeling preparation activities and achieved high 
acceptance in all departments because of the simple modeling language. Re-work by 
the external consultants could be minimized, because model quality was ensured 
during all phases of the project. Adaption of the prototype to the project could be 
achieved through extensive use of attributes that facilitated model re-use. 
Nonetheless, the case study revealed improvement points, in particular usability 
aspects and the need for model export and analysis features. 
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5.2 Project 2: Organizational Documentation and Knowledge Management 

After the prototype had been improved, we conducted a second case study with a 
leading German wholesaler of promotional material. The company has been founded 
two decades ago and grown ever since. In order to keep pace with the changing 
processes and the growing employee base, they decided to document their processes 
and use the documentation for knowledge management purposes. Till now, the project 
only included an as-is modeling phase, but as the ERP system of the company will 
undergo a major update by the time of this work, the models will be used to derive 
software test cases. 

Similar to the first project, the company had not documented any processes before 
the project. The project team was therefore supported by external consultants. The 
processes were created on the basis of retail reference processes with our prototype 
during interviews with employees from all departments. 

The second case yielded results similar to the first project. the modeling language 
and the enforced modeling structure were perceived very positive by all project 
stakeholders. All further information could be expressed using the attributes, which 
again allowed for extensive reuse of the models for both organizational 
documentation and knowledge management. Problems for the preparation of the 
model-based software tests are not expected. 

As the prototype was improved according to the findings from the first case study, 
discussions of the usability of the prototype gave much more positive responses but 
revealed additional issues that will be addressed in the next version of the prototype. 
The added export functionality could be fully tested during the project and was 
perceived very helpful by the modeling team. In opposite, functionality for analysis 
could not be properly evaluated, as the project did not encompass as-is analysis or to-
be modelling steps, which could have required an tool support in model analysis. 

We conclude that all requirements of both projects could be met and the 
discussions led to a substantial improvement of the prototype. The positive comments 
about productivity and model quality furthermore indicate that the design goals of the 
modeling environment could be met. As both companies represent typical small- or 
medium-sized enterprises, the application results are expected to be reproducible in 
other companies. 

6 Summary, Limitations and Outlook 

This paper presented a modeling environment, consisting of a language and a tool that 
integrate ideas from existing methodologies. It combines a simple modeling syntax 
that generalizes many existing languages with a four-layer structure to control the 
degree of modeling detail. The use of a glossary and attributes allows for the creation 
of standardized process models in a cost-efficient manner. The development process 
of the environment is based on the design science research methodology by [13] and 
the resulting prototype advances the current state of the art, because it transparently 
operationalizes process modeling guidelines that have been proposed in literature. The 
prototype was successfully evaluated in two modeling projects as an easy and fast to 
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use modeling environment for beginners but also for advanced modelers who 
furthermore especially appreciated the standardization regarding naming and level of 
detail. 

The environment is limited to business modeling and analysis purposes, such as 
business process reengineering or knowledge documentation, and not applicable for 
workflow modeling. It can, however, serve as a starting point for more detailed 
modeling by integrating workflow models as attributes of the process bricks. The case 
studies on the prototype moreover only cover German companies and, thus, did not 
consider social factors, such as values and beliefs. Moroever, both cases were 
conducted within companies that had no modeling experience beforehand. An 
application within a company with an existing modeling landscape would be needed 
to reveal potential issues in model transformation. Similarly, we did not compare our 
approach to existing modeling languages and tools. Such a comparison could be 
useful to further improve the proposed environment.  

During the application, we also identified potential for further research. One aspect 
that requires further investigation is the four-layer architecture and we intend to 
evaluate how it performs against structures with a different number of layers. The 
cases also revealed challenging usability issues, which we already address in research 
[30] and subsequently intend to implement in the prototype. The proposed glossary 
also raised need for improvements, because it was the main source of reservations in 
our case studies. We intend to identify methods to improve the glossary management, 
for example by including existing verb-hierarchies. The prototype furthermore serves 
as a starting point for current research on model version control [31] and modeling 
support features such as auto-suggestion. As it is the underlying idea behind our work, 
future research will also focus on the use of attributes in process modeling and the 
relation of attribute-based complexity with modeling language-based complexity. 
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Abstract. In recent years, business process models are used to define
security properties for the corresponding business information systems.
In this context, a number of approaches emerged that integrate security
properties into standard process modeling languages. Often, these secu-
rity properties are depicted as text annotations or graphical extensions.
However, because the symbols of process-related security properties are
not standardized, different issues concerning the comprehensibility and
maintenance of the respective models arise. In this paper, we present the
initial results of an experimental study on the design and modeling of 11
security concepts in a business process context. In particular, we center
on the semantic transparency of the visual symbols that are intended
to represent the different concepts (i.e. the one-to-one correspondence
between the symbol and its meaning). Our evaluation showed that vari-
ous symbols exist which are well-perceived. However, further studies are
necessary to dissolve a number of remaining issues.

Keywords: BPMN, Business Processes, Empirical Evaluation, Icons,
Modeling, Security, Visualization.

1 Introduction

Over the last three decades, organizations moved towards a process-centered
view of business activities in order to cope with rising complexity and dynam-
ics of the economic environment (e.g., [1]). Business processes consist of tasks
which are executed in an organization to achieve certain corporate goals [2].
Business process models represent these processes of organizations. Typically,
the business process models are executed via process-aware information systems
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(PAIS) (e.g., [3]). Today, various business process modeling languages exist that
support graphical representations of business processes such as the Business
Process Model and Notation (BPMN) [4], Unified Modeling Language (UML)
Activity Diagrams [5] or Event-driven Process Chains (EPC) [6,7].

To protect sensitive organizational data and services, information systems se-
curity is constantly receiving more attention in research and industry (e.g., [8]).
In many organizations, process models serve as a primary vehicle to efficiently
communicate and engineer related security properties (e.g., [9]). However, con-
temporary process modeling languages, such as BPMN, EPCs or UML Activity
diagrams, do not provide native language support to model process-related secu-
rity aspects [10,11]. As a consequence, while business processes can be specified
via graphical modeling languages, corresponding security properties are usually
only defined via (informal) textual comments or via ad hoc extensions to model-
ing languages (e.g., [12,13]). For example in [13], we outlined current research and
practice of security modeling extensions in BPMN. In addition, we conducted a
survey to evaluate the comprehensibility of these extensions. The study showed
that a mix of visual representations of BPMN security extensions (e.g., use of
different shapes, use of text) exists. What is missing is a uniform approach for
security modeling in BPMN.

Missing standardized modeling support for security properties in process mod-
els may result in significant problems regarding the comprehensibility and main-
tainability of these ad hoc models. Moreover, it is difficult to translate the re-
spective modeling-level concepts to actual software systems. The demand for an
integrated modeling support of business processes and corresponding security
properties has been repeatedly identified in research and practice (e.g., [12,14]).

In this paper, we present the preliminary results of an experimental study on
the design and modeling of 11 security concepts on different abstraction levels in a
business process context. In particular, we investigate the visualization of the fol-
lowing security concepts: Access control, Audit, Availability, Data confidentiality,
Data integrity, Digital signature, Encryption, Privacy, Risk, Role and User. This
study aims at designing symbols that are semantics-orientedand user-oriented (see
Section 2) as outlined in [15]. Based on the suggestions and findings presented in
[13,16,17], we designed two studies to obtain graphical symbols for 11 security con-
cepts. Subsequently, we evaluated the symbol set via expert interviews. As most
symbols were well-perceived, we plan to use these results and reexamine the sym-
bols that were misleading in further studies. This will yield the basis to convey
security-related information in business process models in a comprehensible way.

Our paper is structured as follows. Section 2 introduces background informa-
tion on the visualization of business processes and security concepts. In Section 3,
we outline the methods applied in this paper and corresponding researchquestions.
Next, Sections 4 and 5 describe the design and results of the two experimental stud-
ies we conducted to obtain a symbol set for security concepts. The results of the
evaluation of the symbols are presented in Section 6. Finally, in Section 7 we dis-
cuss results, preliminary options for integrating the symbols into BPMN and UML
and impact on future research. Section 8 concludes the paper.
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2 Related Work

Visual representations have a strong impact on the usability and effectiveness of
software engineering notations [17]. The quality of conceptual models is essential
to, e.g., prevent errors and to improve the quality of the corresponding systems
[18]. Several frameworks exist that provide guidelines on how to design and
evaluate visual notations (e.g., [17,19]). For example, the Physics of Notations
in [17] consists of nine principles to design visual notations effectively. Further
language evaluation frameworks include the cognitive dimensions of notations
[19,20] that provide a set of dimensions to assist designers of visual notations
to evaluate these designs. A framework for evaluating the quality of conceptual
models is presented in [21]. This approach considers various aspects such as
learning (of a domain), current knowledge and the modeling activity. It also
provides a dynamic view showing that change to a model might cause a direct
change of the domain.

Visual Representations of Business Processes. In the context of PAIS, recent
publications show increased interest in the visual representation of process mod-
eling languages. For example in [22], an evaluation of the cognitive effectiveness
of BPMN using the Physics of Notations is performed. Further studies investi-
gate certain characteristics such as routing symbols [23] or the usage of labels
and icons [15]. In this paper, we use the terms symbol and icon synonymously
as icons are symbols that perceptually resemble the concepts they represent [17,
p.765]. In [15], the following guidelines for icon development are outlined based
on research in graphical user interface design:

a. Semantics-oriented: Icons should be natural to users, resemble to the con-
cepts they refer to, and be different from each other (so that all icons can
be easily differentiated).

b. User-oriented: Icons should be selected based on user preferences and user
evaluation.

c. Composition principle: The composition of icons should be easy to under-
stand and learn.

d. Interpretation: The composition rules should be transferable to different
models.

Modeling of Security Concepts in Business Processes. Typically, process models
are created by process modelers or process managers in an organization. These
managers have an expertise in process modeling, but are often not experts in
security. A security expert provides know-how and collaborates with the process
modeling expert to enforce security concerns in a process. Hence, the integrated
modeling of security aspects in a process model is intended to provide a common
language and basis between different domain experts. Recent publications try to
provide a common language between domain experts (e.g., security experts) and
process modelers by proposing process modeling extensions such as to the Unified
Modeling Language (UML) (e.g., [24,25,26]) or to BPMN (e.g., [12,13]).
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3 Methodology

The main goal of this paper is to assess the design and modeling of security
concepts in business processes. Thereby, we expect to obtain an initial set of
symbols for security concepts. In contrast to existing security extensions, we do
not design these symbols from scratch though. In order to obtain a set of symbols
for selected security concepts, we conducted two studies (Experiment 1 and 2)
and evaluated the results via expert interviews. In particular, our research was
guided by the following questions (RQ):

1. Which symbols can be used to represent 11 different security concepts?
2. How can the drawings from RQ1 be aggregated into stereotype symbols?

2.1. How do experts evaluate the one-to-one correspondence between the
symbols and security concepts?

2.2. How do experts rate the resemblance between the symbols and concepts?
2.3. How can the stereotype symbols be improved?

3. How can the security symbols be integrated into business process modeling?
3.1. Are the stereotype symbols suitable to be integrated into business process

models?
3.2. Which business process modeling languages are suggested for security

modeling by experts?
3.3. In BPMN, which symbols should be related to which process elements?
3.4. Can color be useful to distinguish security symbols from BPMN standard

elements?

Research question RQ1 investigates what kind of symbols people draw for
11 security concepts in Experiment 1. In the first experiment, we retrieved the
symbols by setting up an experiment where the participants were asked to draw
intuitive symbols for security concepts. Based on these drawings, we aggregate
the drawings into stereotype symbols (RQ2) based on frequency, uniqueness and
iconic character in Experiment 2. For evaluation, we analyze the stereotype sym-
bols with expert interviews (see Section 6). In particular, we will evaluate the
one-to-one correspondence between symbols and concepts, the rating of resem-
blance between symbols and concepts and if these symbols can be improved.
With this expert evaluation, we hope to identify not only strengths and short-
comings of the symbols but also to gain insights on how to enhance the symbols
such as with the use of hybrid symbols that combine graphics and text. More-
over, we investigate if security symbols can be integrated into business process
modeling (RQ3). For example, we evaluate for each security concept which pro-
cess elements in BPMN can be associated with it. Thereby, we expect to identify
integration options for business process modeling languages.

4 Experiment 1: Production of Drawings

The first experiment addresses research question RQ1 to identify which symbols
can be used to represent security concepts (see Section 3). For this purpose, we
adapted the experiment design of the first experiment presented in [16].
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4.1 Participants and Procedure

In our first experiment, we used a paper-based questionnaire to conduct a survey.
In total, 43 Bachelors’ and Masters’ students in Business Informatics at the Uni-
versity of Vienna and the Vienna University of Economics and Business filled
out the questionnaire. Most participants had beginner or intermediate knowl-
edge of business processes and/or security. We expect to find this setting also in
research and industry where experts from different domains (e.g., process mod-
elers, security experts and business process managers) interact with each other
to discuss and define security in business processes.

The survey contained 13 stapled, one-sided pages and completing the survey
took about 30 minutes. It consisted of two parts. The first part, 2 pages long,
presented the aim and collected demographic data of the participants, such as
knowledge of business processes, knowledge of business process modeling lan-
guages and security knowledge. The second part consisted of 11 pages; one for
each security concept. At the top of each page, a two-column table was displayed.
Its first row contained the name of the security concept in English (see Table 1).
Additionally, we displayed the name of the respective concepts in German. In
the last row, a definition of the concept was given. All definitions were taken
from the internet security glossary [27] except for Role and User which were
taken from the RBAC standard in [28]. Please note that a definition of Role is
not given in [27] and the User definition in [27] and [28] are very similar. Role
is important as it is an essential concept for access control in PAIS (see [9]).
The selection of the security concepts to be included in the survey was based
on literature reviews and research projects. The aim was to consider concepts
on different abstraction levels, including abstract concepts such as data integrity
or confidentiality but also to include its applications (e.g., digital signature (in-
tegrity) and encryption (confidentiality)). In the middle of each page, a (3 inch
x 3 inch) frame was printed. Participants were asked to draw in the frame what
they estimate to be the best symbol to represent the name and the definition of
a security concept. At the bottom of each page, we asked the participants to rate
the difficulty of drawing this sketch. Additionally, the participants were asked
to describe the symbol with one to three keywords in case they want to clarify
the sketch.

4.2 Results

In total, we received 473 drawings (blank and null drawings included). We ob-
served that participants often did not only draw a single symbol for a concept
but a combination of several symbols e.g., a desk in front of a matchstick man.
These drawings often included signs or symbols that resembled the majority
drawings.

As can be seen in Figure 1, most participants stated that the task to draw a
symbol for User, Encryption, Risk and Access control was easy or fairly easy. On
the other hand, it was fairly difficult or difficult for many participants to draw
Audit, Data confidentiality, Digital signature and Role.
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Table 1. Names and Definitions of Security Concepts in Experiment 1

Name Definition

Access control Protection of system resources against unauthorized access.
Audit An independent review and examination of a system’s records and ac-

tivities to determine the adequacy of system controls, ensure compli-
ance with established security policy and procedures, detect breaches
in security services, and recommend any changes that are indicated for
countermeasures.

Availability The property of a system or a system resource being accessible and
usable upon demand by an authorized system entity, according to per-
formance specifications for the system.

Data confidentiality The property that information is not made available or disclosed to
unauthorized individuals, entities, or processes.

Data integrity The property that data has not been changed, destroyed, or lost in an
unauthorized or accidental manner.

Digital signature A value computed with a cryptographic algorithm and appended to a
data object in such a way that any recipient of the data can use the
signature to verify the data’s origin and integrity.

Encryption Cryptographic transformation of data (called "plaintext") into a form
(called "ciphertext") that conceals the data’s original meaning to pre-
vent it from being known or used.

Privacy The right of an entity (normally a person), acting in its own behalf,
to determine the degree to which it will interact with its environment,
including the degree to which the entity is willing to share information
about itself with others.

Risk An expectation of loss expressed as the probability that a particular
threat will exploit a particular vulnerability with a particular harmful
result.

Role A role is a job function within the context of an organization with
some associated semantics regarding the authority and responsibility
conferred on the user assigned to the role.

User A user is defined as a human being. The concept of a user can be ex-
tended to include machines, networks, or intelligent autonomous agents.

Data integrity

Digital signature

Encryption

Privacy

Risk

Role

User

Easy

Fairly easy

Neither easy nor difficult

Fairly difficult

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Access control

Audit

Availabilty

Data confidentiality

g y
Difficult

Fig. 1. Participant Rating of Difficulty of Drawing a Sketch
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5 Experiment 2: Selection of Stereotypical Drawings

To answer research question RQ2, Experiment 2 is concerned with producing
stereotypical symbols out of the sketches of Experiment 1 (adapted from [16]).

5.1 Procedure

A stereotype is the best median drawing, i.e. the symbol which is most frequently
used by people to depict a concept [16]. The resulting set of stereotypes then
constitutes our first proposed set of hand-sketched symbols for visualizing se-
curity concepts. However, as mentioned in [16], the drawing that is the most
frequently produced to denote a security concept is not necessarily expressing
the idea of the respective concept best. Thus, we subsequently evaluated the set
of stereotypes via expert interviews (see Section 6).

In accordance with [16], we applied a judges’ ranking method in Experiment
2 to identify the stereotypes. We started by categorizing the drawings obtained
from Experiment 1. We evaluated (a) the idea it represented, (b) whether it is a
drawing or a symbol and (c) the uniqueness and dissimilarity between the draw-
ings. Thereby, each author associated a keyword (i.e. category) that represented
the idea with each drawing. Drawings representing the same idea for a particu-
lar security concept form a category. Each author performed the categorization
independently. Subsequently, we analyzed each categorization and reviewed and
agreed on a final categorization in several rounds (see column Experiment 2 in
Table 2 for the final number of categories).

To select the stereotypes, we applied the following three criteria to determine
the symbol that best expressed the idea of the respective security concept: (1)
Frequency of occurrence: For each security concept, we chose a drawing from
each category that contained the largest number of drawings. (2) Distinctiveness
and uniqueness: To avoid ambiguities and symbol overload [22,17], we tried to
select symbols which are not too similar and can be easily distinguished from
each other. (3) Iconic character: According to [17], users prefer real objects to
abstract shapes, because iconic representations can be easier recognized in a
diagram and are more accessible to novice users (see [29]).

5.2 Results

The outcome of this experiment is a set of 11 stereotypes as visualized in Fig-
ure 2. For 9 out of the 11 concepts, the categorization and identification of the
stereotypes was clear and straightforward. Even though the concepts Access con-
trol and Data confidentiality delivered a wide range of drawings which did not
lead to a clear majority, we selected the most frequent symbol which represented
an idea that could be found in many other drawings. We assume that this is due
to the high level of abstraction of the terms which leads to difficulties in their
visual representation. The results also indicate that the participants prefer real
objects for representing security concepts (e.g., a house for Privacy).
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Fig. 2. Stereotype Drawings for Security Concepts

6 Evaluation

This evaluation is concerned with validating the results retrieved form Experi-
ments 1 and 2 via expert interviews and also to initially assess the use of the
security symbols for business process models.

6.1 Participants and Procedure

For evaluation, a series of semi-structured interviews were conducted. A paper-
based questionnaire served as the basis for these interviews. Moreover, one of
the authors observed each expert while filling out the questionnaire. In addition
to the questionnaire, a sheet with a list of security concepts and definitions (see
Table 1) was provided to the expert. In total, we interviewed 6 experts from the
security (2), process modeling (3) and visualization (1) domain. All experts have
a high or intermediate expertise in both areas, process modeling and security.

The questionnaire consisted of three different parts. In the first part of the
interview, goals and purpose of the interview were presented. Then, demographic
data of the experts were collected such as general level of knowledge of process
modeling and security. The second part of the interview was concerned with in-
vestigating the stereotype symbols (see Figure 2). First, the experts matched the
11 security (stereotype) symbols with corresponding 11 security concepts using
thinking aloud techniques (see [30]). With this setting, we expect to gain insight
into how the symbols are matched by experts. After the matching, the inter-
viewer pointed out his/her matching. Subsequently, the experts were specifically
questioned for the one-to-one correspondence between the symbols and their
security concepts to evaluate the semiotic clarity of the symbols (see [17]). Fur-
thermore, the experts were asked to rate the resemblance of the symbols with the
concepts they represent. Additionally, we asked if the use of shapes (e.g., trian-
gles or circles), “document” shapes or hybrid symbols (a combination of graphics
and text) can be helpful for the stereotype symbols. The third part addressed
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Table 2. Quantitative Evaluation Results for each Security Concept

Experiment 1 Experiment 2 Evaluation

Security Concept No. of Drawings No. of Categories Correct Matchings
(out of 43) (out of 6)

Access control 42 15 3
Audit 38 16 6
Availability 38 15 6
Data confidentiality 39 18 4
Data integrity 41 9 5
Digital signature 37 11 2
Encryption 42 5 5
Privacy 40 20 4
Risk 40 14 6
Role 38 15 4
User 43 5 6

the icons’ suitability to be integrated into a business process modeling language.
Therefore, we asked if the stereotype symbols are suitable to be integrated into
business process models and more specifically into which business process mod-
eling languages. For example, we analyzed to which BPMN elements the symbols
could be related to and if color can be helpful to distinguish security symbols
from standard BPMN elements.

6.2 Results

In the following, we will summarize the results according to each research ques-
tion (see Section 3). Table 2 displays the quantitative results of the study: the
number of collected drawings by concept in Experiment 1, the number of as-
signed categories per concept in Experiment 2 (see Section 5) and the number of
correct matches of the one-to-one correspondence of the experts for evaluation
(RQ2a).

RQ2a: How do experts evaluate the one-to-one correspondence be-
tween the symbols and security concepts? In general, all experts could
relate most stereotype symbols to the list of security concepts (see Table 2). For
example, all (6) experts could identify the stereotype symbols Audit, Availabil-
ity, Risk and User (see Figure 2). However, Digital signature (2 of 6) and Access
control (3) were the least recognized symbols.

In case of Digital signature, two experts related the pen symbol with the
act of writing and signing. However, all other experts could not identify the
symbol as pen and binary code. Two security experts could not relate the symbol
to any concept or at least to the Data confidentiality symbol (see Figure 2).
Furthermore, two experts related the padlock symbol for Access control to the
key symbol for Encryption as referring to locking and unlocking something. One
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expert assigned the concept encryption to the padlock symbol. One could not
interpret the symbol at all. In addition, two experts pointed out that the padlock
symbol used for Access control is also part of the Data confidentiality symbol,
which might lead to differentiation problems.

RQ2b: How do experts rate the resemblance between the symbols and
concepts? All experts agreed on a good resemblance of the symbols Encryption,
Risk and User. Four of the experts assessed a good resemblance of the symbols
Availability, Data confidentiality and Data integrity. The expert opinions for
Access control, Audit, Digital signature and Role varied and therefore no clear
statement can be made. In the case of Audit, at first, experts often associated
the magnifier to searching for something. After the interviewer referred to the
definition of Audit, the expert could link the symbol to review and examine.

RQ2c: How can the stereotype symbols be improved? There were only
few suggestions on how to improve the symbols. One important note, however,
was the similarity of the Access control and Data confidentiality symbol (due to
the use of the padlock symbol) and of the Availability and Data integrity symbol
(due to the check mark). Also, the relation of the padlock and the key symbol
were associated with something that is in a locked or unlocked state. Hence,
these symbols need to be reexamined in future studies.

Shapes. The use of additional shapes such as triangles or circles around the
symbols can be slightly or moderately helpful. Some experts pointed out that
the complexity of most symbols should not be increased by additional shapes.
However, the shapes in symbols Risk and Availability were well-perceived.

Document Shapes. In the first experiment, many participants draw symbols
using a “document” shape (e.g., symbol Data confidentiality in Figure 2). The
experts pointed out that these document shapes should be primarily used to
display concepts in relation to data such as data integrity or confidentiality.
Additionally, the size of the symbol integrated in the document shape should be
large enough to recognize the symbol.

Hybrid Symbols. Most experts found that hybrid symbols combining graphics
and text can be very and extremely helpful to display security concepts. However,
it is important to use common abbreviations or the full name to display the
security concepts.

RQ3a: Are the stereotype symbols suitable to be integrated into busi-
ness process models? In general, the experts agreed that the symbols are
suitable for the integration into business processes. However, they noted that
some symbols should be reevaluated or redrawn to avoid symbol redundancy
as stated in research question RQ2c. Furthermore, they stated that the use of
legends could be helpful to novices.
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RQ3b: Which business process modeling languages are suggested for
security modeling by experts? The experts proposed mainly BPMN and
UML. The choice for BPMN was motivated by the experts as it serves as de
facto standard for business process modeling. In addition, UML is suggested be-
cause it offers integrated languages for specifying software systems from various
perspectives, which includes the process and security perspectives.

RQ3c: In BPMN, which symbols should be related to which process
elements? In the following, we will list the experts opinions (of at least 3 or
more experts) on the linkage of security symbols and BPMN process elements
(events, data objects, lanes, message events, tasks and text annotations).

Tasks can be associated to Access control, Audit, Privacy, Risk, Role and
User. Hence, not only the authorization of end users to tasks is an important
factor but also the supervision of these. Furthermore, events can be related to
Audit and Risk. Data objects can be linked to Availability, Data confidential-
ity, Data integrity, Digital signature and Encryption. This is not surprising as
these security concepts are closely related to data. Moreover, message events are
associated to Data confidentiality, Data integrity, Digital signature and Encryp-
tion. As messages represent a piece of data this seems conclusive. Lanes can be
linked to Role. As lanes can represent job functions or departments it seems fea-
sible that lanes could be also linked to User. Lastly, Audit was the only symbol
associated to text annotations.

These suggestions provide an initial basis to further develop a security exten-
sion for BPMN. However, not only the semantic (semiotic) modeling but also
the syntactic modeling is important and will be investigated in future work.

RQ3d: Can color be useful to distinguish security symbols from BPMN
standard elements? Most experts state that color can be helpful to highlight
the security symbols in BPMN. However, the use of color should be moderately
handled such as using only one color or coloring the background of the symbol.

In conclusion, our evaluation showed that most symbols could be recognized
by the experts. Some symbols such as Data confidentiality and Access control
should be reexamined to dissolve remaining issues (see RQ2b and RQ2c). Fur-
thermore, the integration of security symbols into business processes was in
general well-perceived.

7 Discussion

Threats of Validity. In the first experiment, we analyzed the drawings of 43
students. One can argue that this number is not enough to discover stereotype
symbols for security concepts. As depicted in Section 5, we evaluated the fre-
quency, uniqueness and iconic character between the drawings to develop the
stereotype symbols. Most symbols could be easily identified except for Access
control and Data confidentiality. Our evaluation showed that even though we
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received a wide range of drawings, the experts rated the resemblance of symbols
and their concepts in general positively.

Moreover, the 11 security concepts differ in their level of abstraction. For
example, Privacy and Availability are highly abstract concepts, while Digital
signature and Encryption are more low-level concepts (e.g., applications). In
future studies, we need to investigate the need to translate the abstract concepts
into further low-level (e.g., implementation relevant) concepts and their use in a
business process context.

For evaluation, we interviewed six experts from the security and/or process
modeling domain. The purpose of these interviews was to gain qualitative in-
sights on the security symbols and to analyze the one-to-one correspondence
matching of the symbols and concepts. Based on these interviews, we will further
develop and evaluate the security symbols and continue our research centering
on end user preferences.

Integration Scenarios for BPMN and UML. The BPMN [4] metamodel provides
a set of extension elements that assign additional attributes and elements to
BPMN elements. In particular, the Extension element binds an
ExtensionDefinition and its ExtensionAttributeDefinition to a BPMN
model definition. This elements could be used to define, e.g., an encryption level
or that a digital signature is required. Furthermore, new markers or indicators
can be integrated into BPMN elements to depict a new subtype or to emphasize
a specific attribute of an element. For example, additional task types could be
established by adding indicators similar to the e.g., service task in the BPMN
specification (see [4]). The BPMN standard already specifies user tasks; i.e. tasks
executed by humans. However, this does not specify how the user is authenti-
cated (Access control) nor how the task showed up in his worklist (resolved via
Role or User). We will investigate further if the assignment of Role or User
to tasks is really needed as lanes provide similar functionality in BPMN. For
the BPMN symbols for data and message events, we would need to adapt these
symbols and determine how to relate security concepts to them.

In case of UML, an integration of the security concepts is possible either
by extending the UML metamodel or by defining UML stereotypes (see [5]).
In particular, UML2 Activity models offer a process modeling language that
allows to model the control and object flows between different actions. The
main element of an Activity diagram is an Activity. Its behavior is defined by
a decomposition into different Actions. A UML2 Activity thus models a process
while the Actions that are included in the Activity can be used to model tasks.

Several security extensions to the UML already exist, for example SecureUML
[24]. However, this extension does not have any particular connection to process
diagrams. In addition, several approaches exist to integrate various security as-
pects, such as role-based access control concepts [31,32,33] or data integrity and
data confidentiality [25] into UML Activity diagrams. However, in contrast to
the approach presented in this paper, all other security visualizations only repre-
sent presentation options. They are suggested by the authors and not evaluated
with respect to the cognitive effectiveness of the new symbols. Based on the in-
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tegration options for BPMN, we derive the following suggestions for integrating
the security symbol set into UML. Access control, Privacy, Risk, Role and User
may be linked to a UML Action. Availablity, Data confidentiality, Data integrity,
Digital signature and Encryption can be assigned to UML ObjectNodes. Audit
may be linked to EventActions or be integrated as a UML Comment.

Future Research. Several opportunities for future research emerge from our pa-
per. As this initial study aimed at a preliminary design and modeling of security
concepts, further research is necessary to fully develop security modeling exten-
sions for business processes that can be interpreted by novices and experts, that
are based on user preferences and are easy to learn (see Section 2). For example,
we plan to use the stereotype drawings as basis to develop icons that can be in-
tegrated in process modeling languages. Therefore, we will investigate the icons
in business processes, i.e. evaluate icons in a specific context. Furthermore, an
extensive survey could assess the end user preferences of security symbols and
the interpretation of these symbols (in and out of business process context). This
could lead to a general approach to model security in business processes which
might be adaptable to various business process modeling languages.

8 Conclusion

This paper presented our preliminary results of an experimental study on the
design and modeling of security concepts in business processes. In our first study,
we asked students to draw sketches of security concepts. Based on these draw-
ings, we produced stereotype symbols considering the main idea the drawings
represented, the frequency of occurrence and the uniqueness and dissimilarity
between drawings. For evaluation, we interviewed experts from the area of pro-
cess modeling and/or security. This evaluation showed that most symbols could
be recognized based on the idea they represented. We received an even stronger
acceptance for the one-to-one correspondence during the interviews when using
a list of symbols and its concepts. In future studies, we aim to further analyze
how our symbol set affects the cognitive complexity of corresponding models.
In addition, we will evaluate different symbol integration options into process
modeling languages.
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Abstract. Global trends in the worldwide economy lead to new challenges for 
manufacturing enterprises and to new requirements regarding modeling 
industrial organizations, like integration of real-time information from 
operations and information about neighboring enterprises in the value network. 
Consequently, there is a need to design new, knowledge-based workflows and 
supporting software systems to increase efficiency of designing and maintaining 
new product ranges, production planning and manufacturing. The paper 
presents an approach to a specific aspect of enterprise modeling, product-
process-machine modeling, derived from two real life case studies. It assumes 
ontology-based integration of various information sources and software systems 
and distinguishes four levels. The upper two levels (levels of product manager 
and product engineer) concentrate on customer requirements and product 
modeling. The lower two levels (levels of production engineer and production 
manager) focus on production process and production equipment modeling. 

Keywords: Product-process-machine modeling, enterprise engineering, 
knowledge model, product model, production model. 

1 Introduction 

Enterprise modeling has a long tradition in the area of industrial organization and 
production logistics, which is manifested in the field of enterprise engineering with its 
many techniques and developments (see, e.g. [1, 2]). Similar to business modeling or 
process modeling, the subjects of enterprise models in industrial organization are 
processes, organization structures, information flows and resources, but for 
manufacturing and logistics tasks, not for business processes. Global trends in the 
worldwide economy, like agile manufacturing, value networks or changeable 
production systems, lead to new challenges for manufacturing enterprises and to new 
requirements regarding modeling industrial organizations. Traditional enterprise 
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models need to be enhanced with product knowledge, real-time information from 
operations, and information about neighboring enterprises in the value network. 
Consequently, there is a need to design new, knowledge-based workflows and 
supporting software systems to increase efficiency of designing and maintaining new 
product ranges, production planning and manufacturing.  

However, implementation of such changes in large companies faces many 
difficulties because business process cannot simply be stopped to switch between 
old and new workflows, old and new software systems have to be supported at the 
same time, the range of products, which are already in the markets, has to be 
maintained in parallel with new products, etc. Another problem is that it is difficult 
to estimate in advance which solutions and workflows would be efficient and 
convenient for the decision makers and employees. Hence, just following existing 
implementation guidelines is not advisable (confirmed, e.g., by Bokinge and 
Malmqvist in [3] for PLM), and the adaptation process to changes has to be and 
iterative and interactive. 

Within enterprise modeling for industrial organizations, this paper focuses on 
modeling an essential aspect of production systems, the product – process – machine 
(PPM) system. While a production system includes all elements required to design, 
produce, distribute, and maintain a physical product, the PPM system only includes 
design and production of a product, i.e. a PPM system can be considered a subsystem 
of a production system. The paper presents an approach to “Product-Process-
Machine” system modeling, which focuses on integrating product, production and 
machine knowledge for iterative and interactive product lifecycle management 
(PLM). The main contributions of this paper are (a) from a conceptual perspective we 
propose to integrate information at the intersection of product, process and machine 
models essential for planning changes and assessing their effects, (b) from a technical 
perspective we propose to use a knowledge structure suitable for extension with 
domain specific components and (c) from an application perspective we show two 
industrial cases indicating flexibility and pertinence of the approach. 

Based on related work in the field (section 2) and experiences from two industrial 
cases, the paper introduces the overall PPM system modeling approach (section 3) 
and shows its use for different roles in PLM (section 4). Section 5 discusses 
experiences and lessons learned, and summarizes the work.  

2 Modeling PPM Systems 

Due to the trends and challenges identified in section 1 enterprises need to be quick 
responsive to changes in their environment, which basically means the ability to 
identify (a) the potential options how to react to changes and (b) the effects of acting 
in a certain way, without endangering current operations of customer relations. As a 
basis for this “agility” an integrated view on knowledge from the product, process and 
machine perspective and mechanisms tailored to the needs of decision makers in the  
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enterprise are recommendable. In this context, an integrated view to knowledge 
should encompass: 

• Dependencies and relationships within the PPM perspectives:  
o Product perspective: products consist of components, fulfill customer 

requirements, are built according to design principles, use certain 
materials and apply specific design principles and rules. 

o Process perspective: processes are cross-connected between each 
other by information, material and control flows 

o Machine perspectives: machines consist of sub-systems offering 
capabilities depending on other sub-systems and production logistics 
components. 

The above are only some examples of information relevant for decision 
makers in manufacturing enterprises when evaluating options and their effects. 

• Dependencies and relationships between the perspectives: products are 
developed and manufactured in processes; processes are performed using 
resources, like machines; machines are operated by roles, which in turn are 
responsible for certain processes and products or product parts. These 
examples show that there are many relationships between different 
perspectives that have to be understood when developing and assessing 
options for reacting on environmental changes. 

This integrated view primarily requires information quantifying and qualifying the 
dependencies between the different perspectives, i.e. not all available information 
within the different perspective has to be included. Details of product design, 
operations of productions as provided by CAD or CAX systems usually are not 
required. Most existing approaches in engineering for manufacturability, PLM and 
production line engineering strive for an information integration and functional 
integration covering all life cycle phases. Our focus is on integrating essential 
information for key roles in a change process (see section 3).  

Important roles in an enterprise when it comes to evaluating options and effects are 
the product manager and the production engineer. They would be among the primary 
user groups of a PPM system model and knowledge base. The product manager is 
responsible for the short-term and mid-term development of a product in terms of 
translating customer requirements to product features (target setting), guidance and 
supervision of the design process from customer features to the way of implementing 
them as functions, control of variability indicated by new and existing product 
functions, interface to sales and marketing, etc. If changes in the environment occur, 
the product manager has to investigate options on product level how to act or react. In 
cooperation with the product manager, the production engineer is responsible for 
making the product “manufacturable”, i.e. adjust product design, material or features 
to what the machines in the production system can manufacture. Furthermore, the 
production engineer designs the overall production system by developing an 
appropriate composition of sub-systems and the flow of resources, materials and 
products.  
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Modeling in manufacturing and control has a long tradition, which does not only 
include the above mentioned perspectives, but also business aspects of manufacturing 
and the design, construction and operations part. This is manifested in reference 
models and frameworks, such as GERAM [4] and CIMOSA [5], and in a variety of 
standards for modeling the different perspectives (e.g. STEP [6] and CMII [7]). 
Furthermore, large European research projects and networks, like ATHENA [8], 
developed approaches for integrating enterprise system modeling and production 
system modeling into a joint framework. PLM systems address the complete lifecycle 
of products including production systems aspects and both, logistics in the supply 
chain and in production. 

Integrated modeling of PPM systems has been investigated before. Many 
approaches exist which integrate two of the above mentioned perspectives. Examples 
are [9] that combine product and machine perspective, [10] where Buchmann and 
Karagiannis partly integrate process and product, and [11] with an approach for 
integrating product and machine perspective. Sandkuhl and Billig [12] propose the 
use of an enterprise ontology for product, process, resource and role modeling. 
However, this approach is limited to the application area of product families in 
automotive industries. Lillehagen and Krogstie [13] use active knowledge models for 
capturing dependencies between different knowledge perspectives. They use active 
knowledge models, which fulfill most of the requirements regarding the knowledge to 
be included, but their representation as visual models is not appropriate for reasoning 
and knowledge creation. 

3 Approach 

The proposed approach to PPM-System modeling originates from experiences in two 
industrial case studies. These cases served as basis for developing the approach and 
were used for implementing it and each of the cases implemented a different part. The 
first case is from a project with a global automation equipment manufacturer with 
more than 300 000 customers in 176 countries. The detailed description of this project 
is presented in [14, 15]. The automation equipment manufacturer has a large number 
of products consisting of various components. The project aimed at product 
codification, i.e. structuring and coding the products and their components and 
defining rules for coding and configuration. This coding forms the basis for quickly 
adapting to new market requirements by facilitating easing configuration of new 
products and the production system. 

The second case is from manufacturing industries and resulted in a tool called 
DESO (Design of Structured Objects). This tool supports part of our approach and is 
capable of describing production processes and production facilities [16, 17]. It 
distinguishes two planning levels: the central planning area and the decentralized 
planning area of distributed plants. Every production program project or planning 
activity is initiated by a request asking for manufacturing of a product in a predefined 
volume and timeframe. Starting from this information, the central planning staff has 
the task to design a production system capable of fulfilling the given requirements and 
consisting of different plants. The involved engineers prepare the requests for 
different plants using the production system design.  
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Fig. 1. Multi-level enterprise modelling concept  



256 A. Smirnov et al. 

 

The engineers harmonize and aggregate parallel incoming requests for different 
planning periods. The different plants offer their production modules as a contribution 
to the entire network system. On plant level, engineers have to analyze the 
manufacturing potentials concerning capacity and process capability of their facilities. 
Only in the plants is the specific and detailed knowledge and data regarding the 
selection and adaptation of the machining systems to the new production tasks 
available. The expertise for developing and engineering of the production modules is 
available only in the plants. 

In the context of these two cases, we propose from a conceptual perspective to 
distinguish two levels when representing knowledge required for central and decentral 
planning. The approach is illustrated in fig. 1. The first level describes the structural 
knowledge, i.e. the “schema” used to represent what is required for the two planning 
levels. Knowledge represented by the second level is an instantiation of the first level 
knowledge; this knowledge holds object instances. The object instances have to 
provide information at the intersection of product, process and machine models 
essential for planning changes and assessing their effects. What information is 
essential can be judged from different perspectives. Our approach is to put the 
demand of the main target groups presented in section 2 into the focus, i.e. product 
manager and production engineer. Since the PPM perspectives cannot be seen as 
isolated (see section 2), the common and “interfacing” aspects are most important. 

The knowledge of the first level (structural knowledge) is described by a common 
ontology of the company's product families (classes). Ontologies provide a common 
way of knowledge representation for further processing. They have shown their 
usability for this type of tasks (e.g., [18-20]). 

The major ontology is in the center of the model. It is used to solve the problem of 
knowledge heterogeneity and enables interoperability between heterogeneous 
information sources due to provision of their common semantics and terminology 
[21]. This ontology describes all the products (already under production and planned 
or future products), their features (existing and possible), production processes and 
production equipment. Population and application of this ontology are supported by a 
number of tools, described in detail in section 4. A knowledge map connects the 
ontology with different knowledge sources of the company. 

At the level of product manager, the customer needs are analyzed. The parameters 
and terminology used by the customer often differ from those used by the product 
engineers. For this reason, a mapping between the customer needs and internal 
product requirements is required. Based on the requirements new products, product 
modifications or new production systems can be engineered for future production. 

The approach distinguishes between virtual and real modules. Virtual modules are 
used for grouping technological operations from the production engineer’s point of 
view. The real modules represent actual production equipment (machines) at the level 
of production manager.  

The first case study addressed the requirements and support for product manager 
and product engineers. Production engineers and production managers are supported 
by the tool developed in the second case study. 
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Fig. 2. Main window of the product hierarchy description tool [14] 
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4 The Modeling Approach in Practice 

4.1 Product Engineer Support 

The first step to implementation of the approach is creation of the ontology. This 
operation was done automatically based on existing documents and defined rules of 
the model building. The resulting ontology consists of more than 1000 classes 
organized into a 4 level taxonomy (fig. 2). 

Taxonomical relationships support inheritance that makes it possible to define 
more common attributes for higher level classes and inherit them to lower level 
subclasses. The same taxonomy is used in the company's PDM and ERP systems.  

For each product family (class) a set of properties (attributes) is defined, and for 
each property the possible values and their codes are specified. The lexicon of 
properties is valid ontology-wide, i.e. the values can be reused for different families. 
Application of the common single ontology provides for the consistency of the 
product codes and makes it possible to reflect incorporated changes in the codes 
instantly.  

4.2 Complex Product Modeling 

An experience from the first industrial case is that customers nowadays wish to buy 
complete customized solutions (referred to as “complex products”) consisting of 
numerous products, rather than separate isolated products which have to be integrated 
into a solution. Whereas such complex products in the past were configured by 
experts based on the customer requirements, they nowadays to a large extent have to 
be configurable by the customers, which requires appropriate tool support and 
automation. However, inter-product relationships are very challenging. For example, 
the most common use case is the relationship between a main product and an 
accessory product. While both products are derived from different complex products 
there are dependencies which assign a correct accessory to a configured main product. 
The dependencies are related to the products’ individual properties and values. E.g., 
”1x3/2 or 2x3/2-way valve” cannot be installed on a valve terminal if its size is “Size 
10, deviating flow rate 1”. The depth of product-accessory relationships is not limited, 
so accessory-of-accessory combinations have also to be taken into account. These 
relationships can be very complex when it comes to define the actual location and 
orientation of interfaces and mounting points between products.  

Complex product description consists of two major parts: product components and 
rules. Complex product components can be the following: simple products, other 
complex products, and application data. The set of characteristics of the complex 
product is a union of characteristics of its components. The rules of the complex 
products are union of the rules of its components plus extra rules. Application data is 
an auxiliary component, which is used for introduction of some additional 
characteristics and requirements to the product (for example, operating temperatures, 
certification, electrical connection, etc.). They affect availability and compatibility of 
certain components and features via defined rules.  
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Fig. 3. Solution rules example [15] 

Some example rules are shown in Fig. 3. The figure presents a valve terminal 
(VTUG) and compatibility of electrical accessories option C1 (individual connecting 
cable) with mounting accessories (compatible only with H-rail mounting) and 
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accessories for input-output link (not compatible with 5 pin straight plug M12). These 
rules are stored in the database and can later be used during configuration of the valve 
terminal for certain requirements. 

When the product model is finished it is offered to the customers, i.e. the 
customers could configure required products and solutions themselves or with 
assistance of product managers.  

4.3 Production Facilities Modeling 

The DESO system is a tool for management and structured storage of information in 
knowledge domain, and for processing this information. Depending on the domain 
under consideration, the system can be extended by additional components for solving 
specific problems using the information stored in the DESO database. Up to now, 
components for enterprise production program planning, for production module 
design, and for industrial resources distribution and planning were developed. 

Initially, the DESO system was developed in a project focusing on the early stages 
of planning investments including (a) derivation of production scenarios, (b) 
determination of investment cost, (c) assignment of locations and (d) estimation of 
variable product cost. The system aims at providing a knowledge platform enabling 
manufacturing enterprises to achieve reduced lead time and reduced cost based on 
customer requirements through customer satisfaction by means of improved 
availability, communication and quality of product information. It follows a 
decentralized method for intelligent knowledge and solutions access. The configuring 
process incorporates the following features: order-free selection, limits of resources, 
optimization (minimization or maximization), default values, freedom to make 
changes in Global Production Network model. 

 

Fig. 4. Product-Process-Machine system modeling 
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The architecture of the system reflects the structure of “Product-Process-Machine” 
system. It includes three main IT-Modules or software tools (fig. 4).  

The hierarchy editor (fig. 5) is a tool for creating, editing and managing 
hierarchical relations between objects. These relations may show structures of objects, 
sequence of operations for a part production, possible alternatives of accommodation 
etc. The hierarchy editor supports inheriting subordinate objects, what allows creating 
of complex hierarchical systems of objects by some stages, and using templates 
automating the user’s work.  

 

Fig. 5. Hierarchy editor of DESO [16] 

DESO distinguishes between virtual and real modules. In accordance with the 
approach, the virtual modules are used for grouping technological operations from 
production engineer’s point of view (fig. 5). The real modules stand for the real 
equipment used for the actual production (fig. 6). The production engineer sets 
correspondences between the technological operations of virtual modules and 
machines of real modules (fig. 7). 
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Fig. 6. Real module description 

 

Fig. 7. Setting correspondences between operations of virtual modules and machines of real modules 
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5 Summary and Discussion 

The paper presents an approach to product-process-machine modeling derived from 
two real life case studies. Compared to existing approaches in the field, which strive 
for the integration of all available information in the different PPM models, our focus 
is on integrating essential information for two key roles in an adaptation process to 
new market requirements, i.e. product manager and production engineer. The 
approach is based on the idea of integrating various information sources and software 
systems and distinguishes four levels. The upper two levels (levels of product 
manager and product engineer) concentrate on customer requirements and product 
modeling. The lower two levels (levels of production engineer and production 
manager) focus on production process and production equipment modeling.  

As already mentioned, just following existing guidelines for implementing new 
workflows often is not possible for number of reasons. Engineers and managers do 
not have sufficient information to decide in advance which solution would be more 
convenient and efficient for them. As a result, the implementation of new workflows 
is more a “trial-and-error” process. 

This was in a higher degree visible when working with product managers and 
product engineers in the first case study. In the second case study (aimed at the levels 
of production engineer and production manager) this issue was less obvious, because 
the “explorative” production planning could be done in parallel with the actual one. In 
this context, the modeling of the “product-process-machine” system proved to be an 
efficient solution. 

The model built enabled automation of a number of processes previously done 
manually. The main advantages of the developed solution are [15]: 

- Automatically creating master data in SAP models; 
- Automatically creating data for the configuration models and services; 
- Automatically generating an ordering sheet for the print documentation (this 

ordering sheet was generated earlier with much effort manually); 
- Automatically generating a product and service list which is needed in the 

complete process implementing new products.  

Based on the experiences from the two cases, our conclusion is that the aim of 
integrating information from the perspectives product, process and machine was 
achieved and that it supports identifying potential options in case of changes and the 
effects of these options. Examples are parallel incoming requests with respect to 
product features or their effects on re-scheduling and re-configuring the production 
facilities. Product managers and production engineers are supported in their tasks and 
responsibilities, both with respect to the central planning level and for the distributed 
plants. 

Experience from the implementation of the mentioned projects shows that deep 
automation of the Product-Process-Machine system could be achieved if it is 
considered as one complex system. This requires consideration of all levels of the 
production system indicated in sec. 3. To facilitate implementation of such projects, 
first, the structural information has to be collected followed by identification of the 
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relationships. This can be done only through long-term time-consuming 
communications with experts from the company. As a consequence, we consider 
using typical structural models or recurring “patterns” for such models as promising 
and beneficial for such processes. 

The limitation of the approach is that it focuses only on the “integrating links” 
between the different perspectives, i.e. we do not attempt to integrate all existing 
information regarding construction, design, operation of administrative aspects of 
products and production systems. Future work will include conceptual extensions and 
gathering more experiences from practical cases. Conceptual extension will be 
directed to support more roles in the area of industrial organization by implementing 
additional features. An example is the extension towards integration of suppliers or 
partners in the value network. 
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Abstract. Many EA groups battle to establish an overall programme plan in a 
way that is integrated, achievable and understandable to the stakeholder and 
sponsor community as well as the downstream implementation groups, 
including: IT, Process Management, Human Resources and Product 
Management. This paper presents an approach that achieves these objectives in 
a simple way. The approach is currently being implemented in a fairly new 
enterprise architecture function within an aggressively expanding Telco with 
promising results. The problem is introduced and a solution including meta 
model and visual representations is discussed. Early findings are made to the 
effect that the technique is simple to apply as well as being effective in 
establishing shared understanding between the EA function, project sponsors, 
project stakeholders and IT personnel. The technique is explicated with an 
example that should make it easy for others to replicate in their own setting.  

Keywords: Enterprise Architecture, Building Blocks, Project Scope, Planning, 
TOGAF, Inspired EA Frameworks. 

1 Introduction to the Problem  

The author and colleagues are engaged in a consulting capacity with a rapidly 
expanding Telco in South Africa. The organization has a newly established enterprise 
architecture (EA) function. EA is gaining good traction and driving several themes, 
including: building the EA capability and governance; implementing an ambitious 
five year growth strategy; providing architectural oversight to active projects and 
supporting a collection of projects focussed on improvements to the core value chain. 
A traditional value chain approach, ala Porter, has been employed [1]. A blend of the 
Inspired [2-3] and TOGAF [4] EA methods and frameworks is being used, with  
the emphasis on the former. This paper describes a situation and solution relative to 
the “enhancement of core value chain” projects. The solution will in time be more 
broadly applied in the strategic theme as well. We believe the approach has general 
applicability for EA teams in other organizations and settings.  

The situation relative to the core value chain involved a number of projects which 
had already begun, prior to the architecture oversight. Two prominent ones were 
Quoting and Billing. The core value chain and their position in this can be seen in 
Figure 1.  
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The Quote and Bill value chain elements were being addressed by active projects at 
the time of this intervention. Note: The value chain model did not initially include the 
support capabilities, viz. Product Management and Data and Information Management. 
The latter was also an active (but early stage) project in the environment. Product 
Management was a capability supported by a business department. Both the Quote and 
Billing projects highlighted the need for more capable, flexible, integrated and 
consistent Product Management, leading to it being identified as a focus area and the 
creation of a new project to address the related requirements. The evolution of the 
models and approach is described in the following sections.  

2 Problems Identified 

Problems in stakeholder expectations, sponsor communication and development 
project alignment were highlighted by a steering body meeting which reviewed the 
Quotations project. It emerged that there was little consensus upon the scope of the 
project, the dependencies between various elements and the release plan. Stakeholders 
and the sponsor were unclear what would be delivered, in what tranches and when. 
The EA function was asked to audit the project and make recommendations.  

 
Fig. 1. Core value chain and support capabilities 

The audit found that there was a traditional Business Requirements Specification 
(BRS) which had been done by a business analyst after extensive interviews with 
personnel in the line functions affected. The BRS effectively sketched an “end state” 
for the complete quoting automation, including embedded capabilities. The latter 
included product management, customer information, existing install base 
information and document generation capabilities. The scope of the BRS was thus 
large. It was not broken into any releases or delivery packages. The BRS had a 
tentative solution design, but this was not comprehensive. The major contribution of 
the BRS was the documentation of the business requirements at a logical level.  

The development team in IT, meanwhile, was pursuing an agile project 
management approach [5-7], with a backlog of requirements managed in a tool. This 
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detailed requirements at a more fine grained level and the team had identified some 
delivery tranches, which were variously dubbed versions and releases in discussions. 
The information was not in a form that could be easily packaged for consumption by 
the sponsor, stakeholders, EA or program management.  

Programme management had visibility of the project via the previously mentioned 
steering body reviews. The discussions were ineffective as the terminology between 
releases and versions was not standardised, the agile requirements were not visible, and 
the allocation of capabilities between versions/releases was fluid. The problems could be 
summarised as follows: scope of requirements not clear; decomposition into releases not 
clear; definition of release and version terminology not standardised; lack of agreement 
between stakeholder expectations and project team plan; lack of visibility of capabilities 
to be delivered, dependencies and timing at program and project management levels; 
duplication of effort across projects; lack of traceability of requirements from traditional 
BRS to agile environment; confusion between requirements and solution elements; 
unclear link between value chain and supporting projects.  

3 Towards a Solution 

The audit was followed by a facilitated session where we teased out the capabilities 
contained in the BRS and the agile requirements at a business level and defined these as 
inter-related business building blocks (BBBs). TOGAF [4 section 37.2] recommends 
using building blocks to define required components of architecture (Architecture 
Building Blocks) and solution (Solution Building Blocks). TOGAF has a somewhat 
schizophrenic definition of building blocks: on one hand defining them thus:  

“Architecture Building Blocks (ABBs) typically describe required 
capability and shape the specification of Solution Building Blocks 
(SBBs). For example, a customer services capability may be required 
within an enterprise, supported by many SBBs, such as processes, data, 
and application software.  

Solution Building Blocks (SBBs) represent components that will be 
used to implement the required capability. For example, a network is a 
building block that can be described through complementary artifacts 
and then put to use to realize solutions for the enterprise. “ 

but also at another point [section 33.2] defining them as the elements in the content or 
meta model:  

“The content metamodel provides a definition of all the types of 
building blocks that may exist within an architecture, showing how 
these building blocks can be described and related to one another. For 
example, when creating an architecture, an architect will identify 
applications, ‘‘data entities’’ held within applications, and technologies 
that implement those applications. These applications will in turn 
support particular groups of business user or actor, and will be used to 
fulfil ‘‘business services’’.” 
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This usage is more akin to the “atomic elements” of the Zachman framework [8]. 
Our usage will be more aligned with the capability based definition. We chose to refer 
to the higher level capability based building blocks which are independent of 
technology and implementation choices as Business Building Blocks (BBBs) while 
we use a similar approach to TOGAF for Solution Building Blocks (SBBs ). The 
former relate to capabilities that the business requires. They can encapsulate services, 
functionality, data and user access requirements. The latter relate to components 
chosen to meet the needs of requirements identified in BBBs. They will typically 
represent commercial off the shelf systems (COTS), data sources or key technologies.  

The workshop on BBBs resulted in a whiteboard / Powerpoint model shown as 
Figure 2. Boxes denote Business Building Blocks i.e. capability; green arrows denote 
dependencies; dashed arrows denote events; green bubbles are release numbers and 
yellow text blocks are building block idendities; Generic support capabilities were 
normalised from the initial diagram and are shown at the base as horizontal lines; 
User interface modes are shown across the top as horizontal lines. Looking at the 
figure, we can see that Release 1 would comprise: a web interface; Product Definition 
(for a limited product set); Price Calculation and an Audit Trail. Release 2 would add: 
Product Definition for additional products; Workflow and Event handling; Document 
composition.  

 
Fig. 2. Business Building Blocks for Quoting 
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We standardised terminology to describe a release as a package of capability that 
would be delivered to the business. Versions may be used by the maintenance team 
within IT to refer to adjustments of a release without major new functionality.  

The initial iteration did not have the release annotations (green callout bubbles) or 
the block ids (yellow text). The initial diagram was validated with the business 
analyst, the IT project leader and participants from the Billing project who would deal 
with the results and data downstream. The programme manager, who was also a key 
player in defining the longer term strategy, participated in identifying dependencies 
and desirable business capabilities in terms of value. The block ids were subsequently 
added to provide concise and unambiguous reference as well as support traceability.  

A later audit and similar building block definition for the Billing project surfaced 
common requirements in the Product Management capability. Quoting and Billing 
projects had been addressing this independently. Other projects in the organization 
were also finding this a dependency and trying to address shortfalls. Consequently, 
the EA function initiated a separate Product Management project. Defining the BBBs 
for Quoting also highlighted the need for a capable document composition solution. 
This was required in other areas of the business and a project was initiated to 
investigate this.  

Table 1. Release matrix 
 

Target Date =>  April 
2013 

June 
2013 

   

Target Capability V Systems 
Interdependenci

Release 
1 

Release 
2 

Release 
3 

Release 
4 

Release 
5 

Product Definitions Tribold EIA EIA  
Price Calculation Tribold EIA  
Audit Trail  EIA  
Proposal Document Qvidian EIA  
Workflow  EIA  
Customer Account Siebel EIA  
Sales Order/Work Order Siebel EIA  
Installs Project Siebel EIA  
Customer Asset Read Siebel EIA  
Opportunity Management Siebel  
Pipeline Management Siebel  
Sales Compensation 
Calculations 

Oracle 
Incentive 

     

Web/Mobile Access   
Reporting & BI Microstrategy,  
3rd Party Communication   
Procurement/Stores   
Knowzone Sales 
Document Creation 

Knowzone      

Authority Matrix   
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A further scoping issue was related to content of the delivered solution in terms of 
product/service types to be addressed per release. The initial release of Quoting would 
only provide support for one major product. Subsequent releases will add additional 
products, which in some cases involves not only the product modeling and capture 
into the solution systems, but additional system and interfacing capability, e.g. to 
handle “bundles” which are products composed from other offerings. We did not 
want to complicate the BBB diagram with this dimension, so opted to create a matrix 
which provides a view of capability, release timing and content coverage. The latter is 
provided in the cells as either (i) a list of product identities or (ii) sub-capabilities of 
building blocks (also shown in Figure 1 as bullet points within the block text). This is 
shown as Table 1.  

4 Taking It Further 

Following the development of the BBB diagram, addition of release tagging, and the 
release content and timing matrix, a meta model was developed to allow repository 
and tool support for the building block model techniques. The organization uses the 
EVA Netmodeler web and repository based EA toolset [9]. Customising the meta 
model and defining suitable visual notation “model types” allows support for the 
required techniques in a shared repository. The EA team believed this would enhance 
rigour, promote sharing and provide visibility across projects. The resultant meta 
model is shown as Figure 3.  

Building Block Categories allow differentiating between business and solution 
building blocks. Note that multiple own-type relationships exist between building 
blocks. These are necessary to capture the semantics between building blocks within a 
layer, as well as between business and solution building blocks. Content elements are 
related to a building block and a release. They occur in varieties of Feature, 
Product/Service and Location. These correspond to the cells in the previously 
presented release matrix (Table 1). The relationship via Model to Value Adding 
Activity links the building block model to the relevant value chain step.  

We were able to define visual model types in the tool to create equivalent business 
building block diagrams to the Powerpoint model shown earlier. See Figure 4. These 
do not have the visual cues for release mapping and BBB id but these attributes are 
captured behind the scenes and can be reported upon or navigated easily.  

We also created a visual model type for a solution building block (SBB) diagram. 
This was completed for the Quoting project, with input from the project team, the 
business analyst and members of the Billing team who had high knowledge of the 
existing infrastructure and telecomms processes in general. The resultant SBB model 
is shown as Figure 5. This shows actual incumbent or anticipated application system 
components, technologies and data sources. In building this view across the two 
projects, the need for a messaging infrastructure and consistent data for shared 
domain objects was apparent. The former was represented in the diagram as an 
Enterprise Service Bus (ESB) while the latter translates to the Master Data 
Management (MDM) element. Projects are now underway in the environment to 
address these requirements.  
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Fig. 3. Meta model for supporting the building block approach 

 

Solid edges: dependency   Dotted edges: Data Flow 

 

Fig. 4. Business building blocks model 
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Fig. 5. Solution building blocks model 

The revised building block models and the release matrix were presented to 
stakeholders and the project sponsor in different sessions. Both sessions went 
extremely well. Stakeholders were easily able to apprehend the business capabilities 
that were represented and the relationships and dependencies between them. They 
were also able to grasp the implications of dependencies for release composition. It 
was clear to them what each release would deliver in terms of functionality and 
content. With the release matrix, this also relates to delivery time expectations. The 
three deliverables thus greatly facilitated accurate communication and arriving at a 
consensus view with stakeholders. Stakeholders expressed their appreciation that they 
now had a grasp of the scope, capabilities, delivery schedule, release breakdown and 
dependencies which would enable them to plan properly and engage meaningfully 
with the development team.  

The project sponsor was also delighted with the results, exclaiming that she, for the 
first time in months, had an accurate and usable picture of what the project was about, 
what it would deliver, how it was put together and what would be required to deliver 
it. The programme manager/strategist also expressed her high satisfaction with the 
clarity which had been achieved.  

From an EA perspective we were keen to expand the approach to other projects 
and to ensure that the clarity prevailed. We thus initiated a number of other activities:  

• The business analyst was asked to bring the BBB perspective into the 
BRS. This was achieved with the BBB ids shown earlier. The BRS was 
tagged with the relevant ids to show where the requirements mapped 
onto building blocks. We also encouraged the programme manager and 
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business analyst to align the programme management milestones with 
the BBB view and to update the project charter to reflect the release 
plan. In the end they chose to do the alignment in the milestones in the 
programme management tool, Sciforma [10] and to keep the release map 
matrix in the BRS.  

• The development team was asked to tag the requirements in the agile 
management tool with the BB ids, so that we could track progress on 
development, testing and delivery of BB capabilities.  

• The Billing team was engaged to produce similar models for their scope. 
• A BBB model was developed for the Product Management capability in 

the organization. This, together with a phase plan, is now driving 
improvements in this area 

• Other teams (Unified Communications and Data and Information 
Management) have been engaged and are producing similar models. 

Sponsors, stakeholders, EA personnel, programme managers and strategist have all 
embraced the approach and are very positive about its benefits. The jury is still out on 
the development group response. They have complied, but we suspect that, for them, 
there is a bit more overhead than for the other groups, while they see less direct 
benefit to themselves. There may also be an element of resentment that an oversight 
group has interfered in a work process with which they were happy. Unfortunately 
other stakeholders were not satisfied. We hope that over time they will be convinced 
of the benefits in terms of improved stakeholder communication and a happy sponsor.  

To summarise, the benefits include: 

• Clear scope of projects via BBBs representing business capabilities and 
their collation into a picture per project 

• Clear tie between value chain and project scope via decomposition of 
value chain activities into models holding the BBBs supporting that 
business capability 

• Clear release content and planning, via the tagging of the BBBs and the 
collation of these into releases with delivery times 

• Improved communications and agreement between strategy, programme 
management, sponsor, stakeholders and project team via accessible 
shared and simple pictures and matrix 

• Identification of common requirements at both business and technical 
levels via visibility in respective building block diagrams 

• Common basis for prioritisation within and across projects using the 
shared definitions of building blocks, dependencies identified and 
stakeholders knowledge of business issues and benefits 

• Simple views at business and technical levels which are not arduous to 
produce and allow rich discussion and a shared understanding 

• Traceability of requirements from business to solution to implementation 
effort via the linkages created between the building blocks views, the 
BRS and the agile requirements management 
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5 Limitations 

The experience is reported for one organisation only. The techniques have now been 
applied to several projects and seem to work equally well across these. Some of these 
projects are core value chain and targeted at operational improvement while some are 
more strategic, aimed at business change (e.g. introduction of a new product 
category). Others, such as Product Management and Data and Information 
Management are broad supporting capabilities across the value chain. However, all 
projects are still in the same organisational setting and culture. From our experience 
in many organisations, industries and EA groups we believe that they will have broad 
applicability and will work in many settings, but this is no guarantee that they will 
actually work, or work as well there.  

Some of the benefits mentioned, particularly those related to commonality across 
projects and improved traceability are likely to be reduced, or harder to obtain, if the 
techniques are not supported by a shared and capable repository.  

6 Further Work  

The EA function is working to integrate the approach with business cases and 
prioritization in the organization. The models will also be used to underpin estimating 
for capital budgeting purposes.  

More work can be done in the area of integration and feedback with the agile 
management practices used in the development group.  

Integration with programme management is underway, but this could be enhanced, 
and possibly to some extent automated by feeding project, building block and release 
information across to the programme management tool.  

Integration with portfolio management could be investigated for better reuse of 
information about the existing solution building blocks and infrastructure elements. 
Full baselines are still being built in the environment and this would require these and 
a mapping to reference models (e.g. Telecommunications Application Model (TAM), 
Shared Information/Data (SID) model, eTOM process model [11] from the TM 
Forum ). 

A longitudinal assessment of how the techniques work down the full project 
lifecycle for requirements traceability should also be undertaken. 
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Abstract. At the analysis phase of an enterprise information system develop-
ment, the alignment between the process-level requirements (information  
systems) with the product-level requirements (software system) may not be 
properly achieved. Modeling the processes for the enterprise’s business is often 
insufficient for implementation teams, and implementation requirements are of-
ten misaligned with business and stakeholder needs. In this paper, we demon-
strate, though a real industrial case, how transition steps and rules are used to 
assure that process- and product-level requirements are aligned, within an ap-
proach that supports the creation of the intended requirements. The input for the 
transition steps is an information system logical architecture, and the output is a 
product-level (software) use case model. 

Keywords: Enterprise Information Systems, Enterprise Modeling, Requirement 
Elicitation, Model Transformation, Transition to Software Requirements. 

1 Introduction 

During an enterprise information system development process, assuring that functional 
requirements fully support the stakeholder’s business needs may become a complex and 
inefficient task. Additionally, the “newfound” paradigm of IT solutions (e.g., Cloud 
Computing) typically results in more difficulties for defining a business model and for 
eliciting product-level functional requirements for any given project. If stakeholders 

                                                           
* This work has been supported by project ISOFIN (QREN 2010/013837), Fundos FEDER 

through Programa Operacional Fatores de Competitividade – COMPETE and by Fundos Na-
cionais through FCT – Fundação para a Ciência e Tecnologia within the Project Scope: 
FCOMP-01-0124-FEDER-022674. 



278 N. Ferreira et al. 

 

experience such difficulties then software developers will have to deal with incomplete 
or incorrect requirements specifications, resulting in a real problem.  

When there are insufficient inputs for a product-level approach to requirements eli-
citation, using a process-level perspective is a possible approach, in order to create an 
information system logical architecture which is used for eliciting software (prod-
uct-level) requirements.  

The first effort should be to specify the requirements of the overall system in the 
physical world; then to determine necessary assumptions about components of that 
physical world; and only then to derive a specification of the computational part of 
the control system [1]. There are similar approaches that tackle the problem of align-
ing domain specific needs with software solutions. For instance, goal-oriented ap-
proaches are a way of doing so, but they don’t encompass methods for deriving a 
logical representation of the intended system processes with the purpose of creating 
context for eliciting product-level requirements.  

Our main problem, and the main topic this paper addresses, is assuring that prod-
uct-level (IT-related) requirements are perfectly aligned with process-level require-
ments, and hence, are aligned with the organization’s business requirements. The 
process-level requirements express the need for fulfilling the organization’s business 
needs, and we detail how they are characterized within our approach further in section 
2. These requirements may be supported by analysis models, that are implementation 
agnostic [2]. According to [2], the existing approaches for transforming requirements 
into an analysis model (i) don’t require acceptable user effort to document require-
ments, (ii) are efficient enough (e.g., one or two transformation steps), (iii) are able to 
(semi-)automatically generate a complete (i.e., static and dynamic aspects) consistent 
analysis model, which is expected to model both the structure and behavior of the 
system at a logical level of abstraction. 

In this paper we present a demonstration case in which we illustrate the transition 
between the process-level requirements of the intended system and the technological 
requirements that the same system must comply with. The transition is part of an ap-
proach that expresses the project goals and allows creating context to implement a 
software system. The entire approach is detailed in [3] as a V + V process, based on 
the composition of two V-shaped process models (inspired in the “Vee” process mod-
el [4]). This way, we formalize the transition steps between perspectives that are  
required in order to align the requirements the V+V process presented in [3]. The 
requirements are expressed through logical architectural models and stereotyped  
sequence diagrams [5] in both a process- and a product-level perspective.  

This paper is structured as follows: section 2 briefly presents the macro-process for 
information system’s development based on both process- and product-level V-Model 
approaches; section 3 describes the transition steps and rules between both perspec-
tives; in section 4 we present a real industrial case on the adoption of the transition 
steps between both V-Model executions; in section 5 we compare our approach with 
other related work; and in section 6 we present the conclusions. 
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2 A Macro-Process Approach to Software Design 

The development process of information systems can be regarded (in a simple way) as 
a cascaded lifecycle (i.e., a development process only initiates when the previous has 
ended), if we consider typical and simplified phases: analysis, design and implemen-
tation. Our approach encompasses two V-shaped process models hereafter referred as 
the V+V process. The main difference from our proposed approach to other informa-
tion system development approaches is that it is applicable for eliciting product-level 
requirements in cases where there is no clearly defined context for eliciting product 
requirements within a given specific domain, by first eliciting process-level require-
ments and then evolving to the product-level requirements, using a transition  
approach that assures an alignment between both perspectives. Other approaches  
(described further in section 5) typically apply to a single perspective. 

 

Fig. 1. V+V process framed in the development macro-process 

The first V-Model (at process-level) is composed by Organizational Configura-
tions (OC) [5], A-type and B-type sequence diagrams [5] (stereotyped sequence dia-
grams that use, respectively, use cases and architectural elements from the logical 
architecture), and (business) Use Case models (UCs) that are used to derive (and, in 
the case of B-type sequence diagrams, validate) a process-level logical architecture 
(i.e., the information system logical architecture). Use cases are mandatory to execute 
the 4SRS method. Since the term process has different meanings depending on the 
context, in our process-level approach we acknowledge that: (i) real-world activities 
of a software production process are the context for the problem under analysis; (ii) in 
relation to a software model context [8], a software process is composed of a set of 
activities related to software development, maintenance, project management and 
quality assurance. For the scope definition of our work, and according to the previous-
ly exposed acknowledgments, we characterize our process-level perspective by: (i) 
being related to real-world activities (including business); (ii) when related to soft-
ware, those activities encompass the typical software development lifecycle. Our 
process-level approach is characterized by using refinement (as one kind of functional 
decomposition) and integration of system models. Activities and their interface in a 
process can be structured or arranged in a process architecture [9]. We frame the 
process-level V-Model (the first V-Model of Fig. 1) in the analysis phase, creating the 
context for product design (CPD). In its vertex, the process-level 4SRS (Four-Step 
Rule-Set) method execution (see [6] for details about the process-level 4SRS method) 
assures the transition from the problem to the solution domain by transforming 
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process-level use cases into process-level logical architectural elements, and results in 
the creation of a validated architectural model which allows creating context for the 
product-level requirements elicitation and in the uncovering of hidden requirements 
for the intended product design. 

The second V-Model (at product-level) is composed by Mashed UCs model (a use 
case model composed by use cases derived from the transition steps but not yet being 
the final product use case model), A-type and B-type sequence diagrams, and (soft-
ware) Use Case models (UCs) that are used to derive (and, validate) a product-level 
logical architecture (i.e., the software system logical architecture). By product-level, 
we refer as the typical software requirements. The second execution of the V-Model 
is done at a product-level perspective and its vertex is supported by the product-level 
4SRS method detailed in [7]. The product-level V-Model gathers information from 
the CPD in order to create a new model referred as Mashed UCs. The creation of this 
model is detailed in the next section of this paper as transition steps and rules. The 
product-level V-Model (the second V-Model of Fig. 1) enables the transition from 
analysis to design trough the execution of the product-level 4SRS method (see [7] for 
details about the product-level 4SRS method). The resulting architecture is then con-
sidered a design artifact that contributes for the creation of context for product im-
plementation (CPI) as information required by implementation teams. Note that the 
design itself is not restricted to that artifact, since in our approach it also encompasses 
behavioral aspects and non-functional requirements representation.  

 

Fig. 2. Derivation of software system logical architectures by transiting from information sys-
tem logical architectures 

The information regarding each of the models and their usage within the V+V 
process is detailed in [3] and as such is not our purpose to thoroughly describe them, 
leaving the reader with just a brief explanation on their meaning. The OC model is a 
high-level representation of the activities (interactions) that exist between the  
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business-level entities of a given domain. A-type and B-type sequence diagrams are 
stereotyped sequence diagram representation to describe interactions in early analysis 
phase of system development. A-type sequence diagrams use actors and use cases. 
B-type sequence diagrams use actors and architectural elements depicted in the both 
the information system or software system logical architectures. 

As depicted in Fig. 2, the result of the first V-Model (process-level) execution is 
the information system logical architecture. The architectural elements that compose 
this architecture are derived (by performing transition steps) into product-level  
use cases (Mashed UCs model). The result of the second V-Model (product-level) 
execution is the software system logical architecture.  

3 Process- to Product-Level Transition 

As stated before, a first V-Model (at process-level) can be executed for business re-
quirements elicitation purposes, followed by a second V-Model (at product-level) for 
defining the software functional requirements. The V+V process is useful for both 
stakeholders, organizations and technicians, but it is necessary to assure that they 
properly reflect the same system.  

This section begins by presenting a set of transition steps whose execution is re-
quired to create the initial context for product-level requirements elicitation, referred 
to as Mashed UC model. The purpose of the transition steps is to assure an aligned 
transition between the process- and product-level perspectives in the V+V process, 
that is, the passage from the first V-Model to the second one. By defining these transi-
tion steps, we assure that product-level (software) use cases (UCpt’s) are aligned with 
the architectural elements from the process-level (information system) logical archi-
tectural model (AEpc’s); i.e., (software) use case diagrams are reflecting the needs of 
the information system logical architecture. The application of these transition rules to 
all the partitions of an information system logical architecture gives origin to a set of 
Mashed UC models (preliminary product-level use case models). 

To allow the recursive execution of the 4SRS method [10, 11], the transition from 
the first V-Model to the second V-Model must be performed by a set of steps. The 
output of the first V-Model must be used as input for the second V-Model; i.e., we 
need to transform the information system logical architecture into product-level use 
case models. The transition steps to guide this mapping must be able to support busi-
ness to technology changing. These transition steps (TS) are structured as follows: 

TS1 - Architecture Partitioning, where the process-level architectural elements 
(AEpc’s) under analysis are classified by their computation execution context with the 
purpose of defining software boundaries to be transformed into product-level (soft-
ware) use cases (UCpt’s.); 

TS2 - Use Case Transformation, where AEpc’s are transformed into software use 
cases and actors that represent the system under analysis through a set of transition 
patterns that must be applied as rules; 

TS3 - Original Actors Inclusion, where the original actors that were related to the 
use cases from which the architectural elements of the process-level perspective are 
derived (in the first V execution) must be included in the representation; 
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TS4 - Redundancy Elimination, where the model is analyzed for redundancies; 
TS5 - Gap Filling, where the necessary information of any requirement that is not 

yet represented, is added, in the form of use cases.  

During the execution of these transition steps, transition use cases (UCtr’s) bridge 
the AEpc’s and serve as basis to elicit UCpt’s. UCtr’s also provide traceability be-
tween process- and product-level perspectives using tags and annotations associated 
with each representation.  

The identification of each partition is firstly made using the information that results 
from the packaging and aggregation efforts of the previous 4SRS execution (step 3 of 
the 4SRS method execution as described in [6]). Nevertheless, this information is not 
enough to properly identify the partitions. Information gathered in OC’s and on the 
process-level B-type sequence diagrams must also be accounted. A partition is created 
by identifying all the relevant architectural elements that belong to all B-type se-
quence diagrams that correspond to a given organizational configuration scenario. By 
traversing the architectural elements that comply with the scenario definition (for each 
B-type sequence diagram and aligned with the packages and aggregations presented in 
the information system logical architecture), it is possible to properly identify the 
partitions that support the interactions depicted in the OC’s.  

The rules to support the execution of the transition step 2 are applied in the form of 
transition rules and must be applied in accordance to the stereotype of the envisaged 
architectural element. There are three stereotyped architectural elements: d-type, 
which refer to generic decision repositories (data), representing decisions not sup-
ported computationally by the system under design; c-type, which encompass all the 
processes focusing on decision making that must be supported computationally by the 
system; and i-type, which refer to process’ interfaces with users, software or other 
processes. The full descriptions of the three stereotypes are available in [6].  

The defined transition rules (TR), from the logical architectural diagram to the 
Mashed UC diagram are as follows: 

TR1 - an inbound c-type or i-type AEpc is transformed into an UCtr of the same 
type (see Fig. 3). By inbound we mean that the element belongs to the partition under 
analysis; 

 

Fig. 3. TR1 - transition rule 1 

TR2 - an inbound d-type AEpc is transformed into an UCtr and an associated actor 
(see Fig. 4). This is due to the fact that d-type AEpc’s corresponds to decisions not 
computationally supported by the system under design and, as such, it requires an 
actor to activate the depicted process. 
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Fig. 4. TR2 - transition rule 2 

Rules TR1 and TR2 are the most basic ones and the patterns they express are the 
most used in the transition step 2. 

TR3 - an inbound AEpc, with a given name x, which also belongs to an outbound par-
tition, is transformed into an UCtr of name x, and an associated actor, of name y, being 
the responsible for representing the outbound actions associated with UCtrx (see Fig. 5). 

 

Fig. 5. TR3 - transition rule 3 

The connections between the use cases and actors produced by the previous rules 
must be consistent with the existing associations between the AEpc’s. The focus of 
this analysis is UCtr’s and is addressed by the following two transition rules. 

TR4 - an inbound d-type UCtr of name x with connections to an (any type) UCtr of 
name y and to an actor z, gives place to two UCtr’s, x and y, maintaining the original 
types (see Fig. 6). Both are connected to the actor z. This means that all existing con-
nections on the original d-type AEpc that were maintained during execution of TR2 or 
TR3 are transferred to the created actor. 

 

Fig. 6. TR4 - transition rule 4 

The previous rule is executed after TR1, TR2 or TR3, so it only needs to set the re-
quired association between the UCtr’s and the actors, that is to say, after all transfor-
mations are executed (TR1, TR2, and TR3), a set of rules are executed to establish the 
correct associations to the UCtr’s. 

TR5 - an inbound UCtr of name x with a connection to an outbound AEpc of name 
y (note that this is still an AEpc, since it was not transformed into any other concept in 
the previous transition rules) gives place to both an UCtr named x and to an actor 
named y (see Fig. 7). AEpc’s that were not previously transformed are now trans-
formed by the application of this TR5; this means that all AEpc’s which exist outside 
the partition under analysis having connections with inbound UCtr’s will be trans-
formed into actors. These actors will support the representation of required external 
inputs to the inbounds UCtr’s created during application of TR1, TR2, or TR3. 

AEpcxP1 P2 UCtrx

Actor try
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Fig. 7. TR5 - transition rule 5 

A special application of TR5 (described as TR5.1) can be found in Fig. 8 where we 
can see an UCtr with a connection to an outbound AEpc and another connection to an 
actor. In this case, TR5 is applied and the resulting UCtr is also connected to the orig-
inal actor. Note that an UCtr belonging to multiple partitions is first and foremost, an 
inbound UCtr due to being under analysis. 

 

Fig. 8. TR5.1 - transition rule 5.1 

The application of these transition steps and rules to all the partitions of an infor-
mation system logical architecture gives origin to a set of Mashed UC models, as we 
illustrate in the next section using a real industrial case. In the remaining of the transi-
tion steps, the purpose is to promote completeness and reliability in the model. The 
model is complete after adding the associations that initially connected actors (the 
ones who trigger the AEpc’s) and the AEpc’s, and then by mapping those associations 
to the UCtr’s. The model is reliable since the enforcement of the rules eliminates re-
dundancy and assures that there are no gaps in the UCtr’s associations and related 
actors. Only after the execution of all the transition steps we consider the resulting 
model as containing product-level use cases (UCpt’s).  

4 Applicability of the Transition Steps: The ISOFIN Project 

The applicability of the transition steps and rules is demonstrated with a real project: 
the ISOFIN project (Interoperability in Financial Software) [12]. This project aimed 
to deliver a set of coordinating services in a centralized infrastructure, enacting the 
coordination of independent services relying on separate infrastructures. The resulting 
ISOFIN platform allows for the semantic and application interoperability between 
enrolled financial institutions (Banks, Insurance Companies and others).  

The global ISOFIN architecture relies on two main service types: Interconnected 
Business Service (IBS) and Supplier Business Service (SBS). IBSs concern a set of 
functionalities that are exposed from the ISOFIN core platform to ISOFIN Customers. 
An IBS interconnects one or more SBS’s and/or IBS’s exposing functionalities that 
relate directly to business needs. SBS’s are a set of functionalities that are exposed 
from the ISOFIN Suppliers production infrastructure. 

UCtrx Actor try

Actor trx

Actor trx P1 AEpcy P2UCtrx
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Fig. 9. Subset of the ISOFIN information system logical architecture 

From the demonstration case, we first present a subset of the information system 
logical architecture in Fig. 9, that resulted from the execution of the 4SRS method at a 
process-level perspective [6]; i.e., the execution of the first (process-level) V-Model. 
The information system logical architecture is composed by architectural elements 
that represent processes executed by within the ISOFIN platform.  

In Fig. 10, we depict the execution of TS1 to a subset of the entire information sys-
tem logical architecture (composed by the same architectural elements as Fig. 9), i.e., 
the partitioning of the information system logical architecture, by marking its archi-
tectural elements in partition areas, each concerning the context where services are 
executed, which resulted in two partitions: (i) the ISOFIN platform execution functio-
nalities (in the area marked as P1); (ii) the ISOFIN supplier execution functionalities 
(in the area marked as P2). The identification of the partitions will enable the applica-
tion of the transition steps to allow the application of the second V-Model to advance 
the macro-process execution into the product implementation. Presenting the informa-
tion that supported the decisions regarding the partitions in the case of the ISOFIN 
project is out of the scope of this paper. 

Fig. 11 shows the filtered and collapsed diagram that resulted from the P2 parti-
tion, which (in the demonstration case) is the partition under analysis. P2 includes the 
architectural elements that belong to both partitions and that must be considered when 
applying the transition rules. After being filtered and collapsed, the partitioned infor-
mation system logical architecture is composed, not only by the architectural elements 
that belong to the partition under analysis, but also by some additional architectural 
elements belonging to other partitions that has an association (i.e., the dashed and/or 
straight lines between architectural elements) with architectural elements belonging to 
the partition under analysis (e.g., {AE3.6.i} Generate SBS Code belongs to P1, but 
possesses an association with {AE3.7.1.i} Remote SBS Publishing Interface that be-
longs to P1 and P2 partitions). The keeping of these outbound AEpc’s assures that 
outbound interfaces information is preserved.  
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Fig. 10. Partitioning of the information system logical architecture (TS1) 

The model is now ready to be transformed. It is during TS2 that the perspective is 
altered from process- to product-level. We now execute the transition rules presented 
in the previous section to our demonstration case. We transform from the source 
model (model from Fig. 11) to the target model (model from Fig. 12), as well as the 
TR that was applied, are supported in Table 1. Table 1 allows a better understanding 
of the application of the TR and the result of the transformation executed in TS2.  
 

 

Fig. 11. Filtered and collapsed architectural elements (TS1) 
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Fig. 12. Mashed UC model resulting from the transition from process- to product-level 

The resulting model however presents some redundancies and gaps, so it is necessary 
that the remaining TS are executed. In Fig. 12, we depict the final Mashed UC model 
(the first product-level artifact in the second V-Model), resulting from the execution 
of TS2-5. Due to space restrictions, we only show the result of the execution of these 
four transition steps altogether. The resulting mashed use cases are the result of the 
application of the transition rules in TS2. The resulting model however presents  
redundancies and gaps, so it is necessary that the remaining TS are executed. 

Table 1. Executed transformations to the model 

Process-level (transformation source) TR Product-level (transformation target) 

AEpc {AE2.1.c} Access Remote Catalogs TR1 UCtr {U2.1.c} Access Remote Catalogs 

AEpc {AE2.3.1.c} IBS Internal Structure 

Specification 
TR1 

UCtr {U2.3.1.c} Define IBS Internal Struc-

ture 

AEpc {AE2.6.1.i} Generate IBS Code TR1 UCtr {U2.6.1.i} Generate IBS Code 

AEpc {AE2.6.2.d} IBS Deployment 

Decisions 
TR2 

UCtr {U2.6.2.d} Define IBS Deployment; 

Actor IBS Developer 

AEpc {AE2.6.2.i} IBS Deployment 

Process 
TR1 

UCtr {U2.6.2.i} Deploy IBS 

AEpc {AE2.7.i} Execute IBS Publication 

in Catalog 
TR1 

UCtr {U2.7.i} Publish IBS Information 

AEpc {AE2.7.c} IBS Publication Deci-

sions 
TR1 

UCtr {U2.7.c} Define IBS Information 

AEpc {AE2.11.i} Execute Publishing 

Info Integration 
TR1 

UCtr {U2.11.i} Integrate Publishing Infor-

mation 

AEpc {AE2.11.c} Global Publishing 

Integration Decisions 
TR1 

UCtr {U2.11.c} Define Global Publishing 

Information 

AEpc {AE3.6.i} Generate SBS Code TR5.1 Actor SBS Developer 

AEpc {AE3.7.1.i} Remote SBS Publish-

ing Interface 
TR3 

UCtr {U3.7.1.i} Publish SBS Information; 

Actor SBS Developer 

AEpc {AE3.7.1.c} Remote SBS Publish-

ing Information 
TR3 

UCtr {U3.7.1.c} Define SBS Information; 

Actor SBS Publisher 

SBS Publisher

{U3.7.1.c} Define 
SBS Information

{U3.7.1.i} Publish 
SBS Information

{U2.7.c} Define IBS 
Information

{U2.7.i} Publish IBS 
Information

{U2.6.1.i} 
Generate IBS Code

{U2.6.2.d} Define 
IBS Deployment

{U2.6.2.i} Deploy 
IBS

{U2.11.c} Define 
Global Publishing 

Integration

{U2.11.i} Integrate 
Publishing 

Information

{U2.3.1.c} Define 
IBS Internal 

Structure

{U2.1.c} Access 
Remote Catalogs

SBS Developer

IBS Business Analyst

IBS Developer
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It is possible to objectively recognize the effect of the application of some transi-
tion rules previously described. TR1 was the most applied transition rule and one 
example is the transformation of the AEpc named {AE2.1.c} Access Remote Catalogs 
into one UCtr named {U2.1.c} Access Remote Catalogs. One example of the applica-
tion of TR2 is the transformation of the AEpc named {AE2.6.2.d} IBS Deployment 
Decisions into the UCtr named {U2.6.2.d} Define IBS Deployment and the actor 
named IBS Developer. TR3 was applied, for instance, in the transformation of the 
AEpc named {AE3.7.1.c} Define SBS Information into the UCtr named {U3.7.1.c} 
Define SBS Information and the actor named SBS Publisher. Finally, we can recog-
nize the application of TR5.1 in the transformation of the AEpc named {AE3.6.i} 
Generate SBS Code into the actor named SBS Developer. All the other actors result 
from the execution of TS3. We must refer, for instance, that the actor SBS Developer 
results from the execution of TS4, since the original actor and the actor resulting from 
an application of TR2 and TR5.1 and also the inclusion of the original actor in TS3, 
result in the same actor which brings the need to eliminate the generated redundancy. 
The resulting model allows to identify potential gaps in use cases or actors (in the 
execution of TS5), but in this case such wasn’t required. 

 

Fig. 13. Subset of the ISOFIN software system logical architecture after V+V process 

After the execution of the transition steps, the Mashed UC model is used as input 
for the product-level 4SRS method execution [7] in order to derive the software sys-
tem logical architecture for the ISOFIN platform. Such architecture is the main output 
of the second (product-level) V-Model execution. We depict in Fig. 13 the entire 
software system logical architecture (the second architecture of Fig. 13) obtained after 
the execution of the V+V process (and, as represented in Fig. 2, derived by transform-
ing product use cases in architectural elements using product-level 4SRS method), 
having as input the information system logical architecture (the first architecture of 
Fig. 13) previously presented. The software system logical architecture is composed 
by architectural elements (depicted in the zoomed area) that represent functionalities 
that are executed in the platform. The alignment between the architecture elements in 
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both perspectives is supported by the transition steps. It would be impossible to elicit 
requirements for a software system logical architecture as complex as the ISOFIN 
platform (the overall information system logical architecture was composed by near 
80 architectural elements, and the resulting software system logical architecture by 
near 100) by adopting an approach that only considers the product-level perspective.  

5 Comparison with Related Work 

There are many approaches that allow deriving at a given level a view of the intended 
system to be developed. Our approach clearly starts at a process-level perspective, 
and by successive models derivation creates the context for transforming the require-
ments expressed in an information system logical architecture into product-level  
context for requirements specification. Other approaches provide similar results at a 
subset of our specification. For instance, KAOS, a goal-oriented requirement specifi-
cation method, provides a specification that can be used in order to obtain architecture 
requirements [13]. This approach uses two step-based methods, which output a forma-
lization of the architecture requirements for each method, each of one providing a 
different view of the system. The organization’s processes can be represented by an 
enterprise architecture [14], and representation extended by including in the architec-
ture modeling concerns as business goals and requirements [15]. However, such  
proposals don’t intend to provide information for implementation teams during the 
software development process, but instead to provide to stakeholders with business 
strategic requirements. The relation between what the stakeholders want and what 
implementation teams need requires an alignment approach to assure that there are no 
missing specifications on the transition between phases. An alignment approach also 
based on architectural models is presented in [16].  

In [17] it is specified  a mapping technique and an algorithm for mapping business 
process models, using UML activity diagrams and use cases, so functional require-
ments specifications support the enterprise’s business process. In our approach, we 
use an information system logical architecture diagram instead of an activity diagram, 
since an information system logical architecture provides a fundamental organization 
of the development, creation, and distribution of processes in the relevant enterprise 
context [18]. Model-driven transformation approaches were already used for develop-
ing information systems in [19]. In literature, model transformations are often related 
to the Model-Driven Architecture (MDA) [20] initiative from OMG. MDA-based 
transformations are widely used but, as far as the authors know, the supported trans-
formations don’t regard a perspective transition, i.e., are perspective agnostic since 
they concern model transformations within a single perspective (typically the prod-
uct-level one). For instance, [21] describes MDA-based transformations from use 
cases and scenarios to components, but only in a product-level perspective. Even in 
cases when MDA transformations are executed using different source and target mod-
eling languages (there is a plethora in literature regarding these cases, like, for in-
stance, [22], where a source model in Business Process Modeling Notation – BPMN, 
is transformed into target model in Business Process Execution Language – BPEL), 
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the transformation only regards a single perspective. The concerns that must be  
assured by transiting between perspectives are not dealt by any of the previous works.  

The existing approaches for model transformation attempt to provide an automated 
or automatic execution. [2] provides a systematic review and evaluation of existing 
work on transforming requirements into an analysis model and, according to the au-
thors, none of the compared approaches provide a practical automated solution. The 
transition steps and rules presented in this work intent to provide a certain level of 
automation into our approach and improve the efficiency, validation, and traceability 
of the overall V+V process.  

6 Conclusions 

In this paper, we demonstrated through a real industrial case the transition from pre-
viously process-level elicited requirements to requirements in a product-level perspec-
tive, included in an elicitation approach based in two V-Models (the V+V process). 
We illustrated a demonstration case that elicits requirements for developing a com-
plex interoperable platform, by adopting a model-based approach to create context for 
business software implementation teams in situations where requirements cannot be 
properly elicited. Our approach is supported on a set of transition steps and transition 
rules that use as basis an information system logical architecture to output a prod-
uct-level use case model. By adopting the approach, requirements for specifying 
software system functionalities are properly aligned with organizational information 
system requirements in a traceable way.  

Our approach uses software engineering techniques, such as operational model 
transformations to assure the execution of a process that begins with business needs 
and ends with a logical architectural representation. It is a common fact that do-
main-specific needs, namely business needs, are a fast changing concern that must be 
tackled. Information system architectures must be modeled in a way that potentially 
changing domain-specific needs are local in the architecture representation of the 
intended service. Our proposed V+V process encompasses the derivation of a logical 
architecture representation that is aligned with domain-specific needs and any change 
made to those domain-specific needs is reflected in the logical architectural model, 
and the transformation is properly assured. Since the Mashed UC model is derived 
from a model transformation based on mappings, traceability between AEpc’s and 
UCpt’s is guaranteed, thus any necessary change on product-level requirements due to 
a change on a given business needs is easily identified alongside the models. 
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