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Preface

This volume contains the post-proceedings of the 7th International Workshop
on Critical Information Infrastructures Security (CRITIS 2012), that was held
during September 17–18 2012 in Lillehammer, Norway, and was hosted by Gjøvik
University College.

In response to the 2007 call for papers, 67 papers were submitted. Each
paper was reviewed by three members of the Program Committee, on the basis
of significance, novelty, technical quality, and critical infrastructures relevance of
the work reported therein. At the end of the reviewing process, only 23 papers
were selected for presentation; hence, acceptance rate was 34%. All those papers
are included in these proceedings, though revisions were not checked and the
authors bear full responsibility for the content of their papers. Additionally, 10
short papers and 9 industry papers were presented at the event, but those are
not included in these proceedings.

CRITIS 2012 was very fortunate to have four exceptional invited speakers:
Roar Sundseth, Major General from the Norwegian Cyber Defence; Konstantinos
Moulinos, expert in network & information security from ENISA; Alain Desausoi,
Chief Security Officer from SWIFT; and, Alfonso Valdes, Managing Director
Smart Grid Technologies from University of Illinois. The four of them provided
a high added value to the quality of the conference with very significant talks on
different and interesting aspects of critical information infrastructures.

Other persons deserve many thanks for their contribution to the success of
the conference. Special thanks to Nils Kalstad Svendsen, who as general chair
provided an impressive support in the local organization of the workshop. Also
thanks to Dimitris Gritzalis, general co-chair, for his highly valuable ideas and
suggestions during the organization of the event. Local co-chairs, Asbjørn Lund
and Tore Orderløkken greatly contributed to the success of CRITIS 2012, as
well as honorary co-chairs Roar Sundseth and Evangelos Ouzounis, and publicity
chair Cristina Alcaraz. Without the hard work of these colleagues and the rest
of the local organization team, this conference would not have been possible.

CRITIS 2012 thanks the members of the Program Committee who performed
an excellent job during the review process, which is the essence of the quality
of the event, and last but not least, the authors who submitted papers as well
as the participants from all over the world who chose to honor us with their
attendance.

August 2013 Bernhard Hämmerli
Nils Kalstad Svendsen

Javier Lopez
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Approach to Enhance the Efficiency

of Security Operation Centers
to Heterogeneous IDS Landscapes

Björn-C. Bösch

Carl-von-Ossietzky-University Oldenburg
Faculty II - Department of Computing Science

System Software and Distributed Systems Group
Uhlhornsweg, Building A4
26111 Oldenburg, Germany

Abstract. Critical infrastructures include large scale environments with
different platforms and / or platform generations. The maintenance in-
terval of such large scaled, distributed systems to patch vulnerabilities
increases with the amount of entities. IDS are necessary to protect the
vulnerable system / entity until the patch will be applied to the dis-
tributed entity. This paper presents an approach to separate the IDS
manager from the rest of an IDS by a standardized IDS parameteri-
zation independent of its scope (host based or network based IDS) and
vendor. The exchange of the parameterization was integrated via commu-
nication modules in three open source IDS to demonstrate the common
applicability of the format. An enhanced IDS model of the IETF will be
illustrated.

Keywords: IDXP, Intrusion Detection, Standardization, Parameteriza-
tion, IDS Management.

1 Introduction

As long as interconnected systems exist, automation of attacks increases con-
tinuously and attack tools with graphical interfaces are available in a few days
after the vulnerability is disclosed [1]. Complexity of attacks increases when at
the same time the knowledge to exploit the vulnerability for an attack decreases
[2]. As result, the group of potential (and participating) attackers expands.

In recent years, common network techniques e.g. IP find the one’s way into in-
dustrial systems. Today, communication systems, traffic light systems, shunting
switch control systems, intelligent building management systems, telemedicine
environments, production lines, point of sale systems, management systems for
electrical generating stations, etc. are operated on basis of IP. These environ-
ments are critical infrastructures for economy and public life. Over the past few
years, these environments became an increased focus of attacks [3], [4] or [5].

B. Hämmerli, N. Kalstad Svendsen, and J. Lopez (Eds.): CRITIS 2012, LNCS 7722, pp. 1–9, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



2 B.-C. Bösch

Industrial environments are mostly large scaled meshes of entities. The en-
vironmental security of distributed entities could be only particial influenced.
Each single entity is potentially vulnerable against environmental attacks and is
a potential entry into the mesh for an attacker. The time interval to maintain
each single entity will be greater with the sum of additional entities, within fixes
could be installed. The entity is vulnerable until it will be effectively patched. In-
trusion Detections Systems (IDS) are necessary to protect the distributed entity
against malicious actions until it is patched.

Detailed knowledge of application and communication is necessary to protect
the distributed entities and their services. In large scaled environments differ-
ent platforms and / or platform generations interact with each other. Therefore
different platforms and entity vendors as well as IDS could be parallel in place.
To protect a large number of distributed entities against a high severity ex-
posure vulnerability, all IDS have to be updated and parameterized in a short
time window. To operate distributed intrusion detection entities effectively, a
standardized communication and parameterization between the entities and a
supervising management system is required.

Today, IDS are isolated and coexisting solutions. There is no combination or
interaction between IDS. Each IDS provides its individual software maintenance
solution with (automated) update communication from the IDS management
network through the vendors via the Internet. No supervising coordinating en-
tity operates as software distributor to maintain all IDS entities, vendor and
analyzing level independent. To operate IDS in larger distributed critical infras-
tructures a supervising management system for every different IDS is necessary.
Benefits of IDS related works like [6] do not have impact to other IDS within
the analyzer mesh.

To start the interaction between IDS the IETF has designed some exchange
formats in the last years. The Intrusion Object Description and Exchange Format
(IODEF) [7] and Intrusion Detection Message Exchange Format (IDMEF) [8]
are standardized exchange formats relating to IDS. The IODEF is focused on
standardized data formates for incident information and exchange procedures
between Computer Security Incident Response Teams (CSIRT). The integration
of different sites and IDS into one reporting tool is focus of IDMEF. IODEF
and IDMEF handle the output of IDS. They are designed to process incidents
and its information, but they are not designed to maintain and customize IDS.
Therefore these formats are unsuitable to customize and administer IDS.

This work is focused on the question: Is it possible to operate a heterogeneous
IDS landscape with a standardized format under one IDS manager?

The remaining paper is organized as follows: Section 2 describes the solution
approach including enrichments of the IDS model, a brief parameterization for-
mat overview and points out the integrations. The results are drawn up and
concluded in section 3.
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2 Solution Approach

This section illustrates the architectural integration in the IDS model. Subse-
quent the parameterization format structure and the integrations in three open
source IDS are pointed out.

2.1 IDS Model

Current multi-vendor IDS architectures do not interact with each other. They
are in independent coexistence. Based on IDMEF it is possible to integrate an
additional general monitoring system as notification umbrella. This requires ad-
ditional budgets for hardware and software as well as recurrent budgets for main-
tenance and operating costs, including professional training. This work analyses
common IDS architectures which IDS entities are possible to share.

Based on the IETF IDS model and its definitions [9], the IDS architecture
was analyzed. The entities Analyzer and Sensor are vendor-specific entities. The
Manager is the single entity that is able to share with other IDS. Today, the
Manager’s functionality could be partial shared in a multi-vendor IDS architec-
ture by a notification umbrella system with IDMEF. To share the Manager’s
functionality of an IDS completely, the communication between an independent
Manager and vendor-specific Analyzers has to be standardized.

Today, IDMEF standardizes notifications to a monitoring application. As
transport protocol the Intrusion Detection eXchange Protocol (IDXP) [10] is
already created on top of the Blocks Extensible Exchange Protocol (BEEP) [11].
The BEEP framework provides already appropriate confidentiality, integrity and
authentication for the communication.

IDXP provides already a streamtype option with the values ”alert”, ”heart-
beat” or ”config”. The value ”alert” is used by IDMEF. The other two values
are still available for new usage. The value ”heartbeat” is provided for synchro-
nization of two or more Analyzers, acting as one Analyzer. The IDXP could be
used as communication framework, but the heartbeat exchange format is not
needed to be standardized in an one vendor heartbeat environment. This work
uses IDXP with the streamtype option ”config” as communication framework.

The Manager will be separated from the rest of the IDS with a standardized
communication between Manager and Analyzer. The communication between
Analyzer and Sensor will be still vendor-specific. The communication in the
IETF IDS model was evolute. As visualized in fig. 1, the Security Policy will be
applied from the Administrator to the Manager and distributed to the addressed
Analyzers and forwarded to each single Sensor instead from the Administrator
to all IDS entities directly. The Security Process between Operator and Ad-
ministrator enforces a continuous improvement of the security policy by design
(Deming Cycle). Operators and Administrators use the Manager as single point
of human interface to run the IDS.

The modifications of the communication in the IDS model effectuate control
loops in entity interactions of the IDS. Fig. 1 illustrates that there are two control
loops outside and two inside technical IDS entities.
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Fig. 1. Control loops with standardized communication within the IDS model

The first control loop is between Analyzer and Operator, where the Manager
signalizes the Operator the events and the Operator carries out the reaction
to the event by using the Manager. The second control loop outside the IDS
starts the Security Process based on the Deming Cycle with Plan-Do-Check-
Act-Model (PDCA). The Security Process starts also on the IDS Manager with
an event signalization to the Operator (Do). Now, the Operator checks if this was
a correct notification and not a false positive (Check). He initiates the Security
Process in case of false positives / negatives to the Administrator (Act). The
Administrator adjusts the Security Policy on the Manager (Plan). The next
control loop was originated by separation of the Manager and Analyzer by the
standardized formats IDMEF and IDPEF. Additional analyzing functionality
could be integrated in the Manager to adjust other Analyzers automatically.
Between Analyzer and Sensor is an additional control loop where the Analyzer
applies the Security Policy to the Sensors and gets the events back. These two
control loops within the IDS improve interaction between the IDS entities.

2.2 Parameterization Format Overview

IDPEF was created on top of IDXP. The purpose of this format is to param-
eterize the analyzer to the individual implementation and to maintain the IDS
in operations. The parameterization methodology is described in [12] and [13].
Like IDMEF and IODEF, Extensible Markup Language (XML) [14] is also used
for IDPEF.

As illustrated in fig. 2, IDPEF is split in three core sections with a root
node named ”IDPEF-Message”. The node section ”entity” includes parameter to
operate the sensor (e.g. NTP-server, IP-addresses, etc.) and service information
like location, field service contact, etc. Updates are scheduled and transferred
within the node section ”update”. This two sections are designed without any
restriction or frame condition, but in accordance to the set out requirements [15]
for IDPEF.
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Fig. 2. IDPEF node structure

Parameters of every event and response are defined within the section ”alert”.
Each IDPEF parameter is mapped bi-unique to the corresponding parameter of
each single IDS. In each single ”event” node, common attributes for the event
are defined here. These are displayed name, additional information of the event,
severity, priority, impact and which security value was affected in case of a cause.
An ”enable/disable” option is added to the event and every attribute in child
nodes of the ”event” node. Within the child nodes individual parameters, system
and connection related attributes are defined. The other child node of alert
are the ”react” node. The ”react” node includes general parameters like IP-
address, structure of the notification, etc. to set up the notification and responses
communication. The complete XML Schema Definition for IDPEF was defined
in [16].

2.3 Integrations

The attributes of IDPEF [16] are mapped into the open source IDS Snort [17],
Samhain [18], OSSec [19] and Bro [20].

This theoretical approach was implemented first in the the first three IDS,
to test the common applicability of this format - the implementation in Bro
[20] follows. The implementations do not modify IDS executables. Only existing
configuration files are processed and modified.

As human interface an IDPEF web front-end was created that enables IDXP
based communication to one selected Analyzer. Attribute values are modified
over the front-end and send back as IDPEF update to the Analyzer. Additional
software updates including upload of update files and new references are sched-
uled within the front-end and send as IDPEF update message to the Analyzer.

On site of the Analyzer an individual IDXP / IDPEF communication module
modifies configuration files of operating system respectively IDS software and
schedules updates and their execution. The general structure of the IDXP /
IDPEF communication module is illustrated in fig. 3.
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Fig. 3. IDXP-Extension for the IDS analyzer

Fig. 4. Assignment of snort rule to reference and customizing parameters

Each attribute of individual IDS configuration files is assigned as baseline or
customizing parameter. Baseline parameters are not transferred into or modi-
fied by IDPEF. Customizing parameters are bi-unique mapped to an IDPEF
attribute.

Snort’s IDPEF communication module maps ”preprocessor”, ”variable”,
”output” and ”config” parameters as well as rules into IDPEF. Dynamic loaded
libraries are categorized as baseline parameters.

Customizing parameters are selected and mapped into IDPEF for each Snort
rule. As schematically illustrated in fig. 4 the parameters are mixed within the
rule. Parameters of the rule head are mapped into IDPEF. The general rule
options and post detection rule options are classified as customizing parameters.
The payload detection rule options and the non-payload detection rule options
are classified as baseline parameters, because they are part of the signatures and
are not mapped in IDPEF.

Samhain’s configuration file includes customizing sections only. Each section
and its parameters are mapped bi-unique into IDPEF. Only the sections ”exter-
nal” and a high percentage of ”Misc” were not integrated in this implementation.
These sections contain mostly baseline configuration parameters.

OSSec’s configuration bases on XML structures. All nodes in the core con-
figuration file (ossec.conf) are mapped in IDPEF. The structure of OSSec rules
is split in a grouping rule without alert function and baseline-information in
the ”match” node. The corresponding sub rules are connected with the ”if sid”
or ”if matched sid” node with the grouping rule node. Additional baseline-
information are provided in the nodes ”match” and ”regex”. For the proof-
of-concept integration every single rule, including the remaining nodes and at-
tributes, was mapped separately into IDPEF. The grouping rule does not contain
any customizing parameter and does not have any impact on the evaluation of
the applicability of IDPEF. A more complex solution with a change of the con-
figuration structure of OSSec is able to address the sub rule structure adequate.
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3 Conclusion

The integrations demonstrate that Analyzers of different IDS solutions are able
to be operated with one common parameterization format. Only one central ad-
ministration entity is necessary to operate, manage, maintain and administrate
a heterogeneous IDS landscape. All analyzers could be parameterized with a
smart format. Customizing of IDS attributes are due to a small set of param-
eters and values. Baseline configuration and references depend on the internal
processing and they are not able to be standardized by external modifications
only. The analyzing technique influences the quality and performance of detec-
tion and is the remaining differentiating feature for IDS. So detection references
(i.e. signatures) have to be still vendor-specific.

The configurations of all three IDS mix baseline and customization parame-
ters. A separation of baseline and customizing configuration is helpful to apply
IDPEF as common customizing file for IDS.

All connections are initialized from the Manager to Analyzer. All updates
(parameter and software) are controlled, downloaded and distributed to each
single IDS entity by one central management entity in the test environment. The
communication is easier to control, because there is one communication port from
the Manager to all IDS entities necessary and the content could be inspected
by a security device. All IDS communication is initialized from the supervising
Manager to the distributed Analyzers. There is no outgoing connection from an
IDS Analyzer necessary.

A wide distributed mesh of entities with IDS functionality could be managed
with one supervising Manager. It is not a constraint to operate IDS with vendor-
specific Managers or to operate more than one Manager. Critical infrastructure
meshes could be enriched with intrusion detection functionality to protect each
component of the mesh against temporarily unsolved vulnerabilities. A consis-
tently frond-end with bulk change feature supports security operation centers
to update and change parameters for a special kind of IDS or group by selected
entity parameters.

An extension for standardized IDXP communication is necessary on site of
the Analyzers. This depends on internal processing of the Analyzer’s software
and the version. These modules are very individual and part of the Analyzer’s
software. New software releases should be providing this communication func-
tionality by the Analyzer’s software itself. In addition to the communication
exchange enrichments, sourcing and analyzing entities could be focused more on
data sourcing and analyzing.

Specialized systems management manufacturers are able to enrich their prod-
ucts with common IDS management. Competing IDS management products will
be providing more comfort, usability and reporting features. Central Managers
are able to provide consistency checks for large distributed environments, bulk
parameter changes or comfortable update scheduling.

A supervising IDS management enables to control each Analyzer including
download and distribution of software individual or by criteria check. No access
from the IDS LAN to networks with lower security level (e.g. the Internet) or
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higher security level like the central systems management network is required.
This improves the security level of the administrative IDS network.

On the whole, the Manager is an independent entity of an IDS. It could be
separated from the rest of the IDS. Different IDS could be operated with one
consistent administration front-end. Intelligent update job execution supports
an efficient operation of larger IDS meshes. These findings enable to operate
large scaled IDS meshes and make new and independent evolution streams for
IDS Analyzers as well as Managers possible. As a consequence each distributed
component of large scale critical infrastructure meshes could be protected by an
IDS.
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Abstract. Coordinated and targeted cyber-attacks on Critical Infrastructures 
(CIs) and Supervisory Control And Data Acquisition (SCADA) systems are in-
creasing and becoming more sophisticated. Typically, SCADA has been de-
signed without having security in mind, which is indeed approached by reusing 
solutions to protect solely Information Technology (IT) based infrastructures, 
such as the Security Information and Events Management (SIEM) systems. Ac-
cording to the National Institute of Standards and Technology (NIST), these 
systems are often ineffective for CIs protection. In this paper we analyze limits 
of current SIEMs and propose a framework developed in the MASSIF Project 
to enhance services for data treatment. Particularly, the Generic Event Transla-
tion (GET) module collects security data from heterogeneous sources, by pro-
viding intelligence at the edge of the SIEM; the Resilient Storage (RS), reliably 
stores data related to relevant security breaches. We illustrate a prototypal dep-
loyment for the dam monitoring and control case study. 

Keywords: Security Information and Event Management (SIEM), Supervisory 
Control and Data Acquisition (SCADA), dam. 

1 Rationale and Contribution 

As a consequence of the technology shift and of new economical and socio-political 
motivations [1][2], coordinated and targeted cyber-attacks on Critical Infrastructures 
(CIs) are increasing and becoming more sophisticated [3][4]. Mostly, such infrastruc-
tures rely on legacy Supervisory Control And Data Acquisition (SCADA) systems 
that have been designed without having security in mind - originally they were iso-
lated proprietary systems - and that are managed by people with good skills in the 
specific application domains, but with very limited knowledge of security [5].  

Security of SCADA is traditionally approached by reusing systems designed to 
protect solely Information Technology (IT) based infrastructures. One of the most 
effective solutions is represented by Security Information and Events Management 
(SIEM) systems. Unfortunately, according to the National Institute of Standards and 
Technology (NIST) [6], they are often ineffective for CIs protection.  
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 this chapter is available at https://doi.org/10.1007/978-3-642-41485-5_24 
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In this paper we present an enhanced SIEM specifically targeting Critical Infra-
structures protection, which is being developed within the context of the European 
Commission funded project MASSIF [7]. A first contribution of this paper is an anal-
ysis of the main limits of current SIEM solutions when applied to protecting CIs. The 
proposed analysis has been conducted considering the requirements inferred from the 
four case studies considered in the MASSIF project [8] and from our experiences with 
a previous project targeting CIs, namely the INSPIRE project [9]. Most of such limits 
come from the well-known conflicting requirements between performance and securi-
ty [10][11], and between privacy and security [12]. A second main contribution of the 
paper is the design and implementation of a framework to overcome the identified 
limits by enhancing data collection and storage services of a SIEM. The solution is 
composed of some modules that we name Generic Event Translation (GET) and Resi-
lient Storage (RS). They allow to: i) increase the heterogeneity and number of data 
sources; ii) move part of the data processing toward the edge of the distributed IT 
system managing the CI, with a number of advantages for the protection of the CI; iii) 
provide post-accidental support allowing a precise and reliable reconstruction of the 
happening of a security breach and forensic evidence of such a circumstance. A final 
contribution of this paper is the application of the proposed solution to protect a real 
CI, namely a dam. This use case is one of the four use cases analyzed in the MASSIF 
project and was selected because it is a very challenging scenario. 

In Section 2, the paper discusses the main features of current SIEM technologies 
and considers the limits of such solutions when applied to protect Critical Infrastruc-
tures. Section 3 briefly introduces the MASSIF project, i.e. its key aspects and chal-
lenges, and highlights the data service components in the context of the MASSIF 
framework. Section 4 presents the implementation of such solution and its usage for 
the dam monitoring and control case study. Section 5 closes the paper with final  
remarks and an overview of future plans. 

2 Limits of Current SIEM Solutions 

Security of IT systems is focused on preserving Confidentiality-Integrity-Availability 
(CIA) properties, whilst, in the CIs, human and environmental safety is emphasized. 
In order to re-design current SIEMs, MASSIF project has analyzed four real world 
scenarios and has identified the main limits of current State of the Art (SotA) technol-
ogy [8] when deployed to protect CIs. In the following we shortly summarize them.  

As traditional SIEMs analyze solely IT infrastructure events [13][14][15][16] – 
events generated by IT devices and applications – they fail in detecting security oc-
currences which do not produce evidence at infrastructure level. Instead, SIEMs 
should be able to process events from different system layers and various domains 
into one more comprehensive view of security-aware processes. This requires that 
data collectors should be able to integrate legacy and novel information sources in an 
effective and flexible way, by interpreting multi-layer and multi-domain data formats, 
typically characterized by heterogeneous syntax and semantics. 

SCADA and SIEMs have to be deployed together in the same environment, thus 
they compete for the same resources, such as connection bandwidth, which are often 
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very limited. This requires that SIEMs for CIs should limit the consumption of shared 
resources as much as possible. 

Complex CIs are often multi-tenant and involve several stakeholders, organizations 
and domains, and, so, dissemination of private data should be limited. Traditional 
SIEMs applied to CIs may expose sensitive data to third parties, such as stakeholders 
of intermediate communication nodes and remote correlation servers. Additionally, 
correlation may be more effectively operated when the security information is contex-
tualized, detailed data can be retrieved on-demand and analysis can exploit know-
ledge of the specific application domain. This requires that SIEM for CIs should  
provide mechanisms to treat and pre-correlate data at the edge of the SIEM architec-
ture, very close to the field devices. 

The evolution of current field devices moves toward the generation of huge 
amounts of data and in performing even more complex operations. This ultimately 
details the dynamics of physical world events very precisely, which may result in 
overwhelming the SIEM for CIs with huge amounts of security related patterns and 
alerts. SIEMs for CIs would require High Volume Performance at the edge of the 
network, specifically in data treatment components, such as data collectors, data pars-
ers and event correlators. 

Considering the attractiveness of CIs and the potential impact of their exposition, 
security events may be used for forensic purposes. In order to use SIEM reports as 
forensic proof, digital evidence (e-evidence) properties like Authentication, Admissi-
bility and Best-evidence should be granted [17]. This requires that SIEM storage sys-
tems should guarantee: data authenticity, which ensures about event source; fault and 
intrusion tolerance, which ensures about admissibility and no-hearsay of evidence; 
privacy, which forbids disclosing of sensitive data to unauthorized parties. Moreover, 
storage systems of SIEMs should guarantee that forensic events, and only such 
events, must be kept, while unnecessary details must be deleted or made anonymous 
(“least persistence principle”). 

Data channels of distributed systems – and SIEMs - are vulnerable to faults and 
malicious activities which may impact correct and timely dissemination of events 
from data sources to central engines and may invalidate SIEM analysis. SIEM for CIs 
should be able to disseminate events in a reliable manner. Also if this aspect has been 
considered in the project and addressed in [18], it will not be further discussed. 

In the following we will discuss how we have faced such limits in the context of 
the MASSIF project. Additional requirements and limits can be retrieved at the appli-
cation level, that is the services offered on top of the SIEM (e.g. predictive security 
monitoring, attack modeling and simulation, event-driven inference engines, decision 
support and reaction/countermeasure systems, advanced visualization systems, etc.), 
but are out of the scope of this paper. 

3 Data Collection, Pre-processing, Dissemination and Storage 
in MASSIF 

In order to overcome limits mentioned above, MASSIF project proposes an enhanced 
SIEM deployed as a logical overlay on the monitored system, in this case a CI. In 
particular, the solution presented in this paper implements a set of functionalities 
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which address data treatment issues from the acquisition to the storage phases. The 
main modules of this solution are the Generic Event Translation (GET) and the Resi-
lient Storage (RS). The GET collects data from the “Payload Machinery”, which is 
composed of very heterogeneous and multi-layer event sources, such as legacy IT and 
SCADA components, service infrastructure monitors, security applications and ap-
pliances (security sensors). The collection process is complemented by security analy-
sis of the data at the edge side of the SIEM architecture. The RS reliably stores events 
which contain useful information of relevant security breaches.  

 

Fig. 1. Architecture of Generic Event Translation (GET) module 

Cross-Layer Event Gathering, Parsing, Filtering and Translation 

The GET framework is the module of the SIEM in charge of cross-layer event collec-
tion, that is gathering, parsing, filtering and translating data generated by the Payload 
Machinery. Such functionalities are assigned to a set of components and agents lo-
cated at the edge-side of the MASSIF SIEM architecture, typically within the moni-
tored environment. Moreover, the GET is able to manage different data formats and 
can be interfaced very closely to the field systems to sign information as soon as it is 
generated. 

As depicted in Fig. 1, the first functionality offered by the GET allows to gather 
raw data from event sources. Typically, data are transferred to the acquisition compo-
nent of the GET, namely the Dispatcher, by means of Syslog [19] or textual based 
protocols, which are by far the most widely used data transport solutions. Then, the 
GET extracts information from the flow of raw data (e.g., a stream of characters) 
previously collected. This operation, named parsing, is performed by components 
named Adaptable Parsers (APs). APs adopt Compiler-compiler technology to auto-
matically manipulate formally specified documents [20]. This approach retains a 
number of associated advantages including: a very large degree of expressiveness, the 
availability of well-known tools for the automatic processing of grammar-based arti-
facts, a high level of generality and technology-independence, which decouples the 
format definition from the underlying technology used for data processing. In particu-
lar, Format-specific Grammar contains the description of the event format – its syntax 
and semantics - and is used to generate the Adaptable Parser able to parse a specific 
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kind of data format. Grammar parser technology has been widely used to define di-
versity based intrusion detectors, as presented in [21]. Additionally, AP is interfaced 
by means of a component named GET Access Point (GAP), which associates data 
sources with related APs to correctly dispatch previously gathered data. In order to 
avoid the propagation of data irrelevant from a security perspective, Event Filters 
selectively discard events generated by the event sources. They perform a stateless 
process which checks a certain number of logical conditions (Event Filters) within 
data fields of the event messages. As data are parsed, information has to be conveyed 
to core services into a common and generic format. The format translation and  
adaptation task is assigned to a component named Event Handler (EH), which com-
plements the message with a trusted timestamp, provided by the synchronized time 
reference of the SIEM. Finally, the Sender Agent sends SIEM-formatted events to the 
dissemination layer of the enhanced SIEM, namely the Resilient Event Bus. 

Cross-Layer Event Correlation, Aggregation and Abstraction 

The part of the GET in charge of cross-layer event correlation, aggregation and ab-
straction is the Security Probe (SP). The SP introduces a novel level of intelligence 
into SIEM analysis and contextualizes it to the specific application domain. Particu-
larly, SP is a Finite State Machine (FSM)-based event pattern detector which reduces 
the burden of processing the whole data at the core of the SIEM. Specifically, SPs are 
based on State Machine Compiler (SMC) [22] technology, which gives the possibility 
to separate the description of the FSM from its actual implementation, thus allowing 
the analyst to concentrate his/her attention on the correlation logic (and rule) instead 
of the implementation details. By exploiting State Patterns and FSM models, Security 
Probes can be instantiated to perform very different kinds of correlation (i.e. aggrega-
tion, pattern detection and abstraction), which transform the enormous volume of data 
generated by Payload Machinery (micro-events) into a restricted and controlled flow 
of semantically richer macro-events (abstraction). Security Probes operate with event 
sources belonging to very different layers: in order to make FSMs “evolve”, Adapta-
ble Parsers feed the SPs with proper information. The Security Event Tracker is part 
of the SP in charge of getting input events, identifying the FSM instance to evolve, 
receiving the feedback from the machine (e.g. an alert) and sending the FSM output to 
the EH; the FSM logic (states, transitions, …) is maintained in the Finite State  
Machine Rule. 

As GET framework functionalities are distributed among several (edge-side) com-
ponents, load distribution policies and mechanisms, such as load balancing, can be 
implemented: this would allow handling load peaks in different phases of the edge-
side data processing and reconfiguring the usage of computational resources. Moreo-
ver, SotA security technologies have been adopted to protect data channels among 
GET components: for instance SSL/TLS protocols are able to guarantee CIA proper-
ties. Specifically, as new data arrive at the Dispatcher, they are signed and encrypted, 
so to initialize the flow protection mechanisms perpetrated throughout the whole 
SIEM architecture. 
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Resilient Storage for Forensic Support 

In order to design a Resilient Storage (RS) module, we identify three main features of 
data storage in MASSIF SIEM: i) the “least persistence principle” which emphasizes the 
necessity to store exclusively data generating significant alerts; ii) forensic data access 
control, which emphasizes the access control to security breach information; iii) fault and 
intrusion tolerance, which harden the components of the resilient storage system.  

 

Fig. 2. Resilient Storage architecture 

Key mechanism adopted to design the RS is the threshold cryptography combined 
to diversity and replication techniques. RS is particularly useful to criminal/civil pros-
ecution of attackers in the post-security breach stage: in this case the main component 
feeding the RS is the SIEM Correlation/Rule Engine at core-side [23]. Concretely, the 
Resilient Storage (Fig. 2) implements threshold cryptography: it generates RSA signa-
tures by relying on threshold signature scheme by Shoup [24]. The latter generates a 
valid signature from any subset of k (k is a threshold) participants out of l (l is total 
number of participants). This schema prevents the reconstruction of the secret key 
starting from the knowledge of k-1 or less shares. So, the unforgeability property 
holds even if less than k players are corrupted and work together to hack the system. 
This property increases the reliability and makes the system more intrusion tolerant. 
In particular, the protocol divides the secret key in l shares and distributes each piece 
to a different player. After the secret key is divided into shares, the incoming message 
(containing information about the security breach) is sent in parallel to l nodes (Repli-
cas), which perform hash calculation and encryption. In order to increase system se-
curity, node diversity is embraced (e.g. different hardware, operating systems, and 
programming languages). Each Replica computes a hash function of the same mes-
sage. This function returns a unique digest for this message, named “h” in Fig. 2. 
Then digest is encrypted in order to produce a signature share (or partial signature): 
for this purpose, each node has its own secret key. A component, called Combiner, is 
responsible for assembling all partial signatures received from the participants of the 
threshold cryptosystem in order to generate a full signature. Then, the full signature is 
attached to the original message, thus forming a signed security record, i.e. a forensic 
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record. This new record is stored for future forensic analysis. To ensure unforgeability 
and preserve the records, it is common to use Write-Once-Read-Many (WORM) sto-
rage devices. Forensic Services entity provides additional services, such as storage 
system access control. All communications between components are protected by 
means of SSL and authentication protocols. 

4 Implementation Details: The Dam Case Study 

In order to present our solution we show the case study of a dam monitoring and con-
trol system. A dam is an infrastructure conceived for a multitude of purposes includ-
ing food water supplying, hydroelectric power generation, irrigation, water sports, 
wildlife habitat granting, flow diversion, navigation. Dam monitoring applications use 
structural and geotechnical instrumentation in combination with Automated Data 
Acquisition Systems (ADAS) and SCADA systems. Such systems are increasingly 
becoming automated and remotely controlled. This fact paves the way for a new class 
of security induced safety issues, that is for the possibility that cyber-attacks against 
the IT layer of the dam, ultimately result in damage to people and environment. 

 

Fig. 3. WSN-based water flow monitoring in a dam 

The monitoring and control system of our case study - depicted in Fig. 3 –  adopts 
the Wireless Sensor Network (WSN) technology, which is an increasing trend [25] 
[26] [27] to critical infrastructure monitoring, as demonstrated by the appearance of 
more and more commercial products [28]. In our scenario, the water in the basin is 
released by opening a Gate and is conveyed through a Penstock to the Turbine of a 
hydroelectric power plant. The monitoring system is composed of three water flow 
sensors placed at different points of the penstock (WF1, WF2, WF3). Additional sen-
sors indicate the turbine activity and the gate openness. Water flow sensors constitute 
the nodes of a WSN, which, at regular intervals, send their measurements to a WSN 
Base Station (BS) located at the dam surveillance office. The BS acts as a wireless 
Remote Terminal Unit (RTU) and sends measurements to the Remote SCADA server. 
Typically, data channels from local facility to remote control offices are heterogene-
ous and very resource constrained. Normally, water flows are used to control the  
turbine speed: for instance, if the turbine speed exceeds a specific threshold, gate 
openness is regulated as consequence. Indeed, high turbine speed may result in elec-
tric overload and in facility failure due to excessive rotational vibrations. 
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To explain the functioning of our solution we designed a storyboard for an attack 
closely mimic Stuxnet behavior [29]. The considered attack model is represented by 
means of an Attack Tree as in Fig. 4.  

 

Fig. 4. Attack tree for turbine disruption 

Attack trees identify actions and conditions to successfully realize an attack. The 
root of the tree represents the final target while branches indicate the steps to perpe-
trate the attack. Actions represent alternatives (OR) or necessary conditions (AND). 

Assumption for the attack (precondition) is that the attacker has access to some hosts 
in the remote station and can plug a USB device in (e.g. he/she is an employee at the 
remote control facility) and has tools to exploit SCADA software and server host vulne-
rabilities. Goal 0 of Attack Tree indicates that the attack target is the turbine destruction. 
Goal 1 accomplishes Goal 0 by excessively increasing the water flow in the Penstock. 
Goal 2 indicates three alternatives to realize this: physically breaking the gate; excessive-
ly opening the gate by sending an explicit command to the gate actuator; making the 
monitoring and control system measure low levels of water flows in order to solicit au-
tomatic gate opening to feed the turbine. Goal 3 indicates necessary actions to alter water 
flow measurements, particularly when they are collected from nodes of a WSN: usage of 
malicious software from a pen drive on some host in the remote facility to locate and 
exploit SCADA server vulnerabilities; creation of a backdoor on the SCADA server; 
gathering of information about RTU devices and facilities (i.e. IP address of BS host); 
scanning and violation of the BS host; access to the BS host and installation of a mali-
cious Over-The-Air (OTA) program which reprograms sensors with a rogue code. Stu-
dies about intrusion detection of WSN attacks can be found in [30], where, however, the 
sensor nodes are the starting point of attacks. 

In order to support attack detection, we observe that the three water flow sensors 
are related to the same physical event (penstock discharge), and measure values in the 
same physical range. For this reason, any physical incoherence can be highlighted and 
reported. In order to detect it with a traditional SIEM, we should get physical  
measurements and propagate them to the central engine. This results in three issues: 
data cannot be easily gathered and translated from sensor measurement into the SIEM  
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format; SIEM correlation rules are not suitable to describe physical anomalies; the 
whole measurement data has to be propagated to the SIEM correlation engine, whose 
resources, instead, should be reserved to analyze relevant security facts.  

 

Fig. 5. (a) Finite State Machine (b) WSN sensor data and Security Probe output 

In our test case we provide a Security Probe (SP) implementing a Triple Modular 
Redundancy (TMR) system. TMRs are widely used to generate a single output from 
several independent processes by adopting a majority voting scheme. The SP aggre-
gates three measurements from sensor data and reports the number of sensors falling 
in the same measurement range. Any disagreement on the measurements is reported 
in the output. Fig. 5 (b) shows WSN data arriving at the SP (before parsing) and its 
output. The FSM (a) shows transitions triggered by measurement events (other inputs 
are not depicted, such as time ticks for timer expiration). X is the sensor ID. M(X) its 
measurement. T(X) its timestamp. Note that the first event is used as a reference to 
aggregate other inputs. State 3 is a pseudo-state as it causes the machine to come back 
to StartState. Aggregated Output generates the output as in (b). The sequence of 
events indicates what happens when the attacker tries to modify three water flow sen-
sors by forging values under a specific threshold (8.00): initially sensor 3 is tampered, 
then sensors 2, 3 and finally sensors 1, 2, 3.  

We observe that in case of disagreement, Disagree identity of TMR output changes 
two times (ID is 3 and then 2). This fact can be used for a rule at the correlation en-
gine as depicted in Fig. 6, which shows the implementation for the OSSIM SIEM by 
AlienVault [31]. A case study presenting the integration of physical data sources into 
OSSIM is presented in [32]. In this paper, the detection rule (Directive) considers 
multi-layer events, namely: 1) a Scan warning on the central system (root rule); 2) a 
remote login on the WSN BS (rule 2); 3) a variation in the Disagree field of the TMR 
(in rule 3 and 4, “userdata1” is the Disagree field extracted from the TMR SP output).  
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Fig. 6. OSSIM directive of WSN attack (XML code) 

The TMR SP shows three capabilities: it treats physical data from a security pers-
pective; it places SIEM intelligence at the periphery and avoids irrelevant data to be 
propagated to the central system; it exploits specific knowledge of the application 
domain (e.g. similarity of water flow measurements in the WSN).  

The “reliability” value in the rule represents the confidence of each warning. Sup-
posing an alert threshold of 7 (they sum to 7), we observe that four warnings alone are 
not able to raise an alarm. In order to show the RS system, we have integrated it in 
OSSIM. OSSIM Server is the correlation/rule engine which is able to raise Alarms 
once events are correlated based on Directives: typically it stores them on a Database. 
The OSSIM SIEM allows registering multiple databases for storing security events 
based on their Risk level. 

To integrate our RS system, we prepared a db driver and registered such a driver in 
the OSSIM Server to store ALARM level messages. The RS driver only supports two 
SQL primitives: the INPUT and the SELECT. During an INPUT the provided data is 
stored after the generation of the threshold cryptography based signature. During the 
SELECT the verification of the signature is operated and the operation fails if the 
signature is not verified.  

 

Fig. 7. OSSIM alarm and related events (addresses are obfuscated) 

In order to store only very significant Alarms, RS treats only highly risky events 
(Risk > Risk Threshold). Moreover, to guarantee a valid support to the forensic activi-
ty, together with the alert related event, all the events participating in the generation 
of the alert are sent to the RS. To this aim we used the OSSIM capability to retrieve 
chains of events as shown in Fig. 7.  
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5 Conclusions and Future Work 

In this paper we have discussed main limits of current SIEM technology when dep-
loyed to secure CIs and presented the solutions developed in the context of the 
MASSIF project. We have focused on the framework assigned to data collection and 
storage, namely the Generic Event Translation (GET) and the Resilient Storage (RS) 
and we have tested it on the challenging case study of a dam monitoring and control 
system. We have presented an attack model aimed at tampering a WSN from a remote 
facility and have indicated how to support SIEM detection of the attack with a domain 
specific probe modeled on the Triple Modular Redundancy (TMR) solution. In the 
future we plan to: evaluate the performance of the developed SIEM solution against a 
complete set of misuse cased reproduced in a testbed laboratory and on top of a real 
dam; produce quantitative evidence of the benefits due to the adoption of the en-
hanced SIEM, against traditional solutions. 
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Abstract. Prevention, detection and response are nowadays considered to be
three priority topics for protecting critical infrastructures, such as energy control
systems. Despite attempts to address these current issues, there is still a particular
lack of investigation in these areas, and in particular in dynamic and automatic
proactive solutions. In this paper we propose a mechanism, which is called PDR,
with the capability of anticipating anomalies, detecting anomalous behaviours
and responding to them in a timely manner. PDR is based on a conglomeration
of technologies and on a set of essential components with the purpose of offering
situational awareness irrespective of where the system is located. In addition, the
mechanism can also compute its functional capacities by evaluating its efficacy
and precision in the prediction and detection of disturbances. With this, the entire
system is able to know the real reliability of its services and its activity in remote
substations at all times.

Keywords: Detection, Energy Control Systems, Industrial Wireless Sensor Net-
works, MANET, Prevention, Response, The Internet, and Wide-Area Situational
Awareness.

1 Introduction

Modernisation of our critical energy control infrastructures is bringing a set of unex-
plored and unsolved challenges. Most of them are mainly related to the need to find a
desirable trade-off between operational performance in (almost) real-time, and protec-
tion against serious threats. These threats do not necessarily have to be cyber-attacks [1].
They can be associated with unforeseen or abrupt changes registered within the system,
such as a power surge in generators or a voltage reduction in transmission lines. If these
unexpected situations are not controlled properly, they may trigger a serious effect that
may lead to local, regional or national outages and/or blackouts, with the possibility of
spreading on its own to other countries. This is the case of the well-known blackout of
August 14, 2003 that occasioned an economic and social crisis between two countries;
U.S. and Canada. Unfortunately, this kind of event has not been the only one that has
happened in recent years [2].

Considering the application domain and its sensitive nature, this protection should
consist of proactive and reactive solutions based on dynamic and automatic methods.
The reason lies in that the vast majority of energy control subsystems (e.g. substations)
are distributed at distant-geographic locations in which the control is normally limited

B. Hämmerli, N. Kalstad Svendsen, and J. Lopez (Eds.): CRITIS 2012, LNCS 7722, pp. 22–33, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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to a few human operators in the field. This need was also identified by NIST in [3], and
NIST classified this need as one of the eight priorities to be taken into account when
protecting Critical Infrastructures (CIs). This priority, known as Wide-Area Situational
Awareness (WASA), focuses on supervising and controlling the performance of under-
lying systems located over large geographic areas in (almost) real-time. This includes
anticipating, detecting and responding to problems before they can cause disruptions.

Given this, we present a dynamic solution that tries to cover some of the stated points
for WASA, such as prevention, detection and response. The proposed approach, called
here as PDR, is based on four main technologies; Industrial Wireless Sensor Networks
(IWSNs), Mobile Ad-Hoc Networks (MANETs), the Internet and the ISA100.11a stan-
dard [4]. We have selected these technologies as each one of them offers an attractive
set of benefits for local and remote protection [5,6]. Moreover, the architecture sug-
gested for PDR is also able to evaluate by itself the level of precision of the schemes
proposed for detection and prevention. Any information from the system has to be re-
ported sooner or later to the Supervisory Control and Data Acquisition (SCADA) Center
so that it can be made aware of the accuracy and functionality of the approach, and to
remotely control the situation at all times and any time.

Although there are currently some similar works to this proposal, there are also im-
portant differences that should be stressed here. For example, Roman et al. [7] presented
a lightweight situation awareness mechanism based on a WSN and on a set of statistical
and collaborative techniques. Similarly, He et al. [8] presented a situational awareness
mechanism based on the multivariate times series association technique to observe the
functionality of a set of sensors. However, none of them ensures preventive and reactive
capacities that enable the system to take the control against incidents, faults or threats
such as we try addressing in this paper. This means that there are a special research lack
within this area, and effort to deliver dynamic and intelligent solutions based on WSNs
should be still needed.

The paper is organised as follows. Section 2 introduces the general architecture of
PDR together with the technologies that play a special role within our approach. The
details of the components that comprise the architecture are described in Section 3,
whilst three proactive and reactive methods are discussed in the remainder of the same
section. Section 4 concludes the paper and outlines future work.

2 PDR: General Architecture and Technologies

The architecture proposed for PDR is mainly based on IWSNs, MANETs, the Internet,
and ISA100.11a. Figure 1 illustrates an example of the collaboration and cooperation
of such technologies for control and supervision of energy generation and distribution
systems. This figure also represents, in a general way, the operation in the field and
energy distribution from bulk generations systems (e.g. nuclear systems, hydroelectric
systems, wind farms, and others) to urban areas [3].

For electricity production, the majority of generation systems have to be connected
to generators to induce mechanical energy into electric energy to a low voltage. To in-
crease the level of voltage and its transmission over long distances, the system makes
use of large electricity transmission lines with transformers (transmission system).
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To distribute the power to urban areas, the voltage load must be downloaded into substa-
tions reducing its level of voltage (distribution system). Both transmission and distribu-
tion substations are based on transformers, control devices (e.g. Remote Terminal Units
(RTUs)), industrial meters, sensors and industrial engineering devices. Any activity in
the field must be supervised, either locally or remotely, and any information produced
or sensed must be sent to a centralised system for purposes of control and register. All
of this control system is commonly known as a SCADA System.

Fig. 1. General Architecture of the PDR mechanism

Unfortunately, this complex circuit of power generation and distribution is quite sen-
sitive to unexpected events. This means that one fault registered in a local point of the
system could trigger a change in its normal behaviour, probably leading to a cascading
effect towards other CIs [9]. To control and coordinate these types of unforeseen situ-
ations, we distribute IWSNs and MANETs throughout the entire system and close to
its more sensitive parts, such as energy generators, motors, turbines, industrial engines,
transformers, and others. In order to understand their functionalities in the field, we
describe in detail their particular characteristics and services below.

An IWSN [10] is composed of small and smart devices with the capability (4MHz-
32MHz micro-processor, 8KB-128KB RAM, 128KB-192KB ROM) for sensing real
states of an object or its surroundings. These states are associated with physical events
in the context, such as temperature, pressure, voltage, vibration, etc. To measure these
types of events, sensor nodes should be deployed close to the supervised target, for
example, generators or motors of wind turbines (See Fig. 1). As conventional sensor
nodes, industrial sensor nodes are also autonomous devices capable of processing and
transmitting information to a base station. In our case, this base station is a powerful
gateway device. Industrial sensor nodes can also offer services of auto-configuration,
auto-organisation, self-monitoring and self-healing, detection, warning and tracking of
anomalous behaviours or threatening situations such as peaks in voltage in electrical



PDR: A Prevention, Detection and Response Mechanism 25

pylons or abrupt changes of temperature registered in industrial engines, as well as
querying and reporting on-demand. All of these features and services have encouraged
both industry and government to modernise their CIs. Indeed, the industrial sector is
aware of the advantages and opportunities of this technology to increase its levels of
competitiveness, productivity and efficiency [10]. On the other hand, the government
needs the technology to find a way to protect many of our CIs. According to the last
report of the American Recovery and Reinvestment Act (ARPA) of 2009 [3], the U.S.
already aims to invest in new information and communication systems in order to auto-
mate, for example, substations with smart sensors. The reasoning behind this investment
is to find ways to avoid or mitigate disturbances and instabilities generated in remote
locations.

Having commented this, we are not saying that IWSNs intend to replace traditional
wired industrial systems, such as RTUs. Instead, they try to offer a complementary
tool for maximizing automation tasks and ensuring protection. As mentioned above,
this protection includes all of the potential capabilities for prevention, detection and re-
sponse against anomalous events of the system. An anomalous event is defined by the
Oxford dictionary as “something that deviates from what is standard, normal, or ex-
pected” [11]. For our case, we identify two types of anomalies; infrastructural anoma-
lies and control anomalies. The former type is related to the deviations associated with
normal behaviour of the observed infrastructure, such as high/low voltage level, strong
stress, high/low temperature, corrosion, gas/oil leaks, etc. In contrast, the latter type
refers to the normal behaviour of the control network; i.e. the IWSN. This technology
is quite sensitive to many type of threats (from hardware threats to application threats
[12,7]). This is due to its mesh topology and their wireless-channels, in where harsh
industrial conditions (e.g. vibration or noise) could also break their links and cause un-
reliable communication. For simplicity reasons, we particularly focus in this paper on
time-related threats (i.e., delayed packets or do not reach their destination at all) and
availability threats (i.e., physical unavailability of a sensor), such as de-synchronisation
(deSync) in the communication channels (i.e., the communication between two nodes
is deviated from the initial configuration), loss of information, information relay or ex-
haustion of energy.

Continuing with the architecture of PDR, it also includes MANET networks as a
self-configuring technology of mobile devices connected by wireless links. This kind
of communication enables human operators to locally manage the systems, allowing
their mobility in the field and collaboration with other human operators. Any infor-
mation acquired from sensors can be visualised by their hand-held interfaces (e.g. a
PDA). These interfaces facilitate the automation tasks by managing; (i) measurements,
i.e. physical events, (ii) alarms with relevant data on real states from the observed in-
frastructure, or (iii) commands with a particular action. For communication from/to
sensors, it is currently possible to apply wireless industrial communication protocols,
such as ZigBee PRO [13], WirelessHART [14] or ISA100.11a. We focus our attention
on the ISA100.11a standard for several reasons. First of all, it is an extended version
of WirelessHART and was intended for industrial environments. Thus, it provides a set
of useful services to address the coexistence with other technologies, communication
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reliability (e.g. use of hopping and blacklisting methods) and alarm management based
on priorities. Second, it improves some of the security services of the ZigBee PRO,
such as the key negotiation process in commissioning phase [6]. Another advantage of
ISA100.11a is its flexibility for configuring wireless networks.

We believe that a good approach for our architecture is a hierarchical configuration;
i.e. a network based on clusters of sensors. For each cluster, a trustworthy sensor is
selected, which is known as the Cluster Head (CH) with a unique IDCH . The main rea-
sons of selecting this configuration are several. This conformation of clusters does not
only reduce computational costs in sensors, but it also facilitates a rapid location of a
problem by knowing the sensor deployment and the affected area. In addition, the stud-
ies made in [15] clearly highlight the effectiveness and suitability of the technology for
awareness situational within Smart Grid contexts, since the most of the current SCADA
wireless communication protocols (e.g., Zigbee or ISA100.11a) can be configured fol-
lowing a star topology and the use of the gateway enables the underlying system to es-
tablish connectivity with other networks (e.g., MANETs, Bluethooth). However, there
is a problem that should be stressed here: CHs may be susceptible to threats or failures,
putting the supervision of a neighbourhood at risk/isolation. A possible solution would
be to perform re-clustering techniques or deployment of redundant nodes [16].

Nonetheless, and to simplify the architecture of our approach, we consider that CHs
are trustworthy nodes and they are not threatened. They are responsible for (i) filtering
and aggregating measurements (inherent tasks of any CH), (ii) receiving alarms from
its sensors, and (iii) resending any information to the gateway. Here, the gateway acts
as a powerful interface between the acquisition world and the SCADA Center, with
the capability for processing data and translating different types of messages. For rea-
sons of simplicity, we assume that the communication link ‘sensor-sensor’ and ‘sensor-
gateway’ are protected by using security services of ISA100.11a, and communication
‘gateway-hand-held’ and ‘gateway-SCADA Center’ are protected through security ser-
vices of the TCP/IP standard and/or virtual private networks.

Table 1 summarises the advantages of building a proactive and reactive system based
on IWSNs, MANETs, ISA100.11a and the Internet. Note that this table is based on the
needs identified for WASA and on the studies done on WSNs, MANETs and the Inter-
net in [5]. When combining technologies, different types of advantages are obtained,
such as monitoring, prevention, detection, alerting, response, collaboration and mobil-
ity. Given this, the next step is to present the approach using the mentioned technologies.

Table 1. Advantages of using IWSNs, MANETs, ISA100.11a and the Internet for WASA

Technologies Monitoring Prevention Detection Alert Response Collaboration Mobility
A IWSN & ISA100.11a

√− local
√ √ √ √− local

B MANETs
√
− local

√
− local

√
− local

√

C The Internet
√− remote

√− remote

D A & B & C
√
− local/remote

√ √ √ √ √
− local/remote

√
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3 PDR in Wide-Area Situational Awareness

As mentioned in Section 2, the sensor network follows a hierarchical configuration
where CHs take on a special role within our approach. Each CH is configured with
four main modules; a Normalisation module, a Behaviour Pattern module, a Filtration-
Aggregation module and an Alarm Manager module (See Fig. 2). Any reading value
of voltage, volti, from sensors must be normalised by the Normalisation module in or-
der to format and standardise their contents. The normalised message is later processed
by the Behaviour Pattern module so as to identify normal or abnormal states. Normal
states refer to those acceptable voltage reading values that are inside permitted thresh-
olds, [Vmin,Vmax]. For these states, each CH has to (i) filter and aggregate the new value
through the Filtration-Aggregation module, and (ii) send the aggregated values to the
gateway. When the message is received by the gateway, it re-sends the message to the
SCADA Center for supervision purposes, accountability or future analyses.

Fig. 2. Cluster Head: Dissemination and Warning

For unacceptable states (volti /∈ [Vmin,Vmax]), it is essential to differentiate and clas-
sify different kind of states that could happen in our application context. One way to
classify it would be to (i) consider the six levels of priority offered by the ISA100.11a
standard [4], namely normal, journal, low, medium, high and urgent signalled with 0
to 5 respectively (such a value is denoted here as vi), and (ii) define priority thresholds
for each state. These thresholds not only depend on the security policies, but also the
established policies for each country/organization.

Depending on the vi and priority thresholds, the CH, through the Alarm Manager,
will have to generate a particular type of alert with a specific label; journal, low, medium,
high and urgent. The alert has to be sent to the gateway. For generation of the alert, the
manager makes use of ISA100.11a objects. In particular, these objects come from the
ARMO (Alert Reporting Management Object) class, and they have to be received and
processed by a unique device in the system (in our case, the gateway), which con-
tains the ARO (Alert Receiving Object) class of ISA100.11a. When alarms arrive to
the gateway, the system is expected to respond to them properly and in a timely man-
ner. For this reason, we deal with the prevention, detection and response in this section.
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Our intention is to anticipate infrastructural anomalies, detect suspicious behaviours in
the control network and provide a rapid response to face incidents. These three activities
will be configured inside the gateway using a set of interconnected modules (See Fig.
3). In particular, five main modules; an ARO Manager module, a Prevention module, a
Detection module, a Diagnostic module, and an Alarm Manager module.

Fig. 3. Architecture of the Gateway: Incidents Management and Warning

Any incident from the control network has to be received by the ARO Manager. It is
in charge of queuing incidents according to their priorities and handling critical alarms
[4,5]. These alarms have to be forwarded to the Alarm Manager Module so that it can
locate the nearest staff in the field immediately. For localisation of human operators, it
is necessary to depend on the global positioning technologies and an updated database
with information relative to deployment knowledge of sensors and human operators’
availability according to their contracts. Both tasks are performed by the sub-module
Location Sensor & Operator. Lastly, and continuing with the ARO Manager, any non-
critical evidence must be temporally stored in a cache memory for purposes of preven-
tion, detection and response. Given that these three aspects are relevant topics within
our approach, we will discuss them in-depth in the following sections.

3.1 Prevention of Infrastructural Anomalies through a Forecasting Model

Deviations in system attributes such as temperature or voltage levels are the main indi-
cators of infrastructural anomalies. In this section, we propose a forecasting model to
prevent these anomalies, particularly focusing on the voltage measurements. However,
the model can easily be extended to other attributes as well.

As mentioned in previous sections, ISA100.11a classifies voltage measurement using
six criticality levels ([0-5]). Receiving voltage measurements with level 4 or 5 requires
the attention of the operators within a short time period. The forecasting algorithm may
detect an anomaly before receiving a critical alarm (e.g. about 20 minutes ahead), and
this enables the operator to have more time to resolve the problem.
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Threshold

α

Early 
Warning 
Alert

Fig. 4. Early warning alert and threshold value

The forecasting model aims to predict the occurrence of the critical alarms based on
the assessment of previously received signals. To this end, the CHs collect the signals
from sensors and send them to the gateway to be temporarily stored in a cache mem-
ory, which stores the voltage measurements received over the last ΔTwindow minutes.
Note that the Prediction module exports all the information with priority [0-3] from this
cache to a internal buffer stored by IDCH j and IDsi. This buffer is applied for analyzing
the behaviour of the system in the following minutes. Exportation is done each time pe-
riod (denoted here as ΔT diagnosticPrevention), the value of which is defined by the security
policies.

Evaluation of the values in cache memory is done independently for each sensor.
When the system is stable, we assume that these measurements follow an indepen-
dent discrete probability distribution with Pr(v = i) = pi for i = 0,1, . . . ,5, with
p0, p1, p2, p3 ≥ 0 and p4 = p5 = 0, where v is the voltage measurement level. It should
be noted that the distribution of v should be estimated based on previous signals
received when the system is in stable position. Moreover, the estimated distribution
should be tested periodically, especially after making some infrastructural changes
to the system. When there is an incident in the system, the distribution of v starts
to deviate from the original distribution. The measurements tend to increase and
eventually the sensors generate critical alarms, i.e. p4 and p5 are no longer zero.

Table 2. False alarm probabilities and corresponding threshold values for D1 and D2 depending
on k previous values

α T for D1 T for D2 α T for D1 T for D2

0.01 14 9 0.01 15 23
k = 5 0.05 11 7 k = 10 0.05 12 20

0.10 10 6 0.10 11 19

Let (v1,v2, . . . ,vk) be the measurements corresponding to a particular sensor in the
temporary cache memory that are received in the last ΔTwindow minutes. The evalua-
tion of the forecasting algorithm is based on the summation of vi values, Sk = v1 +
v2 + . . .+ vk. Whenever the summation is greater than a threshold value, the algorithm
sends an early warning alert for the corresponding sensor. The threshold value T is se-
lected so that Pr(Sk ≥ T )≈ α, where α is an acceptable false alarm probability, i.e. the
probability that the forecasting unit incorrectly outputs an early warning (See Fig. 4).
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Calculation of this probability requires the distribution of the Sk, which can be deter-
mined by induction, using the facts (i) the distribution of S1 is equal to the distribution
of vi’s, and (ii) the distribution of Sk = Sk−1 + vk. Table 2 provides threshold and false
alarm probabilities for two example distributions, D1 and D2, where D1 is the discrete
uniform distribution i.e., pi = 0.25 for i = 0, . . . ,3 and D2 satisfies pi ≈ 2pi+1, for
i = 0,1,2, i.e., p0 = 0.5335, p1 = 0.2667, p2 = 0.1333 and p3 = 0.0665.

3.2 Detection of Control Anomalies

As mentioned above, the Detection module is in charge of detecting suspicious anoma-
lies in the sensor network. These anomalies are related to relays, deSync and loss of
sensitive information, as well as the presence of dead nodes. To control these threat-
ening situations, we use four counters for each sensor; Crelay, CdeSync, ClossIn f and
CdeadNode. These counters should be frequently initialised when a given time for di-
agnosis, ΔT diagnosticDetection , is attained.

For diagnostic, the Detection module needs to evaluate the time-stamp of each mes-
sage received. If the time-stamp of a specific message is outside of an established max-
imum time for receiving messages (TMAX ), then the module may deduce that such a
message was lost within the network, increasing the value of the counter ClossIn f . It
is also possible that the time-stamp is within the required time, but a relay threat or a
deSync threat are happening in the field. To detect a relay threat, a correlation process
should be carried out so as to check evidence streams with information stored in the
cache, the entries of which should be ordered by the time-stamp so as to speed up the
process of search and correlation of values. In this way, if a specific sensor si with IDsi

already sent a message with time-stampsi in the past, then the Detection module may
infer that a relay attack is starting within the system, increasing its Crelay. Similarly,
we require configuration information related to each sensor, such as the expected time
to receive an evidence, to detect a deSync threat. If a sensor si with IDsi sends mes-
sages outside expected time period, the Detection module increases the counter CdeSync.
This also means that it is important to take into account the network configuration, as
ISA100.11a offers the possibility of configuring the time division multiple access with
specific a time-slot for the data link layer, in addition to providing a customizable hop-
ping method for 16 channels. Note that two further situations may arise when a deSync
threat is frequently produced within the network; (i) hardware or software problems, or
(ii) the presence of a delay attack. A delay attack refers to forwarding information in a
desynchronized manner in order to provoke delays in the reception of messages.

However, none of the previous measures control the presence of a dead node, which
could be caused by a physical attack, energy exhaustion or a Denial of Service (DoS)
attack. To this end, we use a diagnostic procedure, which is frequently executed when
ΔT diagnosticDetection is reached. This procedure checks the cache memory in order to see
whether a particular sensor si with IDsi temporally stopped its activity in the field. If so,
the Detection module has to update the counter CdeadNode. When four counters exceed
their respective prescribed thresholds, the Detection module will have to warn of the
situation immediately. The notification must include CH j-IDCH j, si-IDsi, the type of
event and the priority of the detected event. The events can range from ‘relay-threat’,
‘deSync-threat’, ‘lossInf-threat’ to ‘dead-node’. To complete the functionality of this



PDR: A Prevention, Detection and Response Mechanism 31

part of the approach, we recommend to consider for a future other further detection
measures (e.g., jamming, hardware failure, node subversion, tampered, manipulation),
many of which are extensively analysed in [6,7].

3.3 Response to Anomalies and Evaluation

After the resolution of incidents in the field, human operators should provide the system
with enough feedback on the situation to be able to evaluate the level of precision (either
of the prediction module or the detection module) (cf. Section 3.1 and Section 3.2). This
feedback consists of three simple values; good, bad and undetected, and they have to be
introduced through authorised hand-held interfaces and sent back to the gateway. When
this feedback is received by the gateway, it has to be managed by the Diagnostic module
to rate the final behaviour of the Prediction module and the Detection module. Given
that we predict infrastructural anomalies and detect control anomalies, such feedback
also has to include the type of resolution; i.e. an infrastructural issue or a control issue.
With all of this information, the Diagnostic module has to compute a set of counters,
which are declared as follows:

– Two counters of True Positive (CPredictionT P and CDetectionT P) are incremented when-
ever a suspicious threat was properly predicted/detected by the system, and the
human operator’s feedback indicates a ‘good’ value.

– Two counters of False Positive (CPredictionFP and CDetectionFP) are incremented
whenever a suspicious threat was not correctly predicted/detected, and the human
operator’s feedback signals it as a ‘bad’ value.

– Two counters of False Negative (CPredictionFN and CDetectionFN) are incremented
whenever the human operator’s feedback indicates the presence of an undetected
critical situation (an ‘undetected’ value), and the approach was not able to detect it.

– Two counters of True Negative (CPredictionT N and CDectionT N) are incremented when-
ever a valid situation (e.g. volti ∈ [Vmin,Vmax]) happens within the system and it was
properly classified by the system as innocuous.

Considering all these variables, the Diagnostic module has to find the way to eval-
uate the precision of our mechanism throughout its entire life-cycle. To this end, a set
of metrics and measures of contingency described in [17] have been considered for our
mechanism. These metrics consist of estimating the ‘precision’ by eventually comput-
ing the equations of Table 3.

Table 3 also shows us a set of thresholds, namely TPredictionFP, TPredictionFN ,
TDetectionFP, TDetectionFN , which should be defined to control the real level of precision
of the modules. Note that the threshold for false negative rates should be much more
restrictive with respect to the rest, since it is unacceptable that a control system cannot
be able to predict/detect undesirable situations. Thus, when a false negative rate (either
CPredictionFN or CDectectionFN) is higher than its prescribed threshold, a report should be
generated to warn the SCADA Center of the situation immediately. In this case, the
organisation will have to analyse, for example, the possibility of extending the value of
ΔT diagnostic for detection or changing the probabilities of the transition between states
for prediction. In contrast, a high false positive rate is not really a problem for critical
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Table 3. Precision Levels of the Prevention and Detection modules

Rate Prevention Detection

True Positive CPredictionT P
CPredictionT P+CPredictionFP

CDetectionT P
CDetectionT P+CDetectionFP

False Positive CPredictionFP
CPreventionF P+CPreventionT N

≤ TPredictionFP
CDetectionFP

CPreventionFP+CPreventionT N
≤ TDetectionFP

False Negative CPredictionFN
CPreventionFN+CPreventionT P

≤ TPredictionFN
CDetectionFN

CPreventionFN+CPreventionT P
≤ TDetectionFN

environments given that this fact does not imply a loss of critical warnings. Lastly, it is
worth stressing that the Prediction and Detection modules maintain a narrow relation-
ship with each other. If the Detection module is not able to detect a delay attack, it is
possible that the Prediction module increases its CPredictionFN , since critical alarms may
be delayed. Similarly, if a relay attack appears within the network, the values sequence
may change the value of CPredictionFN or the CPredictionFP by re-sending messages with
priority [0,2] or [3], respectively.

4 Conclusion

In this paper we have modelled a preventive and reactive system based on four main
types of technologies: IWSNs, MANETs, the Internet and the ISA100.11a standard.
With this, we aim to show the capabilities of these technologies for prevention, de-
tection and response in critical environments, and of course, cover some still pending
challenges for WASA. As a result, the proposed system is able to warn of an emergency
situation in advance, detect anomalous behaviours and respond against crisis situations
in order to minimise security risks and avoid a cascading effect. On the other hand, the
solution, called here PDR, is also able to evaluate by itself the level of precision of its
components of prevention and detection. This process will help the SCADA Center to
maintain an exhaustive report corresponding to the functionality and reliability of the
control service in the field and at any time.

Lastly, it is essential to continue advancing in this research area since there are a lot
of open issues that need to be dealt with, such as security and connectivity problems
when heterogeneous devices are being connected. For this reason, our next goal is to
research how to connect sensors to the Internet [18] when gateways are not working,
and how alarms and measurements can reach the SCADA Center in emergency situa-
tions in a secure manner. Likewise, it would also be interesting to (i) provide location
privacy mechanisms so as to protect the deployment of sensors and their visibility with
respect to external threats [19]; and (ii) design and adapt lightweight computational in-
telligence techniques (e.g., expert systems or learning mechanisms) that may substitute
the presence of human operators in the field.
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Abstract. Smart grid security has many facets, ranging over a spec-
trum from resisting attacks aimed at supervisory and control systems,
to end user privacy concerns while monitored by the utility enterprise.
This multi-faceted problem also includes vulnerabilities that arise from
deployment of local cyber-physical attacks at a smart metering location,
with a potential to a) manipulate the measured energy consumption, and
b) being massively deployed aiming at destabilisation. In this paper we
study a smart metering device that uses a trusted platform for storage
and communication of metering data, and show that despite the hard
core security, there is still room for deployment of a second level of de-
fence as an embedded real-time anomaly detector that can cover both
the cyber and physical domains.

1 Introduction

Limitations of today’s power networks, combined with the need for sustainable
energy resources has led to promotion of smart grid architectures [1]. These
promise higher reliability due to the inherently distributed nature of production
and distribution, higher efficiency due to incorporation of mass scale sensors and
faster management dynamics, and fine-grained adaptation to local failures and
overloads. The large scale deployment of such networks is, however, dependent on
exploitation of standard (IP-based) protocols, commodity sensors and actuators,
and the ability of vendors to create a trusted environment on which adaptations
of supply and demand can be based. The notion of cyber-physical systems, aim-
ing to cover the "virtually global and locally physical" [2] is nowadays used even
to encompass smart grids as an illustrating example.

Security is one of the less developed attributes in the cyber-physical domain.
While security is indeed part of the grand challenges facing large scale develop-
ment of cyber-physical systems, the focus of smart grid security is increasingly
on threats to control systems [3], or serving the privacy of the end user while
being subject to monitoring [4]. In this paper we address the risk of manipula-
tions at the end-user level, even when a trusted infrastructure is assumed to be
present at the smart metering end points.

B. Hämmerli, N. Kalstad Svendsen, and J. Lopez (Eds.): CRITIS 2012, LNCS 7722, pp. 34–45, 2013.
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The contributions of this paper are as follows:

1. We analyse the design of a smart meter which uses trusted computing tech-
nology to enforce strong security requirements, and we show the existence
of a weakness in the forthcoming end-nodes, justifying real-time anomaly
detection.

2. We propose an architecture for embedded anomaly detection for both the
cyber and physical domains in smart meters and create an instance of a
clustering-based anomaly detection algorithm in a prototype under industrial
development.

3. We illustrate the detection of cyber attacks, which in principle can be script-
based and massively deployed, and provide the infrastructure owner with
reliable alerts.

The rest of the paper is organised as follows: Section 2 discusses the related work
in this field, Section 3 presents the smart metering infrastructure, Section 4 dis-
cusses our proposed anomaly detection architecture and Section 5 shows the de-
tection results on some cyber-attacks performed on a prototype of a smart meter.

2 Related Work

Smart grid cyber security has been a hot topic in recent years, with both re-
searchers, industry and organisations involved in the definition of security re-
quirements and standard solutions [5–7].

The Advanced Metering Infrastructure (AMI) is particularly vulnerable to
cyber attacks, and careful attention has been given to its specific security re-
quirements analysis [8]. Confidentiality, privacy, accountability, integrity and
availability are critical requirements for accurate electricity billing and real-time
power demand estimation. Cleveland [8] points out that encryption alone is not
the solution that matches all the requirements, and automated diagnostics, phys-
ical and cyber intrusion detection can be means of preventing loss of availability.

Intrusion detection has been considered as a possible defence strategy in AMIs.
Berthier et al. [9, 10] highlight the need for real-time monitoring in AMI systems.
They propose a distributed specification-based approach to anomaly detection
in order to discover and report suspicious behaviours during network or host op-
erations. The advantage of this approach, which consists of detecting deviation
from high-level models (specifications) of the system under study, is the effec-
tiveness on checking whether the system follows the specified security policies.
The main disadvantages are the high development cost and the complexity of
the specifications.

Kush et al. [11] analyse the gap between conventional IDS systems and the
specific requirements for smart grid systems. They find that an IDS must sup-
port legacy hardware and protocols, be scalable, standard compliant, adaptive
to changes, deterministic and reliable. They evaluate a number of existing IDS
approaches for SCADA systems, the approach by Berthier et al. and few con-
ventional IDS systems that could be applied to AMIs, and they verify that none
of them satisfies all the functional requirements.
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Beside cyber attacks, physical attacks are also a major cause of concern. Elec-
tricity theft is the main motivation that induces unethical customers to tamper
with the meters, and the minimisation of energy theft is a major reason why
smart metering practice has been initiated. McLaughlin et al. [12, 13], however,
show that smart meters offer even more vulnerabilities compared to the old elec-
tromechanical meters. Physical tampering, password extraction, eavesdropping
and meter spoofing can be easily performed with commodity devices.

An approach for discovering theft detection with smart metering data is dis-
cussed in Kadurek et al. [14]. They devise two phases: during the first phase the
energy balance at particular substations of the distribution systems is monitored.
If the reported consumption is different from the measured one, an investigation
phase aims as locating the point where the fraud is taking place.

In our environment the security requirements for AMI are fulfilled using
trusted computing technology, complemented by our proposed embedded anomaly
detection architecture that takes into account both the cyber and the physical
domain.

3 The Trusted Smart Metering Infrastructure

The Trusted Sensor Network (TSN) [15] is a smart metering infrastructure de-
fined as a use case within the EU FP7 SecFutur Project [16]. The main goal
of this solution is to ensure authenticity, integrity, confidentiality and account-
ability of the metering process in an environment where multiple organisations
can operate and where legal calibration requirements must be fulfilled [15]. This
goal is achieved by a careful definition of the security requirements supported by
trusted computing techniques. As depicted in Figure 1, a Trusted Sensor Module
(TSM) is located in each household. The energy measurements produced by one
or more sensors are encrypted and certified by the TSM, which sends them to
a Trusted Sensor Module Collector (TSMC). This component gathers the data
coming from several TSMs and relays it to the operator server infrastructure

Fig. 1. Trusted Smart Metering Infrastructure [15]
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for its storage. Through the general purpose network several organisations can
get remote access to the functionality of the metering system for installation,
configuration and maintenance, but strict access policies and accountability of
the actions are enforced.

A smart meter in this architecture is called Trusted Meter (TM), and it can
be composed of one of more physical sensors, one or more TSMs and one TSMC.
A detailed description of the architecture is presented elsewhere [15].

MixedModeTM, a partner company within the SecFutur project, has devel-
oped a prototype of a Trusted Meter, described in the next section.

3.1 Trusted Meter Prototype

The prototype of a TM is composed of one physical sensor and includes the
functionalities of a TSM and a TSMC. The sensor is an ADE7758 integrated
circuit, which is able to measure the accumulated active, reactive and apparent
power. The functionality of the sensor is accessible via several registers that can
be read or written through its interface to the Serial Peripheral Interface (SPI)
bus. There is a variety of registers that can be accessed for reading out energy
measurements, configuring the calibration parameters, operational states etc.

Fig. 2. Trusted Meter

The sensor is then interfaced with an OMAP 35x system where the function-
alities of the TSM and TSMC are implemented in software, with the addition
of specialised hardware, namely Trusted Platform Module (TPM), that provides
the trusted computing functionalities. The system, running Ångström Linux,
uses secure boot to ensure that the hardware and software modules are not cor-
rupted and encryption is used to send out the readings to the operator servers.

3.2 Threats

After a careful study of the security requirements of the system, the applied
security mechanisms and the design of the meter prototype, we came up with
the following observations:

– The consumption measurements, certificates, and credential recorded in the
processor module (OMAP 35x) will not be subject to change by malware or
external applications due to the use of TPM technology, which also prevents
typical smart meter vulnerabilities reported in an earlier work [12].

– The metering data that is sent out to the operator servers is encrypted by
the application, hence secure while in transmission.
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– The weakest point in the system is represented by the unprotected physical
connection between the sensor and the OMAP 35x system where the TSM
and TSMC functionalities are implemented.

The main threat is hence represented by potential man-in-the middle attacks
on the SPI bus that affect the values of data or commands transmitted, as
depicted in Figure 3.

(a) Manipulation of consumption val-
ues

(b) Manipulation or injection of control
commands

Fig. 3. Possible attack on the communication bus

A possible solution would be again based on encryption of the messages prior
to the transmission on the SPI bus. This could be applicable in the cases when
the sensor and the TSM are two physically separate modules, but when it comes
to an embedded system, encryption would dramatically increase the complexity
of the sensor circuitry, that must be kept cheap due to the large scale deployment.

The above analysis shows the need for real-time monitoring for intrusion de-
tection is still present although trusted platforms offer higher level of protection
than earlier solutions. This motivates proposing an embedded anomaly detection
as potential technology to explore.

4 Embedded Anomaly Detection

The proposed embedded anomaly detection architecture is devised to be included
in the functionality of the Trusted Meter. Figure 4 illustrates the main compo-
nents of the architecture. It consists of five modules: a data logger, a data prepro-
cessor, two anomaly detection modules and an alert aggregator. The data logger
is in charge of listening for communication events and data exchange through
the sensor-TSM channel. It will record both the cyber domain information, i.e.
packet headers or connections, as well as the physical energy measurements.

The data preprocessor is in charge of transforming the raw signals detected
on the channel into feature vectors that can be fed to the anomaly detection
modules for evaluation of current state.
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Fig. 4. Proposed Cyber-Physical Anomaly Detection Architecture

Anomaly detection consists of two modules: one is used for the cyber layer,
i.e. the communication protocol on the SPI bus in the prototype meter, while
the second is used to detect anomalies on the physical layer, the actual energy
consumption that is reported by the sensor. The motivation for this distinction
is the need for having two different time scales on the state estimation in the two
domains: while the cyber communication can be monitored and suspicious events
detected within seconds, anomalies on the physical domain need to be discovered
in the order of days or weeks. This is due to the fact that load profiles change
detection is only meaningful when based on a sufficiently long time window. The
two modules complement each other: while command injection on the bus can be
detected by the cyber layer anomaly detector, consumption data manipulation
leading to changing consumption statistics can be detected by the physical layer
anomaly detector.

The last component of the architecture, the alert aggregator, takes as input
the alarms generated by the two anomaly detector modules and decides whether
anomalous behaviour should be reported to the central system.

In the following sections we will describe the modules in depth and present
their implementation in our current test system.

4.1 Data Logger

In the prototype meter, the unprotected communication channel between the
sensor and the TSM+TSMC module is the SPI bus. The SPI communication
is always initiated by the processor (in the OMAP 35X system) who writes,
in the communication register of the sensor, a bit that specifies whether the
operation is a read or a write command, followed by the address of the register
that needs to be accessed. The second part of the communication is the actual
data transfer from or to the addressed register of the sensor. The application that
implements the TSM and TSMC functionalities performs an energy reading cycle
every second, sending calibrations or configuration commands when required.

Our bus logger records the following information: the timestamp of the oper-
ation, the command type (read or write), the register involved in the operation
of the value that is read or written. In our experimental setup, as described
later, the data logged at the driver level of the SPI interface of the TSM+TSMC
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side sufficed for our evaluation. However, bus messages should be sniffed and
logged by an external element in order to record all the commands received by
the ADE7758 sensor, and its deployment will be considered in the design of the
next version of the prototype.

4.2 Data Preprocessing and Feature Extraction

The data preprocessor receives records in the format presented in the previous
section, and produces vectors of features that will be processed by the anomaly
detectors. A common data preprocessor for both domains avoids processing the
received data twice. The features selected are numerical variables that together
represent the normal operation of the system. For the cyber domain, these are
based on information regarding the frequency and types of operations carried out
on the SPI bus during a period of observation time I. There are three categories
of features:

– Operation Type: percentage of number of read or write operations per-
formed in the period of observation I. An additional feature counts the num-
ber of times the read-only registers are accessed, which is useful to capture
the fact that most of the time (every second in our case) the communication
is performed to read out energy measurements.

– Category Type: percentage of the number of times the registers of the
following categories are accessed in the period of observation I : reading,
configuration, interrupt, calibration, event, info. The first category includes
registers used for accumulation of active, reactive and apparent energy accu-
mulation for the three different phases. Register categorised as configuration
are those used for configuring different operational parameters of the energy
measurement. Registers in the category interrupt are interrupt status flags.
Registers included in the event category are used to store information on
events such as voltage or current peak detection etc. The category calibra-
tion, groups the important registers used to calibrate the different parameters
of the sensor. Finally, the info category groups registers where checksums
and the version of the sensor are stored.

– Register Frequencies: usage frequency of each individual register ad-
dressed in the period of observation I.

These features are designed to characterise the typical communication patterns,
therefore anomalous communication sequences or register access rates should be
discovered by the anomaly detector.

In the physical domain, commonly used indices for customers characterisation,
based on load profiles, can be utilised as features. These include daily indices, as
the widely used indices proposed in Ernoult et al. [17], such as the non-uniformity
coefficient α = Pmin

Pmax
, the fill-up coefficient β =

Pavg

Pmax
, the modulation coefficient

at peak hours MCph =
Pavg,ph

Pavg
and the modulation coefficient at non-peak hours

MCoph =
Pavg,oph

Pavg
, where Pmin is the minimum power demand reported during

the day, Pmax is the maximum power demand, Pavg is the average power demand,
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Pavg,ph is the average power demand during the peak hours and Pavg,oph is the
power demand during the off-peak hours. More refined indices that take into
account weekly patterns (working days and weekends) can be added, as those
described in Chicco et al. [18].

4.3 Cyber-Layer Anomaly Detection Algorithm

The sensor-processor communication is based on a series of messages exchanged
through the bus. In this context, the set of possible combinations is not very
large, due to the fact the set of registers accessible is bounded. The behaviour
in terms of the commands sequences, captured by the features selected, can be
considered as data points that fall into certain regions of the multidimensional
features space. In order to identify the good behaviour, an algorithm that is
able to identify these regions and consider them as the normality space would
be needed.

Therefore, we have adopted and embedded an instance of a clustering-based
anomaly detection algorithm [19] that uses a smart indexing strategy and is
therefore computationally efficient. Section 5 presents the evaluation of this al-
gorithm.

4.4 Physical-Layer Anomaly Detection Algorithm

The features available for modelling the physical domain suggest that when
the load profile changes due to an eventual attack, the statistics over a long
period would be affected. A lightweight change detection algorithm can therefore
be embedded into the smart meter. A statistical anomaly detector using the
indicators described in Section 4.2 has been developed. However, due to absence
of long term data and ability to train and test the anomaly detector on consumed
electricity profiles, we have focused development and tests on the cyber level
attacks.

4.5 Alert Aggregator

The last component of the architecture is in charge of collecting the alerts gen-
erated by the anomaly detector modules, and performing aggregation in order
to reduce the number of alarms sent to the central operator. The alert aggre-
gation module can gather additional information in order to provide statistics
that show the evidence of an attack or the anomalous conditions. This creates
a smart meter health although individual analysis would still require a lot of ef-
fort and privacy concerns would hinder its "careless" deployment. However, this
can be useful when investigating areas in which non-technical losses (i. e. losses
that are not caused by transmission and distribution operations) are detected,
supporting for example localisation strategies as in [14]. Future works include
further investigations and privacy-aware development of this module.
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5 Evaluation

In this section we present the evaluation of the anomaly detection on a number
of attacks performed in the cyber domain. We start presenting the methodol-
ogy to collect the data for evaluation. Then we introduce the cyber attacks we
performed and finally we show the outcomes of the clustering-based anomaly
detection algorithm.

5.1 Data Collection

In order to obtain data for training and testing the anomaly detection algorithm,
the trusted meter prototype has been installed in a household and real energy
consumption measurements have been collected during a period of two weeks in
January 2012. Although this frame of time is not long enough to capture nor-
mality for the physical domain, it is representative enough for the cyber domain,
where a 187MB data log file has been collected. The log, produced by the data
logger module as explained in section 4.1, is composed of bus communication
transactions that involve several registers for energy reading, sensor configura-
tions, calibration commands and sensor events. The energy reading operations
are performed with a period of one second, and they are predominant in the
dataset. The data preprocessor, as presented in section 4.2, gathers the trans-
actions during a period of observation I which has been set to 10 seconds, and
produces a feature vector that is processed by the anomaly detection algorithm.

5.2 Cyber Attacks and Data Partitioning

Four types of attack have been implemented:

1. Data Manipulation Attack: In this scenario, the attacker performs a
man-in-the-middle attack in which the values of the registers involved in the
energy measurement are lowered. This can be easily done by overwriting the
signal on the bus on every reading cycle.

2. Recalibration Attack: This commands is injected on the bus in order to
change the value of some registers that hold calibration parameters, caus-
ing the sensor to perform erroneous measurement adjustments during its
operation.

3. Reset Attack: This command causes the content of the energy accumula-
tion registers to be wiped out. It has to be executed within every reading
cycle in order to reduce the reported energy consumption. In our scenario,
we executed it with a period of one second, interleaving it with the period
of the measurement process.

4. Sleep Mode Attack: This command puts the sensor into sleep mode, e.g.
no measurements are taken. While in sleep mode, the sensor SPI interface
still replies to the commands executed by the processor module, but the
energy consumption is not accumulated by the sensor.
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In our evaluation, we tested the attacks 2 to 4, since attack 1 does not pro-
duce new messages on the bus and it would only be detectable by the physical
layer anomaly detector. The attacks were first implemented at application level,
through the SPI interface drivers of the processor module. Since the data was
collected in an attack-free scenario, a script has been implemented to weave the
attack information into the clean data. Our traces consist of two weeks of logs
in which 2/3 of the data represent normal conditions, and the remaining 1/3
is affected by one attack at a time. Thus 3 different testing traces were gener-
ated. However, a physical hardware that can implement such attacks on the bus
(SecFat) is under development in the SecFutur project.

The anomaly detector algorithm is therefore trained with the feature vectors
obtained by the first third of the data, while we tested with 3 traces in which
half of the trace contains the remaining one third of normal data and the rest
the normal data interleaved with an attack. When the data preprocessor com-
puted the feature vectors, we manually set an oracle bit to indicate whether the
features are affected by an attack or not. This will be helpful for comparison
when evaluating the outcomes of the anomaly detection algorithm.

5.3 Results

During our evaluation, we have tuned the two classical parameters of the
clustering-based anomaly detection algorithm which need to be configured man-
ually in order to create a good normality model and optimise the search effi-
ciency. These are the maximum number of clusters (M), and a cluster centroid
distance threshold (E), that is used when determining whether a new data point
falls within its closest cluster or not. The optimal number of clusters typically
depends on the distribution of the input data into the multidimensional space.
The threshold is also important, since during real-time monitoring it determines
whether a new feature vector belongs to any pre-existing cluster or not. There-
fore, in order to select a suitable combination of the two parameters, the out-
comes of the detection were explored with M ranging from 10 to 100, and E
ranging from 1 to 2.5.

The metrics used for evaluating the detection algorithm were the detection
rate (DR), calculated from the percentage of feature vectors during the attack
that are correctly classified as anomalous, and the false positive rate (FPR),
which measures the percentage of normal observations that are erroneously clas-
sified as anomalous.

Our results show that the algorithm does not build a correct partitioning of
the normality data when M is set to 10 and 20 with all the possible combinations
of E. In the detection phase, all the observations (with or without attacks) are
classified as anomalous, leading to 100% DR but with a 100% FPR rate. An
optimal partitioning of the normality data is found when M is set to at least
30. In this case, the algorithm uses 18 clusters to model the data, and for every
configuration of E in the range between 1 and 2 we get 100% DR with no
false positives for all three types of attacks. In the cases when E is over 2 we
allow a very large threshold and the detection rate is reduced to zero for the
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recalibration attack, since it is the attack type that is more similar to normal
conditions where recalibration takes place in the training period. The results are
similar when increasing M up to 100. This means that the algorithm finds 18
clusters to be the best number for modelling the normality data.

6 Conclusion and Future Work

In this paper we have analysed the vulnerabilities of a recently designed smart
metering infrastructure. Although confidentiality, authenticity, accountability,
integrity and privacy are provided by the use of TPM technology embedded into
smart meters, some vulnerabilities persist and real-time monitoring for cyber and
physical tampering attacks is still a security solution that must be considered
when designing new smart meters. Therefore, we have explored deployment of
a lightweight embedded anomaly detection architecture that takes into account
both cyber and physical domains and implemented and evaluated part of this
architecture on a smart meter prototype. The evaluation performed on attacks
in this psuedo-real settings has shown that the algorithm is able to efficiently
detect several types of attacks without emitting any false positive.

Further development will target the physical layer anomaly detector and the
module that combines the outcomes of the detection on both domains and pro-
vides a smart meter health indicator to provide the utility company with a more
accurate non-technical loss analysis.
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Improving Control System Cyber-State Awareness  
Using Known Secure Sensor Measurements  

Ondrej Linda, Milos Manic, and Miles McQueen 

Abstract. This paper presents design and simulation of a low cost and low false 
alarm rate method for improved cyber-state awareness of critical control sys-
tems - the Known Secure Sensor Measurements (KSSM) method. The KSSM 
concept relies on physical measurements to detect malicious falsification of the 
control systems state. The KSSM method can be incrementally integrated with 
already installed control systems for enhanced resilience. This paper reviews 
the previously developed theoretical KSSM concept and then describes a simu-
lation of the KSSM system. A simulated control system network is integrated 
with the KSSM components. The effectiveness of detection of various intrusion 
scenarios is demonstrated on several control system network topologies. 

Keywords: Cyber-Security, Critical Control Systems, State-Awareness. 

1 Introduction 

Resiliency and enhanced state-awareness are crucial properties of modern control 
systems. Especially critical infrastructures, such as energy production and industrial 
systems, would significantly benefit from being equipped with intelligent components 
for timely reporting and understanding of the status of the control system. This goal 
can be achieved via complex system monitoring, real-time system behavior analysis 
and timely reporting of the system state to the responsible human operators [1].  

In [2] a resilient control system was defined as follows: “… one that maintains 
state awareness and an accepted level of operational normalcy in response to distur-
bances, including threats of an unexpected and malicious nature”. Here, the enhanced 
state-awareness is understood as a set of diverse performance criteria such as cyber or 
intelligent analysis that is used to maximize the adaptive capacity of the system to 
respond to threats. 

Falsification of physical system state can pose significant danger to the operation 
of a control system. During system state falsification, an intelligent adversary at-
tempts to deceive the operator with the intention to achieve desired manipulation of 
the control system without early detection. An intuitive way for achieving this task is 
modification of physical measurement values sent to the operators by injecting false 
information. Hence, protection of measurement values is of high importance. There 
exist crypto graphic techniques that provide sufficient level of information protection 
[3], [4]. However these techniques require increased computational cycles, increased 
power, and higher available network bandwidth, which might not be available on 
many currently deployed control systems. 
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To address these issues, a novel low cost, low false alarm rate, and high reliability 
detection technique for identifying manipulation of critical physical process and falsi-
fication of system state was previously proposed [5], [6]. This technique, called 
Known Secure Sensor Measurements (KSSM), uses the idea of obtaining a randomly 
selected subset of encrypted (i.e. known secure) physical measurements that are sent 
in sequence after the plain-text (i.e. insecure and unencrypted) measurements used for 
control. The subsequent comparison of the randomly selected plain-text and the 
KSSM values reveals potential system falsification. By randomly modifying this  
selected subset of KSSM sensors, a complex cyber-state awareness of the control 
system and falsification of system state can be maintained while imposing as little 
additional computational and bandwidth cost as desired. Hence, by utilizing the phys-
ical measurements themselves for aiding cyber-security, the KSSM method differs 
from traditional approaches to network system security such as anomaly or signature 
detection systems [7]-[10]. 

This paper describes the design and simulation of the KSSM method. First, the 
overall architecture of the system is presented, followed by description of the two 
major components, Sensor Selector and Signal Analyzer. The Sensor Selector uses an 
algorithm to perform pseudo-random sensor selection based on multiple criteria. The 
Signal Analyzer contains a buffer of requested KSSM values and performs measure-
ment comparison and system state falsification detection. The designed KSSM system 
architecture was integrated with a virtual control system communication network. The 
performance of the system is demonstrated on several test scenarios. 

The rest of the paper is organized as follows. Section 2 reviews the previously pro-
posed KSSM concept, followed by description of the design and simulation of the 
KSSM enabled control system in Section 3. Experimental testing is presented in  
Section 4 and the paper is concluded in Section 5. 

2 Known Secure Sensor Measurement Concept 

The concept of Known Secure Sensor Measurements was previously proposed in [5]. 
The KSSM technique constitutes a novel low cost, low false alarm rate, and high 
reliability detection technique for identifying malicious manipulation of critical phys-
ical processes and the associated falsification of system state. The fundamental idea of 
the method is to obtain a randomly selected subset of encrypted (known secure) phys-
ical measurements that are sent in sequence after the plain-text (unencrypted) mea-
surements used for control. The comparison of the randomly selected plain-text and 
KSSM values reveals potential falsification of system state. 

The developed KSSM concept was targeted for critical infrastructure control systems 
that lack robust crypto graphic techniques and have limited computational and communi-
cation bandwidth resources. It is important to note here that most critical infrastructures 
fit well within this targeted group. Hence, the KSSM method is widely applicable. 

The fundamental assumption of the KSSM method is that the intelligent attacker is 
able to compromise any of the components in the information layer of the control system. 
The information layer is a communication layer which communicates physical process 
measurements to the process control layer, where they are presented to the operator.  
Fig. 1 depicts an exemplary hybrid energy production system with highlighted physical,  
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3.2 KSSM Sensor Selector 

The main task of the Sensor Selector is to perform randomized sensor selection every 
time iteration. To achieve this, the Sensor Selector contains an approximate model of 
the network topology in a form of a tree data structure. The root of the tree corres-
ponds to the main communication node of the control system network. Branches con-
nect the root node to possibly multiple-levels of nodes. Each node corresponds to a 
sub-network in the real network system. Finally, leafs of the tree structure correspond 
to individual KSSM-enabled sensors. It should be noted that it is not required for the 
tree structure to exactly match the real communication network topology. Rather, the 
branches of the tree should correspond to logical units in the control system network, 
in order to achieve evenly distributed sensor selection. 

The process of sensor selection is performed by randomly descending from the root 
of the tree to particular leaf. All branches in the selection tree emanating from particu-
lar node are assigned a specific selection probability, which guides the random des-
cending process. This method is repeated until the the new subset of KSSM enabled 
sensors has been selected. The branch selection probabilities are updated after selec-
tion of each sensor, so that more probability is distributed to the branches that were 
not assigned. The pseudo-code of this randomized sensor selection algorithm can be 
summarized as follows: 

Step 1: Initialize the sensor selection probabilities pij of each branch in the  
selection tree. 

Step 2: Repeat for all k KSSM sensors. 

Step 2.1: Set current node ni as root. 

Step 2.2: Repeat, until current node ni is a leaf. 

Step 2.2.1: Randomly select jth branch of current node ni based on branch selection 
probabilities pij. 

Step 2.2.2: If there exist unselected leafs in the sub tree connected to the jth branch 
descend to the jth children of current node ni. 

Step 2.3: Return the index of the sensor in the selected leaf. 

Step 2.4: Repeat until current node ni is a root 

Step 2.4.1: For all siblings of current node ni compute the new branch selection 
probability from their parent as: 
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Finally, the importance attributed to a sensor is a subjective value provided by the oper-
ator, which can help to fine-tune the selection algorithm (e.g. some sensors might be more 
important for the control and thus should be sampled more often). In addition, the operator 
can specify the weighting coefficients for the weighted average of these attributes. 

The bottom-up selection weight propagation proceeds in a recursive manner and its 
purpose is to propagate the sensor selection weights up the tree. The algorithm reads 
the selection weight from all children into their common parent, the weights are 
summed and recursively propagated to the higher level until the root node is reached. 

In the final stage, the selection weights need to be converted into branch selection prob-
abilities. This is achieved by descending from the tree root to individual leafs and norma-
lizing the selection weights for all branches emanating from each node. The normalization 
procedure ensures that all branch selection probabilities sum up to 1 for each node. 

3.3 KSSM Signal Analyzer 

The main task of the Signal Analyzer is to monitor the network traffic and detect po-
tential falsification of system state. Every time a KSSM request is sent to a particular 
sensor a record about this is stored in the record buffer in the Signal Analyzer. Upon 
receiving the KSSM measurement value, the corresponding plain-text measurement is 
looked up in the record buffer. The KSSM measurement is decrypted and compared 
to the plain-text value. A measurement mismatch can be used to indicate a potential 
presence of an intelligent adversary in the information layer of the system. 

The intelligent adversary who is aware of the KSSM system might attempt to avoid 
detection by preventing the KSSM values from reaching the Signal Analyzer. For this 
reason, the record buffer contains an upper limit on the number of active KSSM 
records. When a KSSM message is blocked its plain-text counterpart will not be re-
moved from the record buffer and the capacity of the buffer will be decreased. When 
this capacity reaches the specified threshold, an indication of potential attempt to 
falsify the system can be reported. 

The Signal Analyzer also gathers important network traffic attributes, which are 
used to adapt the KSSM system to the specifics of the current network traffic. First, 
the time interval of requesting and receiving a KSSM value is computed for each 
sensor. This information is used to calculate the availability of individual KSSM-
enabled sensors. Next, the time interval between obtaining two mismatched plain-text 
and KSSM values for each sensor is being monitored. This information is used to 
calculate the security of individual sensors and used for sensor selection. Finally, the 
Signal Analyzer stores the response time of obtaining the plain-text measurements, 
which can be used to monitor and adjust the appropriate size of the requested KSSM 
sensor subset so that the response of the control system is not affected. This adaptive 
mechanism is explained below. 

The Signal Analyzer monitors the maximum response time of any plain-text sen-
sors and compares that to the requested allowed response time. For example, if the 
sensor values should be reported to the control room once every second than the  
maximum allowed response time can be set to 0.8 seconds to create a safety buffer. 
The difference between maximum and the allowed response time creates a feedback 
signal that could be used to adjust the number of sampled KSSM sensors so that the 
real-time system response is not affected. When the maximum response time is below 
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5 Conclusion 

This paper presented a design and simulation of a low cost, low false and high relia-
bility alarm rate method for improved cyber-state awareness of critical control sys-
tems - the Known Secure Sensor Measurements mechanism. The KSSM method  
relies on the physical measurements to detect malicious falsification of the control 
system’s state. The KSSM technique can be incrementally integrated with already 
installed control systems for enhanced resilience.  

First, the previously developed theoretical KSSM concept was reviewed and then its 
simulation was described. A virtual control system communication network was used to 
demonstrate the performance of the system. It was shown that the KSSM system can 
adapt its parameters to specific network behavior including the operator’s request. Fur-
thermore, it was demonstrated that the number of selected KSSM sensors can be auto-
matically adapted to provide the maximum amount of cyber-state awareness while mi-
nimizing the impacts on the real-time performance of the control system. 

The presented work constitutes a first step towards successful demonstration of the 
feasibility of the KSSM concept. The future work will be focused on additional expe-
rimental testing and implementation of the KSSM concept and on improving the sen-
sor selection algorithm via computational intelligence techniques. 
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Abstract. Cyber-physical systems (CPS) can improve the reliability of
our critical infrastructure systems. By augmenting physical distribution
systems with digital control through computation and communication,
one can improve the overall reliability of a network. However, a system
designer must consider what effects system unreliability in the cyber-
domain can have on the physical distribution system. In this work, we
examine the consequences of network unreliability on a core part of a
Distributed Grid Intelligence (DGI) for the FREEDM (Future Renew-
able Electric Energy Delivery and Management) Project. To do this, we
apply different rates of packet loss in specific configurations to the com-
munication stack of the software and observe the behavior of a critical
component (Group Management) under those conditions. These com-
ponents will allow us to identify the amount of time spent in a group,
working, as a function of the network reliability.

Keywords: cyber-physical systems, critical infrastructure, reliability,
leader election, stability.

1 Introduction

Historically, leader elections have had limited applications in critical systems.
However, in the smart grid domain, there is a great opportunity to apply leader
election algorithms in a directly beneficial way. [1] presented a simple scheme for
performing power distribution and stabilization that relies on formed groups.
Algorithms like Zhang, et. al’s Incremental Consensus Algorithm [10], begin
with the assumption that there is a group of nodes who coordinate to distribute
power. In a system where 100% up time is not guaranteed, leader elections
are a promising method of establishing these groups. A strong cyber-physical
system should be able to survive and adapt to network outages in both the
physical and cyber domains. When one of these outages occurs, the physical or
cyber components must take corrective action to allow the rest of the network
to continue operating normally. Additionally, other nodes may need to react to
the state change of the failed node. In the realm of computing, algorithms for
managing and detecting when other nodes have failed is a common distributed
systems problem known as leader election.
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This work observes the effects of network unreliability on the the group
management module of the Distributed Grid Intelligence (DGI) used by the
FREEDM smart-grid project. This system uses a broker system architecture
to coordinate several software modules that form a control system for a smart
power grid. These modules include: group management, which handles coordi-
nating nodes via leader election; state collection, a module which captures a
global system state; and load balancing which uses the captured global state to
bring the system to a stable state.

It is important for the designer of a cyber-physical system to consider what
effects the cyber components will have on the overall system. Failures in the cyber
domain can lead to critical instabilities which bring down the entire system if
not handled properly. In fact, there is a major shortage of work within the realm
of the effects cyber outages have on CPSs [7] [9]. In this paper we present a
slice of what sort of analysis can be performed on a distributed cyber control
by subjecting the system to packet loss. The analysis focuses on quantifiable
changes in the amount of time a node of the system could spend participating
in energy management with other nodes.

2 Background Theory

2.1 FREEDM DGI

The FREEDM DGI is a smart grid operating system that organizes and coordi-
nates power electronics and negotiates contracts to deliver power to devices and
regions that cannot effectively facilitate their own need.

To accomplish this, the DGI software consists of a central component, the
broker, which is responsible for presenting a communication interface and fur-
nishing any common functionality needed by any algorithms used by the system.
These algorithms are grouped into modules.

This work uses a version of the FREEDM DGI software with only one module:
group management. Group management implements a leader election algorithm
to discover which nodes are reachable in the cyber domain.

2.2 Broker Architecture

The DGI software is designed around the broker architecture specification. Each
core functionality of the system is implemented within a self contained module
which is provided access to core interfaces which deliver functionality such as
scheduling requests, message passing, and a framework to manipulate physical
devices, including those which exist only in simulation environments such as
PSCAD[2] and RSCAD[8].

The Broker provides a common message passing interface which all modules
are allowed access to. This interface also provides the inter-module communica-
tion which delivers messages between software modules, effectively decoupling
them outside of the requirement for them to be able to recognize messages ad-
dressed to them from other modules.
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Several of the distributed algorithms used in the software require the use of
ordered communication channels. To achieve this, FREEDM provides a reliable
ordered communication protocol (The sequenced reliable connection or SRC)
to the modules, as well as a “best effort” protocol (The sequenced unreliable
connection or SUC) which is also FIFO (first in, first out), but provides limited
delivery guarantees.

We elected to design and implement our own simple message delivery schemes
in order to avoid complexities introduced by using TCP in our system. During
development, we noticed that constructing a TCP connection to a node that had
failed or was unreachable took a considerable amount of time. We elected to use
UDP packets which do not have those issues, since the protocol is connectionless.
From there, we were able to implement and develop our lightweight protocols
which are very best effort oriented to deliver messages as quickly as possible
within the following requirements.

Sequenced Reliable Connection. The sequenced reliable connection is a
modified send and wait protocol with the ability to stop resending messages and
move on to the next one in the queue if the message delivery time is too long.
When designing this scheme we wanted to achieve several criteria:

– Messages must be accepted in order - Some distributed algorithm rely on
the assumption that the underlying message channel is FIFO.

– Messages can become irrelevant - Some messages may only have a short
period in which they are worth sending. Outside of that time period, they
should be considered inconsequential and should be skipped. To achieve this,
we have added message expiration times. After a certain amount of time
has passed, the sender will no longer attempt to write that message to the
channel. Instead, he will proceed to the next unexpired message and attach
a “kill” value to the message being sent, with the number of the last message
the sender knows the receiver accepted.

– As much effort as possible should be applied to deliver a message while it is
still relevant.

There one adjustable parameter, the resend time, which controls how often
the system would attempt to deliver a message it hadn’t yet received an ac-
knowledgment for.

Sequenced Unreliable Connection. The SUC protocol is simply a best effort
protocol: it employs a sliding window to try to deliver messages as quickly as
possible. A window size is decided, and then at any given time, the sender can
have up to that many messages in the channel, awaiting acknowledgment. The
receiver will look for increasing sequence numbers, and disregard any message
that is of a lower sequence number than is expected. The purpose of this protocol
is to implement a bare minimum: messages are accepted in the order they are
sent.
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Like the SRC protocol, the SUC protocol’s resend time can be adjusted. Ad-
ditionally, the window size is also configurable, but was left unchanged for the
tests presented in this work.

2.3 Group Management Algorithm

Our software uses a leader election algorithm, “Invitation Election Algorithm”
written by Garcia-Molina and listed in [4]. His algorithm provides a robust elec-
tion procedure which allows for transient partitions. Transient partitions are
formed when a faulty link between two or more clusters of DGIs causes the
groups to temporarily divide. These transient partitions merge when the link
is more reliable. The election algorithm allows for failures that disconnect two
distinct sub-networks. These sub networks are fully connected, but connectivity
between the two sub-networks is limited by an unreliable link. We have included
the timeout we have set (the names are taken directly from [4]) in our tests in
Table 1.

Table 1. Group Management Timeouts

Timeout Duration

Proportional Timeout 10 - 30 seconds

Ready Timeout 10 seconds

Invite Timeout 5 seconds

Check Timeout 15 seconds

Timeout Timeout 10 seconds

The elected leader is responsible for making work assignments and identifying
and merging with other coordinators when they are found, as well as maintaining
a up-to-date list of peers for the members of his group. Likewise, members of
the group can detect the failure of the group leader by periodically checking
if the group leader is still alive by sending a message. If the leader fails to
respond, the querying node will enter a recovery state and operate alone until
they can identify another coordinator to join with.

2.4 Network Simulation

Network unreliability is simulated by dropping datagrams from specific sources
on the receiver side. Each receiver was given an XML file describing the pre-
scribed reliability of messages arriving from a specific source. The network set-
tings were loaded at run time and could be polled if necessary for changes in the
link reliability.

On receipt of a message, the broker’s communication layer examine the source
and select randomly based on the reliability prescribed in the XML file whether
or not to drop a message. A dropped message was not delivered to any of the
sub-modules and was not acknowledged by the receiver. Using this method we
were able to emulate a lossy network link but not one with message delays.
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2.5 System Implementation

The FREEDM DGI software uses a Broker Architectural pattern. This design
is realized in C++ using the Boost Library[3]. We have also make use of other
languages such as Python to provide bootstrapping and start-up routines for the
software.

2.6 How the Network Reliability Simulator Fits into the
Communication Stack

Because the DGI’s network communication is implemented using UDP, there is
a listener class which is responsible for accepting all incoming messages on the
socket the system is listening on. This component is responsible for querying the
appropriate protocol’s class to determine if a message should be accepted. To do
this, when a message is received, the message is parsed by the listener. At this
point the network simulation will halt processing the message if it should be dis-
carded based on the defined random chance in the configuration file. Otherwise,
it is delivered to the addressed module.

3 Experimental Design

Tests were the system were completed by applying network settings and then
running the nodes in the prescribed configuration for ten minutes (using the
UNIX timeout command). At this point the test was terminated and the group
management system appends statistics to an output file. New settings were ap-
plied and the next test was begun.

3.1 Tools Used, Systems Used

The application of settings and the initiation of tests was completed using a
custom script written in Python. This script used a library, Fabric [5], to start
runs of the system by the secure shell (SSH). This was run on one of the machine
and monitored the I/O of all nodes to ensure everything was behaving correctly.

Our experimental software also provided for “bussing,” where a group of edges
would have the same reliability and were iterated together, and “fixing,” which
allowed for edges that would not change reliability across any of the runs.

All tests were run on four Pentium 4 3GHz machines with 1GB of RAM
and Hyper-threading. Tests were run on an ArchLinux install using a real-time
kernel, however, the snapshot of the FREEDM software used to run the tests
does not feature a real-time scheduler.

The testing software was responsible for initializing instances, allowing them
to run and then terminate after a fixed time limit. Additionally it provided an
iterative object which generated network settings which were copied to the target
machines before each test began.
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Table 2. Tests Performed

Test No. Test Type Protocol Resend Time Window Size

1 2 Node SRC 200ms N/A

2 2 Node SUC 200ms 8

3 2 Node SRC 100ms N/A

4 2 Node SUC 100ms 8

5 Transient SRC 200ms N/A

6 Transient SUC 200ms 8

7 Transient SRC 100ms N/A

8 Transient SUC 100ms 8

Each node recorded its own state information, which was appended to a log
file at termination of the run. This data was then coupled with the experimental
procedure data to create the tables and charts in the results.

For each run of the system, the first 60 seconds of the system were not logged
to filter out transients. This leads to a maximum recordable in-group time of
nine minutes.

3.2 Tests Performed

Our experiments considered two configurations of the system which can be con-
sidered highly characteristic of most other scenarios. The first, a two node con-
figuration was intended to observe a slice of the behavior of the system when
two nodes (a leader and a group member) struggle to communicate with one
another.

The second configuration was a four node configuration with a transient par-
tition, where the nodes were divided into pairs. Each pair of nodes could reliably
communicate with each other, but reliable communication across pairs was not
guaranteed. We would vary the reliability of the connection between the pairs
and observe the effects on the system.

For both tests, we ran the system using both our sequenced reliable protocol
as well as our sequenced unreliable protocol. Additionally, we varied the amount
of time between resends for both protocols. A full list of the tests we performed
are listed in Table 2.

In each test, we recorded the number of elections which began, the number
that completed successfully, the amount of time spent working on elections, the
amount of time spent in a group, and the mean group size. Using these metrics,
we hoped to capture a good representation of what kind effects network problems
could have on the stability of the groups formed.
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4 Results

All results are the average of the statistics captured by each node participating,
and have been grouped similarity.

4.1 Tests 1 and 2

Test one featured the sequenced reliable (SRC) protocol in a two node configura-
tion with a 200ms resend time, and another run with the the unreliable protocol
(SUC) with a window size of 8. The system was configured with two DGI nodes
with a transient link between them. The mean group size is presented in Figure
1, and the amount of time in group is shown in Figure 2.

Fig. 1. Average size of formed groups for two node system with 200ms resend time

4.2 Test 3 and 4

Tests 3 and 4 follow the same experimental setup as tests one and two, but the
resend time has been reduced to 100ms. The mean group size is presented in
Figure 3, and the amount of time in group is shown in Figure 4.

4.3 Test 5 and 6

Tests five and six are the first to use the transient partition setup. The system
is setup with four nodes. Two pairs of nodes are selected. Each pair of nodes
can communicate without issue to each other. However, the reliability of the
link between the two pairs was varied for each step of the test. These tests used
a 200ms resend time. Both SRC and SUC protocols are shown here. As in the
previous tests, the window size remained at 8 for the SUC protocol.
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Fig. 2. Total time spent in group of at least size two for two node system with 200ms
resend time

Fig. 3. Average size of formed groups for two node system with 100ms resend time

4.4 Tests 7 and 8

Tests seven and eight were run with the same setup as Tests 5 and 6, however
the resend time was reduced to 100ms.

5 Observations

As one would expect the mean group size increases with the stability of the link.
This observation can be directly made from the data we collected. However, our
measurements often included outliers such as the major one observed in Figure 6.
To confirm these points as outliers we re-ran the case (Reliability 40 with Test 2,
shown in Figures 1 and 2) multiple times and collected the same measurements.
We collected these into Figure 9.
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Fig. 4. Total time spent in group of at least size two for two node system with 100ms
resend time
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Fig. 5. Average size of formed groups for a four node system with a transient partition
and 200ms resend time

The points in Figure 9 are centered around 4m18s which is where the expected
value should be based on the approximate trend of those tests. Based on further
examination, we believe points like these (since they tend to only occur with the
SUC protocol) to be cause by two factors. The first factor is that SUC will ignore
packets that don’t arrive in increasing order, which makes situations where many
messages are being passed (such as the election) more difficult to complete. The
second factor is the relative stability of the formed group. The timeout for a
leader or a member detecting that the other is unreachable is fairly long and
given there is a relatively low amount of traffic when it is being delivered, it
is much more likely to arrive and keep the formed group alive. The outlier in
Figures 1 and 2 is simply a case where a group formed, and the relative ease
of sustaining a group kept it alive for the duration of the test. Other cases can
explained similarly.
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Fig. 6. Total time spent in group of at least size two for a four node system with a
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1

1.5

2

2.5

3

3.5

4

4.5

0 10 20 30 40 50 60 70 80 90 100

Av
er

ag
e 

Gr
ou

p 
Si

ze

Link Reliability

Mean Group Size (4 Node Transient Partition-100ms)

MGS (SUC)

MGS (SRC)

Fig. 7. Average size of formed groups for a four node system with a transient partition
and 100ms resend time

We had originally selected these two protocols to evaluate their potential in
our software. As our development continued we used the SRC protocol as the
default (although it is simple to switch between them). The advantages of this
are obvious. As presented in nearly every test, even with fairly low link reliability
very stable groups formed. However, it does have limitations: send and wait can
be slow. Although it was not relevant in these tests, with a sufficient number of
messages in the system, the protocol is not capable of delivering messages fast
enough to empty its waiting message queue, even with full reliability.

One of our most noteworthy observations can be made based on our tran-
sient partition cases. When the partition completely separates the two nodes,
the in group time is at its maximum value. As the reliability increases how-
ever, the transient partition causes the in group time to decrease, since the two
sides of the partition are attempting to form groups with each other. This raises
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questions as to what happens to the underlying physical system when this hap-
pens. [6] showed that sometimes the ideal cyber network does not mimic the
physical network. Then however, we have to wonder what happens when the
cyber network has link failures or lost messages? Are there circumstances where
a group is coordinating using a bus shared with nodes that are not in the same
group allows for interactions that destabilize the system?

In the circumstances where the transient link causes an overall decrease in in
group time, groups of many different sizes can form. In our case alone, groups of
anywhere from one to four members can exist. In a system where coordination
is made based on flow contracts [1], what issues can arrive when a contract is
formed with a node who leaves the group shortly thereafter? Will the effect
compound if there are also physical link failures in the system?
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6 Conclusion

In this work we have examined an application of leader election algorithms in
a cyber-physical system. We showed that while there are definite benefits and
uses for leader election algorithms in cyber-physical systems, they generate a
flurry of new problems for system designers to deal with. We have shown that
network instability can cause disruptions to the amount of service the cyber
system can provide. In our analysis we questioned what the effect of transient
partitions and link failures would be on the physical system, especially when
the two networks are isomorphic. Our work shows that with the selection of
an appropriate protocol under certain failure models, a good quality of service
can be achieved in general. The transient partition case, by contrast, creates
problems with group stability and is an issue to be investigated further with
respect to its effect on CPSs.
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Abstract. We study the effects of the allocation of distributed gener-
ation on the resilience of power grids. We find that an unconstrained
allocation and growth of the distributed generation can drive a power
grid beyond its design parameters. In order to overcome such a problem,
we propose a topological algorithm derived from the field of Complex
Networks to allocate distributed generation sources in an existing power
grid.

Keywords: distributed generation, AC power model, complex networks,
pagerank.

1 Introduction

Distributed Generation from renewable sources is having a deep impact on our
power grids. The difficult task of integrating the stochastic and often volatile
renewable sources into a the grid designed with a power-on-demand paradigm
could perhaps solved leveraging on distributed storage [5]; nevertheless, massive
and economic power storage is not yet readily available. In the meanwhile, power
grids are nowadays required to be robust and smart, i.e. systems able to maintain,
under normal or perturbed conditions, the frequency and amplitude variations
of the supplied voltage into a defined range and to provide fast restoration after
faults. Therefore, many studies have concentrated on the dynamic behaviour of
Smart Grids to understand how to ensure stability and avoid loss of synchro-
nization during typical events like the interconnection of distributed generation.
The large number of elements present into real grids calls for simplifications
like the mapping among the classic swing equations [23] and Kuramoto models
[17,18,16] that allows to study numerically or analytically the synchronization
and the transient stability of large power networks.

Even simple models [15] akin to the DC power flow model [25] show that the
network topology can dynamically induce a complex size probability distribu-
tions of blackouts (power-law distributed), both when the system is operated
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near its limits [11] or when the system is subject to erratic disturbances [22].
New realistic metrics to assess the robustness of the electric power grid with
respect to the cascading failures [26] are therefore needed.

Smart grids are going to insist on pre-existing networks designed for differ-
ent purposes and tailored on different paradigms and new kind of failures are
possible: therefore a careful transition is needed. One possible approach could
be the use of advanced metering infrastructure (AMI) not only for implement-
ing providers and customers services, but also to detect and forecast failures;
nevertheless an ill-designed network will never be efficient.

Our approach will not concentrate on the instabilities but will focus instead
on the condition under which, in presence of distributed generation, the system
can either be operated or controlled back within its design parameters, i.e. it is
resilient. It is akin in spirit to the approach of [13], that by applying DC power
flow analysis to a system with a stochastic distribution of demands, aims to
understand and prevent failures by identifying the most relevant load configu-
rations on the feasibility boundary between the normal and problematic regions
of grid operation.

To model power grids, we will use the more computational intensive AC power
flow algorithms as, although DC flows are on average wrong by a few percent
[24], error outliers could distort our analysis.

To model distributed renewable sources, we will introduced a skewed prob-
ability distribution of load demands representing a crude model of reality that
ignores the effects like the correlations (due for examples to weather conditions)
between different consumers or distributed producers.

2 Methods

2.1 AC Power Flow

The AC power flow is described by a system of non-linear equations that allow
to obtain complete voltage angle and magnitude information for each bus in a
power system for specified loads [19]. A bus of the system is either classified as
Load Bus if there are no generators connected or as a Generator Bus if one or
more generators are connected. It is assumed that the real power PD and the
reactive power QD at each Load Bus are given, while for Generator Buses the
real generated power PG and the voltage magnitude |V | are given. A particular
Generator Bus, called the Slack Bus, is assumed as a reference and its voltage
magnitude |V | and voltage phase Θ are fixed. The branches of the electrical
system are described by the bus admittance matrix Y with complex elements
Yijs.

The power balance equations can be written for real and reactive power for
each bus. The real power balance equation is:

0 = −Pi +

N∑
k=1

|Vi| |Vk| (Gik cos θik +Bik sin θik)
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where N is the number of buses, Pi is the net real power injected at the ith

bus , Gik is the real part and Bik is the imaginary part of the element Yij and
θik is the difference in voltage angle between the ith and kth buses. The reactive
power balance equation is:

0 = −Qi +
N∑

k=1

|Vi| |Vk| (Gik sin θik −Bik cos θik)

where Qi is the net reactive power injected at the ith bus.
Real and reactive power flow on each branch as well as generator reactive

power; the output can be analytically determined but due to the non-linear
character of the system numerical methods are employed to obtain a solution.
To solve such equations, we employ Pylon [2], a port of MATPOWER [1] to the
Python programming language.

A requirement for the stability of the load and generation requirements is
the condition that all branches and buses operate within their physical feasibil-
ity parameters; going beyond such parameters can trigger cascades of failures
eventually leading to black outs [21].

In the present paper a topological investigation on the power grid has been
developed in order to evaluate the effects of distributed generation on the voltage
and power quality. Hence, a steady state analysis has been carried out and the
transient phenomena connected to the power flow control have been neglected.
Under this hypothesis the frequency variation connected to power flow control
has been considered stabilized and the system has been considered characterized
by a constant steady state supply voltage frequency. Therefore, if all the nodes
are near their nominal voltage, it is much easier to control the system and to
avoid reaching infeasible levels of power flow. Consequently, to measure the ef-
fects of power quality of a power grid under distributed generation we measure
the fraction F of load buses whose tension goes beyond ±5% of its nominal
voltage. Notice that real networks are often operated with some of the buses
beyond such parameters so that (especially for large networks) it is expected to
be F �= 0 under operating conditions. The maximum of the resilience for a power
grid (intended as the capability of restoring full feasible flows) is expected to be
for F = 0.

2.2 Distributed Generation and Skew-Normal Distribution

We will consider distributed generation due to erratic renewable sources like
sun and wind; therefore, we will model the effects of “green generators” on a
power grid as a stochastic variation the power requested by load buses. Load
buses with a green generator will henceforth called green buses. We will consider
the location of green buses to be random; the fraction p of green buses will
characterize the penetration of the distributed generation in a grid.

If the power dispatched by distributed generation is high enough, loads can
eventually become negative: this effect can be related to the efficiency of green



74 A. Scala et al.

generators. We model such an effect by considering the load on green buses
described by the skew-normal distribution [4], a pseudo-normal distribution with
a non-zero skewness:

f (x, α) = 2φ (x)Φ (αx)

where α is a real parameter and

φ (x) = exp
(
−x2/2

)
/
√
2π Φ (αx) =

∫ αx

−∞ φ (t) dt

The parameter α will characterize the level of the distributed generation: to
positive α correspond loads positive on average, while for negative α green nodes
will tend to dispatch power.

Our model grids will therefore consist of three kind of buses: NG generators
(fixed voltage), Nl pure loads (fixed power consumption) and Ng green buses
(stochastic power consumption) with NG + Nl + Ng = N the total number of
buses and Ng + Nl = NL the number of load nodes. The fraction p = Ng/NL

measures the penetration of renewable sources in the grid.

2.3 Complex Networks and Page Rank

The topology of a power grid can be represented as a directed graph G = (V,E),
where to the i-th bus corresponds the nodes ni of the set V and to the k-th
branch from the i-th to the j-th bus corresponds the edge ek = (i, j) of the
set E. In Power System engineering, it is custom to associate to the graph G
representing a power networks its incidence matrix B whose elements are

Bik =

⎧⎨
⎩

1 if ek = (i, ) ∈ E
− 1 if ek = ( , i) ∈ E

0 otherwise
.

An alternative representation of the graph much more used in other scientific
fields is its adjacency matrix A whose element are

Aij =

{
1 if (i, j) ∈ E
0 otherwise

While Graph Theory has an old tradition since Euler’s venerable problem on
Koenigsberg bridges [6], Complex Networks is the new field investigating the
emergent properties of large graphs. An important characteristic of the nodes
of a complex network is their centrality, i.e. their relative importance respect
to the other nodes of the graph [10]. An important centrality measure is Page
Rank, the algorithm introduced Brin and Page [7] to rank web pages that is at
the hearth of the Google search engine. The Page Rank ri of the i-th node is the
solution of the linear system

ri =
1− ρ

N
+ ρ

∑ Aijrj
doj
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where N is the number of buses (nodes), doi =
∑
i

Aij is the number of outgoing

links (out-degree) and ρ = 0.85 is the Page Rank damping factor. In study-
ing power grids, we will employ Page Rank as it is strictly related to several
invariants occurring in the study of random walks and electrical networks [14].

3 Results

3.1 Effects of Distributed Generation

We have investigated the effects of our null model of distributed generation
on the 2383 bus power grid of Poland, 1999. Starting from the unperturbed
network, we have found an initial fraction F0

∼= 1.6% of load buses beyond their
nominal tension. We have therefore varied the penetration p at fixed distributed
generation level α’s; results are shown in Fig. 1.

0 0.2 0.4 0.6 0.8 1
p

0

0.01

0.02

0.03

0.04

F

α =   0
α =   1
α = −1

Fig. 1. Effects of the penetration p of distributed generation on the resilience of the
Polish power grid at different values α of the green generators. Notice that for α = 0
renewable sources satisfy on average the load requested by the network, while for α < 0
there is a surplus of renewable energy. Lower values of the fraction F of buses operating
near their nominal tension correspond to a higher resiliency. Notice that the penetration
of distributed generation initially enhances resiliency. At higher values of p, resilience
worsens; in particular, it is severely impaired if distributed generation produces on
average more energy than the normal load requests (α = −1). It is therefore advisable
to keep levels of renewable energy production below the normal load request (α = 1).

We find that the behaviour of the fraction F of buses operating near their nom-
inal tension does not follow a monotonic behaviour. Initially (low values of p),
the penetration of distributed generation enhances resiliency (i.e. decreases F ).
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At higher values of p, F grows and resilience worsens. Such an effect is particu-
larly severe if green nodes introduce a surplus (α < 0) of power respect to the
normal (p = 0) operating load requests. On the other hand, keeping the levels
of renewable energy production below (α > 0) the normal load request delays
the point beyond which the penetration of distributed generation worsens the
resiliency.

Notice that when distributed generation is ancillary (α > 0) and not predom-
inant in the power supplied of the network, full penetration (p = 1) of renewable
sources lead to more stable state than the initial (p = 0) one.

3.2 Targeted Distributed Generation

Beside their natural application to web crawling, the Page Rank algorithm can
be applied to find local partitions of a network that optimize conductance [3]. We
therefore investigate what happens in a power network if distributed generation
is introduced with a policy that accounts for the pagerank of load nodes. In other
words, for a level of penetration p, we choose the first ng = pNL load nodes in
decreasing pagerank order to become green nodes. The effects of such a choice
are shown compared to the random penetration policy in Fig. 2.

We find that, for low penetration levels, the pagerank policy reduces the
number of nodes operating beyond their nominal tension both for positive and
for negative α’s. Again, the excess of power production (α < 0) comparatively
reduces the resilience of the network.

Preliminary results show that Page Rank is the best behaved among centrali-
ties in enhancing power grid resilience; such study will be the subject of a future
publication.

4 Discussion

We have introduced a model base on the AC power flow equation that allows to
account for the presence of erratic renewable sources distributed on a power grid
and for their efficiency. By defining the resilience of the grid as a quantity related
to the possibility of controlling the power flow via voltage adjustments (hence
returning within the operating bounds of its components), we have studied the
penetration of distributed generation on a realistic power grid.

We have found that while the introduction of few ”green” generators in gen-
eral enhances the resilience of the network by decreasing the number of nodes
operating beyond their nominal voltage, a further increase of renewable sources
could decrease the power quality of the grid. Anyhow, if distributed generation
is ancillary and not predominant in the power supplied of the network, the grid
at full penetration (p = 1) of renewable sources is in a more stable state than
the starting grid (p = 0).

Our finding that a surplus of production from renewable sources is also a
source of additional instabilities is perhaps to be expected in general for networks
that have been designed to dispatch power from their generators to their loads
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Fig. 2. Comparison between random placement (filled symbols) and page-rank place-
ment (empty symbols) of green generators in the Polish grid, both for surplus produc-
tion of renewable energy (upper panel, α = −1) and for levels of renewable energy
production below the normal load request (lower panel, α = 1). The page-rank place-
ment of renewable sources allows to attain lower values of the fraction F of buses
operating near their nominal tension (and hence a higher resiliency) at lower values of
the penetration p. The best case is realized for levels of renewable energy production
below the normal load request, where a plateau to low values of F is quickly attained.
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and not to produce energy ”locally”. While we have found that in an isolated
grid instability possible increases with the penetration, what happens when more
grids are linked together is an open subject. Power grids are typical complex
infrastructural systems; therefore they can exhibit emergent characteristics when
they interact with each other, modifying the risk of failure in the individual
systems [12]. As an example, the increase in infrastructural interdependencies
could either mitigate [8] or increase [20,9] the risk of a system failure.

Finally, we find that a policy of choosing the sites where to introduce re-
newable sources according to Page Rank allows to increase the resilience with
a minimal amount of green buses. Such policy does not take into account other
factors and should therefore be integrated in a multi-objective optimization to
consider the environmental, economical and social constraints.

Acknowledgements. We thank US grant HDTRA1-11-1-0048, CNR-PNR Na-
tional Project Crisis-Lab and EU FET project MULTIPLEX nr.317532 for sup-
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Abstract. The evolution of the electric power infrastructure into a
smart grid carries with it the potential for residential homes to become
malicious attackers on global state estimation. This paper presents an
attack model where a distributed cyber controller in a smart grid exe-
cutes an internal attack to falsify its advertised generation. This differs
from current attack models in that the attacker is an active element of
the system that participates in its normal operation. Through the use of
information flow properties, the attack is proven to be nondeducible and
thus unidentifiable in a current smart grid architecture. An adaptation
of mutual exclusion is then applied to break the nondeducible attack.
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1 Introduction

The future smart grid proposes the use of distributed cyber intelligence to man-
age energy resources such as generators and loads at the residential level. This
differs from the current power infrastructure in that it shifts the responsibility
for power generation onto household consumers. Through distributed manage-
ment of energy resources, the grid would become more reliable with houses able
to utilize their neighbors should their connection to the wider power grid be
compromised. Economic optimization of residential power usage would also be
improved through the use of intelligent cyber algorithms for power management.
These benefits have made the smart grid a topic of considerable research in the
critical infrastructures community.

One underdeveloped aspect of smart grid research is the security of proposed
smart grid models. Current research on smart grid security focuses on exter-
nal attacks which compromise a subset of the smart meters in the system. Such
attacks generate false reports on the power usage of each house and cause the sys-
tem to transition into an incorrect state. Significant contribution has been made
to investigate these false data injection attacks [6, 7]. Prior work has also inves-
tigated the privacy of metered data, both with respect to the power utility [3]
and external observers [5]. Combined, these works address the basic security
concerns of data integrity and data confidentiality against external attackers.
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A less explored aspect of smart grid security is attack models which consider
the attacker to be a household within the system. One key smart grid feature
is that each house has some degree of local generation used to produce its own
power. A house can impact system-wide generation through manipulation of its
local energy resources. The current power infrastructure restricts control over
generation to the centralized power utility, a trusted entity in the system, with no
concern over malicious use of generation. However, with generation at individual
households, the notion of trust is no longer relevant and new potential for attack
arises in the malicious use of energy resources at the residential level.

Internal attack models have become more relevant in the wake of the Stuxnet
worm, which resulted in wide-spread infection of Siemens programmable logic
controllers [4]. Stuxnet was able to fake process control signals in the infected
system and appear indistinguishable from normal system operation. This attack
occurred within the system, with system components driven by the fake signals
of a malicious controller, and requires a different attack model to analyze than
those used for false data injection attacks. Prior work has shown that such an
attack cannot be detected when it occurs in a smart grid [2], but no solutions
to prevent such an attack have been proposed.

Unlike most prior work which consider how to protect the system from an ex-
ternal adversary, this work phrases an internal attack model against the current
smart grid architecture. Information flow theory is then applied to determine
if the attack, itself, is nondeducible to the system, and a method to break the
nondeducibility and restore system security is introduced. Section 2 presents the
required background information and Sect. 3 details the formal system model.
The attack is then analyzed in Sect. 4 and a potential solution is proposed in
Sect. 5. Section 6 summarizes the contribution of this work.

2 System Overview

This section presents the system model based on a smart grid architecture under
development by the FREEDM Systems Center [1]. It then summarizes the attack
model, and presents the information flow property used to analyze the attack.

2.1 Smart Grid Architecture

The smart grid architecture consists of the houses in a neighborhood, each with
its own energy production and consumption, connected by a shared distribution
line. This distribution line connects to the wider power grid and can be used
to share power with other neighborhoods or the power utility. Figure 1 shows
the structure of a neighborhood in a smart grid, with a supply house providing
power to a demand house through a special transaction called a power migration.
Renewable energy resources such as solar and wind provide the generation at
each house, whereas the load comes from household appliances.

Each house has the ability to draw power from the distribution line to satisfy
its internal demand. This capability exists in the current grid infrastructure
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Fig. 1. Power Migration in a Smart Grid

1. Supply house advertises its excess generation
2. Demand house requests power from supplier
3. Supply house and demand house start a migration
3a. Supply house increases its local generation
3b. Demand house increases its local load

Fig. 2. Power Migration Steps

where power flows from the centralized power utility into individual houses.
Each house also has the ability to push some of its excess power to the shared
line. This capability, unique to the smart grid, represents a house using its local
generation to satisfy the demand of other houses in the system.

Pushes and pulls of power are governed by distributed cyber intelligence. Each
house has an embedded cyber controller which communicates with the other
controllers in the system. Migration contracts are formed between controllers
which migrate some amount of power from one house to another. A migration is
a sequence of a push from a supplier followed by a pull from a house in demand.
The physical representation of this transaction would be that a supplier turns on
its generator, causing power to flow into the shared distribution line, and then
a demand house plugs in some power-consuming device. This creates a natural
flow of power from the supply house to the demand house. Figure 2 lists the
sequence of events for a successful power migration.

2.2 Attack Model

This paper will not consider purely physical attacks where an attacker manip-
ulates its energy resources without participation in the cyber communication
protocol. Such an attack would bypass the cyber layer and fail to highlight the
cyber-physical vulnerabilities of the system. An attacker will instead attempt to
fake a migration contract. The goal of the attack is to trick other houses into
thinking that the attacker has greater supply or greater demand than its current
local state. This will cause other houses to form migration contracts with the
attacker that cannot be satisfied. With respect to normal sequence of events in
Fig. 2, an attacker will omit either step 3a or step 3b during the migration.
Figure 3 illustrates an attack from a fake supplier with no local generation.
The actual power for this migration contract is siphoned from other legitimate
transactions in the system.

The attack hinges on the observation that physical power cannot be tracked.
It is impossible to determine the origin of power on the shared distribution line.
Therefore, the owner of a power injection cannot be determined through mere
observation of the physical layer. In this attack model, the attacker will claim
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Fig. 3. Fake Supply Attack Model

to inject power into the system and use the power generated by other suppliers
to fulfill its outstanding migration contracts. Through this manner, its peers are
unable to determine whether the power on the distribution line originated from
the attacker or some other supplier. The following sections show that this attack
is effective if the attacker can time its migrations to be concurrent with other
migrations in the system. Note that security mechanisms such as cryptography
and authentication are not sufficient to prevent this internal attack model, and
alternative methods must be employed to counter the attack.

2.3 Nondeducibility

An information flow property will be used to analyze this attack model and
determine if the attack reveals enough information to identify the attacker. If
the attacker cannot be identified, then the attack is successful and cannot be
prevented. Sutherland proposed a model of information which described infor-
mation flows between different views of a system [9]. The security of the system
could then be defined in terms of the legal and illegal information flows. Let
a system be defined as a set of worlds W , where a world w ∈ W represents a
single execution of the system. Let two information functions f1(w) and f2(w)
define a view over each world. A system is secure with respect to the Sutherland
definition if:

(∀z : f−1
2 (z) �= ∅)(∀w ∈W )(∃w′ ∈W : f1(w) = f1(w

′) ∧ f2(w
′) = z). (1)

In terms of more familiar security terminology, f1(w) defines the high-level secu-
rity domain and f2(w) defines the low-level domain. Equation (1) states that, for
each low-level observation z, over every high-level command sequence w, there
exists some execution w′ where the high-level command sequence w and the low-
level observation z coexist. This means that it is possible to pair each low-level
observation with each high-level command sequence and still have a valid system
execution. This definition of security is known as nondeducibility.

Equation (1) can be relaxed to consider, rather than system-wide security,
trace-level security in which a single low-level observation is considered to
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determine whether that observation leads to deducible information. Given a
low-level observation of z, this modifies (1) to:

(∀w ∈W )(∃w′ ∈W : f1(w) = f1(w
′) ∧ f2(w

′) = z). (2)

Equation (2) is satisfied if all possible high-level command sequences are able
to result in a low-level observation of z. If a single high-level sequence cannot
produce the low-level observation of z, it is deducible that at least one command
sequence was impossible, and the Sutherland definition does not hold.

3 System Model

A formal system model for a smart grid can be represented by a sequence of state
transitions. Henceforth, the system will be considered a microgrid that consists
of a single neighborhood. The houses of the neighborhood will be referred to
as nodes of the system. Each node i has two state variables, Pi and P̂i. Pi

represents the amount of excess generation at node i and can be calculated as
Pi = generationi − loadi. This state variable is sufficient to model both excess
and deficit generation, where a value of Pi < 0 indicates that node i is in demand
and requires |Pi| units of power supplied by an external source. P̂i represents
the advertised generation of node i broadcast to the system by the embedded
cyber controller. The distinction between these variables is that Pi is the actual
generation at node i whereas P̂i is the external view seen by other nodes.

Suppose a system contains n nodes, then a state of the system Q is defined
as the set Q = {P̂1, . . . , P̂n, P1, . . . , PnPB} where Pi and P̂i abide by the above
definitions and PB represents the amount of power on the shared distribution
line. A lattice of security levels is defined that segregates the state variables
into different security domains. For each node i, a security level Li is created
to represent its internal state. An additional level labeled system is used to
represent the state knowledge shared by all nodes in the system. These security
levels follow a partial order such that (∀i : 1 ≤ i ≤ n)(system ≤ Li). This allows
a node i to view both its private level Li as well as the shared system level,
but restricts nodes other than node i from viewing its internal state. Figure 4
depicts the security lattice for a system of n nodes.

L1 L2 Ln

system

Fig. 4. System Security Lattice

State variables are assigned to security levels such that, for each node i in the
system, Pi ∈ Li and P̂i ∈ system. Such an assignment has the natural meaning
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that the amount of generation at a given node is private data known only to
that node, and the rest of the system must rely on its view of the advertised
value P̂i. This represents the reality of a smart grid where a house is not allowed
direct access to a meter in their neighbor’s house. The final state variable PB

is assigned to system since each node can measure the amount of power on the
shared distribution line.

A state transition Q → Q′ occurs when a node performs a command drawn
from a pool of legal system commands. Each command modifies the original
state Q to produce a new state Q′ where state variables in Q′ are represented by
prime notation. A partial list of system commands, annotated with their security
level, is presented in Table 1. Note that commands issued by demand nodes to
increase and decrease local load are omitted. This omission is for the sake of
brevity since the security analysis will not include demand nodes.

Table 1. List of State Transition Commands

command level description

select(i, j) system
supplier i forms a migration contract with demand node j

P̂ ′
i ← P̂i + 1

increase(i) Li
node i increases its local generation by one unit

if Pi < P̂i then P ′
i = Pi + 1 and P ′

B = PB + 1

An assumption made on the system model is that each node participates
in the communication protocol. It is therefore an invariant on the system that
each increase command follow a select command. A guard is included in the
command description as an if statement to satisfy this requirement in Table 1.
This assumption is made because the focus of this work is on the cyber-physical
interactions of the system rather than purely cyber or purely physical security.

A supplier forms a migration contract with the command sequence select→
increase. The goal of an attacker is to replace this transaction with a ‘bad’
transaction that results in an incorrect state assessment of the attacker in the
view of its peers. The ‘bad’ transaction for this attack model would be to lie
about the creation of a contract and never provide the promised power. This
would leave a demand node waiting for power that that would never arrive.
Henceforth, this attack will be referred to as the fake supply attack.

4 Attack Analysis

This section will analyze the attack model and prove that the fake supply attack
is nondeducible. The attack will be evolved over several iterations that begin
with a naive, deducible attack and conclude with a sophisticated, nondeducible
attack. Various remarks will be made on each variation to demonstrate key points
regarding the security of the system.
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Proposition 1. The fake supply attack fails if the attacker acts in isolation as
the sole supply node in the system.

Proof. Table 2 shows the command sequence and state transitions for this attack
when executed by node 1. Let the high-level domain H = L1 ∪L2 ∪L3 ∪L4 and
the low-level domain L = system. If information flows from H to L, then system
would be able to deduce the high-level commands and thus deduce the attacker.

Table 2. Attack in Isolation

cmd P1 P̂1 P2 P̂2 P3 P̂3 PB

init 0 0 0 0 0 0 0
select(1,3) 0 1 0 0 0 0 0

Given the formulation of H and L, the low-level view consists of states with
the form {P̂1, P̂2, P̂3, PB}. For the command sequence in Table 2,

viewL = {0, 0, 0, 0} → {1, 0, 0, 0}. (3)

If the command sequence were nondeducibility secure, then this low-level trace
could be paired with any sequence of high-level commands by Equation 2. One
such arbitrary sequence is cH = {increase(3)} in which node 3 increases its local
generation. However, this command sequence would result in

viewL = {0, 0, 0, 0} → {0, 0, 0, 1} (4)

which does not correspond to (1). Furthermore, this trace is invalid since the
guard for the increase command is not enabled in the initial state. Therefore,
the system can deduce the original command sequence was not cH and at least
one high-level sequence has been ruled out. The system is able to deduce the
attacker, and as such, the attack has been shown to fail. ��

Remark 1. Observe that the attack is deducible because at least one high-level
command is not enabled and therefore at least one command sequence is not
possible. In fact, all traces that contain a high-level node i whose P̂i remains 0
will be deducible since increase(i) would not be enabled. This observation means
that the attacker belongs to the subset of nodes where P̂i > 0. This first case
demonstrates two key points. First, it shows how nondeducibility can be used
to analyze a low-level observation and determine whether an attacker can be
identified. Second, it illustrates the format that used for the remaining analysis.

Proposition 2. The fake supply attack fails if the attacker acts after another
migration transaction has been completed.

Proof. Table 3 shows the command sequence for the attack when performed by
node 1. The previous remark states that it is possible to deduce the attacker
belongs to the subset of nodse where P̂i > 0. Henceforth, the set of high-level
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nodes will be restricted to the set of nodes active in the system. For this command
sequence, node 1 and node 2 both issue commands and are thus considered
active. This makes the high-level domain H = L1 ∪L2 and the low-level domain
L = system.

Table 3. Attack after Other Migration

cmd P1 P̂1 P2 P̂2 P3 P̂3 PB

init 0 0 0 0 0 0 0
select(2,3) 0 0 0 1 0 0 0
select(1,3) 0 1 0 1 0 0 0
increase(2) 0 1 1 1 0 0 1

Table 4. Attack during Other Migration

cmd P1 P̂1 P2 P̂2 P3 P̂3 PB T

init 0 0 0 0 0 0 0 0
pass(2) 0 0 0 0 0 0 0 2

select(2,3) 0 0 0 1 0 0 0 2
select(1,3) 0 1 0 1 0 0 0 2
increase(2) 0 1 1 1 0 0 1 2

For the command sequence in Table 3,

viewL = {0, 0, 0, 0} → {0, 1, 0, 0} → {0, 1, 0, 1} → {1, 1, 0, 1}. (5)

The set of possible high-level commands is restricted for this view because at
each point in the trace only a subset of the high-level commands are enabled.
In particular, increase(1) is not enabled during the second state transition
{0, 1, 0, 0} → {0, 1, 0, 1} since node 1 has not issued a select command and the
guard P̂1 > P1 is not satisfied. This observation immediately discards a valid
high-level command sequence where node 1 issues the increase command. Thus
the command sequence is deducible and the attack fails. ��

Remark 2. The reason the attack fails in this command interleaving is that the
attacker node 1 has not issued its select command by the time the increase is
performed, and thus is not eligible for action. If it is known that a power increase
occurs only after a select message, it can be deduced that node 1 did not perform
the power increase since its select message had not arrived in time.

Lemma 1. The fake supply attack succeeds if the attacker acts concurrently with
some other migration in the system.

Proof. Table 4 shows the relevant command sequence for an attack performed
by node 1. Given the previous formulation of H = L1 ∪ L2 and L = system,

viewL = {0, 0, 0, 0} → {0, 1, 0, 0} → {1, 1, 0, 0} → {1, 1, 0, 1}. (6)

Note that although it is possible to deduce both of the select commands for
this sequence, these commands are issued at the system level and therefore
do not reveal high-level information. Therefore, this trace is further restricted
to consider only the last state transition {1, 1, 0, 0} → {1, 1, 0, 1}. If this state
transition is deducible, then the system can determine which high-level node
performed the increase command and deduce which node performed the attack.
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The possible high-level commands for this state transition are increase(1) and
increase(2). Both commands are enabled since the guard P̂i > Pi holds for both
i = 1 and i = 2. Both commands also result in the same final state {1, 1, 0, 0, 1}.
Therefore, it is possible for either of the commands to be issued and still result
in the same low-level trace. This abides the definition of nondeducibility: the
low-level trace can be paired with any of the high-level commands. Thus the
final state transition is nondeducibility secure, the attack itself is nondeducible,
and the attack succeeds. ��

Remark 3. This case demonstrates that, if an attacker acts between a select
message issued by another supplier and its associated increase, the attacker
can pose as a supply node without the system being able to determine which
of the two nodes increased its generation. The attacker therefore succeeds to
fake its supply for a single attack. Note that the tight timing suggested by this
interleaving is not as severe as it seems, as although the attacker must inject itself
between the select message and corresponding increase, and although these two
messages may happen in very quick succession, it is difficult to place a causal
order between events in a distributed system. Therefore, even if the attacker
responds far after the increase message, and the actual command sequence is
that of Table 3, it is still possible given communication delays for other nodes to
be unable to order the events. This uncertainty on event order strengthens the
attack since it increases the attacker’s time window.

Theorem 1. An attacker who launches repeated fake supply attacks against a
system such that the attack is always concurrent with another migration made
by the same supplier is nondeducible and thus unidentifiable.

Proof. Table 5 extends Table 4 into a second attack that targets the same sup-
plier twice. The first attack produces the trace

viewL = {0, 0, 0, 0} → {0, 1, 0, 0} → {1, 1, 0, 0} → {1, 1, 0, 1} (7)

and the second attack produces the trace

viewL = {1, 1, 0, 1} → {1, 2, 0, 1} → {2, 2, 0, 1} → {2, 2, 0, 2} (8)

Similar to the analysis for Lemma 1, the state transitions of interest are the
ones caused by an increase command. These are {1, 1, 0, 0} → {1, 1, 0, 1} and
{2, 2, 0, 1} → {2, 2, 0, 2}. There are four permutations of high-level commands:
{increase(1), increase(1)}{increase(1), increase(2)}{increase(2), increase(2)}
and {increase(2), increase(1)}. Note that the first command refers to the first
state transition, and the second command refers to the second state transition.
Also observe that each of these sequences produces the same low-level obser-
vation, and thus will only be deducible if one sequence is not valid because
its commands are not enabled. However, during the first state transition, both
increase(1) and increase(2) are enabled from application of Lemma 1. Likewise,
they are enabled for the second state transition. Therefore, all commands are
enabled during both state transitions, all command sequences are valid, and the
system is nondeducibility secure. ��
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Table 5. Nondeducible Repeated Attack

cmd P1 P̂1 P2 P̂2 P3 P̂3 PB

init 0 0 0 0 0 0 0
select(2,3) 0 0 0 1 0 0 0
select(1,3) 0 1 0 1 0 0 0
increase(2) 0 1 1 1 0 0 1
select(2,3) 0 1 1 2 0 0 1
select(1,3) 0 2 1 2 0 0 1
increase(2) 0 2 2 2 0 0 2

Table 6. Attack with Mutual Exclusion

cmd P1 P̂1 P2 P̂2 P3 P̂3 PB T

init 0 0 0 0 0 0 0 0
pass(2) 0 0 0 0 0 0 0 2

select(2,3) 0 0 0 1 0 0 0 2
pass(1) 0 0 0 1 0 0 0 1

select(1,3) 0 1 0 1 0 0 0 1
pass(2) 0 1 0 1 0 0 0 2

increase(2) 0 1 1 1 0 0 1 2

Remark 4. The goal of an attacker is to disrupt the system, and as such the
attacker will seek to perform repeated attacks to continue to disrupt normal
system operation. Therefore, an actual attack on the system will produce a
trace similar to Table 5 rather than the single case considered by Lemma 1. Also
note that this is a strong attack model in which the attacker always chooses to
act during migrations made by a single supplier. It is possible to use a weaker
attack model, in which the attacker acts during migrations made by any arbitrary
supplier regardless of prior attack history, but the analysis would depend on other
variables such as the number of attackers in the system.

5 Token Solution

The nondeducible attack succeeds when the attacker forms a migration at the
same time as another supplier in the system. One approach to detect this attack
would be to utilize mutual exclusion to prevent concurrent access to the critical
section, in this case the formation of a migration contract. This would force
suppliers to behave in a manner consistent with Table 3 in which each supply
node must wait for the previous migration contract to complete before it can
form its own contract. The simplest approach to add mutual exclusion to the
system model is to utilize a token mechanism where a supplier can only issue its
commands when it has the token. This mechanism can utilize a simple token-
ring implementation where the token has a fixed iteration path, and nodes that
do not need to form a migration simply pass the token. A more sophisticated
algorithm, such as Raymond’s tree algorithm [8], could also be implemented to
improve access time to the critical section.

The use of a token introduces a new token-holder state variable T which stores
the index of the node that has the token. An additional command pass(i) must
be introduced which updates the token-holder variable. This variable is shared
state information available at the system level. The system commands are then
modified to guard against the token-holder as shown in Table 7.

Theorem 2. The introduction of a token-based mutual exclusion algorithm to
the system model makes the repeated fake supply attack fully deducible.

Proof. Table 6 presents the nondeducible attack from Lemma 1 with the addi-
tion of a token. The command sequence has been modified to include the pass
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Table 7. Modified State Transition Commands

command level description

pass(i) system
node i obtains possession of the token
T ′ = i

select(i, j) system
supplier i forms a migration contract with demand node j

if T = i then P̂ ′
i ← P̂i + 1

increase(i) Li
node i increases its local generation by one unit

if T = i and Pi < P̂i then P ′
i = Pi + 1 and P ′

B = PB + 1

commands needed for the sequence to be a valid system trace. Note that, con-
sistent with the analysis for Lemma 1, the state transition of interest will be
the final transition from {1, 1, 0, 0, 2} → {1, 1, 0, 1, 2} with states in viewL ap-
pended to include the state variable T . In Lemma 1, both high-level commands of
increase(1) and increase(2) were enabled which made the attack nondeducible.
However, after the introduction of a token, only the node with an index equal to
the token-holder value T = 2 is allowed to issue the increase command. There-
fore, increase(1) is not enabled during the final state transition through mere
observation of the value for T . Since one possible set of high-level commands has
been discarded, the attack is deducible and fails. ��

Remark 5. The facet that breaks nondeducibility is that a token identifies the
source of a change in the shared distribution line. When an increase in PB

occurs in viewL, the origin of the increase can be determined by observation of
T . In this way, although power cannot be watermarked in the physical layer, the
cyber layer can be used to uniquely identify the increase commands.

Observe that the system does not require the token mechanism for its normal
operation. The token is only used to break a nondeducible pair in the system
and determine the origin of an attack. Therefore, the system does not need
to use a single token and serialize the migration contracts. Instead, the initial
system state can contain no tokens. Then, when a nondeducible attack occurs,
the system can generate a new token that applies only to the nodes active during
the nondeducible attack. This defines a new critical section and applies the token
mechanism to a subset of suspicious nodes in the system. In this way, the token-
based mechanism can be used to break a nondeducible attack at runtime without
the performance overhead of a full mutual exclusion implementation.

6 Conclusion

This work presented a nondeducible attack against a current smart grid architec-
ture, proved that the attack is nondeducible if the attacker performs concurrent
migrations with another supplier, and presented a token-based mechanism to
break the nondeducibility. The main theoretical contribution of this work is
demonstration of how information flow properties such as nondeducibility can
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be used to analyze the security of an attack rather than the security of a sys-
tem. Such application of information flow properties gives rise to the notion of
deducible and nondeducible attacks, where a deducible attack is detectable and
thus preventable while a nondeducible attack cannot be prevented. This work
has also presented a system design that is resilient against at least one form of
nondeducible attack through use of mutual exclusion.

Future work will extend the model to consider alternative attack models and
expand the token-based mechanism into a generalized method of breaking nond-
educible attacks on arbitrary systems.
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Abstract. Existing methodologies to assess cyber-physical systems
(CPSs) are hampered by their diverse nature and complexity. This paper
proposes a model for cyber-physical systems design and analysis rooted
in the social science approach to complex system analysis, Critical Sys-
tem Heuristics (CSH). The model affords an analysis at both the level of
abstraction of functionality and the type of functionality within a CPS.
The CPS-CSH model is developed and examples from reliability for elec-
tric smart grid systems and security for water distribution systems are
presented.
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1 Introduction and Motivation

Cyber-physical systems (CPSs)are the integration of computation, as manifested
by embedded computers and communication networks, with physical processes
that often involve people. Control interactions, safety, liveness, security, fault
tolerance, reliability, and human factors are among the many challenges in the
development and analysis of CPSs, which must take into account the complex
ways in which the cyber, physical, and social components interact [1]. Such
systems include the electric power grid, water distribution systems, smart houses,
and air traffic management, to name a few.

It is tempting to draw boundaries around individual components of such sys-
tems in an attempt to assemble a CPS, compositionally. Unfortunately, this is
a significant challenge, as the cyber and physical components are inexorably in-
tertwined; CPSs exhibit significant reliance on both their physical infrastructure
and the cyber infrastructure by which it is governed. Thus, a view of a larger
system boundary of increased complexity and scope is necessary. However, cy-
ber and physical component properties are useful within the system boundary
in comprising the overall system description. To address this challenge, struc-
tured analysis techniques in which system functions and system guarantees are
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quantified show promise in aiding system understanding. We expect that the
structured analysis will be able to address questions of (1) what design aspects
must be addressed within a CPS, (2) how do CPS components relate to each
other, and (3) where do functionalities within a CPS occur?

This paper rises to the challenge of CPS modeling by developing a cyber-
physical ontology that embraces both the physical and cyber system semantics in
a meaningful, unified, way. Such an ontology aids in applying a structured system
approach to assessment and modeling of not only reliability, but also safety,
liveness, fault tolerance, security, and human aspects of CPSs. The approach
to ontology generation applies Critical Systems Heuristics (CSH) [2] to CPS
systems. CSH has been applied to social systems to understand their interactions,
governance, and world view. Given the deep embedding of people in a CPS-CSH
is a natural choice.

The outline of this paper is as follows. Section 2 presents related modeling
literature from both science/engineering and the CSH model from the social
sciences. Section 3 proposes the combined model, CPS-CSH. Section 4 applies
the model to power grid infrastructure reliability modeling. Section 5 applies
CPS-CSH to water transportation system security modeling. Section 6 discusses
how to engage the full spectrum of CPS stakeholders: future CPS designers;
users of these systems, e.g., utility and other companies; and those affected by
these systems, e.g., utility and consumer boards.

2 Background and Related Literature

The paper bridges i) engineering and computer science and ii) the social sciences
to develop a modeling framework for CPSs. This section presents concepts from
each category that serve as the foundation of our research and contrasts this
paper with related literature.

2.1 Related Concepts and Studies from Engineering and Computer
Science

CPSs manage cyber, physical, and network resources to accomplish a task. Qual-
itative modeling on interdependencies among these various resources has been
reported, based primarily on interdependencies [3,4] among the cyber, physical,
and network infrastructures. In particular, the EU Critical Utility Infrastructural
Analysis initiative (CRUTIAL) aims to understand interdependencies among the
power and information infrastructures [5–7]. While extensive, in these studies it
is not always clear how the interactions are determined and at what level of
system abstraction, can they be addressed.

Reliability and the Electric Power Grid. The advanced electric power
grid, which as envisioned by the US Department of Energy [8], promises a
self-healing infrastructure. One of the means through which this vision can be
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achieved is the use of cyber-coordinated power flow control devices that main-
tain the functionality of the physical power grid and ensure its adaptability to
changes in loading conditions. The cyber and physical networks interact in non-
trivial ways, and there is no one-to-one correspondence between their respective
components.

Reliability of the physical infrastructure of the power grid has been the topic
of decades of research. These studies are vital to analysis of modern power dis-
tribution systems, however, they give less consideration to cyber control, com-
putation, or communication issues, and as such, their application to intelligent
networks is limited. In [9], Kazemi and Billinton present reliability assessment of
an automated power distribution system, in which control equipment is added
to isolate earth faults and short-circuit faults from the rest of the system. The
behavior of the system when such faults occur, and the probabilities of fault
occurrence were used to determine the failure rates and repair times of system
components. Even though this study analyzes the effect of adding control to the
power grid it falls short of modeling and assessing system level effects.

This paper goes beyond the physical infrastructure to explore interdependen-
cies among the cyber and physical components of CPSs with regard to their
interdependencies among entities at different levels of the system hierarchy. Our
goal is the development of a quantitative reliability model that captures such
interdependencies.

Security. Security forms a non-functional aspect for CPSs, as does reliability.
Security concerns include all entities of the CPS plus an observer/attacker. Se-
curity encompasses three aspects of confidentiality, availability, and integrity.
The complex interactions within cyber-physical systems increase the difficulty
of ensuring system security. Some of the reasons that pose additional risk to the
electric power grid include increased complexity of the grid due to interconnected
networks leading to an increased number of entry points for potential adversaries
and the impact of coordinated cyber-physical attacks. A Department of Energy
publication [10] discussed existing cyber security standards, focusing specifically
on control systems used in critical infrastructures. The standards help identify
requirements for secure communication protocols and systems.

While standards exist they are insufficient to ensure the security of CPSs
given the evolution of a wide range of threats exploiting the vulnerabilities of
these systems. The US Department of Homeland Security [11] identified essential
challenges for protecting cyber infrastructures - i) appropriate integration, pro-
tection, detection, and response mechanisms to construct CPSs that are resilient
to both accidental failures, malicious attacks or manipulations, and surreptitious
monitoring, and ii) verification and validation of interconnected and interacting
control system components for the overall process by developing models, theo-
ries, and tools that account for a system’s cyber and physical components in an
integrated, unified way. With so many stakeholders in security, it is not always
understood what is being protected, and from whom.
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2.2 Related Concepts and Studies from the Social Sciences

This paper proposes the use of Critical Systems Heuristics (CSH) to develop
a qualitative ontological model of CPSs. CSH is a methodological approach to
facilitate boundary setting when analyzing systems [2]. The resulting boundary
judgment produces a “reference system” that defines the boundary issues and
boundary categories; i.e., what is to be considered and what is to be left out.
In sum, the boundary judgments determine the context of the application and
deem assertions made about objects within the boundary to be valid. Conversely,
no valid assertions can be made regarding objects outside the boundary of the
reference system.

The determination of the scope of the context is crucial, because the scope
defines what the content can entail and how data or information about that
content is to be analyzed or assessed. As such, value assumptions are explicit
in the CSH process. Implicit value assumptions often result in errors of logic,
analysis, or the generalization of findings. These value assumptions are a key
component of social systems in the sociotechnical system. Without explicit value
statements, attributes of either the cyber system, the physical system, and/or the
cyber-physical system may be misapplied; resulting in unforeseen consequences.

Drawing system boundaries is not an easy process. As soon as a boundary is
drawn then claims are made that either “too much” or “not enough” was con-
sidered. Therefore Ulrich developed “heuristics” based upon Habermas’ emanci-
patory discourse [12] in which four boundary issues are discussed: sources of 1.
motivation, 2. power, 3. knowledge, and 4. legitimation. The first three consti-
tute those involved in the system and the last constitutes those affected. Taken
together they become the “reference system.” Each of these four issues has three
categories: 1. stakeholder - those involved or concerned by a situation, 2. the spe-
cific concern relevant to the stakeholder, and 3. difficulties regarding the concern
because concerns compete with each other. Taken together, the four issues are
examined by each of the three categories, resulting in twelve boundary questions.
These twelve questions are framed within a CPS context and are represented in
Table 1, the left column indicating the Ulrich heuristics, and the right, the pro-
posed CPS-CSH model (further articulated in Section 3).

Jeppesen [13] used CSH to analyze a sustainable transportation system con-
taining the interdependent components of land-use, urban design, and infras-
tructure along social, economic and environmental dimensions. These latter di-
mensions are reflective of CSH #12, Worldview, and capture the different visions
of improvement that needed to be considered. Jeppesen found CSH to be helpful
in delineating the different levels of the system to be analyzed. Germane to this
paper was that regardless of policies implemented at the highest level of the
system, the national level, if the local level found no legitimacy in the claims
(CSH #12), then they were disregarded. Stated otherwise, if the lowest level of
the system does not function as purposed, then higher system levels will not
be able to achieve their purpose either. Maru and Woodford [14] used CSH to
examine the strategic planning process for natural resource sustainability. Of
particular importance to this paper is that their application of CSH revealed
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Table 1. CSH in the CPS context

Societal Sources of Motivation Cyber-Physical Objects
1. Who is the client or customer or that which is

acted upon?
Controlled Object

2. What is the purpose of that which is acted upon? Regulated Object Functionality
3. What is the measure of improvement or success

for this client or customer or that which is acted
upon?

Improved Operational Element

Sources of Power Cyber-Physical Environ-
ment

4. Who or what is the decision maker or controller? Control Element
5. What resources are controlled by the decision

maker?
Actor on Object and State Infor-
mation

6. What does the decision maker not control or
what is the environment?

Cyber-Physical Environment

Sources of Knowledge Cyber-Physical Expertise
7. Who is to be considered a professional or expert

in the situation?
Domain Expert

8. What expertise do these professional’s hold?
That is, what is considered relevant knowledge?
Which methodologies do they use?

Domain Knowledge

9. What is the guarantor of success? That is, upon
what axioms or algorithms do the professionals
rely?

System Correctness

Sources of Legitimation Cyber-Physical Require-
ments

10. Who or what is a witness to the interests of those
affected but not involved? That is, who or what
can observe the actions of the decision makers
upon the client or customer or that which is acted
upon?

Embedded Monitor

11. What secures the emancipation of those affected
from the premises or assertions made by those
involved? That is, how can unanticipated adverse
consequences be minimized?

Evaluation of the Methodology
used (#8) or the resulting Guar-
antee (#9)

12. What worldview pervades? That is, what differ-
ent visions of improvement should be considered?

Protects Against Requirements
Invalidation

the need for epistemological pluralism; i.e., not all sources of knowledge (CSH
#7-9) were equally recognized. Furthermore, a measure of improvement suitable
for one level of the system rarely worked at a higher level of the system.

3 Development of CPS-CSH Model Architecture

The overarching objective of this work is to develop a system modeling archi-
tecture that facilitates assessment, prediction, and eventually certification of the
dependability of cyber-physical critical infrastructures. This section presents the
development of the CPS-CSH model architecture.

Applying CSH to a CPS presents a challenge in identifying boundary aspects
#1-12. While CSH was developed for human systems, it has strong analogs in
CPSs. Referring to Table 1, in a CPS, guarantors (#9) may be cyber and not
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human resources. A decision-make (#4) becomes a cyber or physical control
element. Witnesses (#10) become embedded monitors. Purposes (#2) become
mathematical expressions for (#3) regulation and improvement.

Crucial for the application of CPS-CSH is that the discourse related to Legiti-
mation (CSH #10-12) is conducted by entities meta to or apart from the decision
maker or controller (CSH #4). In a sense, CSH #1-9 might be viewed as a sub-
system of CSH #10-12.Moving back and forth between determining exactly what
is the reference system will always result in drawing different system boundaries.
Thus, what may be considered a system at one level of discourse or analysis may
become a subsystem when the boundaries are redrawn. Moving back and forth
between these system boundaries, or moving up or down between systems and
subsystems, is analogous to different hierarchial levels of the system. Therefore,
moving down one level of hierarchy is akin to examining the components or sub-
systems of an overall system. Conversely, moving up one level of hierarchy is to
examine a larger system, which, in turn, may always be considered a part of still a
larger system. Going back and forth between system hierarchy levels unwittingly
becomes extremely problematic regarding Sources of Knowledge, because what
constitutes knowledge and its attendant logic at one level of the hierarchy cannot
by definition be the same guarantor of knowledge at a different level of hierarchy.
For example, an algorithm that assesses the reliability (CSH#9) of a physical sys-
tem (or separately a cyber system) cannot be the same algorithm used to assess
the reliability of a cyber-physical system. The attendant logic requires a funda-
mentally different mathematical or semantic representation.

4 Application of CPS-CSH to Power Systems Reliability

The following two tables apply CSH to the advanced electric power grid system
at two levels of the hierarchy, that of the Power Flow Control (PFC) device, and
then at a higher layer of the hierarchy - the entire CPS as seen by the utility
operator. Different than CSH in the social sciences, a CPS has mathematical
constraints for certain boundary aspects #1-12.

Fig. 1. Power Flow Control Device

The system is a graph of devices,
PFCi, i = 1, ...n interconnected by
aij with power flows f(aij).

System states are denoted as
Sk, k = 1, ..., N , each of which can be
classified as “operational” or “failed”
to facilitate assessment of reliabil-
ity. Each PFC (depicted in Figure 1)
contains an embedded computer that
runs a Long Term Control (LTC) that
provides control settings to Power
Electronics (PE) and has an embed-
ded Monitor (M). Both the Mon-
itor and the Long Term Control
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Table 2. CPS-CSH Analysis with Boundary at the PFC

CSH Boundary Cate-
gories

PFC Devices Constraint

Societal Sources of Mo-
tivation

Cyber-Physical Objects

1. Controlled Object Power Line, aij

2. Regulated Object Func-
tionality

To Regulate Power Flow
f(aij) in a line aij

3. Improved Operational Ele-
ment

Regulated Power Flow
f(aij in a line aij)

Sources of Power Cyber-Physical Environment
4. Control Element Long Term Control, LTCi Capacity Constraints:

f(aij) < Maxij

5. Actor on Object and State
Information

Power Electronics, PEi,
line flows, f(aij), messages
from Neighboring PFC de-
vices, PFCk, k �= i In-
formation from Generators
and Loads

f(P ∗
i = f(aij) (Si =

“operational′′)

6. Cyber-Physical Environ-
ment

Neighboring PFC devices,
PFCk, k �= i Generators
and Loads

Sources of Knowledge Cyber-Physical Expertise
7. Domain Expert Electrical Engineers and

Computer Scientists
8. Domain Knowledge Max Flow Algorithms, PE

design
9. System Correctness Methodology that pro-

duced design
Sources of Legitimation Cyber-Physical Requirements

10. Embedded Monitor Mi

11. Evaluation of the Method-
ology used (#8) or the re-
sulting Guarantee (#9)

Evaluating methodology
and design

12. Protects Against Require-
ments Invalidation

Protects against malfunc-
tion

communicate with other PFCs to run a maximum flow algorithm (Max Flow)
to determine these settings. The PFC controls line aij .

4.1 Model Queries for Reliability

Preliminary work in CPS reliability showed that a cyber-physical system’s relia-
bility is not a composition of individual reliability models, but is a system-level
aspect [15]. Reliability is initially identified in CPS-CSH at the Advanced Power
Grid level as a measure of improvement. As such, while reliability is not compos-
able, aspects of reliability measurement, such as fault injection occur at lower
levels of the hierarchy than the system.

The work of Avizienis et al. [16] provides insight into a process by which one
traverses downward from the system level of the hierarchy to the “atomic” com-
ponent level; i.e., the point where no further internal structure can be delineated.
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However, they do not describe how different levels of systems function within
and between each other. To the extent that any given system may interact with
other systems; i.e., at the interfaces, this interaction is not differentiated between
system to system vs. subsystem to system in their taxonomic model. What is
needed is a general algorithm to determine the appropriate level of the system
hierarchy for meaningful assessment of reliability or other metrics.

Such an algorithm is motivated by analysis within CSH. For example, assume
that we have a PFC device (#4 Decision Maker) that is designed to handle power
line overloads (#2 Purpose) and the algorithm designed for that purpose (#4)
has been tested and validated through research methodology (#9 Guarantee).
However, we may have a power grid manager who believes that the PFC device
can also detect hacker intrusions (a different #2 Purpose). As soon as he/she
asserts that the use of the device can do so, then the system would reject that
use because the PFC device was not designed for that purpose and it does not
carry the associated guarantee.

As a second example, if dependability is deemed to be the “measure of im-
provement” (CSH #3) for a system, then attributes such as availability and
maintainability are specific to controlled objects (CSH #1), chosen by a deci-
sion maker (CSH #4) for a specific purpose based upon what professionals (CSH
#7) who employ certain methodologies (CSH #8) have determined to be the best
solution for that given purpose (CSH #9). Once the controlled object changes,
then the controller for that object changes, along with all the guarantees.

CSH, alone, indicates that the guarantees that a system will work as designed
are derived from research studies. CPS-CSH refines this analysis to CPSs; guar-
antees become algorithms and mathematical/logical constraints (as in Table 1).

Stated conversely, if system designers identify the guarantees (CSH #9) upon
which a system is based, then one should be able to infer the types of decision
makers (CSH #4) for which that guarantee might be used. Furthermore, once the
decisionmakers are identified, we should then be able to infer what types of objects
they can control and for what purpose. At any point, if there is any nonequivalence
between any of these elements, then an error of logic has occurred. In sum, once
we translate the CSH heuristics into ontological classes, each heuristic/class will
have various attributes dependent upon what it is that needs to be controlled,
e.g., a PFC or valve. The task is to explore various controllers and derive the CSH
attributes for each heuristic. Once identified, we can then ascribe the constraints
(or mathematical algorithms) that can be used in an automated system.

4.2 Using Results of CPS-CSH to Guide Fault Injection

Assessment of reliability of a system entails (at minimum) enumeration of “op-
erational” and “failed” system states. More sophisticated measures of depend-
ability, such as survivability (fraction of system functionality that is maintained
after failure and before repair), performability (composite metric that reflects
performance and reliability) consider partial functionality. This will require us
to evolve the model to consider “degrees of functionality,” rather than a binary
notion of functional and failed states.
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Table 3. CPS-CSH Analysis with Boundary at the Advanced Power Grid

CSH Boundary Cate-
gories

Advanced Power Grid Constraint

Societal Sources of Mo-
tivation

Cyber-Physical Objects

1. Controlled Object Physical grid (collection of
lines)

GPhys

2. Regulated Object Func-
tionality

Prevent overload across the
grid

∀aij , GPhysf(aij) < c(aij)

3. Improved Operational Ele-
ment

Reliability of grid, no cas-
cading failures

Rn = (Π0)
T (

∏n
l=1 Λl)u

Sources of Power Cyber-Physical Environment
4. Control Element Collective PFC devices De-

vices
Run the max flow algo-
rithm

5. Actor on Object and State
Information

Devices ∀PEi, i = 1, . . . , N
Electrical lines ∀xyf(axy

6. Cyber-Physical Environ-
ment

Generators, Loads

Sources of Knowledge Cyber-Physical Expertise
7. Domain Expert ECE/CS Peo-

ple/Operations Managers
8. Domain Knowledge Systems Design
9. System Correctness Methodology that pro-

duced the design
Sources of Legitimation Cyber-Physical Requirements

10. Embedded Monitor Mi, i = 1, · · · , N
11. Evaluation of the Method-

ology used
Evaluating Design
Methodology of all PFCs

Flow Balance:∑
x,y∈V f(aix)+f(ayj) = 0

Capacity Constraints:
∀xyf(axy) < Maxxy

12. Protects Against Require-
ments Invalidation

Protect against malfunc-
tion

Fault injection can facilitate classification of system (or component) states;
one or more faults are triggered, in hopes of observing what happens in the course
of actual system failure (whether accidental or maliciously induced). CPS-CSH
analysis helps us determine the lowest level of the system hierarchy where faults
can be injected. Furthermore, the CPS-CSH model can facilitate tracking the
propagation of failures caused by the induced fault through the system hierarchy,
and can identify the entity responsible for detecting or mitigating the failure.

Returning to the CPS-CSH model of Table 3, there are several possibilities
for the boundary at which to inject faults to effect the Measure of Improvement
(CSH#3). While Customer (CSH#1) or Purpose (CSH#2) are possible levels
to inject faults such as line overloads or disconnections, it is not until Emanci-
pation, CSH#11, in which disruption of the overall system flow can take place.
A mathematical model for system-level reliability of this grid corresponding to
Emancipation at this CPS-CSH level is the Markov chain Imbeddable Structure
(MIS), where the state of a system composed of n components is represented by
an n-dimensional binary vector, S. Each of the 2n possible states of this vector
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represents one combination of component failures for the system. At this level,
software faults are injected to represent failures in the cyber infrastructure [15].
Physical failures are concurrently represented, creating integrated cyber-physical
failure scenarios at the system boundary.

5 Application to CPS-CSH to Water Systems Security

Impetus for CPS-CSH in the security field is provided by [17] which discusses se-
curity modeling and information flow (confidentiality) for CPSs in gas and power
networks. Security analysis of CPSs done by Shastry’s team; [18] tested the vul-
nerability of a SCADA system with an irrigation canal system. In these studies
vulnerabilities were found such that a malicious attack could effectively hide in
the error term of the SCADA control algorithm. As such, these attacks change the
behavior of the underlying physical system in CPSs. In such systems, the state of
the physical system is monitored by a network of sensors placed at specific loca-
tions on the physical system. The physical system is modeled as a composition of
control input sequences, output sequences and output estimates calculated from
the sensor data. Their argument is that “if we know how the output sequence,
y(k) of the physical system at a time instance, k should react to the control input
sequence, u(k), then any attack to the sensor data can be potentially detected by
comparing the expected output y(k) with the received (possibly compromised)

signal ˜y(k).” Depending on the quality of the estimate y(k), there could be false
alarms indicating something wrong with the state of the system. It was assumed
that since the signal sent by the sensors to the control center lies within specific
bounds of measurement, at any specific time the signal coming from the attack
sensors can be made to fall within the same range. These attack models also as-
sume that the attacker has a knowledge of: (1) the exact linear control model of
the physical system, (2) the time to detect an attack and the probability of a false
alarm, and (3) the control command signals (range of y(k)).

The depth and breadth of knowledge required to create and defend against
this attack illustrates several CSH aspects. Table 4 depicts a CPS-CSH analysis
of a CPS Water System (middle column). The CPS Water System Regulates
(CSH #2) water lines (CSH #1) to control the water flow through a hydraulic
system. Water management is the actor on the water and state information (CSH
#5) that meets a guarantee of success (CSH #9), essentially a functional water
system that delivers water flow at adequate pressure. As such, they were not
designed for the purpose of detecting malicious water removal. The operational
element (CSH #3) improves water flow regulation. All of these are functional
aspects of the CPS Water System.

To introduce intrusion detection into the CPS Water System requires exam-
ining (CSH #9) more closely. While a functional water system is a functional
guarantee of success, it is not necessarily the same as that for security and
the controller (CSH #4) must now compare the expected output y(k) with the

received (possibly compromised) signal ˜y(k). Technologically, this controller is
an embedded monitor (CSH #10) that monitors security aspects rather than
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Table 4. CSH in the CPS context

CPS-CSH
Boundary

CyberPhysical Water
System

Hydraulic Intrusion Detec-
tion System

Societal
Sources of
Motivation

Cyber-Physical Objects

1. Controlled Object Individual lines and collec-
tion of water lines and asso-
ciated cyber controllers

Water system

2. Regulated Object
Functionality

Monitor and control the wa-
ter flow (y(k)), capable of re-
sponding to faults, in order
to deliver water

To detect malicious intrusions;
capable of responding to attacks

3. Improved Opera-
tional Element

Regulated water flow Minimize y(k)− ˜y(k)

Sources of
Power

Cyber-Physical Environment

4. Control Element SCADA devices and human
supervisors

Plant manager; Intrusion Detec-
tion system operator

5. Actor on Object
and State Infor-
mation

Information from other de-
vices and monitors(RTUs),
water management devices
and equipment

SCADA systems; other monitor-
ing systems

6. Cyber-Physical
Environment

Systems/events external to
the water plant/system

Maliciously introduced catas-
trophic events, e.g. large scale
supra system events, e.g., nu-
clear events

Sources of
Knowledge

Cyber-Physical Expertise

7. Domain Expert Hydraulic engineers; Com-
puter scientists; Hydraulic
system engineers

Cyber-security specialists; Hy-
draulic engineers; Computer sci-
entists, Sociologists

8. Domain Knowl-
edge

Hydraulic and CS Algo-
rithms; hydrodynamic mod-
els

Intrusion Detection algorithms;
Hydraulic system algorithms;
Sociological Theories

9. System Correct-
ness

Methodologies that produces
the water system design and
make it functional

Sequential detection theory;
sequential probablity ratio
test(SPRT); cumulative sum
statistic(CUSUM), anomoly
detection

Sources of Le-
gitimation

Cyber-Physical Requirements

10. Embedded Moni-
tor

Water utility commissions Local/regional emergency man-
agement commission

11. Evaluation of
the Methodol-
ogy used (#8)
or the resulting
Guarantee (#9)

Evaluative Methodology;
Review hearings

Due diligence; disaster scenario
simulations

12. Protects Against
Requirements In-
validation

Protects against malfunc-
tions; affordable, potable wa-
ter

Protects against malicious sabo-
teurs
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functional aspects. Correspondingly, the measure of improvement (CSH #3)
becomes a secure water system.

Continuing with the CPS-CSH analysis, the research that demonstrates the
effectiveness of SCADA systems (CSH #9) is not the type of research that
demonstrates the effectiveness of intrusion detection systems. These two types
of systems will require different types of researchers (CSH #7) who possess
different kinds of expertise (CSH #8). The resulting CPS-CSH model is shown
in column 4 of 4.

Returning to the analysis of [18], the authors identify that while the embed-
ded monitor can detect short-term attacks, it cannot detect longer-term attacks.
They appeal to a human operator (CSH #9) to make the final determination on
security, thus providing the impetus for developing a higher level of the system.
As such, the final determination of security falls outside of the CPS, and, ulti-
mately, the CPS becomes governed again by society, returning to the original
CSH model as humans become involved.

6 CPS-CSH: Education and Discourse

It is envisioned that discourse will have a positive impact on outreach to so-
ciety by moving beyond the technical-instrumental rationality of what systems
do to the normative rationality of discussing the means to what ends. Doing
so requires a communicative discourse that allows the exploration of values, as-
sumptions, and worldviews that recognizes that CPSs reside in organizational
and social systems hence the resulting situational complexity is comprised of
both subjective as much as technical rationalities. The implication is that an
adequate understanding of such systems cannot be achieved without involving
those concerned, i.e., stakeholder groups [19].

The ultimate source of system validity can only be deemed by these stake-
holders, the witnesses (CSH #10-12). Witnesses are easily conceptualized at the
subsystem level in that the system functions as the witness. However, moving up
one level beyond the CPS places the system in the social realm, i.e., a power or
water utility serving the larger public. From this perspective, witnesses observe
the workings of CPSs. Some of these witnesses become formalized (CSH #10) to
delineate what the system should do (CSH #11) as a reflection of these larger
social values (CSH #12), e.g., a public utility commission. In addition, one might
consider environmental, economic or other political groups, e.g., legislators.

CPS-CSH can facilitate discussion among these stakeholder groups by review-
ing CSH #1-9 with them and eliciting from them the values and worldviews that
need to be considered when articulating CSH #1-9. For example, different mea-
sures of improvement related to reliability and security can be discussed along
with their attendant costs and consequences. Ultimately, witnesses may have an
opinion as to what should ultimately be served (CSH #1) by any given system
weighing consumer and resource constraints.
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7 Summary

The proposed CPS-CSH model is a fundamentally different approach to CPS
systems analysis that draws on social science analysis of complex systems cou-
pled with cyber-physical systems aspects. CPS-CSH was applied to system-level
reliability and security analysis. It shows great promise in identifying salient fea-
tures of complex CPSs, showing where functionality must be implemented, and
showing where it cannot be implemented.
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Abstract. Critical Infrastructures are constantly affected by threats of
various nature. Contingency planning in this context is needed in or-
der to ensure an adequate management of emergencies. In particular,
emergency response plans define the interactions and operations to be
performed inside the infrastructure and among different systems during
the occurrence of emergencies. The criticality of these systems need a
proper methodology for the analysis of the designed emergency plans. In
this paper we propose the Coloured Petri Net formalism as the basis for
modeling and analysis of emergency response plans.

Keywords: Critical Infrastructure, Contingency Plan, Emergency Re-
sponse, Coloured Petri Net.

1 Introduction

The modern society heavily depends on the reliable production and distribution
of vital goods like water, electricity, gas and oil and on the availability of trans-
portation networks (road, air, rail, and so on). The infrastructures responsible
for such vital resources are, in fact, called Critical Infrastructures. These systems
are constantly under the menace of several threats of different nature: human
threats, environmental threats and cyber threats [13].

The needs and requirements that these critical systems are asked to satisfy
have constantly increased in the latest years. This fact has directly influenced
the complexity of the infrastructures themselves to the point that, now, we have
several systems that are tightly connected through a network of dependencies
and interdependencies [7].

The importance of critical infrastructures is particularly evident taking into
consideration the effects of failures in such systems: because of the strict connec-
tions and strong dependencies among different infrastructures, a failure in one
system is likely to start a cascading effect that causes failures in other systems.
Eventually, this propagation will result in severe damages that can be quantified
in terms of extensive monetary losses but also in terms of human lives [15].

For these reasons, the protection of critical infrastructures is of utmost im-
portance [9] and several methodologies have been developed to deal with this
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problem [12,14,17]. The first step in the protection of critical systems is the iden-
tification of threats and risks and the design and application of countermeasures
able to remove or reduce such risks. This process is usually referred to as “risk
management”. However, residual risks are always present and must be managed
by carefully planning what to do in case of incidents. In particular emergency
management systems (EMS) have to be designed properly in order to quickly
and effectively react to incidents and to recover the infrastructure’s normal state
of operations. Given the already mentioned complexity of these infrastructures
it is important to have the support of precise methodologies able to verify and
validate the correctness of the procedures and plans prepared by the EMS. In
this paper, we present a modeling approach that leverages the well known Petri
Net formalism in order to describe the system and it’s interactions with the
EMS.

The rest of the paper is organized as follows: Section 2 describes what is
an emergency management system and what information it includes, Section 3
presents a subset of a realistic case study involving oil&gas transportation, Sec-
tion 4 demonstrates how the procedures included in the emergency management
system can be translated in a formal model through the Petri Net formalism, Sec-
tion 5 shows how the formal model can be analysed, Section 6 presents some of
the alternative approaches to the modeling of emergency management systems,
Finally, Section 7 draws some conclusions.

2 Emergency Management

Several types of emergencies can occur during the lifetime of a system. In gen-
eral an emergency is the result of the occurrence of an unexpected event or a
combination of unforeseen events like, for instance, a human error or a techno-
logical error or a natural event like a flood or an earthquake. Moreover, some
emergencies can, in turn, cause other incidents to occur, like in the case of an
uncontrolled fire affecting different environments.

In general, the scope of an emergency system is to identify, anticipate and
respond to catastrophic events in order to reduce the potential effects to the
system. It is possible to identify four phases in an emergency management sys-
tem: mitigation, preparedness, response, recovery [11]. The mitigation phase is
usually supported by the risk analysis process that combines the identification of
risks with their mitigation by means of the most appropriate countermeasures.
The preparedness phase involves the identification of possible emergencies and
the design of the procedures that all the agents involved must follow in case of
actual emergency occurrence. Usually, the procedures are organized in (semi) for-
mal documents known as contingency plans. A contingency plan includes all the
policy and procedures designed to respond and overcome incidents and recover
the functionality of the critical infrastructure. There is not a unique standardized
way to fill a contingency plan, each organization has its own. Nonetheless, sev-
eral type of information are shared among different plans. A contingency plan,
in fact, must describe the different foreseen incident scenarios and must define
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the procedures able to identify the correct scenario in case of incident. Moreover,
given that a critical infrastructure includes interactions among internal agents
but also between internal and external entities (e.g. governmental agencies) it is
mandatory to define precisely the responsibilities: who is in charge of what, who
must communicate or interact with external entities and so on. The contingency
plan includes also emergency response plans, that is documents describing what
is to be performed in the system in order to react to incidents. Ideally, it is pos-
sible to identify three different parts in an emergency response plan: a detection
part, an identification part and a response part [5]. The detection part is respon-
sible to define which of the system events are to be monitored and forwarded
to the identification part. This one, in turn, defines the conditions that are to
be satisfied in order to clearly identify an incident scenario. The response part,
instead, describes operatively the actions to be performed in the system.

3 Case Study

A case study is provided as an example of an emergency response plan. The case
study involves the transportation of oil and gas from the compressor station of
a producing country to the receiving terminal of the consuming one through
offshore pipelines. Several agents are involved in this scenario but, for sake of
conciseness, in this work we focus only on the offshore part of the pipeline system.

The contingency plan includes the identification of risks and of potential ac-
cidental events. In the case study here presented the major risk is the release
of fluid running inside the pipelines. Potential accidental events are related to
several different possible causes: corrosion of the pipelines, natural hazards, in-
teraction with ship traffic (for instance, a sinking ship) or other (like human
malicious actions).

The potential occurrence of unwanted events directly implies the need for an
emergency response plan able to deal with the leak of fluids. The detection part
of this plan identifies the information that need to be monitored in order to
identify the emergency. Several sources of information are available in a typical
critical infrastructure: external warnings (e.g. from external authorities), geolog-
ical events, results from internal inspections, unexpected deviations of process
parameters. These information pass through the detection part of the ERP which
triggers the identification operations and, in particular situations, can trigger the
actions defined in the response part.

In this work we focus on the monitoring of process parameters. In particular
the parameters to keep under control are the pressure at the compressor station
and the flow rate at the receiving terminal (values are exchanged through a
communication system). If a pressure drop is detected and if the value is below
a specific threshold then the first operation to perform is to check the status
of the various instruments involved. If the instruments are not working then
the first action to be commanded to the system is the request for repairing
the instruments. On the other hand, if the instruments are correctly working
then the ERP has to check the flow rate at the receiving station. If the flow
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Fig. 1. Flowchart for emergency identification and notification

rate is decreasing more than a given threshold then a possible leak is identified
and the proper activities are to be triggered (like, for instance, warning the
correct authorities). The procedure here described is depicted by the flowchart
of Figure 1.

4 Modeling

The verification and analysis of a critical infrastructure’s emergency response
plan is a complex task that cannot be successfully performed by hand. The
amount of information available requires an approach based on models. Three
elements must be translated into a formal model: the system description, the
emergency response plan and the interaction between the two. The proposal of
this work is to leverage the Coloured Petri Net formalism both for the modeling
and for the subsequent analysis.

4.1 Coloured Petri Nets

Petri Net (PN) formalism is a well known graphical formalism able to represent
processes. A system modeled as a PN is represented by a directed graph with
two kind of nodes: places and transitions. Places are occupied by tokens which
represent resources or states of the system. The transitions, and the rules that
enable each transition to fire, represent the behaviour of the system. This formal-
ism is powerful enough to build models for several kinds of processes. Coloured
Petri Nets (CPN) (standardized in [4]) introduce extensions in the formalism
that enable the description of custom data types for tokens and the definition
of complex functions and constraints controlling the transitions. The enhanced
expressiveness implies more compact and comprehensive resulting models.

In Figure 2 a small CPN is shown. The transition T is designed to consume
tokens from three places: I, next and ID. From place I only tokens with the
(i,p,v) signature are consumed where i, p and v are variables of custom types
INT, P and V. Moreover, the guard [v>10] of the transition T effectively lets T

to fire only if the consumed token has specific values (for variable v). This type
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Fig. 2. Basic CPN

of token will be widely used in the rest of the paper and represents the value of
some parameter: the variable p is a string (e.g.: “press”, “flow”) that identifies
one parameter of the system (e.g.: pressure, flow rate) while the variable v states
its actual value. The variable i is an incremental counter used to maintain the
temporal order of the tokens.

This small Petri Net “transfers” tokens from the input place I to the place
F, preserving the order dictated by variable i. This operation is constrained by
two factors: the transition is enabled only if a token is present in the next place
and if the i value of I matches the one of place ID (which starts with a value of
1 and is increased each time the transition fires).

4.2 Example

We provide now the CPN model for the emergency response plan described in
Section 3. The response plan identifies the parameters that need to be monitored
in order to identify possible emergencies. In particular, the sensible parameters
are: pressure at compression station (press), instruments functionality (instr),
flow rate at receiving terminal (flow). The actual values of these parameters are
acquired from the system, are then elaborated and the proper actions are taken
depending on the values read.

In Figure 3 a general schema depicting the interactions between the ERP
model and the system model (from a high level point of view) is provided. The
ERP model gets the parameters values from the system model through the
input place I. The actions requested by the ERP model are then forwarded to
the system model through the output place O. The two places I and O, in fact,
can be seen as the interface to the system model.

From the high level view it is possible to proceed with the formalization of the
operations described in the flowchart of Figure 1. The first operation encountered
is the evaluation of the pressure value. Figure 4 shows how this operation can
be formalized in a CPN. Transition T1 is actually filtering the tokens from input
place I as the only tokens that can be consumed by T1 are those with the specific
signature (i,‘press’,v) that represents one value of the pressure parameter.
The accepted tokens are then stored in the place P preserving the temporal order
by means of the architecture shown in Figure 2. Two possibilities arise: either
the value of v (representing the pressure value) is above a certain threshold th

or it is below. In the first case the token is consumed by transition T2 and put
in the place OK. In the second case the transition T3 is the one to fire and the
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Fig. 3. High level interac-
tions Fig. 4. Pressure value check

token is put in the place KO (to represent that a problem has been identified)
while a ‘check instruments’ token is sent to the output place.

This CPN can be seen as a module that takes inputs from the place I and
produces outputs in O, that is it interacts with the system model. The boundaries
of the modules are represented in Figure 4 with a dashed line. This module
is designed so to be able to operate in concert with other modules. The two
particular places visible along the bottom boundary of Figure 4 are designed to
control the interaction with the other modules: the left one (filled in black) acts
like an enabling signal for the next module while the right one (not filled) acts like
a receptor for the module itself. The proper combination of signal and receptors
among modules controls their interactions, as will be shown in the following. In
case of anomalous pressure value the ERP model instructs the system to check
the status of the instruments. The ERP then waits for the response and proceeds
with the instruments check formalized with the CPN in Figure 5.

In case the instruments are reported to be unavailable (because of some prob-
lem/fault) then a request ‘repair instruments’ is sent to the system. On
the other hand, if the instruments are reported to work correctly (v=1) then
a ‘check flow’ request is issued instead. This will start the flow rate check
operation depicted in Figure 6 where flow rate changes are monitored in order
to detect sudden decreases of values. Two subsequent values are compared and
the difference is checked against a threshold. If the difference is not greater than
the threshold then the system is working correctly, otherwise (if the drop in the
measured flow rate is larger than the accepted threshold) a notification of a po-
tential leak is sent to the system and this, in turn, will result in further checks
and procedures to be triggered.

The comparison of two flow rate values is shown in Figure 6 where the transi-
tion T f.1 filters the tokens from the input place I accepting only those tokens
with the (i,‘flow’,v) signature (which carries the value v of the flow rate).
The ERP model must acquire two sequential flow rate values to assess the trend
of the flow rate variable. The place B acts as a buffer with a token whose ini-
tial value is (0,0). The first flow rate value gathered from input I is stored in
place F. Since the token in B has the initial value of (0,0) then only the T f.3
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Fig. 5. Instruments check

transition is allowed to fire. This triggers two different actions. The first is to
store a new token (1,v) in the place B which now contains the first value for the
flow rate variable. The second action is to issue another ‘check flow’ request
to the system. This request will cause another flow rate value to became avail-
able in place I and subsequently in place F. This time the value of the token in
B enforces the transition T f.2 to fire. This transition has two inputs: the value
v from place F and the value pv from place B. The transition is thus able to
produce a new token whose value is the difference between the old and current
flow rate (v - pv). This value is stored in place delta and it is checked against
a threshold by means of the T f.4 and T f.5 transitions. If the value is within
the accepted threshold than the system is in a normal state. On the contrary, if
the value is above the accepted threshold, an incident is reported and notified
to the system through the output place O. In both cases the initial (0,0) token
is restored in place B.

The combination of the described modules is shown in Figure 7. It is worth
noting how the modules are connected to each other (the places connected by
a thick line are in fact collapsed into a single place). The combination reflects
the behaviour described in the flowchart of Figure 1 (i.e. each pair stands for a
single “interface” place between two modules).

5 Analysis

The petri net formalism provides well assessed methodologies for the analysis of
the behaviour of the system. Two kind of analysis are here considered: simulation
and exhaustive analysis, both supported by the automatic tool “CPN tool” [1],
used in this work. Simulation is useful to quickly get a first assessment of the
behaviour of the system. It is possible to provide the initial state of the model
(i.e. the initial marking) and let the tool produce one of the resulting states
after the execution of the CPN. The main limitation of the simulation process
is related to the way transitions are executed. Given the situation in which two
transitions, namely T1 and T2, can be fired at the same time, the simulation
process performs a decision about which transition to actually fire. So, if the
simulator decides to trigger T1 and then T2 (in this very specific order) then
the scenario where T2 is triggered before T1 is lost. On the contrary, exhaustive
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Fig. 6. Flow rate check

analysis takes into account every possible scenario an produces all the possible
states in which the system can evolve. In the example before, the exhaustive
analysis would have produced at least two results. In case of simple models the
exhaustive analysis is feasible in little time, however, as the complexity of the
model increases, the exhaustive analysis can generate a great number of states
consuming a lot of resources in term of computational power and execution time.

The simulation is useful to check the results given a specific initial condition.
With reference to the case study, the simulation can verify if the ERP triggers the
expected actions given a specific list of input values (for pressure, flowrate and
instruments availability). This gives initial confidence about the correctness of
the ERPmodel. The complete validation is, however, provided only by leveraging
the exhaustive analysis.

5.1 Test Case Simulation

The modeled test case has been analysed by means of both simulation and
exhaustive analysis. The modeled ERP is driven by the value of parameters in
the system model provided through the input place I in Figure 7. For this reason,
the analysis requires the explicit list of all the tokens that represent parameters
values. In fact, as explained in the previous sections, the system model must also
react to requests coming from the ERP. For instance, the ‘check instruments’

request issued by the ERP involves a response from the system model in terms of
a (i,‘instr’,v) token. Similarly for the ‘check flow’ request. In this work we
have neither built nor analysed the complete system model. The focus has been
on the interactions with the ERP model. For this reason the system model has
been simplified into the CPN represented in Figure 8 which completely defines
the input tokens provided to the ERP model. In particular, the pressure values
have been described as initial tokens in the I place while instruments status and
flow rates are provided through buffers of tokens. This architecture enables the
simplified system model to provide the proper token in the place I as a reaction
to a request token in the place O. The complete ERP model (Figure 7) and
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Fig. 7. Complete ERP model

the simplified system model (Figure 8) give the complete implementation of the
high-level schema of Figure 3. The complete definition of input tokens enable the
simulation of the ERP model. The scenario described by the value in Figure 8
is a pressure drop, followed by a sudden change in the flow rate. The simulation
of the CPN resulted in a (‘leak’) token in the O place, representing the ERP
detection of a leak in the pipeline system, as expected.

5.2 Test Case Exhaustive Analysis

The simulation provides one result given an explicit set of parameters values.
However, it is possible to leverage the exhaustive analysis to assess automatically
the behaviour of the ERP model given all the possible combinations of values
built from a set of predefined parameters values.

The CPN in Figure 2 explained how to constrain a transition to consume
tokens in a specific order. A simple change in the network relaxes this constraint
enabling the tokens to be consumed in an unspecified order. Figure 9 shows the
new network. Leveraging this architecture throughout all the complete CPN of
Figure 7 and by means of the exhaustive analysis behaviour it has been possible
to produce all the possible system final states given all the possible combina-
tions of parameters values. The analysis of the resulting graph of states has
demonstrated the correctness of the ERP model with respect to the intended
behaviour.

5.3 Scalability Considerations

The complexity of the analysis directly depends on the size of the considered
CPN and its inputs. Two analysis have been here proposed: the simulation,
with a specific sequence of input values, and the exhaustive analysis, with a
set of input values. In the first case the complexity is O(nm) where n is the
number of input values and m the size of the CPN. The simulation, in fact,
is fast and is suitable for very large nets. On the other hand, the case of the
exhaustive analysis is on a completely different level: a set of input values that



Modeling Emergency Response Plans with Coloured Petri Nets 115

Fig. 8. System model

can be consumed without a specific order leads to a worst case complexity that
is exponential on the size of the input set O(en). This hinders the feasibility
of this kind of analysis with large networks. It is possible, however, to split the
network in several meaningful modules and proceed with the analysis of each
part in isolation reducing the term n. Of course, this is not equivalent to the
analysis of the whole CPN but it is effective for the kind of scenario proposed
here.

6 Related Work

The modeling of emergency management system can be addressed from several
perspectives. In [2] and [10] a theoretical framework based on discrete-event
dynamical systems has been proposed for the modeling and analysis of EMS.
In [2], in particular, a Petri Net has been used to model and analyse an industrial
fire management process. The model, however, lacks a clear definition of the
conditions that can trigger the transitions.

In [8] it is recognized that resources play a critical role in the management of
emergencies and possibilistic Petri Nets have been proposed as the formalism for
modeling resources in an agent-based system. The focus has been on the single
resources rather than on the overall emergency management system. In [16] a
particular attention has been dedicated to the workflow of resources and their
consumption during an emergency.

The exchange of information is an important resource during emergencies.
[3] presented an hierarchical sub-division of an emergency response system in
order to facilitate the management and analysis of the information exchange.
At the low level they presented a model (based on CPN) of patients flow in an
emergency medical department. Although colours have been used to distinguish
among different patients and resources, the flow of the model is linear and does
not present alternative paths. [18], instead, stressed the importance of reliable
communication channel during emergencies to ensure the correct information
flow among operating agents. An information flow model has been presented.
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Fig. 9. Unconstrained transition

In [6] the focus is on the importance of knowledge management as support for
better decision taking in case of incidents. The approach focuses on the modeling
and management of information rather than behaviour of the response system.

In [19] Petri Nets have been used to measure the performances of an ur-
ban emergency system. The Petri Net model has been designed expressively
for performance analysis based on probability of transition rather than detailed
modeling of the system events.

The analysis we have proposed in this paper is an offline analysis which sup-
ports the design of the emergency response plan. A different approach has been
proposed in [5] in which a live simulation of emergency response system is pro-
posed to improve the coordination of agents during the occurrence of an emer-
gency. [14] proposed a more holistic approach in the modeling of a disaster
management system. Their proposal, in fact, is based on the adoption of model-
based systems engineering (MBSE) implemented by the SysML language. This
work is more comprehensive but on a higher level of abstraction.

7 Conclusion

In this paper we have stressed the criticality of emergency response plans in the
context of contingency planning in critical infrastructures. We have proposed
a modeling approach based on the coloured petri net formalism and we have
shown the feasibility of this approach building a model starting from an ac-
tual emergency response plan. Finally we have introduced the possible analysis
methodologies that can leverage the formalism used.
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Abstract. The security of the ICT (Information Communications Tech-
nology) components of industrial systems is gaining great importance
in the context of their criticality for society at large. There is an ur-
gent need for the consideration of security in their design, and for the
analysis of the related vulnerabilities and potential threats. The high
exposure of industrial critical infrastructure to such threats is mainly
due to the intrinsic weakness of the communication protocols used to
control the process network. The peculiarities of the industrial protocols
(low computational power, large geographical distribution, near to real-
time constraints) make hard the effective use of traditional cryptographic
schemes and in particular the implementation of a effective key manage-
ment infrastructure supporting a cryptographic layer. In this paper we
present the first working prototype of a distributed key generation in-
frastructure for SCADA systems based on the well known identity based
crypto-paradigm.

Keywords: SCADA protocols, SCADA security, Key Management,
Identity Based Cryptography, Distributed Private Key Generation.

1 Introduction

Modern industrial critical infrastructure are, on average, exposed to traditional
computer attacks and threats. Moreover, as described by Nai et. all [1], such
infrastructures are also exposed to ad-hoc created attacks aiming at interfering
with, and in some case, taking the control of the process network of the industrial
installation.

A relevant role in SCADA systems is played by the communication protocols
used to send commands and exchange information between field devices and
masters. Such protocols (e.g. Modbus, DNP3, PROFIBUS etc.) were designed
decades ago for “serial communication” between SCADA master and slaves. With
the advent of the modern ICT era, several vendors ported those protocols over
TCP/IP, assuring the compatibility with the legacy application and, of course,
offering more flexible and cheaper solutions to end users. This fact has opened
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new possibilities to attackers motivated to cause damages to target industrial
systems. In particular these protocols:

1. Do not apply any mechanism for checking the integrity of the command
packets sent by a master to a slave and vice-versa.

2. Do not perform any authentication mechanism between master and slaves,
i.e. everyone could claim to be the “master” and send commands to the slaves.

3. Do not apply any anti-repudiation or anti-replay mechanisms.

These security shortcomings can be used by malicious users for performing dif-
ferent kind of cyber-attacks.

We defend the need to introduce efficient and safe authentication and integrity
mechanisms in those communication protocols. The introduction of these mech-
anisms, per se, in not sufficient; in an environment heterogeneous, geographically
sparse and composed potentially by thousands of elements (as many as the num-
ber of the PLCs/RTUs involved in the system) a prominent role is played by the
Key Management Architecture adopted.

In this work, we focus our attention on the key management architectures for
SCADA systems, proposing the use of an identity based signature scheme with
completely distributed key generation. We present a working prototype of the
architecture and the results of the tests carried out in our industrial testbed.

2 Related Work

A relevant part of the vulnerabilities of SCADA systems is due to the special-
ized communication protocols they use to communicate with the field devices
(e.g. ModBUS, DNP3, Fieldbus etc.). Some work has been done about the se-
curity of such specialized communication protocols: for example, Majdalawieh,
Parisi-Presicce and Wijesekera [2] presented an extension of the DNP3 protocol,
called DNPsec, which tries to address some of the known security problems of
such master/slave control protocols (i.e. integrity of the commands, authentica-
tion, non repudiation etc.). At the same way, the DNP3 User group proposed
a “Secure DNP3” implementing authentication mechanisms for certain type of
commands and packets. This approach is extremely close to the one adopted in
the IEC 62351-5 standard. Nai et al. [3] presented a secure implementation of the
ModBUS protocol aimed at introducing integrity, authentication and anti-replay
mechanisms in the control flows based on the ModBUS protocol. With respect to
the key management architectures in SCADA systems, Cheryl, Donald, Willian
and Mark [4] adopted a classical PKI infrastructure with certification authority
deputed to generate keys. If from one hand this approach relies on a very well
established scheme, on the other hand the power computation required and the
efficiency have been pointed out as not negligible problems by other authors.
Robert et al. [5] present SKMA (Scada Key Management Architecture). The
proposed architecture is designed for managing AGA-12 keys. In their work the
authors make use of a KDC (Key Distribution Center) to maintain a long term
key for each node in the system. If from one side this simplify the management



120 G. Kılınç and I. Nai Fovino

of the whole architecture, on the other side the KDC constitutes a single point of
failure that in some circumstances and for some critical infrastructures cannot be
ignored. Lambert et al. [6] proposed the use of ECC (elliptic curve cryptography)
and KMA in SCADA systems. In the context of ECC, but at theoretical level
and without any connection with SCADA systems, in 1984 A. Shamir [7] put
forward the term identity based cryptography. He introduced a cryptographic
scheme which enables users to communicate securely and to verify each other’s
signature without exchanging private or public keys and without keeping a key
directory. Although it does not require a certification authority it has a weak-
ness which is key escrow problem. Boneh and Franklin [8] suggested distributed
private key generation (DPKG) to minimize the risk of failure because of this
problem. In their scheme they used Shamir’s [9] secret sharing algorithm. A.
Kate and I. Goldberg [10] improved Boneh’s and Franklin’s approach and they
also included the proactive security and forward secrecy of the master key and
they designed a DPKG protocol in an asynchronous communication model . As
it will be described in the following we adopted this approach to build the first
distributed identity based key management architecture for SCADA systems.

3 Identity Based Cryptography and Distributed Private
Key Generation

To mitigate the vulnerabilities briefly described in section 1 a cryptographic layer
using well established crypto-mechanisms such as SSL, IPv6 features etc. could
be deployed. Unfortunately, the peculiarities of PCS systems (Low power com-
putation, low memory resources, Near to real-time constraints)make the use of
these general purpose mechanisms unlikely usable. As in the work of Lambert et
al. [6], we decided to take in consideration a schema making use of ECC cryptog-
raphy. However, even having a lightweight cryptographic schema, still there is a
problem to consider: several SCADA systems are very sparse ( let take into con-
sideration for example a gas pipeline ) and composed by thousand of elements,
making the key management process extremely complex and resource consum-
ing. The use of certification authorities and the use of centralized repositories for
public key management etc. result generally too heavy on the management side
to be considered a valid solution for low level distributed SCADA systems. In
the scientific literature, an interesting paradigm, named identity based signature
scheme, was proposed by Shamir [7] in 1984.

In an identity based cryptographic system, unlike the other public key crypto-
graphic systems, a publicly known string such as e-mail address, domain name,
a physical IP address or a combination of more than one strings is used as
public key. Shamir’s scheme enables users to communicate securely and verify
signatures without exchanging any private or public key. Consequently, there
is no need for a certification authority to verify the association between public
keys and users. As for SCADA communication confidentiality is not relevant, we
concentrate our attention on the signature process.
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Figure 1 shows how the identity based signature scheme works. When node A
wants to send a signed message to node B, it uses its own private key to sign the
message. Note that, if it doesn’t have, node A should ask private key generator
for its private key to be able to sign a message. Private key generation is the
same as the encryption - decryption scheme.

After receiving the signed message SM, node B can use the hashed value of
A’s identity string to verify the signature. Verification of the signature doesn’t
require any certification authority or other trusted third parties.

If private key generation is considered in three steps as setup, distribution
and extraction then it can be said that setup and distribution steps are only
performed in such cases like the establishment of the system, adding a new
generator node to the system or whenever a renewal of master key pair is needed.
Extraction step, on the other hand, is performed when a client needs its private
key or when a new client joins the system. The possibility to provide the low

Fig. 1. Identity Based Signature Scheme

level devices of SCADA infrastructures (PLCs) with a mechanism allowing to
obtain automatically a private key for signing their own network packets while
limiting at minimum the interactions with the external world to verify a signed
packet, is extremely appealing. Moreover, in the SCADA systems exist already
an information known by everybody in the system that is also unique, the PLC
ID, normally used as reference address. This fact make using identity based
approach in SCADA systems very advantageous.

3.1 Key Escrow Problem

Although an identity based cryptographic system does not require a certifica-
tion authority, there is a need for private key generator. Basically, a trusted
third party signs user’s publicly known string using its own private key (master
private key) in order to generate a private key for the user. Since the private
key generator (PKG) can generate private key for users, it can sign or decrypt
a message for any user or it can make users’ private keys public. This problem
about private key generation is called the key escrow problem. DPKG is an effec-
tive solutions to the key escrow problem. In both schemes [8], [10] secret sharing
methods are used for distributing private key generation among multiple PKGs.
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3.2 Secret Sharing

Secret sharing is a method of distributing a secret among multiple players as no
player knows the whole secret but each player has a share for the secret. The
secret can be reconstructed only if a sufficient number of shares are retrieved.
In SCADA system, by adopting this approach would be possible to have a com-
pletely distributed key generation system. In 1979 Shamir put forward a scheme
called (k, n) threshold scheme[9]. The scheme is based on polynomial interpola-
tion. Given k points in the form (xi, yi) where each xi is distinct , there is only
one polynomial f(x) of degree k − 1 such that f(xi) = yi for all i.

Verifiable secret sharing was first introduced by Chor, Goldwasser, Micali,
and Awerbuch in 1985 [16]. In such a scheme each player can verify its share.
Feldman’s verifiable secret sharing scheme [11] is based on Shamir’s scheme and
it improves Shamir’s scheme by including verifiability.

3.3 Distributed Private Key Generation for Identity Based
Cryptography

In this work we tried to generate private keys securely and in a distributed ap-
proach. Our aim is to use identity based signature scheme to provide authenticity
for SCADA systems. The most important step is the generation of private keys.
As we explained in section 3.1 the problem about identity based scheme is the
key escrow problem. In order to eliminate this problem, we performed a DPKG
scheme. The formal model and an analysis of the used scheme is presented in
[12].

In a DPKG there is a number of PKG nodes participating while they share the
responsibility equally. In this section, we examine DPKG in three steps: setup,
distribution and extraction.

Setup. This step is a preparation step to create the system parameters and
to get ready for creating the master key pair distributively and extraction of
private keys. It is performed by the Bulletin Board application.

Algorithm 1. Bulletin Board setup
Require: security parameter K and cryptographic hash function H : {0, 1}∗ → G

∗
q ← generate prime of size K
G ← choose elliptic curve group of order q
GT ← choose cyclic multiplicative group of order q
g ← x find a generator of G

choose pairing function e : G × G → GT
C[nk] ← createcommitments()
for i = 0 → n do

for j = 0 → k do

C[ij] ← 0
end for

end for

f_C[k] ← createfinalcommitment()
for i = 0 → k do

f_C[i] ← 0
end for

while system is on do

broadcast(q, G, GT , e, H, g)

end while



Distributed Identity Based Private Key Generation for SCADA Systems 123

Algorithm 2. PKGi Distribution
Require: i
Require: system parameters (q, G, GT , e, H, g) are broadcasted on Bulletin Board

//create a polynomial fi(x) = ai0 + ai1x + ai2x2 + . . . + ai(k−1)x
(k−1)

for j = 0 → k − 1 do

fi[j] ← random element( )
end for

//calculate commitments to be broadcasted on Bulletin Board
for j = 0 → k − 1 do

Ci[j] ← fi[j]g
end for

send Ci to Bulletin Board
for j = 1 → n do

subshare[j] ← evaluate (fi, j)
end for

for j = 1 → n do

if j �= i then

send(PKGj, subshare[j])
end if

end for

while not receive all do

wait for subshares from other PKG nodes
end while

subshares from n-1 PKG nodes are received
//subshares[k] is the set of subshares received
//num[k] is the set of PKG numbers. i.e. subshare[3] is sent by PKG num[3]
si ← 0
for j = 1 → n do

si ← add(si, subsharej )
//where subsharej was calculated by PKGj for PKGi

end for

check1 ← sig
check2 ← 0
for j = 0 → k − 1 do

check2 ← add(check2, ijf_C[j]
end for

if check1 = check2 then

//share si is correct
else

for m = 0 → n do

check1 ← subshare[m]g
check2 ← 0
for l = 0 → k − 1 do

check2 ← add(check2, ilC[num[k][l]]
end for

if check1 = check2 then

//share subshare[m] is correct
else

//PKG num[m] sent incorrect subshare
//ask PKG num[m] again
//or mark PKG num[m] as malicious exclude it and repeat distribution

end if

end for

end if

Distribution. In this step, n PKG nodes create a master private key together
without using any dealer in a way that the key cannot be reconstructed without
retrieving k shares from these n PKGs. To do this, an improved version of (n, k)
Feldman’s secret sharing scheme stated in [10] was used in this study.

Since the private key generation for a client means to sign client’s hashed
ID with the master private key, noone is allowed to have access the master
private key. Thus, we distribute master private key among PKG nodes in a
way nobody knows it by using secret sharing approach. The idea behind secret
sharing without a dealer is to make each PKG node create a secret of their own
and calculate subshares to distribute among other PKG nodes. At the end, each
PKG node will have n subshares including the one it calculated for itself . The
sum of these subshares will be the share of the PKG node for the master private
key.
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The following steps are performed by every node PKGi where i = 1, 2, . . . , n.
Bulletin Board collects commitments from all n PKG nodes then it updates fi-

nal commitment f_C for each PKGi as f_C[j] = f_C[j]+Ci[j] j = 0, 1, . . . , k−
1 . After all the commitments are collected and final commitment is calculated,
Bulletin Board broadcasts all commitments.

Note that, the master secret key is s =
∑n

i=1 ai0 but none of the PKG nodes
knows it since each of them has only its own secret, ai0. Master public key
is Pub =

∑n
i=1 ai0g = C0. Public key share for the node PKGj is Pubj =∑k−1

l=0 jlCl Cl, Cil, Pub and Pubi must be known by all the PKG nodes, where
i = 1, 2, . . . , n and l = 0, 1, . . . , k − 1. These are broad casted by bulletin board
application.

Keeping the threshold number (k) constant while incrementing the number of
nodes increases the reliability of the system as well. Indeed a client has a wide
range of available PKG nodes to choose the k needed to compute its private key.

Extraction. Let O be the set of available PKG nodes and g, e,H, Pub, Pubi
are known by both PKG nodes and clients where i = 1, 2, . . . , n.

A client with identity string ID contacts k alive nodes from O. Each node
PKGi returns a private key piece as siH(ID) over a secure and authenticated
channel. After receiving k pieces from k available PKG nodes, client A constructs
its private key by following the algorithm 3.

Algorithm 3. Client Extraction
Require: O, k pieces, g, e,H, Pub[n] to be known, where i = 1, 2, . . . , nandmasterpublickeyPub.
Require: PKG numbers are known

//s[k] is the set of pieces received
//num[k] is the set of PKG numbers which sent a piece to the client
//s[1] is the piece received from PKG num[1]
d ← ∑

PKGi∈O λisiH(IDA)

// where λi =
∏

PKGj∈O\{i}
j

j−i

check1 ← pairinge(d, g)
check2 ← pairinge(H(ID), Pub)
if check1 = check2 then

//the key is verified
else

//key is not verified find the malicious node
m ← 0
for j = 0 → k − 1 do

check1 ← pairinge(s[j]H(ID), g)
check2 ← pairinge(H(ID), Pub[num[j]])
if check1 �= check2 then

//PKG num[j] sent malicious piece
m ← num[j]

end if

end for

if m �= 0 then

//ask PKG node m to send the piece again and repeat calculation of d
// or exclude PKG node m and start again

else

// repeat extraction starting from asking to k PKG nodes for pieces
end if

end if

In the algorithm e is a bilinear pairing function. As a result of bilinearity prop-
erty of the pairing function, the dishonest node can be recognized by observing
an inequality in the pairing checks.

Whenever a new node is included to the system it performs this extraction
part to have a private key so that it can start communicating with the other
system nodes. However when the system requires a change of the master key,
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all three steps (setup, distribution, extraction) have to be executed from the
beginning.

4 Prototype Overview

The DPKG prototype is implemented in three layers. The lowest layer inherits
the structures and the low level functions of two libraries: Pairing Based Cryp-
tography (PBC) [13] and the GNU Multiple Precision Library (GMP) [14]. The
middle layer consists of all the mathematical functions needed to implement
DPKG. This layer is completely independent from the SCADA implementation
and it is highly portable and reusable with other systems and protocols. The
third and the highest layer is the part which includes the SCADA system com-
ponents and performs DPKG on them using the lower layers.

The prototype is implemented in C on the Linux operating system in order
to maintain a high compatibility with the PBC and the GMP libraries. TCP/IP
is used for the communication between the system components. The DPKG
prototype is composed of three parts: the Bulletin Board (BB), the Private Key
Generator (PKG) nodes and the clients simulating the PLCs of the SCADA
system.

The communication layer is based on traditional TCP sockets. PKG nodes and
BB having to perform many tasks simultaneously, they use dedicated threads to
follow every request and answer.

In the startup phase the system must be configured with an XML file con-
taining the following information available to all the entities:

– Nodes: the number of active PKG nodes
– Threshold: the number of nodes needed to reconstruct the key.
– Cryptography Parameters: the underlying cryptographic parameters.
– Network Information: the network topology information.

The bulletin board loads the parameters and choose a generator for the elliptic
curve group. This value is public and is stored in a file shared by the entire system
and will never change for the entire uptime. During the distribution phase and
extraction phase the nodes and the BB must know the network information. A
file containing the name, the ip-address and the listening port of each node is
pre-shared. The PLCs are simulated through software PLCs as those used by
Nai et al. in [15].

5 Experimental Tests

To verify the efficiency and the validity of our approach, several comparative
tests were performed in a protected environment which reproduces the network
of a typical Gas Power Plant. The test was organized in three steps: Distribution,
Estraction and Signature.

We used PBC (Pairing-Based Cryptography) library [13] together with GMP
(The GNU Multiple Precision Arithmetic) library [14] for elliptic curve arith-
metics and pairings. As cryptographic hash function we used SHA-256.
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5.1 Setup and Distribution

In order to measure the time required for completing the distribution phase
with different numbers of PKG nodes, we performed several tests by keeping all
other system parameters constant. More specifically, we changed the number of
nodes (n) from 6 to 18 while keeping the threshold number (k) and other system
parameters constant in order to see how the number of nodes effects the start-up
time (time for completing the setup and the distribution steps).

# of PKG Avg. Time
6 399
7 457
8 496
9 585
10 630
11 723
12 790
15 1322
18 2092

Fig. 2. Distribution phase performance test (Time in ms.)

The graph shows how the time increases exponentially with the number of
nodes (n). PKGs exchange n× n messages during setup and distribution steps.
Considering that this setup phase needs to be executed only during system es-
tablishment or when master key renewal is needed, an average time of 2 seconds
is considered acceptable.

5.2 Extraction

In this test phase we focused on the time required by the client for extracting
its private key. We changed the threshold number (k) from 2 to 8 while keeping
the number of nodes (n) and the other system parameters constant. Changing
the threshold value, the number of PKG nodes that the client needs to contact
for key extraction changes. The value showed in the figure 3 indicates the total
extraction time together with the network delay.

This test shows that the performance of the key extraction phase mostly de-
pends on the network delay. The time increases logarithmically with the thresh-
old value. In fact the client has to contact k PKG nodes and every signed piece
(si(H(ID))) retrieval increases the total time. Keeping the threshold value too
low will cause the system to be more exposed to an attacker trying to capture
the user’s private key, while keeping it too high will slow down the key extraction
process. When the threshold value is higher than k = �n/2�+1 we also sacrifice
reliability considering the case that some of the PKG nodes crashes.

By using a (n, k) threshold scheme for secret sharing which is summarized
in section 3.2 with n = 2k − 1 we get a robust key management scheme. Even
if �n/2� = k − 1 of the n pieces are destroyed, we still can recover the original
key. On the other hand, our opponents cannot reconstruct the key even if they
retrieve �n/2� = k − 1 of the remaining k pieces.
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# of PKG Avg TIme
2 162
3 225
4 283
5 313
6 329
7 341
8 350

Fig. 3. Key extraction phase performance test (Time in ms.)

According to our practical analysis, we can say that the selection of n between
7 - 14 and k between 4 - 7 complying with the equation n = 2k− 1 is acceptable
and applicable in terms of security, reliability and speed.

In most environment, many PLCs and masters can be turned on or connected
to the system simultaneously. In order to verify the performance of the DPKG
system we performed several test increasing the number of clients that simulta-
neously communicate with the DPKG system.

The results show how there is not an explicit limit to the simultaneous re-
quests. The implicit limits are only due to the computational resources of the
machines. In the next test different numbers of clients contact the DPKG system
simultaneously to extract their private keys. This test is performed by contacting
8 DPKG nodes.

Client Time
2 346
3 338
8 352
16 418
32 461

Fig. 4. Simultaneous answer performance test (Time in ms.)

5.3 Signature and Verification

The goal of this test is to present some preliminary values of a signature imple-
mentation between two SCADA entities: master and slave (PLC). The commu-
nication is performed through the Modbus protocol. In particular a master signs
a ModBus package by using the private key generated in the previous step and
sends it to a slave. The client verifies the data integrity and sender’s identity by
following the identity based signature scheme described in Section 3.

Throughout the testing phase we used type A elliptic curves. This type of
curve is described by the equation

y2 = x3 + x. (1)

The curve is defined over the field Fq for some prime q = 3 mod 4. The order r
is some prime factor of q + 1. Moreover, we used a symmetric pairing where G1

and G2 are the set of points E(Fp).
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The test is performed in two parts as:

– Master sends ReadCoilsRequest to the slave and waits ReadCoilsResponse;
– Master sends WriteCoilsRequest to the slave and waits WriteCoilsResponse.

Tables below show the total time (in msec) for signing and verifying Modbus
packets according to the length (in bits) of selected security parameters r and q
where q + 1 = r ∗ h.

Read r=150 q=160 r=80 q=224 r=160 q=512

Coils

Req-Sign 36.51 49.10 286.64
Req-Ver 15.91 15.75 202.57

Resp-Sign 31.71 47.07 281.25
Resp-Ver 20.34 35.26 211.78

Write r=150 q=160 r=80 q=224 r=160 q=512

Coils

Req-sign 35.64 49.30 281.93
Req -ver 15.75 15.80 202.03
Resp-sign 30.65 49.13 280.00
Resp-ver 17.67 16.95 200.50

As it is possible to see the total time introduced rages from a minimum of
17 msec to a maximum of 380 msec. Taking into account that we used a non
optimized prototype, we can consider these results quite promising.

6 Conclusion

In this paper, after proposing the use of an identity based signature scheme
to secure SCADA protocols, we presented a completely distributed architec-
ture for generating and distributing identity based keys to the entities involved
in a SCADA system. The advantages of this approach are not negligible. The
adoption of identity based signatures in fact makes the use of certificates and
certification authorities unnecessary, as well as it makes the use of centralized
repositories for storing public keys also unnecessary, eliminating an important
single point of failure. The presented distributed architecture provides robust-
ness to ICT attacks and finds its perfect application in those SCADA systems
geographically sparse and composed by a huge amount of active elements. The
tests presented in section 5 show how this approach is effectively applicable in
SCADA environment in terms of security, reliability and time. As future works
we foresee to deploy the presented schema in a production system, to study with
field applications the impact of its use on real systems.
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Abstract. Most critical infrastructure systems can be modeled as cyber-
physical systems whose cyber components control underlying physical
processes so as to optimize specified system objectives based on physical
properties, physical constraints, and the current and estimated state of
the system. Such systems usually require support for security and per-
formance guarantees: wrongly received or missed commands can render
the entire system unstable. Yet, securing cyber-physical systems with
heterogeneous components is still an open and challenging problem. In
this paper, we propose techniques for resilient substation automation
of power utility systems with security based on the trusted computing
paradigm. By using trusted platform module (TPM)-enabled compo-
nents and a novel access control structure that enforces need-to-get-now
(availability) policies, we show how to develop IEC/TR 61850-90-5 com-
pliant substation automation systems that are resilient. We demonstrate
the feasibility of our approach by analyzing and experimenting with an
open source IEC/TR 61850-90-5 implementation.

Keywords: Cyber-physical systems, critical infrastructures, electricity
grid, IEC/TR 61850-90-5.

1 Introduction

Due to the potential significant impact of critical infrastructure failures on our
society, it is essential that such systems are properly secured. Most critical infras-
tructures such as the electricity grid can be modeled as cyber-physical systems,
where cyber and physical components are closely coupled. One of the key char-
acteristics of such systems is that timing is essential, where “correct” commands
issued at the “wrong” time relative to the state of the underlying physical system
may have disastrous consequences.

Developing efficient and secure cyber-physical systems for controlling and
monitoring the electricity grid is extremely challenging due to the propagation
speed of electricity, which imposes stringent time constraints for processing and
communicating data and control commands. Traditional security techniques are
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developed for cyber systems, where the criteria are confidentiality, integrity and
availability, in this order. Most approaches do not address the availability is-
sue, which renders them unsuitable for securing cyber-physical systems such as
the electricity grid. On the other hand, critical infrastructures also offer unique
features that can be used to enhance security. For example, by their very na-
ture, critical infrastructures have components that require physical verification.
This fact can be utilized to enhance security beyond what could be achieved in
systems with cyber-only components.

In this paper, we propose techniques for securing substation automation sys-
tems, a fundamental building block of the electricity grid, that utilize the unique
characteristics of electricity grids. Our scheme incorporates the trusted com-
puting paradigm supported by trusted-platform module (TPM)-enabled com-
ponents, and utilizes an access control structure for need-to-get-now policies
to meet the stringent time constraints of the system. Built-on an open source
implementation of IEC/TR 61890-5, we have established a networked testbed
to test and evaluate the proposed techniques. The feasibility of our approach
is demonstrated by analyzing and experimenting with the open source IEC/TR
61850-90-5 implementation. The contributions of this work include the following:

– We show how the trusted platform module (TPM) technology can be used
to secure cyber-physical applications.

– We propose an access control structure that enforces need-to-get-now policies
for cyber-physical systems where availability is a primary concern.

– We show how IEC/TR 61850-90-5 compliant, resilient substation automation
systems can be developed based on the proposed techniques.

– We demonstrate the feasibility of our approach by analyzing and experi-
menting with an open source IEC/TR 61850-90-5 implementation released
by SISCO [10].

The rest of the paper is organized as follows. In Section 2, we briefly introduce
the Technical Report IEC/TR 61850-90-5, a newly introduced transmission pro-
tocol specification standard for substation automation. We describe the trusted
computing paradigm in Section 3. A novel access control structure that enforces
need-to-get-now policies is presented in Section 4. Section 5 discusses how re-
silient cyber-physical systems can be developed based on the proposed approach.
Section 6 describes our testbed and experimental results. We conclude the paper
in Section 7.

2 IEC/TR 61850-90-5

IEC/TR 61850-90-5 [6] is a current technical report for communication networks
and systems that support power utility automation. It provides substation au-
tomation for heterogeneous intelligent electronic device (IED) platforms. The
objective is to achieve low cost wide area monitoring, protection and control
(WAMPAC) for power utility systems. IEC/TR 61850-90-5 specifies the use
of the IP transport protocol (either IP multicast or unicast) for exchanging
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data between phasor measurement units (PMU) and phasor data concentrators
(PDC). Exchanged data is encapsulated in IP packets whose payloads are either
sampled values from the PMUs called Sample Values (SV), or control packets,
called Generic Object Oriented Substation Events (GOOSE). Such packets allow
the reporting/control information to be distributed in wide area network envi-
ronments. To multicast SV or GOOSE packets over IP, the packet profiles are
modified, resulting in multicast SV control blocks (MSVCB) and GOOSE control
blocks (GoCB). IEC/TR 61850-90-5 does not address security issues.

The Technical Specifications IEC 62351-6 document [7] addresses some secu-
rity issues of networked substations: it specifies appropriate cryptographic mech-
anisms for network applications, and addresses the security for some IEC/TR
61850-90-5 protocols. However security, which is critical for the safe operations of
networked substations, is not fully addressed. True automation for power utility
systems requires comprehensive security. The IEC/TR 61850-90-5 will need to
offer real-time security, with assured and trusted communication. In particular,
it will need to address comprehensively availability, integrity (and authentica-
tion), and when needed confidentiality. It must provide confidence in message
delivery, in the authenticity of the sender and receiver, and in the integrity of
data sent before, during, and after unexpected or extreme events, e.g. faults,
rolling blackout, voltage collapse. Key to this, is assured communication.

There are several security issues that must be addressed before an effective
and open standard can be established so that vendors can provide WAMPAC. In
this paper our goal is to address these issues. We present techniques that support
assured and trusted communication via trusted computing technologies with the
focus on the availability aspect of security that is often ignored in traditional
security mechanisms.

Figure 1 illustrates a substation with IEC/TR 61850-90-5 products. The IEDs
communicate with each other and outside the substation through the router
while IED communication to high voltage (HV) equipment is through specialized
components. The router is in charge of the trust of the devices on its LAN. If a
device is untrusted then the router will prevent any individual and/or substation
from communicating with the device, causing it to be quarantined. The router
is the substation representative for all trusted communication.

To achieve real-time security, both the reporting SV packets and the control
GOOSE packets are received in real-time, when they are needed. We define the
active time of a packet to be the time it takes: (a) to prepare the packet (e.g.,
from synchrophasor data), plus (b) the time it takes to transmit it, plus (c) the
time it takes to receive and verify it. If the packet is dropped then its active time
is∞. IEC/TR 61850-90-5 specifies a threshold for the active time of packets that
should be less than 4 milliseconds.

3 Trusted Computing

Trusted Computing (TC) as defined by the Trusted Computing Group (TCG)
[11] is a technology for securing distributed systems by using real-time trust
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Fig. 1. An illustration of a substation in which the communication between IEDs is
IEC/TR 61850 compliant

engines called roots of trust, that: allow the system to (a) attest to its integrity
(remote attestation), (b) enable the system to protect keys and stored data (sealed
storage) and (c) support cryptographic mechanisms.

The following technical details define the structure of a TC system. Key to
the protection of the system is a trusted platform module (TPM), a real-time
trust engine that acts as a root of trust for all security operations of the system.
The functionality requirement for the TPM is to guarantee that the system will
behave in a well defined manner (as expected) for the intended purpose.

3.1 The Trusted Platform Module

A Trusted Platform Module (TPM) [13] has two basic capabilities: remote at-
testation and sealed storage, and provides a range of cryptographic primitives
including: a random number generator; hashing functions; asymmetric encryp-
tion/decryption; two unique asymmetric non-migratable key pairs (set at the
time of manufacture): an attestation identity key pair for signing data originat-
ing at the TPM, and an endorsement key pair for decrypting owner authorization
data and messages associated with the attestation key creation; symmetric keys
to bind small amounts of data (typically keys) and to authenticate transport
sessions. The TPM also has a small amount of storage (mainly for keys).

There are (at least) three roots of trust in a TPM: a root of trust for mea-
surement (RTM) for making reliable integrity measurements, a root of trust for
storage (RTS) to protect keys and data entrusted to the TPM, and a root of trust
for reporting (RTR) to (a) expose shielded locations for storage of integrity mea-
surements and (b) attest to the authenticity of stored values (based on trusted
platform identities).

Security is based on an integrity protected boot-up process in which exe-
cutable code and associated configuration data is measured before it is executed—
this requires that a hash of the BIOS code is stored in a platform configuration
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register (PCR). For remote attestation the TPM uses an attestation identity
key (AIK) to assert the state of its current software environment and its state
to a third party—by signing its current PCR values. For sealed storage, en-
cryption/decryption/authentication keys are released from protected storage,
conditional on the current software state (using the current PCR values).

Figure 2 illustrates the components of a TPM that support RTR (reporting)
and RTS (storage) engines. The I/O manages data flows over the communica-
tion buses (internal and external) by encrypting/decrypting data. Non-volatile
storage is used for persistent keys. The PCR can be implemented in volatile
or non-volatile memory. The Program Code contains firmware for measuring
platform devices. Opt-In is used to customize TPM modules. Exec Engine runs
program codes: it performs TPM initialization and takes measurements. The
other components were discussed earlier.

A TPM can be implemented as hardware, software or an embedded software
device. The TCG requires that TPM implementations are physically protected
from tampering. This includes binding the TPM to other physical parts of the
platform (e.g., the motherboard) so it cannot be transferred to other platforms.
TPM implementations have a unique (asymmetric) endorsement key (EK) that
is created at the time of manufacture of the TPM. This key, is used together
with an endorsement key credential (EKC), to secure all transactions and assert
that the holder of the private part of the EK is the corresponding TPM, thus
conforming to the TCG specifications. Before a TPM can be used a take own-
ership procedure must be performed to bind the usage of the TPM to a specific
application device/user. For more details on the architecture of TPM the reader
is referred to [13].

3.2 TC Compliant Cyber-Physical Systems

Cyber-Physical Systems (CPS) combine computation and communication with
physical processes. They monitor and control physical processors in real time,
usually with feedback loops. Typically, a Control Center manages a network of
CPS (substations).
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We consider CPS architectures in which a TPM microprocessor is used to
protect trusted applications. We distinguish three components.

1. The secure kernel, that contains trusted hardware and the TPM that
provides the necessary cryptographic mechanisms to platforms for program
attestation and sealed storage via the RTR, RTM and RTS engines. The
RTM engine is also used for trusted boot-up and the RTS engine for re-
mote attestation. The kernel logically separates execution from upper layer
applications.

2. The sealed storage, used for storing sensitive data and keys: access to it
requires the release of keys from the TPM (via the RTS engine).

3. The Sensing and Control Unit and the Applications. All internal
communication between the sensing and control devices and the applica-
tions, and external communication with other CPS is protected by using the
RTR and RTS engines (point-to-point encrypted and authenticated). Access
control policies are enforced using credentials and certificates.

3.3 The Trusted Network Connect

The Trusted Network Connect (TNC) [12] is a TC platform interoperability ar-
chitecture for trusted access control that is based on the TPMmodule. What dis-
tinguishes the TNC from other interoperability architectures is the requirement
that the configuration of the OS of the client and server (and associated con-
figuration data) is checked prior to a communication channel being established.
More specifically, a (trusted) link between a client and server is established only
if:

1. The identity of the client and the server is trusted. For this purpose we need
a Public Key Infrastructure in which Certifying Authorities issue certificates
that establish trust-links between a Root Authority (a Trusted Third Party)
and the TPMs of the client/server.

2. The client is allowed access to the server. For this purpose an access control
system (typically RBAC [9]) with credentials is used.

3. The identities of the client and server are authenticated. This requires a
root of trust engine to be invoked on the TPM of both sides to release the
required keys for a handshake protocol [12] to be executed. The TPM will
only release keys if the current configuration state of the OS of the parties
allow for this.

4. The handshake protocol is properly executed. The TPM will enforce the
integrity of communicated data (by releasing appropriate message authenti-
cation keys), and depending on the application, the confidentiality of com-
municated data.

3.4 Trusted Substation Automation Systems

The network of a power utility system (a region) has several zones, each one of
which has several substations. For trusted interoperability, the TNC platform is
used.
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Substation-to-substation communication within a zone is over an intranet
(controlled by the power utilities). Secure substation automation system (SAS)
communication is crucial since it allows one substation to contact another sub-
station to increase the output of backup generator after a primary generator is
already running at maximum capacity. For secure station-to-station communi-
cation the communication must be trusted: (a) the sender must trust its own
components before sending any information, and (b) the receiver must ensure
that the information sent comes from a trusted sender. This is achieved by hav-
ing each substation of the SAS to be TC-compliant. The same approach is used
for trusted zone-to-zone communication. However here the communication is
over an open network (the Internet).

4 An Access Control Structure for Need-to-Get-Now
Policies

Access control systems are trust infrastructures for managing resources of
distributed systems in a secure way. Security typically involves confidentiality,
integrity and/or availability. For cyber systems (such as computer or network sys-
tems) the security focus is typically privacy and/or integrity. The Bell-LaPadula
[1] model describes an access structure that captures need-to-know security re-
quirements (confidentiality). The Biba [2] access control model captures integrity
requirements. However for cyber-physical systems, and in particular critical in-
frastructure systems, the primary security concern is typically availability.1

In this section we present an access control structure for managing the
resources of a cyber-physical system, for which the primary security goal is
availability, with secondary goal integrity, and tertiary goal confidentiality. This
captures need-to-get-now policies as opposed to need-to-know policies. Our ac-
cess control structure is based on information flow models (see e.g., [5]), adapted
for our particular application.

An access control communication structure is a tuple A = (N,L, P,�), where
N is a set of nodes, L a set of links, P a partially ordered set of security labels
for resources and links, called packet priorities or channel congestion levels, and
“�” a flow relation defined on P . For this relation, a packet m with priority
p ∈ P is allowed to be transmitted over a channel of L with congestion p′ ∈
P if, and only if, p � p′. That is, the network system will transmit m via a
network channel if, and only if, the priority of m dominates the congestion level
of the channel.2 We take P to be a linearly ordered set {hi = pk � pk−1 �
· · · � p1 = lo},3 and the need-to-get-now (availability) policies are: (i) packets

1 There are exceptions: e.g., for medical cyber-physical systems the primary security
concern is, typically, confidentiality.

2 The general communication model also involves a class combining operator “⊕” that
specifies, for any pair of operand classes, the class in which the result of any binary
function on values from the operand classes belongs. For our SAS application classes
cannot be combined.

3 In general, there should be at least k = 3 priorities to allow for a more flexible
control of traffic flows–see Section 4.3.
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are transmitted via a network channel if, and only if, their priority dominates
the congestion level of the channel, (ii) packets that are not transmitted are
dropped. These policies guarantee real-time availability for hi priority packets.
For substation automation systems (SAS), the priorities of packets are static,
defined by their profile, while the congestion level of the links is dynamic, defined
by the prevailing traffic flow (see Section 4.2).

Remark 1. The following argument justifies our approach. Assume that the net-
work system is designed to guarantee communication availability when only (au-
thorized) hi priority packets are transmitted. This requires that there must be
a bound on the flow of such packets and that the network system is designed to
have sufficient redundancy to cope with this traffic. Since SAS network systems
are: (a) TPM-enabled (Section 3.1) and (b) private (controlled by the power
utility organization (Section 3.3)), availability is only impacted when authorized
flow traffic is congested, resulting in packet bits getting lost/corrupted. When
this happens the congestion level of the network channels is raised, in the ex-
treme case to hi: this restricts the traffic to hi priority packets. As a consequence
the transmission time is reduced and we get real-time availability.

For our application the communication network of a SAS contains two types of
traffic: reporting traffic in which phasor measurements collected by phasor mea-
surement units (PMU) are sent using sample value (SV) packets to a control
center for situational awareness, and control traffic for event driven communi-
cation (e.g., for critical control applications) in which generic object oriented
substation event (GOOSE) packets are used to regulate the SAS.

4.1 The Security Priority of a Packet

The header frame of a packet has several components. These include the security
priority of the packet, a packet identifier, and a message authentication code
(MAC). The packet identifier is typically an increasing counter value (that will
identify dropped packets); and the MAC authenticates the source and the target,
and confirms the integrity of the payload. Additionally, the header may include
an error detection code (e.g., a cyclic redundancy code) or the payload may
be encoded using an error correcting code (e.g., a Reed-Solomon code [8]). hi
priority packets are restricted to this structure. For lower priority packets the
payload is encrypted. When these packets are received, the payload must first be
decrypted, and then decoded (if an error correction code was used), and finally
its integrity verified using the message authentication code.

4.2 The Congestion Level of a Link

The congestion level of a link is determined by its traffic flow. This is established
dynamically by a real-time intelligent agent that monitors traffic flows. When
the traffic flow exceeds a certain threshold, the congestion level of the link is
raised. The effect of this is to reduce the traffic flow rate to a level for which
availability is guaranteed (e.g., when only hi priority packets are allowed to be
transmitted.
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Remark 2. Given a payload, a network node can construct a packet with hi pri-
ority (e.g., by not encrypting the payload) or lo priority, so that its priority will
always dominate the congestion level of the channel, which guarantees that it
will be transmitted. That is, nodes control both the generation and the trans-
mission of packets. This is not a violation of the separation of duties security
requirement because network nodes are TPM-compliant and different roots of
trust are used for each duty (the root of trust for measurement (RTM) and
the root of trust for reporting (RTR)–Section 3.1). As a consequence, when the
congestion level is elevated no lo priority packet is transmitted. This guarantees
real-time communication availability.

4.3 SV Packets and GOOSE Packets

Sample Value (SV) packets and Generic Object Oriented Substation Event
(GOOSE) packets have essentially the same structure. From a security point
of view however, availability for GOOSE packets can be critical (their pay-
load contains control information), while the redundancy in SV packets makes
them less critical. Therefore, it may be desirable to have two high level classes:
hi1 = 
k � hi2 = 
k−1, with hi1 requiring error detecting codes for GOOSE
packets and hi2 requiring error correction codes.

4.4 Relationship to Existing Mechanisms for Supporting
Availability

Traditionally, network availability can be achieved with Quality-of-Service (QoS)
support. For example, Internet QoS mechanisms including Integrated Services
(Intserv) [4] and Differentiated Services (DiffServ) [3] can both guarantee net-
work availability. IntServ guarantees end-to-end services by reserving bandwidth
along all links in the path from source to destination while DiffServ allows dif-
ferent bandwidth for different types of traffic on each link. Our access control
structure for need-to-get-now policies is somewhat similar to DiffServ. The main
difference is that DiffServ differentiates the services to different types of traffic at
any time while our scheme only differentiates services when the network is under
the congestion condition: when the link is not congested, our scheme treats all
packets the same.

5 Resilient Cyber-Physical Systems

In this section we show how to achieve resiliency in real-time for substation
automation systems (SAS) of a power utility that conforms to IEC/TR 61850-
90-5 (Section 2), by using TPM-engines (Section 3.1) and an access control
infrastructure that enforces need-to-get-now policies (Section 4).

First, note that, as pointed out earlier in Remark 1, we must assume that
the network has sufficient redundancy so that, we get real-time resilience when
only hi priority (authorized) packets are transmitted. This is necessary because
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otherwise it would be impossible to achieve real-time resilience even when no
packets get corrupted or dropped. This can be achieved if we assume that there
is a bound on the flow of such packets and that the SAS network system is
designed with sufficient redundancy to cope with this traffic.

Next, observe that since the power utility conforms to IEC/TR 6150-90-5,
the communication network of the SAS consists of traffic involving either re-
porting SV packets or control GOOSE packets. We also assume that the SAS
is TPM-enabled (Section 3.1). This means that all actions by network nodes
are managed by trust engines that attest to the integrity of the nodes, that
protect stored data, and that prevent nodes from behaving in an unauthorized
way (compromised nodes will be prevented by their trust engine). Furthermore,
the adversary cannot use the SAS nodes as proxies for DoS or DDoS attacks,
because their trust engines (the roots of trust for reporting) will not provide the
required keys for authenticating unauthorized packets (remote attestation will
prevent faulty PMU generating SV packets).

Finally by using an access control infrastructure that enforces need-to-get-
now policies to manage the SAS network traffic (Section 4), we make certain
that whenever the traffic flow is high and packets may get dropped, then the
congestion level of the network links gets elevated, which implies that only higher
priority traffic can use the network—this guarantees real-time resilience (by our
first assumption).

6 Emulations and Empirical Study

In order to study the feasibility of the proposed scheme, we have set up a testbed
consisting of networked machines capable of operating both Windows 7 and
Ubuntu Linux; these machines are used as intelligent electronic devices con-
nected via a Cisco Catalyst 3560G series PoE 48 switch. For the experiments
reported here, all machines were configured to run Ubuntu Linux. To carry out
the experiments, we started with an open source IEC/TR 61850-90-5 imple-
mentation released by SISCO [10]; we made substantial modifications to the
implementation, including porting the implementation from a Windows-only to
a POSIX compatible implementation, and extending support for authentication
and cryptographic protocols.

Our modified version of SISCO’s package implements the IEC/TR 61850-90-5
APIs, as well as additional security components. There are five major phases of
communication in the implementation: (1) Software initialization which must
be performed before any communication can be achieved across the network: by
parsing the configuration file, we determine the role of a node in the simulation as
a publisher, subscriber, or both, and prepare the necessary components to receive
and/or transmit information. (2) Key Distribution Center (KDS) registration,
wherein credentials necessary to communicate with the KDC and with nodes
on the network are created and distributed. (3) Transmit, wherein packets are
created, then encoded, a process which includes encryption (if desired), authen-
tication and sending packets. (4) Receive, wherein packets are received, decoded
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(which refers to verification of the authenticity and decryption), and processed.
Finally, (5) Termination, which must be carried out prior to shutting down the
system: this process ensures proper unsubscription from multicast sessions and
deallocation of resources dedicated to the service during operation.

To verify the feasibility of our approach, it is necessary to monitor the ability
of the network to transmit SV and GOOSE packets effectively, and to understand
the impact of various cryptographic functions on the ability of the network to
meet the requirements of our need-to-get-now policy. To accomplish this we
added a meta-framework to the implementation which saves timing information
at key stages during the operation of the system. Specifically, on the publisher a
time-mark is saved: (a) at the time when the packet is initially built, (b) directly
before it is encrypted, (c) directly before it is HMACed for authentication, and
(d) directly before it is sent. On the subscriber, the time is recorded: (e) when the
packet is first received, (f) directly before it is authenticated, (g) directly before
it is decrypted, and (h) finally again when the packet is fully processed by our
system. Using these timestamps we were able to observe the entire transmission
time for each packet, as well as the time required for sub-elements within the
transmission and receiving sequences; these observations allowed us to evaluate
the ability of our framework to fulfill the timing constraints of IEC/TR 61850-
90-5, while providing the additional security components necessary to achieve
trusted communication.

In the experiments, the session keys were generated using the TPM on the
sender and then the keys were shared with all receivers in the multicast group.
While this introduces weak security links, it was used because multi-cast is used
in IEC/TR 61850-90-5 implementations. From a security point of view, multiple
unicasts should be used instead if stronger security is desired.

6.1 Experiment Results

To simulate the heterogeneity of deployed systems, we report the results using
three machines, one publisher and two subscribers. The processor of the publisher
was an Intel Xeon E5405 2.00GHz x8 with 4 GB of memory; the processor of
the first subscriber an Intel Xeon 5120 1.86GHz x2 with 2 GB of memory, and
of the second receiver an Intel Xeon E5506 2.13GHz x4 with 6 GB of memory.

Figure 3(a) shows the HMAC computation time on the three machines. On
the publisher, the average computation time for HMAC (SHA1) was 0.0298
millisecond with a standard deviation of 0.00028 millisecond. On the first sub-
scriber, the average computation time for HMAC was 0.038 millisecond with a
standard deviation of 0.00033 millisecond; on the second subscriber, the average
computation time for HMAC was 0.041 millisecond with a standard deviation
of 0.0026 millisecond. While the computation time for HMAC is not constant,
as it is affected by other system activities, the time is fairly consistent. Note
that for substation automation, where the required processing time is within 4
milliseconds, depending on the machine, the HMAC computation time does not
have a substantial impact. Among the three machines, the worst was about 1%
of the required time. However the HMAC computation time varied significantly
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Fig. 3. (a) HMAC computation time, and (b) AES encryption/decryption time on the
3 machines

among the three machines with the largest difference being about 37%. The re-
sults show that different types of machines can have different processing times.
This is a practical issue that must be addressed in the real-time communication
in a large interconnected system where machines are heterogeneous.

We have measured the time required for privacy (confidentiality) using AES.
Figure 3(b) shows the encryption on the publisher and decryption on the two
subscribers. The subscribers were more efficient in AES computation than the
publisher. The mean time for AES on the subscribers was 0.0213 millisecond
and 0.0248 millisecond respectively, while it was 0.030 millisecond on the pub-
lisher. Clearly newer processors are optimized for AES-like computation. This
highlights the importance of developing systems that work on heterogeneous
platforms as trusted infrastructures are likely to be deployed incrementally. For
PMU measurements and GOOSE packets, since the packet size is fairly small,
AES encryption and decryption was fairly efficient. While these estimates need
to be further verified, they were fairly consistent for over 500 packets.

We have measured the transmission time and the total required time to pro-
cess each packet. The average transmission time is 0.0494 millisecond for receiver
1 and 0.0476 millisecond for receiver 2; clearly the transmission time here is
smaller compared to typical substation processing times. The average total time
for each packet was 0.6837 millisecond and 0.8057 millisecond. These results in-
dicate that the active time of a packet in an IEC/TR 61850-90-5 enabled system
was less than 1 millisecond. To meet the IEC/TR 61850-90-5 time constraint of 4
millisecond end-to-end time, more than 3 milliseconds can be allocated to packet
transmission. Consequently, by using our access control structure that guarantees
delivery for high priority packets (since the queuing delay at each router/switch is
bounded) we achieve availability. Integrity of packets is provided by the HMAC
and confidentiality by the AES. It follows that our approach/techniques will
secure substation automation for power utility systems.
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7 Conclusion

In this paper we propose techniques for resilient cyber-physical systems that are
directly applicable to secure substation automation for power utility systems.
A distinctive feature of our approach includes (1) incorporating TPM-enabled
trusted computing technologies, and (2) enforcing need-to-get-now policies that
support the time-sensitive nature of critical infrastructures, especially the elec-
tricity grid. The feasibility of our approach is demonstrated through analyzing
and experimenting with an open source IEC/TR 61850-90-5 implementation.

References

1. Bell, D.E., LaPadula, L.J.: Secure Computer Systems: Mathematical Foundations.
MITRE Corporation (1973),
http://www.albany.edu/acc/courses/ia/classics/belllapadula1.pdf

2. Biba, K.J.: Integrity Considerations for Secure Computer Systems. MITRE Cor-
poration, Technical Report, ESD-TR-76-372, MTR-3135 (April 1977)

3. Blake, S., Clark, D., Carlson, M., Davies, E., Wang, Z., Weiss, W.: An Architecture
for Differentiated Services. RFC 2475 (December 1998)

4. Braden, R., Clark, D., Shenker, S.: Integrated Services in the Internet Architecture:
an Overview. RFC 1633 (June 1994)

5. Denning, D.E.: A lattice model of secure information flow. Commun. ACM 19(5),
236–243 (1976)

6. International Electrotechnical Commission. IEC/TR 61850-90-5, Edition 1.0
2012-05, Technical Report, Power systems management and associated in-
formation exchange – Data and communications security (May 2012),
http://webstore.iec.ch/preview/info_iec61850-90-5%7Bed1.0%7Den.pdf

7. International Electrotechnical Commission. IEC/TS 62351-1, First edition 2007-
05, Technical Specifications (May 2012),
http://webstore.iec.ch/preview/info_iec61850-90-5%7Bed1.0%7Den.pdf

8. Reed, I.S., Solomon, G.: Polynomial Codes Over Certain Finite Fields. SIAM Jour-
nal of Applied Math. 8, 300–304 (1960)

9. Sandhu, R., Coyne, E., Feinstein, H., Youman, C.: Role-based access control mod-
els. IEEE Computer 29(2) (1996)

10. SISCO. Cisco and SISCO Collaborate on Open Source Synchrophasor Framework,
Press Release (2011),
http://www.sisconet.com/downloads/90-5_Cisco_SISCO.pdf

11. Trusted Computing Group (TCG), http://www.trustedcomputinggroup.org/
12. Trusted Network Connect Architecture for Interoperability (TNC), Specification

1.3. Revision 6 (April 2008)
13. Trusted Platform Module (TPM) Structures, Level 2, Version 1.2. Revision 116,

Communication Networks and Systems for Power Utility Automation (March 2011),
http://www.trustedcomputinggroup.org/resources/tpm_main_specification

http://www.albany.edu/acc/courses/ia/classics/belllapadula1.pdf
http://webstore.iec.ch/preview/info_iec61850-90-5%7Bed1.0%7Den.pdf
http://webstore.iec.ch/preview/info_iec61850-90-5%7Bed1.0%7Den.pdf
http://www.sisconet.com/downloads/90-5_Cisco_SISCO.pdf
http://www.trustedcomputinggroup.org/
http://www.trustedcomputinggroup.org/resources/tpm_main_specification


Probabilistic Model Checking

of CAPTCHA Admission Control
for DoS Resistant Anti-SPIT Protection

Emmanouela Stachtiari1, Yannis Soupionis2, Panagiotis Katsaros1,
Anakreontas Mentis1, and Dimitris Gritzalis2

1 Dependability & Security Group Dept. of Informatics,
Aristotle Un. of Thessaloniki, Greece

{emmastac,katsaros,anakreon}@csd.auth.gr
2 Information Security And Critical Infrastructure Protection Research Group,
Dept. of Informatics, Athens Univ. of Economics and Business, Athens, Greece

{jsoup,dgrit}@aueb.gr

Abstract. Voice over IP (VoIP) service is expected to play a key role
to new ways of communication. It takes advantage of Internet Proto-
cols by using packet networks to transmit voice and multimedia data,
thus providing extreme cost savings. On the other hand, this technology
has inherited drawbacks, like SPAM over Internet Telephony (SPIT).
A well-established method to tackle SPIT is the use of CAPTCHAs.
CAPTCHAs are vulnerable to Denial of Service (DoS) attacks, due to
their excessive demands for bandwidth. We suggest that anti-SPIT pro-
tection should be combined with appropriate admission control policies,
for mitigating the effects of DoS attacks. In order to identify how effective
is this technique, we quantify the costs and the benefits in bandwidth
usage through probabilistic model checking four different admission con-
trol policies. We conclude with comments on how appropriate is each
policy in tackling DoS attacks.

Keywords: admission control, DoS, CAPTCHA, probabilistic model
checking.

1 Introduction

Voice over IP (VoIP) offers a low-cost and high-quality service of multimedia data
transmission over Internet Protocol networks, such as the Internet. Inevitably
though, VoIP has ”inherited” a major threat of internet communication service
abuse that is widely known as SPAM over Internet Telephony SPIT [15]. Key
VoIP service providers have recognized SPIT as a critical issue that undermines
IP telephony growth and they develop increasingly sophisticated mechanisms to
tackle this threat [19,13].

Most of the systems that provide protection against SPIT adopt basic princi-
ples and design considerations from the area of IT Security [11,6,12]. A widespread
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approach is to develop policy-based mechanisms based on predetermined condi-
tions. These conditions can be formalized as a structured security policy imple-
mented by a set of rules defined by the user organization. Anti-SPIT protection
policies include all decisions and actions to perform, in order to provide effective
protection. However, it is true that under certain circumstances such a policy
cannot identify whether a VoIP communication originates from software robots
(”bots”) or humans. A common technique to manage those VoIP sessions is the
use of audio CAPTCHAs (Completely Automated Public Turing Test to Tell
Computer and Humans Apart) [18].

A CAPTCHA is a test that most humans should be able to pass, but computer
programs should not. Even though audio CAPTCHA is a well-established tech-
nology, as an anti-SPIT protection mechanism it is susceptible to Distributed
Denial of Service (DDoS) attacks, due to the computer resources demands as-
sociated with the CAPTCHA challenges. DDoS attacks against VoIP servers
are notoriously difficult to be countered [16]. They are launched by taking con-
trol of numerous machines that belong to unaware users. These machines are
used to force a victim server into instantly delivering a huge bulk of CAPTCHA
challenges that can exhaust the available bandwidth [9]. Such a bandwidth con-
sumption attack may render the server unavailable for legitimate users.

We propose that anti-SPIT protection should be combined with appropriate
admission control policies for mitigating the effects of DDoS attacks. In a VoIP
server under attack the vast majority of service requests causing CAPTCHA
challenges comes from incoming attack traffic. Admission control filters all ser-
vice requests according to some bandwidth preservation criterion and therefore
opens a possibility to prevent legitimate CAPTCHA challenges. In effect, a cost
for bandwidth preservation is induced.

We quantify the costs and the benefits in bandwidth usage through proba-
bilistic model checking of a server model handling DDoS traffic. We opted for a
Continuous Time Markov Chain (CTMC) representation developed within the
PRISM [7] model checking toolset and parameterized based on data from real
audio CAPTCHA implementations [12]. The obtained results provide analytic
estimates of appropriate cost and benefit metrics for comparing cost-effectiveness
of four admission control policies, namely simple sum [8], cutoff scheme [10],
fractional guard [14] and a threshold-based [3] policy. Our cost and benefit met-
rics are expressed as reward properties quantified over all possible paths of the
CTMC reachability graph. Our comparative results have been validated by ex-
tensive sensitivity analysis over different combinations of parameter ranges.

The paper is organized as follows. First, in Section 2 we give a short back-
ground on probabilistic model checking and the PRISM tool. Section 3 discusses
the examined admission control policies and the attack scenario we consider.
In Section 4, we provide the details of the performed probabilistic analysis and
the developed PRISM models, along with the adopted cost and benefits metrics.
Section 5 presents the obtained model checking results and interprets the shown
trends. Section 6 refers to the related work for probabilistic analysis of band-
width abuse. The paper concludes with a review on the findings and a discussion
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on their contribution towards the improvement of anti-SPIT protection and our
future work plans.

2 Probabilistic Model Checking

Probabilisticmodel checking is an algorithmic formal verification technique for an-
alyzing systems with probabilistic behavior. The PRISM model checking
toolset [7] generates models from a high-level description of the system’s behav-
ior with guarded commands. These commands are grouped into modules and each
module’s behavior is defined by local variables and transitions of the form:

[l]g → φl : u1 + ...+ φn : un; (1)

The guard g is a predicate over model variables and constants, whereas each
update ui specifies how new values are assigned to local variables. Transitions can
occur with some likelihood or frequency depending on the specified model type.
We opted a CTMC for faithfully representing the contention for a limited amount
of bandwidth provided in a VoIP system. For CTMCs, φi is the transition’s rate,
the parameter of a negative exponential distribution that governs the waiting
time of the transition, provided that the guard is true. Optional label l is used
for explicit synchronization with other transitions. The rate of synchronized
transitions is the product of the rates of the individual transitions.

Our CTMC model possesses the fundamental Markov property, which is also
presumed in [4] for analyzing bandwidth usage: the conditional probability dis-
tribution of future states depends only upon the present state. This assumption
is justified by the fact that bandwidth sharing, under the common assumption
of Poisson session arrivals, is insensitive to the flow size and the session arrival
process.

PRISM implements a series of graph-theoretic algorithms for reachability
analysis and iterative numerical solvers for computing/checking probabilistic
properties expressed in Probabilistic Computation Tree Logic (PCTL). It is also
possible to compute reward properties based on some reward structure defined
over the model. Path formulas in PCTL consist of temporal operators, such as F
(eventually) or G (always) and predicates that can be true or false in the reached
states. Models can be queried with properties of the form P =?[prop] about the
probability to satisfy a path formula prop. Reward structures are used to ac-
cumulate reward or cost values when certain states or transitions are observed.
Properties of the form Rr =?[prop] query the model for the expected value of the
reward r along paths satisfying prop. In CTMCs, probabilistic and reward-based
properties can be bounded by time t, if a transient analysis is required. In this
case, a reward property takes the form (C ≤ t).

3 Admission Control Policies

Let us consider the following scenario: a client group of legitimate users is served
by the VoIP infrastructure, while at the same time new legitimate clients and
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intruders that generate attack traffic are requested to answer CAPTCHAs.
Requests for multimedia services and CAPTCHA resources demand a non-
negligible amount of bandwidth and they can be granted process time, as long
as the bandwidth has not been exhausted. In a DDoS attack, the number of
malicious requests is rapidly increased in order to cause bandwidth exhaustion.
The attack succeeds, if the incoming malicious requests consume all the available
bandwidth, before a legitimate request for service or a CAPTCHA resource can
be accepted.

When a policy is applied for admission control, the available bandwidth is pre-
served by distinguishing the CAPTCHA challenges that will be served. This is a
sufficient way to prevent bandwidth abuse, since the bandwidth for the provided
VoIP services can be utilized only by legitimate users (we assume that attack-
ers cannot break/pass the CAPTCHA test and therefore they cannot dispatch
directly requests for multimedia services).

We focus on parameter-based admission control policies, as opposed to
measure-based policies that cannot be analyzed by a model-based approach.
More precisely, we study the following policies: the simple sum [8], the cutoff
scheme [10], the fractional guard [14] and a threshold-based [3] policy. In order
to discuss the policy approach, we have adopted the following notation:

1. κ representing the consumed bandwidth at a certain instant
2. β referring to the total link capacity
3. ρ denoting the expected bandwidth for a service request, and
4. c the expected bandwidth consumed for transferring a CAPTCHA challenge

In all policies, a service request is accepted provided that there is available
bandwidth to serve it (κ + ρ < β). The applied control approach for admission
of the arrived CAPTCHA requests is as follows:

Simple Sum: a CAPTCHA challenge is delivered only if κ+c < β. This means
that a new request is accepted, only if the available bandwidth suffices for the
expected CAPTCHA challenge needs in bandwidth.

Cutoff Scheme: requests by already authorized users have a higher priority
than the incoming CAPTCHA requests. In effect, a portion of the bandwidth is
reserved for assuring that user needs will be always accommodated. The question
regarding the ratio of bandwidth that should be reserved poses a significant
trade-off. If too much bandwidth is reserved, then new users requesting access
to services are likely to be discarded even when the bandwidth is underutilized.
On the other hand, underestimation of the bandwidth needed for providing VoIP
services can lead to the rejection of VoIP service requests. A CAPTCHA request
is accepted if max(κ, δ)+c < β, where δ is the bandwidth reserved for authorized
users.

Fractional Guard: CAPTCHA requests are accepted with a probability that
depends on the bandwidth consumption. This policy can be expressed by the
equation π ∗ rand(0, 1) > κ, where rand returns a uniform positive value less
than one and π is a parameter that influences the acceptance rate.
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Threshold Based: this policy is an adapted version of the call bounding scheme,
described in [3]. During a fixed period of time τ at most λ CAPTCHA requests
are accepted. All other requests are rejected until the expiration of the time
period, when the number of received requests is set to zero.

4 VoIP System Model and Cost Benefit Analysis

4.1 PRISM Model Description

Four models have been developed in PRISM, with each of them representing a
VoIP server under DDoS attack with one of the mentioned admission control
policies. The applied policy affects the model’s behavior regarding whether an
arriving CAPTCHA request can be accepted or not. CAPTCHA requests are
generated from one legitimate and one malicious source with different rates,
thus representing a race for acquiring the still available bandwidth resource.
We consider that if a legitimate CAPTCHA request is admitted, the model’s
execution ends with an attack failure. If a legitimate CAPTCHA request cannot
be accepted due to bandwidth exhaustion, then the malicious traffic results in a
DDoS success. Since the period of time needed to solve a CAPTCHA challenge
(5-15 seconds) exceeds the time period in which an attack success is observed
(<1 second), it is reasonable to take into account the additional bandwidth
consumption by all accepted CAPTCHA requests, until reaching the model’s
final state. The following model variables are used to encode state information
for the described VoIP system.

– captchas, the number of CAPTCHA challenges currently in progress
– established legitimate, becomes true if a legitimate CAPTCHA request has

been accepted
– successful attack, becomes true if the malicious traffic has consumed all

available bandwidth
– captcha counter, a counter used in the threshold-based policy for the number

of accepted CAPTCHA requests. It is periodically set to zero.

Table 1 highlights the model parameters, with some of them being common
in all models. We vary the malicious requests parameter to represent DDoS
attacks of various intensities. All other parameters are assigned constant values.
The clients rate and new clients rate parameters are assigned values, such that
on average one CAPTCHA request is expected among 20 service requests from
legitimate users.This happens due to the fact that most anti-SPIT techniques
have the CAPTCHA mechanism as the last obstacle against SPIT attacks [5]
and consequently only a portion of SPIT attacks are challenged by CAPTCHA.
The captcha size parameter represents bandwidth consumption for transferring
the CAPTCHA challenge’s audio file and is set to 200 kbps [18]. We assume that
the service size is 83 kbps of Session Initiation Protocol (SIP) trunk bandwidth
per service request [1], considering the G.711 wave-format codec. We set the
link capacity to 5 Mps for a VoIP server with a total bandwidth of 10 Mps, out
of which 5 Mps are devoted for servicing already authorized clients.
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Table 1. Model Parameters

Name Description

All models

malicious requests Rate of malicious requests. (1-100.000 req/sec)
clients rate Rate of requests arriving from authorized clients. (200 req/sec)
new clients rate Rate of requests arriving from unauthorized clients. (10

req/sec)
captcha size Bandwidth requirements for a CAPTCHA challenge. (200

kbps)
service size Bandwidth requirements for serving authorized clients. (83

kbps)
link capacity Total available bandwidth (5 Mbps)

Cutoff scheme

bandwidth reserved Percentage of available bandwidth reserved for serving service
requests

Fractional guard

acceptance parameter A value such that the probability of accepting a CAPTCHA
is given by acceptance parameter∗k, where k is the currently
available bandwidth

Threshold-based

initialize rate Frequency of setting the counter of accepted CAPTCHA re-
quests to zero.

captcha limit Threshold of the counter accepted CAPTCHA so that
CAPTCHA requests are still accepted.

The decision of whether a request will be accepted or not is made based
on two PRISM formulas, namely AdmitService and AdmitCAPTCHA. While
the AdmitService formula has the form consumed bandwidth+ service size ≤
link capacity in all models, the AdmitCAPTCHA formula varies for each policy,
as it is shown in Table 2.

Table 2. The variants of the AdmitCAPTCHA formula in each policy

Policy name AdmitCAPTCHA variants

simple sum consumed bandwidth+ captcha size ≤ link capacity
cutoff scheme consumed bandwidth+ captcha size ≤ link capacity
fractional guard consumed bandwidth+ bandwidth reserved∗ link capacity+

captcha size ≤ link capacity
threshold-based (captcha counter < captchalimit)&(consumed bandwidth +

captcha size ≤ link capacity)

The main transitions of the VoIP system model are:

– admit malicious: admit a malicious CAPTCHA request. Occurs with rate
malicious requests, if the AdmitCAPTCHA formula evaluates to true.

– reject malicious: drop a malicious CAPTCHA request. Occurs with rate
malicious requests, if the AdmitCAPTCHA formula evaluates to false.
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– admit new client: admit a CAPTCHA request from legitimate user. Occurs
with rate new clients rate, if the AdmitCAPTCHA formula evaluates to
true.

– reject new client: drop a CAPTCHA request from legitimate user. Occurs
with rate new clients rate, if the AdmitCAPTCHA formula evaluates to
false.

– admit service: admit a service request. Occurs with rate service rate, if the
AdmitService formula evaluates to true.

– reject service: drop a service request. Occurs with rate new clients rate, if
the AdmitService formula evaluates to false.

In the fractional guard policy, the typical rate for an accept re-
quest transition is multiplied by accept parameter ∗ (link capacity −
consumed bandwidth)/link capacity, where accept parameter is the value of
π. Similarly, the typical rate for a drop request transition is multiplied by
1− (accept parameter ∗ (link capacity − consumed bandwidth)/link capacity)

4.2 Costs and Benefit of Admission Control

The probability of DDoS attack success against a CAPTCHA anti-SPIT mech-
anism is only one aspect of admission control effectiveness. Evaluating other
aspects of bandwidth usage is also very important. For example, an extremely
rigid policy that discards most CAPTCHA requests is not vulnerable to DDoS,
but it also fails to serve the legitimate users who generate CAPTCHA requests.

A more complete view for the admission control cost-effectiveness is obtained
by considering all metrics related to costs and benefits in bandwidth usage, while
avoiding to quantify strongly correlated properties such that we will not take into
account the same effects twice. Then, it will be possible to compare the different
policies based on their net benefit.

We assigned costs and benefits to specific model events by attaching the fol-
lowing reward structures:

– Accepted (AS) and rejected (RS) service requests: they compute respectively
the expected number of accepted and rejected service requests. Both of them
take values in the range of [0, 1], since the server model receives at most one
service request at each execution path.

– Accepted (AN ) and rejected (RN ) new clients: they compute the expected
number of accepted and rejected CAPTCHA requests from new legitimate
clients. They also take values in the range of [0, 1] for the same reason as
the previous structures.

– Available bandwidth (AB) while the system is under DDoS attack: this re-
ward computes the expected bandwidth percentage that remains available
during the attack.

We defined the cost and benefit metrics from the server’s viewpoint as shown
in Table 3. The probability to accept an incoming service request should be as
high as possible and therefore we consider it as a benefit metric. On the other
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hand, the probability to reject a request initiated by a new client, as well as
the percentage of unexploited bandwidth upon a DDoS attack is a cost that
admission control should minimize. The net benefit is calculated by

netbenefit = 2 ∗B1 − C1 − C2 (2)

The benefit is weighted twice as much as each of the costs. The appropriate
weights depend on the optimization priorities that are specific to the context of
the performed analysis.

Table 3. Cost and benefit metrics for the analysis

Cost Benefit

Metric Value Metric Value

Probability of rejecting an
incoming request from a
new client (C1)

RN/(AN +RN ) Probability of accepting an
incoming service request
(B1)

AS/(AS +RS)

Percentage of unexploited
bandwidth upon DDoS
(C2)

AB

The goal of our analysis is to rank the policies according to their net benefit,
at each grade of attack intensity. Since the choice of parameters affects the
ranking, we assumed the best net benefit for each policy with some specific attack
intensity. By having ran the models with different parameters, we discovered the
higher net benefit for increasing numbers of malicious requests.

5 Experimental Results

The experimental results for a wide range of malicious requests rate using vari-
ous model parameters are summarized in Fig. 1. In simple sum, the net benefit
decreases exponentially as the malicious requests become more frequent. Specif-
ically, the benefit converges to zero and the probability to reject a new client’s
request increases at higher attack rates. On the other hand, the available band-
width is zero for all rates of malicious requests. Cost outperforms benefit when
the attack rates are higher than 13.000 requests per second.

The cutoff scheme offers greater net benefit as the reserved bandwidth shrinks,
as long as it is more than the percentage of bandwidth occupied by service re-
quests, which we assume to be 0.5. Reserving 60% of bandwidth, as compared
to 80%, leads to less unexploited bandwidth and to a higher probability of ac-
cepting new clients’ requests. On the other hand, accepting an incoming service
request is guaranteed in both cases. The maximum net benefit was achieved by
setting the reserved bandwidth parameter to 0,51.

In fractional guard, the higher the accept parameter value is, the higher the
net benefit for up to 10.000 malicious requests is. At larger attack rates, a smaller
accept parameter is optimal and it achieves better results after 14.000 malicious
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requests. When the attack rate is low, a small accept parameter leads to a signif-
icantly higher possibility of dropping new client requests and a larger percentage
of unexploited bandwidth. On the other hand, fractional guard offers a higher
probability of serving a service request, which is maintained for very high attack
rates. Generally, the net benefit decreases slower for small accept parameters.

Fig. 1. The net benefit for different parameters of the examined policies

The series of net benefit in the threshold-based policy are associated with
sets of the CAPTCHA limit and initialization rate parameters. When the ini-
tialization rate equals to 1, setting the CAPTCHA limit to 21 yields better net
benefit. A requirement for the CAPTCHA limit is to be smaller than the maxi-
mum CAPTCHA sessions that the bandwidth can handle. For an initialization
rate of 101, bigger CAPTCHA limit leads to better net benefit. This is observed
because the more frequent the initialization of the accepted CAPTCHA counter
happens, the smaller the counter threshold is. The best net benefit was achieved
by setting the initialization rate to 1 and the CAPTCHA limit to 24, which
is the maximum number of CAPTCHA that the bandwidth can accommodate,
while at the same time it has enough space to serve a service request.

It is concluded that the threshold-based policy gave the best results in the
cost-benefit analysis at all attack rates as Fig. 2 displays. On the other hand,
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Fig. 2. Maximum net benefit achieved by policies

the cutoff policy ranks second, having a very small difference from the first one.
This policy requires knowledge of the expected arrival rate of legitimate requests,
which is susceptible to change. Fractional guard did not perform very well due to
our choice of evaluation metrics. This policy does not provide enough guarantees
for serving legitimate requests and randomized decision of accepting CAPTCHA
requests can have flaws that are revealed by model checking (all possible results
of these decisions are taken into account).

6 Related Work

A game-theoretic framework for analyzing the effectiveness of bandwidth attacks
is presented in [17]. The game consists of an attacker launching an attack using IP
spoofing and a defender, who attempts to detect the attack using coarse-grained
statistical filtering. The authors examine various strategies for such games and
evaluate the payoffs. Their results show that statistical methods are a promising
means for revealing bandwidth abuse attacks. They also pose the idea to use
statistical filtering for identifying suspicious groups in the server’s traffic, towards
directing resource-consuming filtering techniques only to those groups.

In [8], the authors define the evaluation criteria to compare one parameter-
based and tree measure-based admission control policies. Parameter-based poli-
cies make decisions based on a priori knowledge of the server’s traffic, while
measure-based policies rely on actual measurements of load. They evaluate sim-
ulation results based on the criteria of the probability for guaranteed service to
clients and the level of network utilization. However, model checking provides
higher confidence for policy effectiveness than simulation-based approaches, be-
cause the results characterize all possible system execution scenarios, as opposed
to only a limited number of simulation traces.

PRISM is used in [2] to formally analyze the bandwidth amplification attack
against the Domain Name System (DNS), along with three countermeasures:
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packet filtering, random packet drops, and aggressive retries of legitimate pack-
ets. The authors compute the attack probability based on CTMC representation
of an attack scenario and measure the cost-effectiveness of each countermeasure,
when it is used for completely eliminating the probability of attack success. Our
cost-benefit analysis is based on the same principles with those applied in [2].

7 Conclusions and Further Research

Voice over IP technology becomes a popular communication system, as it is
widely used for establishing and maintaining multimedia sessions over the Inter-
net. One of the obvious potential problems of VoIP applications is the growth of
the SPIT phenomenon, which is often handled with the use of audio CAPTCHA.
Even though this technique is able to distinguish sessions which are initiated by
human from those initiated by software (bots), it adds up a serious threat: the
possibility of bandwidth abuse through DDoS attacks.

In this work we study the effectiveness of CAPTCHA admission control poli-
cies towards eliminating the DDoS threat by discarding a limited number of
VoIP sessions. We provide results obtained by probabilistic model checking of
a CTMC representing bandwidth consumption in a VoIP system. Costs and
benefits for the analyzed policies have been quantified by appropriate reward
properties defined and evaluated within the PRISM model checking toolset.

The examined policies are ranked according to the computed net benefit for
a range of parameter values that provide insight for the analysis sensitivity. We
show that threshold-based and cutoff admission policies offer effective defense
against DDoS attacks. Two other policies, namely fractional guard and simple
sum are not characterized by decent results in terms of cost-effectiveness. More
specifically, it is shown that when applying the simple sum policy, the more
attack sessions are initiated the less net benefit is obtained. We note that the
parameters used in our analysis do not depend on hardware characteristics.

As future work prospect we aim to study how the admission policies and the
use of audio CAPTCHA affect the time needed for call establishment in VoIP
sessions, since there are critical timeouts set by most VoIP providers. Moreover,
we plan to measure cost effectiveness not only in terms of bandwidth usage, but
also in terms of CPU and memory consumption.
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Abstract. Malice aside, even the pursuit of legitimate local goals such as cost
minimisation, availability, and resilience in subsystems of a critical information
infrastructure (CII) can induce subtle dynamic behaviours and dependencies that
endanger higher-level goals and security of services. However, in practice, the
subsystems of a CII may not be entirely cooperative, potentially having differ-
ent and perhaps conflicting management goals; and some subsystems may be
malicious or untrustworthy. Consequently, vulnerabilities may arise accidentally
or deliberately through the dependency on subsystems with conflicting goals, or
systems which might contain potentially rogue elements. We have developed an
analytical framework for reasoning about vulnerabilities and risks in dependent
critical infrastructure. To validate the analytical framework we have carried out a
series of experiments on a Cyber Range facility, simulating dependent informa-
tion infrastructures. This paper presents results obtained from the experiments.

Keywords: Dependent Information Infrastructure, Analytical Tools, Cyber
Range Experiment.

1 Introduction

Critical Information Infrastructures (CIIs) seldom operate in isolation. Often they are
built, and sometimes they organically emerge from smaller (perhaps autonomous) sub-
systems. Thus, the services provided by CIIs may rely on subsystems with various de-
grees of quality and which have complex dependency relationships between them. Even
though the typical CII will be distributed, emergent, and connected together via com-
plex dependency relationships; from the user’s perspective, the services that the CII
provides must operate transparently, securely, and efficiently regardless of the struc-
ture or complexity of the underlying system. When dealing with critical infrastructures
however, guaranteeing quality is even more important, because not meeting service re-
quirements or violating policies can have very dire consequences.

In order to provide guarantees about services with respect to the user requirements,
various subsystems of the CII may have to collaborate together. This is not always
possible because the systems may fall under different administrative boundaries with
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conflicting goals. The conflicts can generate exploitable vulnerabilities, and it is es-
sential that we discover and understand these vulnerabilities in order to plan for and
mitigate the associated risks.

A major challenge arises because the interactions between information infrastructure
subsystems to provide essential services are often so complex that it may be difficult to
foresee the effect that local changes within a subsystem may have on global objectives
such as the security and quality of services delivered by the information system. Local
goals, such as policy-driven load-balancing, for example, can create transient dynamic
behaviours with unexpected impacts on the goals and requirements of other dependent
systems within the infrastructure. It is thus beneficial to have tools for reasoning about,
and for discovering the potential impact of changes within the dependent infrastructure
on a target system of interest. Such tools may help in forward-planning, for decision sup-
port during the selection of controls and remedies to risks arising from the introduction
of change.

To see how benign local changes might inadvertently sabotage global goals, let us
consider an example involving storage outsourcing in an open cloud storage ecosystem.
Suppose that an organisation (A, as shown in Fig. 1) wishes to achieve availability of
data d by outsourcing redundantly to, say three (B,C, and D), different cloud storage
providers at a time t. Now suppose that the storage providers, seeking to minimise
their cost of service provision, have a policy to further outsource some of their storage
to other storage provider that minimises their operating costs. Now if at a later time
t′ > t the storage provider E advertises a very favourable cost, so that the providers
B, C, and D further outsource data d to E in line with their individual policies. This
interaction between the pricing strategy of E and the policies at B, C, and D has led
to the violation of the redundancy requirement at A because by aggregating the data at
E, a single point-of-failure is established. The notation dφX in Fig. 1 means that the
labelled node is hosting the data d from the customer X . As we can see from the figure,
at the time t′ only the node E is hosting the data d, in violation of the requirement that
d must be hosted in at least 3 different sites.
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d

d

d

time = t

[dφA]

[dφA]

[dφA]
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d

d

d

d

d

d

later time = t′ > t

⎡
⎣dφB,
dφC,
dφD
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Fig. 1. The interaction of policies at B,C,D and the price changes at E leads to a violation of the
redundancy objective of A at time t′

Unless A negotiates with the storage providers not to further outsource its data for
storage elsewhere, it is difficult to provide any guarantee that the desired availability
will not be violated by legitimate dynamic changes that might take place within the
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ecosystem. In fact, such changes need not be across organisations, it may be internal,
involving one branch and another of the same organisation; or even at the enterprise
level where the operating procedures and practices may need to change as a result of
corporate acquisitions and mergers. Reasoning about the impact of such changes is a
problem that we wish to tackle.

Now, as in the example above, we observe that changes within a dependent infras-
tructure that lead to a vulnerability or the direct violation of policies of a stakeholder
need not be purely technical. Enterprise policies, the physical environment, and even
events that are external to the relevant organisations can effect changes, which have con-
sequences for the dependent stakeholders. For this reason we take a holistic approach to
the modelling of dependencies across the CII ecosystem that encompasses the physical,
technological, information, and the enterprise environment within our framework. So,
dependencies may span technological assets, to enterprise layer policies and operating
procedures and the information and physical environments as well as organisational ex-
ternalities. This allows us to discover scenarios where non-traditional dependencies can
impact target objectives. For example, when market and competitive conditions influ-
ences policies for supply chain selection, which in turn changes the technology environ-
ment and the overall security posture. In our experiment, which we shall present later
in Section 3, the choice of outsourcing cost minimisation policies (an enterprise-level
change) impacted the resilience and security requirements of the stakeholder’s infor-
mation assets (an information-level impact). We have adopted a layered-architecture to
study how changes and dependencies across the various layers of an organisation and
its organisational dependencies can impact objectives. See [1,3] for details about our
layered approach.

1.1 Research Results

The primary objective of this paper is to verify and validate our dependency mod-
elling and analytical framework via experimentation on the Cyber Range: a Cyber
war-gaming environment for high-fidelity stress-testing of enterprise and information
infrastructures. Having developed a dependency taxonomy within a conceptual depen-
dency model, as well as an analytical framework (reported previously [1,3]) we wanted
to investigate by carrying out specific types of experiments involving the exploitation of
dependencies across multiple layers of multiple enterprises whether our model was rich
enough to explain the vulnerabilities. Had this not been the case, it would have neces-
sitated a refinement of our model. Consequently, and because of space constraints, we
only presented the analysis of a single experiment scenario checking the violation of a
(k, n) secret sharing policy. Other policies such as availability metrics were investigated
but not presented. The validation methodology remained the same.

1.2 Related Work

Our research work focuses on dependent infrastructures. There are three main, often
complementary, approaches to modelling such dependencies:
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1. Graph/Network-Based Models. Here the interconnected infrastructure is mod-
elled as a network or graph consisting of nodes (infrastructure components) and
edges or links representing the relationship or interconnectivity between the nodes.
Graph-theoretic models of dependencies have been well-studied [16,6,14,2,10,1],
graph-based models can be visually compelling when presented graphically, but
more importantly the graph-based model makes it possible to apply many results
from network/graph theory to infrastructure analyses. In [16] the authors have de-
velop a flexible way to describe the behaviours of nodes in the network while in-
corporating various models of network services. The approach is based on service
dependencies between infrastructure nodes which is validated within a simulation
environment. Our formalism, however, permits in addition to network nodes and
services, actors from the environment such as people, natural phenomena (earth-
quakes, floods, etc.), and other externalities which along with their impacts can
be incorporated directly into the model. This potentially allows richer scenarios to
be specified and reasoned about within our model. In [11], a dependency model
based on Quality (various properties and indicators such as quantity, speed and
reliability), Response (input and time-induced variability in service output), State
of operation (normal, stressed, crisis and recovery states) and Environmental fac-
tors are considered. The basic idea is to support richer models of dependencies that
can capture real-world scenarios. Although we have only presented a simulation
scenario in this paper, we have defined a foundational calculus of dependency [1],
which can capture all the four areas identified in [11]. Our framework also features
an analytical system driven by What If? queries for the discovery of vulnerabilities
in dependent infrastructures [3].

2. Agent-Based Simulations. Here CII components and subsystems are modelled as
autonomous agents interacting with other agents, evolving and showing emergent
behaviours. Examples include [7,17,9]. The CIMS c© framework is an agent-based
CII modelling and simulation platform that was developed to provide a portable and
highly visual tools to identify and graphically display interdependency weaknesses
and vulnerabilities to the critical portions of the infrastructure or operations [7]. It
allows high-level reasoning about CII states. CIMS c© is a fully-fledged simulation
environment which allows network nodes to be connected to external simulations
or even physical sensors. Our framework allows a simulated CII to be analysed
through the use of translators that can transform the simulated CII into the depen-
dency model used by the framework.

3. Input-Output Analyses. Inspired by Wassily Leontief’s Input-output model of
the economy, [8] developed what is referred to as the Leontief-based infrastruc-
ture input-output model to enable an accounting of the intra-connectedness within
infrastructures as well as the interconnectedness among them. Leontief’s model en-
ables understanding the inter-connectedness among the various sectors of an econ-
omy and forecasting the effect on one segment of a change in another. Oliva et al
[12] combine the input-output and an agent-based model to overcome the limita-
tions of agent-based models which are often difficult to validate because of lack
of quantitative data and the often very abstract input-output models, but which are
validated using real economic data. We do not use the input-output model.
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In the arena of dependency modelling and analysis, [13] identifies four abstract prob-
lem areas that are relevant for the analysis of infrastructure dependencies and the sub-
sequent emergent system behaviours:

1. Given a set of initiating events {E(a), E(b), . . .} what is the cascading impact on
a subset of nodes {x, y, z, . . .}? Here a, b, . . . , x, y, z, . . . represent infrastructure
entities of interest, and for any such node a, E(a) is an event associated with a.

2. Given a set of nodes {x, y, z, . . .} and a desired end state, what is a set of events
{E(a), E(b), . . .} that would cause this effect?

3. Given a set of events {E(a), E(b), . . .} and a set of observed outcomes of on nodes
{x, y, z, . . .}, is it possible to determine the derived dependency (abDxyz)? Here
(abDxyz) means dependency sources a and b are acting together to generate the
outcomes in the target nodes x, y and z.

4. Given a set of infrastructure networks and a critical function, what is the subset of
critical nodes {x, y, z, . . .} across all networks that will adversely impact a specific
mission functionality due to direct or derived dependency?

The first two problems are captured and reasoned about under our analytical frame-
work through an automated What If? reasoning interface, and the last two are cap-
tured within its analytical engine, which automatically derives dependency relation-
ships through an event-driven semantic model. In particular, we note that our analytical
framework does not require the dependency relationships to be built directly, as is typi-
cally done in simulation-based approaches [13], rather, our modelling approach derives
dependency relationships by logical deductions backed up by formal axioms. Some de-
tails about how this is achieved have been reported elsewhere [1,3].

2 Architecture of Analytics

We have developed within the SATURN project an analytical framework, which pro-
vides an environment for modelling and reasoning about CII dependency and the as-
sociated risks. A high level software architecture of the framework is shown in Fig. 2.
Currently, there are two primary ways of using the framework, namely through SDML
(our domain-specific language for infrastructure dependency modelling) and through
simulation. This paper is based the latter approach. At the core of the framework is
a dependency model, which we have defined to capture various forms of dependency
relationships between infrastructure elements and their states. The user will not typi-
cally generate the dependency model directly, rather, pluggable translators are used to
derive the dependency model from a model source. For example, in this paper, the re-
sults of a CII simulation are used to generate the dependency models through a simula-
tion event translator. Our special-purpose CII dependency modelling language, SDML,
comes with a built-in translator within our toolset that generates the dependency model
directly from the modelling language. Thus, in principle, any CII model can be analysed
under this extensible framework provided there is a translator for the CII model.

The advantage of transforming a given CII model into our dependency model is that
it can benefit from powerful analytics and What If? queries that we have developed as
part of our critical infrastructure analysis framework. The analysis engine (Analytics in



160 A.O. Adetoye, S. Creese, and M.H. Goldsmith

Dependency
ModelSimulation

Simulation
events

translator

SDM
L

SDML
translator

Analytics

What-If
Queries Analyst

Fig. 2. The Software Architecture of SATURN Analytics

Fig. 2) can reason about the dependency relationships and states of the infrastructure
entities as they evolve over time to discover the satisfaction of target constraints. Such
constraints may be in the form of policy objective specifications that formalise when a
target policy has been violated. The analytical reasoning is then carried out through a
series of What If? queries that the analyst can issue to see how initial target configu-
rations and events can impact target objectives. As an example, a What If? query may
enquire about the impact on a target organisation of the failure of a set of suppliers in its
supply chain. The result may be a set of processes and assets in the target organisation
which loose supply of essential services, and which in turn may impact other business
objectives within the target organisation. We have published preliminary versions of our
analytical framework in [3], a more up-to-date description and the full semantics of the
associated modelling language SDML is currently being prepared for publication.

3 The Cyber Range Experiment

In order to investigate how (potentially malicious) dynamic changes within an informa-
tion infrastructure may violate safety and resilience requirements of dependent systems,
we have developed an experiment on a Cyber Range facility. The Cyber Range facility
has been purposefully built to conduct Cyber warfare games in a completely isolated
and safe environment. The experiment set-up is the following.

The experiment was conducted on a cluster of 50 physical IBM3250 servers, inter-
networked by a simple low-fidelity switched LAN. In addition to the IBM3250 servers,
a separate DHCP server and two workstations for controlling and monitoring the exper-
iment were connected to the LAN. Since the objective of the experiment is not to study
the impact of Cyber attacks on the supply chain, we did not mount or directly simu-
late any during the experiment. Each physical IBM3250 server used in the experiment
ran a VMWare ESXi ”bare-metal” hyper-visor, which hosted a single CentOS Linux
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server that we had already instrumented for the experiment. Each CentOS server hosted
an Akka1 actor system, which ran actors simulating cloud storage servers used in the
experiment. In total, we conducted 20,020 separate experiments on the Cyber Range
facility. The experiments ran uninterrupted for a total period of about five weeks before
it completed. In the next section we shall describe the experiment scenario that we were
investigating and the aspects of the experiment used in this paper.

3.1 Experiment Scenario

Our experiment scenario is based on an institution (let us call it OrgX) that wishes to
outsource its data storage in an open cloud environment. For our experiment, we as-
sume that OrgX requires that the storage outsourcing must conform to a (k, n) secret
sharing policy, in the spirit of Shamir’s [15] (k, n)-threshold cryptographic secret shar-
ing protocol whereby a piece of secret must be broken down to n cryptographic chunks;
and, in order to reconstruct the secret, at least k chunks must be present. The security
guarantee that Shamir’s threshold cryptographic sharing provides is that, even when the
adversary has access to k−1 chunks, the adversary can gain no information at all about
and cannot reconstruct the original secret. Thus, in order to protect the outsourced se-
cret data, OrgX requires that no single provider may have k or more chunks of the data
according to the (k, n)-threshold scheme.

C

I

OrgX
P1

P2

Cloud Provider A

P3
Cloud Provider B

P4
Cloud Provider C’

P5
Cloud Provider D

Cloud Provider E

Fig. 3. Suppliers’ cost-minimisation policies circumvent client’s (k, n) secret sharing scheme

The scenario of Fig. 3 shows our layered model and the dependencies within and
across the layers. Each organisation is represented as a stack of four layers: namely,
the Enterprise (the blue, topmost) layer, the Information (yellow) layer, the Technol-
ogy (green) layer, and the Physical (red, bottom) layer. The assets (represented by the

1 Akka (http://akka.io/) is a scalable real-time transaction processing platform for
building concurrent and distributed applications.
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spheres here) are placed on the particular layer of the organisation that they belong to,
and the assets are connected together by arrows representing some dependency relation-
ships between the assets. For example, the Enterprise-layer policy P1 at OrgX governs
how the information I should be outsourced, and hence there is a dependency arrow
from P1 to I representing the dependency of the processing of I on P1. The depen-
dency arrow between I and the Technology-layer control C (e.g. some hardware/soft-
ware processor that ensures I is chunked up and distributed according to the policy P1)
at OrgX represents the flow of information from I to the control, and the indirect de-
pendency relationship between P1 and C (obtained by traversing arrows between the
two entities) captures the fact that the operation of control C depends on the Enterprise-
layer policy P1. Now let us assume that P1 requires a (k, n) = (2, 4) secret sharing
policy. The particular example of Fig. 1 demonstrates the violation of the (2, 4) se-
cret sharing policy in a small data storage supply chain. Here we lay emphasis on the
fact that it is the application of the enterprise (blue) layer policies (P2, P3, P4, P5)
at the various organisations in the supply chain that ultimately led to the violation of
the information processing requirements at OrgX as facilitated by the technology layer
controls and the mechanisms implementing the enterprise layer policies at the supply
chain organisations. See [3] for a more detailed discussion of our layered approach.

An objective of the experiment is to understand the impact of enterprise-layer poli-
cies and selection of controls within an information infrastructure supply chain on infor-
mation security policy. In the experiment scenario, the enterprise-layer decision within
the supply chain to minimise the cost of storage outsourcing and the consequent changes
within the chain led to a violation of policies. It is thus useful from the perspective of
OrgX to understand its sensitivity to these changes and the impact that they might have
on its own policies. We assumed in the experiment that all the cloud providers were fol-
lowing the same cost minimisation strategy: which was to outsource data storage to the
cheapest provider in the ecosystem. This was only a simplifying choice, and not a lim-
itation. It is possible under our What If? analysis set-up to specify different enterprise
strategies for each cloud storage provider in the supply chain. However, the experiment
considered the case where all the providers pursued a uniform goal.

3.2 Experiment Description

The following parameters were considered in the experiment (although, not all are used
in this paper).

1. The number n of chunks that data must be broken into: this parameter is a part
of the (k, n) threshold scheme.

2. number k that sets an upper bound on the number of data that can be aggre-
gated: this parameter is a part of the (k, n) threshold scheme.

3. The number (cn) of cloud storage providers: this determined whether certain
(k, n) policies are even satisfiable in the first place. For example, the (2, 100) shar-
ing policy cannot be satisfied if cn = 80 if all the 100 chunks are to be outsourced.

4. Cluster size clu: this parameter is an upper bound on the initial number of chunks
that OrgX can outsource to a single provider.

5. The hops parameter: determines the greatest number of ”hops” or nodes down-
stream that a part of the data may be outsourced to.
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6. Finally, the parameter failingClouds, which when set to true allows cloud
providers to fail randomly.

For each experiment, a value is set for each of the parameters above. For example,
for the experiment 4,722 we had the following values: cn = 70, k = 4, n = 15, clu =
2, hops = 3, and failingClouds = false. This means that the experiment considers an
ecosystem made up of 70 cloud storage providers, under a (4, 15) data outsourcing pol-
icy. The initial data outsourcing cluster clu=2 means that the 15 chunks are outsourced
2 each to the first seven immediate downstream storage provider and one to the last
provider. The selection of the immediate downstream provider is completely random.
The hops = 3 parameter means that OrgX requires that the data may be further out-
sourced downstream at most 3 times. To this effect a sticky policy is attached to the
data, which must be decremented once the data is outsourced. Finally, the parameter
failingClouds = false means that that experiment does not consider availability and
resilience issues associated with the failure of storage providers.

At the beginning of the experiment, the default storage price at the storage providers
is 100 units, but any of the providers may advertise a lower price at any time. This cre-
ates a dynamically changing ecosystem, in which each participant seeks to minimise
its storage cost, while at the same time negotiating not to violate its own local poli-
cies and constraints. The actors in the experiment generated logs whenever events of
interest, such as data outsourcing, price changes etc. occur. But in order to use the re-
sults of the experiment within our analytical framework, it must first be translated to the
framework’s dependency model. We do not describe this step in this paper. It suffices
to say that we carried out the translation step offline once the results of the experiment
were available by replaying back the log files to the translator. However, it is possible
in principle to carry out such analysis in real-time, perhaps across a network. This was
not possible in our case because the Cyber Range facility by its nature requires that it
must be air-gapped and closed off to the Internet to prevent accidental contamination.

3.3 Reasoning about the Violation of (k, n) Policies

The following is a brief description of the experiment after translation to the SATURN
dependency model. The outsourced data chunks are assigned a type Secret and the
cloud storage providers are assigned the type CloudStorage. The assigned types are
used in What If? queries to filter the entities. Whenever a data chunk d is outsourced
to a storage provider, d is added to the set ServicesIn of the provider. Under the graph-
theoretic description of the dependency model, ServicesIn is the set of incident edges
to a vertex, and Entities refers to the set of all named objects (edges, and vertices) in
the model. The What If? query to report whenever a storage provider violates the (k, n)
policy is now shown in Fig. 4. Please refer to [3] for a more detailed description of
the What If? construct. The query simply says that any entity of the type CloudStorage
(X:CloudStorage in Entities) in the model, that is, any cloud storage provider, must be
reported if the size of the secrets that it acquires is equal to or exceeds k (size(Y|Y:Secret
in x.ServicesIn)>= k). This is the constraint placed on the supply chain by the (k, n)
policy. Other policies are similarly specified. The What If? query interface allows us to
reason about the entities in the model, their states and dependency relationships as they
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No Storage Provider should have k or more chunks at any time

/**
* Model-check whether any ‘‘CloudStorage’’ provider could have

* k or more ‘‘Secret’’ data at any point.

*/
BeginWhatIf
report {
X:CloudStorage in Entities.size(Y|Y:Secret in x.ServicesIn)>= k
}

EndWhatIf

Fig. 4. Reporting the violation by a CloudStorage provider of a (k, n) policy, for some k and n
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Fig. 5. Storage providers violating policy over time

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

·1010

0

10

20

30

40

50

60

70

80

90

100

Time

A
dv

er
tis

ed
co

st
of

st
or

ag
e

Cloud16
Cloud18
Cloud26
Cloud27
Cloud35
Cloud36
Cloud48
Cloud55

Fig. 6. Advertised storage price over time by the providers



Reasoning about Vulnerabilities in Dependent Information Infrastructures 165

evolve over time to give us deeper visibility and insights into the dynamics of a CII. In
particular, the logical queries allow us to create ”hooks” to capture events of interest,
which can be a very powerful way of reason about dependent infrastructures.

We now turn our attention back to the result for experiment number 4,722 that we
described earlier2. The graph of Fig. 5 plots the cloud storage providers against the
time when the violated the (4, 15) policy. The time on the x-axis has been normalised
to start at 0, when the first violation occurred during the experiment. The y-axis records
the cloud ID, so that 40 corresponds to the cloud storage provider named Cloud40.
Thus, Cloud27, was the first to violate the policy, followed by Cloud16, and then by
Cloud55 and so on.

Now, the graph in Fig. 6 shows the advertised storage cost over time by the cloud
storage providers. As may be observed from the graph, there is a very strong corre-
lation between the provider that advertises the least cost and the one that violates the
(k, n) policy. When Cloud27 advertised its cost at 57 units against the backdrop of other
providers advertising at 100 units, it was able to violate the OrgX’s (k, n) policy as the
other providers scrambled to outsource to it. Similarly, a flurry of outsourcing ensued
when Cloud16 undercut the current cheapest by advertising a price drop to 51 units, al-
lowing it to circumvent OrgX’s policy. The same follows for the other price cuts. While
there was no collusion between the storage providers, the interaction of their separate
enterprise policies meant that OrgX was vulnerable to price minimisation attacks.

4 Conclusion and Future Work

The results of the Cyber Range experiment that we have carried out demonstrate how
unexpected dependencies and potential vulnerabilities might arise in enterprise relation-
ships. In particular, the experiment shows a dependence of the (k, n) policy’s violation
on the cost of storage within the supply chain. Generally speaking, it will be a use-
ful additional tool in the arsenal of the security or risk analyst to be able to discover
such correlations from enterprise events. In this particular experiment, we do expect
that OrgX will be vulnerable to a price setting attack by a rogue provider in the supply
chain. In practice, however, the complexity and the dynamic nature of enterprise depen-
dencies will make it difficult to foresee how various interactions and enterprise relation-
ships can result in vulnerable and exploitable architectures. Thus, analytical tools such
as the SATURN dependency platform can give very valuable insights for the discovery
of potential vulnerabilities. When combined with What If? games, the analyst can test
the impact of potential configuration changes and relationships on target objectives. A
potential area of work is the integration of powerful statistical and data mining tools
into the SATURN framework for reasoning about dependent CII events. This may help
to identify subtle dependency relationships via statistical correlation of events.

We are aware that, sometimes, it may not be practical or desirable to share all the in-
formation necessary to reason about or maintain a global target property in a dependent
information system. Thus a promising area of future work for us is the investigation
of abstraction strategies whereby the states of an entity in the dependency graph about

2 Note that this experiment was chosen arbitrarily, just for illustration. There is nothing special
about it in particular.
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which we do not have the requisite information are assigned values from a category
of templates that is informed by a risk profiling of the entity. What If? scenarios can
then be subsequently played out to characterise the sensitivity of target objectives on
the entity’s assigned profile. Note that if we assign probabilities or likelihood to an en-
tity’s state belonging to one of the predefined risk categories, then the problem would
be akin to abstraction and reasoning under uncertainty, which is a well-studied subject.
A related, perhaps complementary idea, which is out of scope of our current work is
the use of self-stabilising algorithms to drive the system to achieve the target global
objective while utilising more local information: for example, information local to a
node and its immediate neighbours in the dependency graph. This is the promise of
self-stabilisation [4,5], and it would be of interest to identify families of policies that
may be enforced by this method in a dependent CII.
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Abstract. Critical infrastructure systems are distributed environments
in which the mixture of technologies and interdependencies between
physical and logical components lead to complex interactions. Calculat-
ing the possible impacts of attacks and the success of proposed counter-
measures in such environments represents a severe problem. We propose
a process algebraic technique as a means of affecting such calculations.
Our approach allows us to demonstrate equivalence w.r.t. attack and
defense strategies respectively. It also forms a basis for determining the
efficiency and effectiveness of countermeasures. In comparison with other
methods, such as attack/defense trees and attack graphs, our approach
allows us to relax assumptions regarding the ordering of events by ap-
plying structural reasoning to outcomes and reducing the state space for
the analysis. An obvious application is to risk management.

1 Introduction

Critical infrastructure systems – for example, ICS (Industrial Control Systems)
– are highly complex, distributed environments [1]. Calculating the effect of such
attacks in such environments represents a severe problem. We propose a process
algebraic approach to calculating such impacts and incorporating the effects of
countermeasures. In comparison with other attack/defense modeling methods,
our approach allows us to relax assumptions regarding the ordering of events
and to reduce the state space to be explored. We use a formal adversary capa-
bility model [2] such that an adversary may overwrite a proper subset of system
processes altering data flows in the system. We use an applied π-calculus to cal-
culate how altered data flows impact on system goals. We also use this approach
to rank (and show equivalence between) attacks and interventions, leading to
a basis for measuring the efficiency and effectiveness of countermeasures with
obvious applications for risk management and intrusion detection.

Section 2 outlines related work. Section 3 defines our problem and outlines our
approach. In section 4, we define our π-calculus variant. Section 5 sets out our
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adversary capability model. Section 6 provides the method for calculating im-
pacts and impact reductions. Section 7 provides a simple example. We conclude
and set out future research directions in section 8.

2 Related Work

Attacks and countermeasures have been modeled using attack/defense trees
[3,4,5]. These techniques impose a logical order of alternating attack and defense
moves which counter each other. Game-theoretical approaches provide equivalent
information. However, such approaches do not necessarily capture the (logical
temporal) ordering of events or dependencies between sub-goals [3]. It is also
possible to use attack graphs to model and calculate exposures to network at-
tacks . However, on critical infrastructure networks, such techniques would be
limited due to the requirement, in many cases, to use vulnerability scans to
calculate attack reachability and creates limitations in scale and complexity for
many such approaches [6,7]. Such approaches also appear to assume that the
subversion of a critical host is a requirement for attack success, whereas we ar-
gue that in distributed control system the subversion of any host or network
node may – due to the transitive effects of loss of data integrity, availability or
confidentiality – turn out to be critical. Another approach – attack coordination
graphs – addresses the issue of dealing with coordinated attacks and allow the
generation of novel attacks, but again appears to ignore the possibilities offered
by the transitive effects of attacks on information flows in the system [8]. Our
approach is based on the formal adversary capability model and an associated
applied π-calculus [9,2] used to define adversary actions algebraically.

3 Problem and Approach

Assuming an adversary subverts a process in a critical system,the process will
subsequently affect the information flow in the system. In a complex system,
the outcomes may not be obvious. A single change may have multiple effects
(and subsequent kinetic impacts on physical processes) – in particular, because
such effects may be singular, distributed, transitive, or recursive in nature. The
situation may be further complicated by the simultaneous occurrence of multiple
attacks, not necessarily cooperating, or interventions by operators.

To do this, we represent information flows algebraically using variable names
to stand for data objects in our system. Names are sent and received between
processes and hence travel from impact sources (where data subversion occurs)
to impact sinks where the effect is realized. Given different attacks, different sets
of names may lose different security characteristics. Hence we can rank impacts
by imposing a partial order over sets and security characteristics. We can induce
equivalence over impacts for different attacks and we can consider the efficiency
and effectiveness of countermeasures. This information may subsequently be used
by business managers or engineers expert in the system to determine business
impacts or to plan defensive strategies.
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A key advantage of our approach is it enables us to model the effects of at-
tacks and countermeasures concurrently, rather than imposing a logical ordering
(which is of necessity binary in action). Furthermore, compared to other ap-
proaches, we show we can reduce the state space to be searched by considering
the scope of names affected by an attack, i.e., reducing our search to the key
business/operational processes and communication, rather than having to con-
sider entire semantic domains. Finally, the method may lend itself to automation
[10].

4 π-Calculus Definition

The π-calculus is a formal programming language use to specify and reason
about system interactions using algebraic notation. It allows the definition of
processes using a set of names U which can stand for communication channels
or data objects in a system. Sums (of actions) are defined by the capabilities (over
names) of the calculus which are its operations and functions. In turn, processes
may be defined as a sum or as a set of sub-processes acting concurrently.

We define the capabilities of our π-calculus as send, receive, perform a func-
tion, silent action and conditional action –

π ::= x̄〈y〉c|x(z)c|f(u) ⊃ v|τ |[L]π

Send and receive have the obvious meaning of sending and receiving names
between processes. Functions over names are defined either informally or using
an algorithm. Conditional actions refer to the exercise of capabilities based on
some logical condition, normally defined in a first- order logic L with equivalence.
We note that in our variant of the calculus, names may be associated with
characteristics. Characteristics can be used to express information about data
such as routing addresses.

Silent functions are actions which are invisible in the system (from the point
of view of a given observer). So, for example, an operator cannot directly see
a process fail. In our approach, we use silent functions to capture this kind of
information and calculate its effect.

We define the processes and sums of our calculus as follows –

P ::= M |(P |P ′)|νzP |!P
M ::= 0|π.P |M +M ′|M ⊕M ′

A process P may be a sum M of capabilities. Processes may be concurrent.
A process may be declared with new names which are restricted to the scope
of the process. A process may replicate, allowing infinite action. A sum M may
be null action, a strict sequence of capabilities, a sequence of capabilities which
may or may not execute or a mutually exclusive sum of capabilities.
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The interaction of processes and their internal functions (both observable and
silent) allows us to prove a class of distributed algorithms. There are various
proof methods – see [9] for details. In this context, proof by reduction is the
most useful and is implemented by the axioms of reduction. A process is reduced
by the interaction between sending and receiving processes, or by the exercise
of a silent action. Reduction enables us to demonstrate interactions within the
system as a whole.

5 Adversary Capability Model

In its simplest form, our adversary capability model is defined using the π cal-
culus described in section 4 by equation 1 and 2:

Ω := x̄〈m〉c.0⊕ x(z)c.0⊕ τ.0|!A (1)

P := x(z) +M ⊕ ω|!P (2)

In words, the adversary A is a process which can send a malicious message m
by a channel x and receive any message by x and make decisions about the names
it sends and receives by τ which is a decision making function whose internal
state is not open to us. A process P may be vulnerable to exploitation, shown
by ω, by a malicious message m sent by the adversary. P becomes a malicious
process P ′ by receiving m where P ′ represents a process which the adversary
has overwritten to suit his purposes. Each subverted process (and the adversary)
will be endowed with one or more of the capabilities shown in Table 1.

SUB is the ability to create malformed messages to subvert processes. P in-
dicates that a subverted process will not advertise its presence, but act covertly
where possible. For example, it will make no egregious protocol errors. ACC
intends that a process can access a subset of other processes based on the chan-
nel names available to it. COM is overt communication with other processes by
known channels. CC is covert communication via channels unknown to other
(legitimate) processes and the operator. SP-PAR indicates a subverted process
may spawn other processes to work concurrently with it. MN means a subverted
process can intercept messages sent to it. MV indicates a subvert process by
substituting channels may divert messages sent to it. MP indicates a subverted
process may drop any message sent to it. MR indicates a subverted process
may recall and replay any message sent to it. MM indicates a subverted process
may manipulate any message sent to it. MI indicates a subverted process may
inject false messages into the system. Subverted processes may also make deci-
sions about messages sent to them by D-MAT and may be updated (or update
themselves) to cope with new environmental conditions by LB.

Each of these capabilities in turn can be expressed formally in the π-calculus
[2]. For example, let P,Q,R be processes such that P := x̄a.0, Q := x(a).0 and
R := y(a).0 then by MV P ′ := P{y/x} := ȳa so name a is diverted to a process
R containing y instead of Q.Various attack scenarios may be built from these
fundamental capabilities [ibid.].
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Table 1. Adversary Capability Model

SUB Create and send malicious messages
P Indistinguishabilty Assumption
ACC Reachability or access
COM Overt Communication
CC Covert Communication
SP-PAR Spawn Additional Processes
MN Message Interception
MV Message Diversion
MD Message Delay
MP Message Drop
MR Message Replay
MM Message Manipulation
MI Message Injection
D-MAT Decision Making
LB Learning Behavior

6 Impact Reachability Analysis

We show how we calculate the effects of attacks and countermeasures and con-
sider the advantages offered by this approach for reducing state space w.r.t
calculating attack/defense maneuvers.

6.1 Calculating Impacts and Countermeasures

Let S be a system consisting of N processes P1, P2, . . . , PN . Let U be the set of
names for the system S. For each process Pi we define a set of names u(Pi) ∈ U
which are its channels and messages. We assume a subset of processes R in S,
re-numbering w.l.o.g. P1 . . . Pk for k < N may be overwritten by an adversary
Ω such that for a given set of runs of a system Pi � P ′

i where i := [0..k]. We
make the explicit assumption that the adversary cannot subvert all processes
by setting k < N . Each subverted process P ′

i will act over the set of names U
arbitrarily differently from how processes Pi act over the set of names U .

Let confidentiality, integrity, availability be the set K = {C.I.A} of primary
security characteristics which belong to a name u ∈ U(P ) for a process P . These
characteristics are defined binarily.

Definition 1. Structural Impact. We define a structural impact to be the loss
of the primary security characteristics κ ⊆ K of a name u at the point where
the name is functionally required by another process.

To calculate a structural impact, we use a silent function ↑ 〈ũ〉κ which we call
a source function to indicate the subversion of a set of names in a process Pi.
We do not require to state immediately which characteristics are lost. We call
a process containing a source function an impact source. We call a name which
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has lost one or more of its primary security characteristics a subverted name and
we denote it uκ.

The impact of the attack is formally calculated by a reduction over the set
of all runs of the future systems states, following a subversion event. At the
point where the impact is realized for a name, the process is marked by a silent
function ↓ (ũ)κ which is the sink function where κ may again be any subset of
{C, I, A} which is not the empty set ∅. Let F be the set of (non-communicating)
functions in S then an impact is realized when a subverted name is required
by an f ∈ F . We consider that f ∈ F may include functions belonging to an
adversary process W , whose existence we assume, but which lies outside the
scope of the system S. It should be noted that processes will not be aware of
their own state as an impact source or an impact sink unless explicit measures
are taken within the system to observe and respond to anomalies.

Impact sinks are calculated as follows:

Loss of Confidentiality – Loss of confidentiality arises where any adversary pro-
cess W which exists outside the boundary of the system S receives a subverted
name or copy from S. We mark the process W as the sink process and the pro-
cess where the name originated as the source process and κ′ := {C}. In fact,
it is enough to consider that confidentiality is breached when any process not
authorized to act over a name receives that name. For example, a subverted
process can use state information to calculate an attack value.

Loss of Integrity – Loss of integrity arises where any process P ∈ S receives
a subverted name whose content has been altered by the adversary. Again, we
mark the processes as source and sink appropriately and κ′ := {I}.

Loss of Availability(Direct) – To calculate a direct loss of availability (MD or
MP) we mark the name as not available, but calculate the loss of availability
by sending the marked name (as though it were available) to discover the sink.
Again, we mark the name with κ′ := {A}.

Loss of Availability(Indirect) – Indirect loss of availability comes about due to
multiple message injections (MI) starving a set of processes of the opportunity
to send or receive legitimate names. In this case, we determine the set of pro-
cesses and the set of legitimate names which are “starved” for each process and
subsequently mark this set of processes and names with the appropriate source
functions and proceed as before.

Transitive Effects – For cases relating to integrity and availability, it may be
that the initial subverted name is used to create a new subverted name. If a
sink process R receives a subverted name which is used in this way, then the
calculation stops for that name, but we subsequently mark R as the source
process for the new name(s) subverted by the loss of integrity or availability of
the initial subverted name and continue the calculation with the new name(s).
We note that the transitive effect need not be the same as the immediate effect.
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For example, a loss of integrity could lead transitively to a loss of availability
or confidentiality. Transitive effects may also occur where the previous name is
forwarded by a process which uses it.

Recursive Effects – Recursive cases require some attention w.r.t stopping the
calculation at the appropriate point. In essence, however, if a process R′ receives
a subverted name from a process R∗ (for which it was previously an impact
source, even transitively) and as a result a name already implicated in the source
functions belonging to that process is re-infected then the calculation over that
name terminates. This simply requires keeping track of the processes and names
affected.

Various cases arise from our calculation which we sketch here (a formal treat-
ment is reserved for future work – see section 8):

Case 1 – A source may be a sink without any further steps after subversion, that
is, attack initiation has an immediate impact within a process. In this outcome,
the only impacts are loss of availability and loss of integrity as the process by
definition in inside the boundary of the system, so loss of confidentiality may
not be considered. All the action is also within the process and there are no
transitive computational effects.

Case 2 – A single source may lead to a single sink. The loss of all security
characteristics may be considered. The impact is a single impact on another
process.

Case 3 – A single source may lead to multiple sinks. Multiple impacts occur
possibly for the loss of all security characteristics.

Case 4 – Multiple sources may lead to a single sink. This outcome gives rise
to being able to consider attack variants which are equivalent w.r.t. impact or
multiple attacks from independent sources which cooperate to produce a single
impact.

Case 5 – Multiple sources may lead to a multiple sinks. This outcome is an
obvious extension of the fourth case. Here the attack may result from breaching a
distributed condition over bounds normally imposed by correct system behavior
– such as breaching safety conditions.

Case 6 – A sink may transitively become an impact source (not necessarily with
the same characteristics) for further sink

Case 7 – A source may act recursively becoming a sink for itself after a number
of intervening steps

Case 8 – A source may act transitively resulting in a further sink acting recur-
sively

Case 9 – An attack may result, under different orderings, in different impacts.
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This outcome reveals a situation where an attack starting with apparently
identical conditions can result in multiple possible impacts, depending on event
ordering during the limited projection over events. Part of the strength of our
approach is it enables structural reasoning over these possible outcomes by con-
sidering all orderings of events, rather than imposing an artificial order on attack
and defense maneuvers.

We now define defensive interventions which are countermeasures, which may
be static or dynamic, expressed in our algebra.

Definition 2. Defensive Intervention. An defensive intervention is a pro-
grammed action or countermeasure by the operator which may be applied prior
to or during an attack may result in an impact reduction.

An impact reduction results in the number of names implicated (by loss of
security characteristics) in an impact source or an impact sink being reduced,
possibly to zero. The effect of a defensive intervention is calculated using the
same method as the impact for an attack:

Confidentiality – The calculation needs to show that a set of names does not
reach the impact sink in the process W which exists beyond the bound of the
system.

Integrity – The calculation needs to show that the loss of integrity is explicitly
detected by the system (no process may respond to a κ condition directly) and
integrity is restored or compensated for.

Availability – As for integrity, the calculation needs to show that the loss of
availability is explicitly detected and restored or compensated for as before.

Interventions can reduce impacts for single sinks, for multiple sinks, transi-
tively and recursively. Hence our approach enables us to consider concurrently
the effects of attacks and both static and dynamic interventions and, indeed,
further interventions by the attacker.

6.2 Equivalence and Ordering

Definition 3. Attack Equivalence. Two attacks I and J are held to be equiv-
alent I ∼ J if the maximum impact of I is the same as the maximum impact of
J , written im(I) ≈ im(J) for a given system S.

Equivalence implies that both I and J affect the loss of the same character-
istics in K for the same set of names ñ ∈ L.

We show that impacts form a partial order. Let K be the set of impacts. Let S
be the set of processes. Let U be the set of names in S. Let 2U be the power set of
U and let 2K be the power set of security characteristics. Let G = 2U × 2K , i.e.,
the cross product of all possible subsets of U with all possible losses of security
characteristics in K. Let K+ be 2K/∅. Let U+ be 2U/∅. Each attack I, J forms
a subset of elements {f, g, h, . . .} ∈ G. Let H = 〈G,m〉 be a multi set of G. We
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define a mapping for each attack I such that F : I �→ H and, with some abuse
of notation, m = |I|:

F (I) =

⎧⎪⎪⎨
⎪⎪⎩

(∅, ∅) = ∅
(∅, L+) = ∅
(K+, ∅) = ∅
(K+, L+) = G′ ⊆ H

(3)

It is easy to show that there is a partial order based on the set relation ⊆ for
all sets G(I) ⊆ H . Hence, there is a partial ordering over impacts.

As a limitation, we note that the equivalence relationship and ordering only
hold for maximal impacts. The reason for the condition of considering maximal
impacts only is that some event orderings may only result in a partial impact.
Seeking to establish equivalence between attacks with different impact sources
as a result of different event orderings is considered too fine a distinction. In
other words, we only consider worst case scenarios.

A defensive intervention is considered effective if it reduces to zero, the impact
of an attack I. Two interventions E and F are equivalent E ∼ F , if for the same
attack I on the same system S(P ), they achieve an identical impact reduction.
That is, they prevent, possibly partially, the identical set of impact reductions
on the set of names subverted by an attack I. An intervention E is considered
efficient if it is effective for an equivalence class [I] of attacks.

6.3 State Space Reduction

Although we require to explore all possible orderings following an intervention
by an adversary or an operator, we show that we deal with a much reduced state
space compared with techniques using attack/defense trees [4] or attack graphs
[7]. We start by considering that the set of transitions α are image-finite.

Theorem 1. Image-Finiteness. Transition relations are image finite.

Details may be found in Sangiorgi et al. [9]. Hence we are limited per process
to the names we need consider during an hostile or defensive intervention. Obvi-
ously, we can limit attacks to a particular set of processes to reduce the scope of
analysis. Subsequently, we may further limit the scope to the specific category of
transitions with fresh names – see section 4 – which are created new in a process
(i.e. the system data).

Theorem 2. Name Boundedness. The calculation of structural impacts is
limited to the fresh names of the system.

Proof. Let L be the fresh names of the system. Let 2L be the power set of fresh
names. We associate with each name the process in which it was generated.
If we create a graph over the partial order which results from the ⊆ relation
for 2L, where each node is a subset and each edge represents the relation, we
may traverse each edge as follows. Starting from a single name, we traverse
to any subset of names which share the same process. We call this a functional
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transition. Further we may traverse to any node which contains a name generated
using the original name we started from. We call this a generative transition. This
edgewise progress is identical to the progress of impacts through the system,
ignoring communication. Considering communication, the number of possible
orders is limited by the conditions on traversing an edge. Let n = |L|. The
maximum number of reductions is bounded by the number required for the
scope of a fresh name to extend beyond the perimeter of the system, else n,
which represents the total number of names generated by the system which may
be subject to structural impact. By assuming an average number of reductions
x̄ per transition, it is clear this is of order O(n).

This theorem shows that – for calculating impacts – we may focus on transi-
tions which result in fresh names being sent and received (or not, in cases of loss
of availability). Impacts are achieved by the subversion of such names (possibly
in transit).

7 Application

Taking the example of a control loop in a SCADA system to illustrate our ap-
proach. A realistic control path will consist of a complex mesh of components
where the control path is not just determined by interactions between the oper-
ator, the SCADA server and the RTU but other components which may inter-
vene such as OEE (Operating Equipment Effectiveness) software or engineering
workstations [1]. For example, let S be a relatively simple ICS system such as
we described. We note, first, that we can clearly define multiple components as
processes with some economy – see equation 4.

S := νx̃(!ADV |!OP |!HMI|!SC|
∐

!PLC|
∐

!RTU |!NTP |!HIS|!ENG|
∐

!N)

(4)

ADV is the adversary, OP the operator, HMI the human-machine interface,
SC the SCADA server,

∐
!PLC a set of PLCs (

∐
indicates multiple processes

in parallel),
∐
!RTU a set of RTUs, NTP the NTP server, ENG an engineering

workstation and
∐
!N a set of network nodes such as routers and switches.

We focus on a set of names representing potentially critical data in the system.
We can make use of Theorem 2 in relation to the names and their destination
address characteristics to simplify our analysis of potential impact sources and
sinks. The destination processes are clearly potential impact sinks, the processes
which route our critical names to those destinations and the originating processes
the potential impact sources. We can eliminate other processes from considera-
tion during this first pass in the analysis. Considering an input signal u sent by
the SCADA server to an RTU labeled r, the (subverted) system structure may
be minimized as follows –

S′ := νx̃(!HMI|!SCΩ|!PLCr|!RTUr|!HIS|
∐

!N ′) (5)
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Where Ω indicates the process SC has been subverted. For the SCADA server
SC, we specify its functions, channels and names.

SCΩ := MM(u) ⊃ u′.(h̄u′ + n̄u′
r + m̄u′).SC′|!SCΩ (6)

The resulting analysis identifies the sources and sinks, shown in equation 3.
Note, the transitive effect of signaling the RTU on the PLC –

S′ := νx̃(!HMI↓(u)I |!SCΩ,↑(u)I |!PLCr,↓(u)I |!RTUr,↓(u)I |!HIS↓(u)I |
∐

!N ′) (7)

Since the same names (data) are distributed to different parts of the system,
a loss of integrity in one segment of the network, for example, a network node,
which is an impact source, connecting the SCADA server and the Historian may
not affect other parts of the system. This allows us to see that impacts may be
differentiated depending on the attacker’s degree of access to the system. Again,
although, in this case, all parts of the system suffer an attack on data integrity,
we can focus on the impact in one part of the system – to further shrink the
scope – or on the overall impact of a subversion, depending on our purpose.

We may subsequently specify countermeasures using our approach. Here The-
orem 2 ceases to be useful and we revert to reduction techniques, considering the
interaction of processes, to determine if impact sinks and sources persist, or may
be eliminated by the use of countermeasures (or operator interventions). In [11],
we prove the validity of a countermeasure (an IP traceback protocol) by carrying
out a reduction over processes which can be shown to undo a loss of integrity in
control system signals by identifying routes between the controller and the op-
erator which do not contain subverted nodes. If we apply our calculation to this
approach, we would show that messages containing the subverted name, say uI ,
would be rejected by the operator because they came via a node N↑(u)I which
was known to be subverted from applying the IP traceback technique. Hence,
a byproduct of impact segmentation is that data observations in different parts
of the network may be used to check for data consistency, leading to anomaly
detection applications based on data values.

8 Conclusion and Future Work

We have shown that an algebraic approach allows us to calculate the impact of
attacks and countermeasures. Our approach enables us to induce both equiv-
alence and partial ordering over impacts and countermeasures. The approach
also allows us to capture (logical temporal) orderings which may be significant
in impact terms and reduces the state space to be searched compared with
other attack/defense models. Applications exist for risk management, intrusion
detection and prevention and post-incident forensics analysis. Future work will
consider extensions to the calculus will enable us to take account of latent effects
such as attack timing. We will also consider attack reachability as mediated by
accessibility ACC and process vulnerability ω.
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Abstract. A modeling framework is proposed to deal with the resilience
of interconnected systems. Such systems are regarded as abstract entities
subject to mutual functional dependencies. Each system is identified by a
node of a directed graph, whose arcs represent such dependencies. In case
of malfunction in a node, the failure may propagate to the other nodes
with a possible cascading effect. The system behavior under failures is
analyzed in a simple case study by using well-established stability tools.
Based on such results, metrics of resilience are discussed.

Keywords: systems of systems, interdependencies, cascade failures, re-
silience, stability.

1 Introduction

The analysis of interconnected systems is a stimulating subject of research that
involves a number of challenging issues [1]. One of such issues is the repre-
sentation of the so-called systems of systems (SoSs) within a comprehensive
modeling framework. This challenge concerns both complexity and other topics
such as management and optimization, which are usually encountered, for ex-
ample, in energy power grids, transportation systems, and telecommunications
networks [2]. Generally speaking, the analysis based on decomposition in sys-
tem components is either unfeasible or of poor utility for the understanding of
their interplay and, in particular, for the difficulty of inferring the off-nominal
behaviour of the overall system. When facing these problems, consolidated anal-
ysis frameworks (e.g., risk assessment) fail to return a comprehensive solution,
thus motivating vast simulation campaigns as a last resort [3].

Based on either systemic or holistic view, the approaches available in the
literature rely on the grounding idea of including the off-nominal behaviours
within the possible modes of functioning of a system [4, 5]. This has the effect
of extending the scope of control to non-functional properties, such as preven-
tion of undesired events, robustness to disturbances, and recovery from failures.
The overall of such properties is referred to, in literature, as resilience. In the
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parlance of this research field, a resilient system is able to properly react to
the occurrence of a failure that potentially propagates to other systems due to
mutual interdependencies.

In this paper, we address the problem of analyzing the resilience of intercon-
nected systems. Such systems are treated as abstract entities; we decompose
them into a set of elements, interconnected by functional dependencies, and
model their system response to failures of various nature. The failures consid-
ered are of two types: internal operation drifts and external cascade effects. An
operation drift is the slow degradation of the nominal functioning conditions
caused by either an internal malfunction or the coupling with the other sys-
tems. A cascading failure is triggered by the loss of functioning in a system that
propagates to its dependent systems.

Based on the idea of developing an approach as much general as possible,
we develop an abstract representation of a system as network of functional de-
pendencies established among its components [6]. On top of this representation
we associate a simple state dynamics with each system component, which are
regarded as the nodes of this functional dependency network. In nominal con-
ditions, each node behaves like a stable system, but, in case of failure, it turns
into an unstable mode and such instability may propagate to the entire net-
work. In order to discover the conditions under which failures may propagate
to the other nodes, we study the network resilience in terms of simple stability
properties such as invariance and attractiveness [7]. The resilience of a set of
interconnected systems can be regarded as the existence of an invariant set that
is attractive for all trajectories originated after the occurrence of a failure. The
above concepts will be explained by referring to a simple case study.

This study has to be considered in the broader context of network system
analysis, which is a topic of crucial importance nowadays, and several studies
exist in literature. For example, the problem of identifying critical and vulner-
able nodes in complex networks is addressed in [8]. A similar approach is fol-
lowed in [9] for the study of large scale service outages. The work of [10] applies
input-output inoperability models (IIM) in order to evaluate the consequences
in case of cascading failures. Stochastic approaches to failure analysis in critical
infrastructures are also taken into consideration in [11]. Substantial differences
exist if comparing these approaches with what it is proposed here. The majority
of studies consider failure pathologies in interconnected systems, as generated
throughout physical dependencies, e.g., those related to the transmission and
transformation of physical quantities. In this paper, the failure/recovery mecha-
nisms are modelled and analysed at a more abstract level, and they are essentially
derived from functional relationships. The advantages of such a representation
are twofold. First, the resilience of systems of heterogeneous nature can be stud-
ied, thus breaking through the specific sector diversity and widening the scope
of the analysis. Second, it is possible to model the system dynamics with a re-
duced set of parameters that account for the resilience measures of each system
component, such as failure buffering and recovery.
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The paper is structured as follows. In Section 2, resilience problem is addressed
in quite a general framework. Section 3 is devoted to the case study for a simple
topology of two interconnected systems. Conclusions are drawn in Section 4.

2 Modeling Resilience

A complex system consists of several heterogeneous elements interconnected by
functional relationships of various nature (e.g., service provider/user, producer/
consumer, controller/controlled and so forth). Such relationships are of func-
tional nature and define a network topology, which is represented by a depen-
dency graph. An example of dependency graph in shown in Fig. 1.

S1

S2

S3

S4

Fig. 1. Interconnections of four systems

Dependency graphs are of type directed, where nodes and edges represent
systems and functional dependencies among them. More specifically, a functional
dependency is an input precondition for a system to work in order. At the same
time, it provides the direction of propagation of a failure in a system towards the
systems that are functionally connected to it. The primary source of failure is
an internal disturbance that causes an operation drift, i.e., the system leaves the
initial state, while providing its service to the systems connected as descendant
nodes. The change of state from functioning to non-functioning occurs if a state
threshold is overdone. This threshold corresponds to the minimum quality of
service that a system has to provide to its descendants in order to be considered
as functioning. The failure propagates with cascading effects to the descendant
nodes. A system is recovered to its functioning state as soon as the degradation
of service level crosses a minimum threshold. In order that recovery is fully
performed, it is necessary that all systems that provide input dependencies are
functioning.

The resilience of a network of interconnected systems is the ability to resist
to internal drift and cascading failures, and recover back to the initial operation
state. Thus, resilience can be regarded as a sort of structural property.
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Let us consider a set of interconnected systems, each of which is identified
by a node k ∈ N

�
= {1, 2, . . . , n} with a dependency directed graph G(N,A),

where A is the set of the edges. We assume that a continuous state xk ∈ [0, 1]
is associated with the system Sk of the node k and represents the percentage of
service loss at this node. We model the system response to a disturbance, induced
by cascading failure from a system Si, with the service loss rate λik > 0, which
accounts for the local buffering. The recovery to the initial state after the failure
caused by Si depends on the service recovery rate μik > 0. The state threshold
σkj ∈ (0, 1) models the maximum tolerable percentage of service loss, beyond
which the system Sk is considered to be failed for the descendant system Sj . A
system is coupled to the ancestor system Si by a coupling factor αik ∈ [0, 1],
which models the adjustment to changes of interconnected systems around the
respective nominal operation state. The internal disturbance is modeled with
dk ≥ 0.

The service loss rate and recovery rate can be calculated from the service
threshold and other two quantities: the time-to-failure (TTF) and the time-to-
recovery (TTR) from a failure. The time-to-failure TTFik is the time a system
Sk takes to cross the service threshold σik from the assumed internal state xk = 0
due to a failure in Si. Such a relationship is expressed by the following:

∫ TTFik

0

λik exp(−λikt) dt = σik . (1)

The service loss rate is derived from (1) as follows:

λik = − log(1 − σik)

TTFik
.

The time-to-recovery TTRik is the time the system takes to recover from a
failure in Si and returns within the service threshold from the internal state xk

taken equal to 1. Thus, the recovery rate is given as follows:

μik = − log(σik)

TTRik
.

Similar indexes exist in reliability theory for the calculation of failure and re-
covery rates (see, for example, [12]). Given a system, in principle one can derive
its model parameters related to buffering resources and recovery measures from
the operational experience.

The state equations for the generic system Sk define its behaviour in nominal
and failure conditions, hereafter each of which is a system mode. Let Ik be the
set of the incoming neighbours of node k. A system is in its nominal operation
mode when all the input dependencies of the systems belonging to Ik are enabled,
namely, their states are within the corresponding service thresholds. In such a
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mode, the system is only affected by internal disturbances and coupled with the
input nodes. By assuming that the service recovery rate is unique, and denoting
it by μk, the dynamics of the system Sk is the following:

ẋk = −μk

(
xk −

∑
i∈Ik

αikxi

)
+ dk , k = 1, 2, . . . , n

if xi < σik, ∀i ∈ Ik, and dk ∈ L∞(R≥0,R≥0) (i.e., non-negative bounded
signals). The term dk may account for any possible malfunction or failure that
drives the state out of the nominal behaviour. The system enters the failure
mode if one of the input dependencies is not enabled. In general, the service loss
rate depends on the input dependencies that go out of service and so it is for
the service threshold as well. If the input dependency i ∈ Ik is failed, we have

ẋk = λik (1− xk)

with xi > σik.
In a general problem setting, a system Sk will account for one nominal opera-

tion mode and 2n− 1 failure modes. Nonetheless, simplifications can be applied
by assigning the same service loss rates and the same service thresholds in order
to aggregate failure modes.

The state space of the interconnected systems taken as a whole is an hypercube
[0, 1]n. Such a set can be split into four disjoint subsets, denoted by operation
region, resilience region, non-resilience region, and out-of-operation region. The
operation region is the subset of the state space that includes the trajectories of
all the systems working as expected, namely O := [0, σ1] × [0, σ2] × · · · [0, σn].
The out-of-operation region corresponds to the case when all the systems have
their state variables definitely over the service threshold; it will be denoted by
Ō. The resilience region R is the portion of state space for which the transient
behaviour evolves into the operation region. The non-resilience region R̄ is the
portion of the state space for which the transient behaviour evolves into the
out-of-operation region. Clearly, a difficulty is that of identifying R, R̄, and Ō.

Based on the aforesaid, we need to address the problem of devising a metric of
resilience. Since the state-space hypercube can be decomposed into the disjoint
subsets O, R, R̄, and Ō, an evaluation of the network resilience capability is
given by the ratio

cr :=
M(R)

M(R ∪ R̄)
=

M(R)

M(R) +M(R̄)
∈ [0, 1] (2)

with
M(Z) :=

∫
Z

dx

where Z ⊂ R
n. (2) provides an aggregate figure of merit, which only depends

on the various model parameters. The case cr = 1 means perfect resilience
to failures, while cr = 0 corresponds to lack of resilience. In addition to the
evaluation of cr, the model may support an optimal design of the resilience region
by allocating additional resources (e.g., a longer buffer or a faster recovery) to
the most critical components.
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3 Simple Case Study

Let us focus on two systems denoted by S1 and S2, as shown in Fig. 2. A simple
failure propagation and recovery mechanism is assumed, based on the functional
dependencies existing between the two systems [6]. Each system can counteract
the failure up to a certain extent. If S1 fails (i.e., its state threshold is exceeded),
it stops providing service to S2, which starts failing in its turn. Two scenarios
exist: 1) S1 recovers, i.e., the state of S1 comes back within its threshold σ1,
before S2 may fail; 2) S2 fails before S1 gets recovered. In the latter case, both
systems will be failed and unable to recover, i.e., they enter a deadlock in which
each system is waiting for the other to restore the respective service.

input

precodition

failure

quality of

service

quality of

service

input

precodition

S1 S2

Fig. 2. System composed of two subsystems with mutual functional dependency

In this example, we analyze the system behavior in case of failure of either S1

or S2. Each system is characterized in terms of service loss rate, recovery rate,
service threshold; the coupling factor is assumed to be zero. The two systems are
initially in their operation mode, functioning and providing the service as the
output. If the disturbance d1 in system S1 drives the state x1 out of the service
operating region (i.e., x1 becomes larger than σ1), the failure will propagate
from S1 to S2. As a consequence, the state dynamics of x1 and x2 will switch to
recovery and failure modes, respectively. While x1 converges to 0, x2 diverges to
1. The resilience depends on the capability of S1 and S2 to reenter the operating
region O := [0, σ1] × [0, σ2]. A similar reasoning holds for S2, if affected by
the disturbance d2. The system response is described by the following switching
dynamics:

(
ẋ1

ẋ2

)
=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
−μ1 x1 + d1
−μ2 x2 + d2

)
if 0 < x1 ≤ σ1, 0 < x2 ≤ σ2(

−λ1 x1 + λ1

−μ2 x2 + d2

)
if 0 < x1 ≤ σ1, x2 > σ2(

−μ1 x1 + d1
−λ2 x2 + λ2

)
if x1 > σ1, 0 < x2 ≤ σ2(

−λ1 x1 + λ1

−λ2 x2 + λ2

)
if x1 > σ1, x2 > σ2

(3)
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where t ≥ 0; recall that, for Si, σi ∈ (0, 1) is the threshold corresponding to the
maximum tolerable percentage of service loss, λi > 0 is the service loss rate, and
μi > 0 is the recovery rate (i = 1, 2). A pictorial description of the switching
dynamics is shown in Fig. 3 with the four modes: an operation mode (top), two
mixed failure-recovery modes (left and right), and a full-failure mode (bottom).
An example of phase portrait of system (3) with d1 = d2 = 0 is presented in
Fig. 4.

ẋ1 = −μ1x1 + d1
ẋ2 = −μ2x2 + d2

ẋ1 = −λ1 x1 + λ1

ẋ2 = −μ2x2 + d2

ẋ1 = −μ1x1 + d1
ẋ2 = −λ2 x2 + λ2

ẋ1 = −λ1 x1 + λ1

ẋ2 = −λ2 x2 + λ2

x2 < σ2

x2 < σ2

x2 > σ2

x2 > σ2

x1 < σ1

x1 < σ1

x1 > σ1

x1 > σ1

Fig. 3. Pictorial description of the second-order example with functional dependencies

Since the system cannot recover back to the operation region if its state enters
to Ō := (σ1, 1]× (σ2, 1] at a certain finite time. Ō is the region of unrecoverable
failure scenarios. On the contrary, outside this region, it is possible for the system
to come back into the operation region. Two cases exist: (i) x1 > σ1 and x2 ∈
[0, σ2] and (ii) x1 ∈ [0, σ1] and x2 > σ2. Let us to consider case (i), as (ii) is
similar and can be inferred on the basis of the results obtained with the analysis
of (i). If d1 = 0, from (3) we obtain:

ẋ1 = −μ1 x1

ẋ2 = −λ2 x2 + λ2 .
(4)

The state x2 tends to diverge from the operating region as

x2(t) = 1 + (x2(0)− 1) exp(−λ2 t) ,

while x1 converges exponentially to zero since

x1(t) = x1(0) exp(−μ1 t) .
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Fig. 4. Phase portrait of system (3) with σ1 = σ2 = 0.4 and λ1 = λ2 = 0.5

The trajectory limit, for the convergence of x2 to 0, is calculated by using the
reverse dynamic of (4), for all x1 ∈ (σ1, 1] and x2 ∈ [0, σ2) such that

x1 ≤ exp(μ1t)σ1

x2 ≤ 1 + (σ2 − 1) exp(λ2 t)

for all t ≥ 0 and hence, after some computation, we obtain

x2 ≤ 1− (1− σ2)

(
x1

σ1

)μ1

λ2 , σ1 ≤ x1 ≤ 1 (5)

for the resilience to a failure in S2.
A similar result holds if the failure is generated in S1. Fig. 5 shows a pictorial

representation of the resulting resilience regions. It is straightforward to compute

cr =

⎛
⎜⎜⎝2− σ1 − σ2 − (1− σ2)

σ1

λ2

μ1
+ 1

⎛
⎝ 1

σ
λ2
μ1

+1

1

− 1

⎞
⎠

− (1− σ1)
σ2

λ1

μ2
+ 1

⎛
⎝ 1

σ
λ1
μ2

+1

2

− 1

⎞
⎠
⎞
⎟⎟⎠
/

(σ1 + σ2 − 2σ1σ2) .
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region of
resilience
to failure

of

region of
resilience
to failure

of

1

1

Ō

R̄

R̄

O
R

R

x1

S1

σ1

x2 = 1− (1− σ2)
(

x1

σ1

)μ1

λ2

x2

S2

σ2

x1 = 1− (1− σ1)
(

x2

σ2

)μ2

λ1

Fig. 5. Region of characterization of resilience properties

The resilience capability cr depends on recovery and service thresholds. Ob-
viously, cr increases with the recovery rates, and it decreases with the service
loss rates. This is in agreement with the heuristics since the longer the buffering
and the faster the recovery, the higher the resilience.

The example unveils several interesting features of resilient systems. In par-
ticular, it confirms that the resilience of a system cannot be achieved locally but
needs coordination, especially in the case of mutual dependencies. In the consid-
ered example, the behavior of S2 under failure of S1 is affected by the recovery
rate of S1 because of their interdependency. For instance, a long buffering time
for S2 will be effective only if combined with a fast recovery time of S1.

The generalization of the resilience analysis to more complex topologies is
not trivial. Nevertheless, this generalization can be done step by step, starting
with simple topologies. One of these topologies is the loop, which generalizes the
given example of mutual functional dependencies. A loop is a chain of system
components, in which there is no head and no tail, e.g., S1, S3, and S4 form a
loop in the graph of Fig. 1. The failure propagates from the system in which
the disturbance was initially generated to the other systems. If the failure com-
pletes one turn and all the systems of the loop fall in their failure modes, then
the network enters a deadlock state from which it cannot escape, even though
the disturbance driving the initial failure vanishes. In such a case, the out-of-
operation region Ō := [σ1, 1] × [σ2, 1] × · · · × [σn, 1] is an attraction set for the
state trajectories.



Evaluation of Resilience of Interconnected Systems 189

Another topology is the dependency path, which is a linear chain of system
components with one head and one tail. In a dependency path, every state is
recoverable to operation provided that the initial disturbance vanishes. This
means that the resilience region covers the entire state space with an empty out-
of-operation region. In more realistic problem settings, the recovery to operation
will have to complete within given time constraints, e.g., the maximum service
outage that one system may suffer from. In so doing, the resilience region will
shrink progressively up to the point that it will start eroding the operation region
too. In this special scenario, the resilience regions are not static but will vary in
time, thus adding another complication to the global achievement of resilience.

4 Conclusions

Resilience is the capability of a complex system to absorb/counteract/recover
from failures, and continue functioning properly. Only recently such a property
has become of crucial importance in numerous engineering applications. We have
investigated an approach for the evaluation of resilience of interconnected sys-
tems that is based on the representation in functional dependencies, from which
the system response to failures is derived and analyzed. The model copes with
both nominal and off-nominal (failure) behaviors and relies on a switching lin-
ear dynamics. The investigation on the resilience of interconnected systems is a
preliminary goal as compared with more difficult objectives such as the design
of resilient controllers. When facing scenarios that include large-scale accidents,
anticipation of reaction to the occurrence of an event and coordination of the
system reactions are fundamental. This mimics the principle of state awareness,
i.e., the knowledge of both operation state and resilience margins of a system
connected to a network, which can be the goal of future investigations.
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Abstract. The railway infrastructure represents, for its symbolic value and ac-
cessibility, a very attractive target for criminals and terrorists alike. This paper 
intends to address the security issues of such systems, beginning with the rail-
way stations themselves., The peculiarities of the railway infrastructure, in 
terms of geographical dispersion and mass transportation, present a formidable 
challenge considering the ratio of limited resources against the most vulnerable 
components, (i.e. stations that show the largest gap between terrorist attractive-
ness and implemented counter-measures). To this end, we used a System  
Dynamics approach to model how the different factors influence the railway 
station target attractiveness, fragility and vulnerability. Specifically, a deep 
analysis of past incidents (and near incidents) allows us to quantify the effec-
tiveness of the different elements. 

Keywords: Railway Infrastructure Protection, System Dynamics, Qualitative 
Assessment, Sensitivity Assessment. 

1 Introduction 

In the last years an ever-growing attention is being paid to national and supra-national 
infrastructures and their protection. In fact, the technology is more and more perva-
sive, involving almost all aspects of life, increasingly embedding itself amongst  
infrastructures: this ranges from an increasing difficulty in foreseeing and preventing 
critical events to amplifying the effect of an incident on an infrastructure and subse-
quently transmitting this negative effect to other critical infrastructures. . 

The discussion on Critical Infrastructure Protection (CIP) is very developed in the 
USA, particularly after the 9/11 events. In fact, in the USA Patriot Act of 2001 [1], 
for the first time “critical infrastructures” are defined as “systems and assets, whether 
physical or virtual, so vital for a state that the incapacity or destruction of such sys-
tems and assets would have a debilitating impact on security, national economic secu-
rity, national public health or safety, or any combination of those matters”.  

Different Governments have listed the sectors considered as “critical” for their re-
spective society, e.g., the USA listed 11 sectors [2] and also the European Commis-
sion in its COM(2006)787 [3] listed 11 sectors, and their sub-sectors. 

Among these sectors, in all the cases, the transportation sector is one of the listed 
items. The importance of this sector is showed by the 2008/114/EC [4] that represents 
a first step towards the protection of European Critical Infrastructures (ECI), and that 
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invited the Member States to identify ECIs; this protocol was requested only in the 
sectors of energy and transportation, and their sub-sectors. 

The 9/11 attacks showed us the importance of the transport sector; in particular the 
vulnerability of the air transport arena. But the importance of protecting other trans-
port infrastructures cannot be neglected. In this framework large attention should be 
paid to the so-called mass-transportation, and especially on the railway system. 

Indeed, on the base of data collected by the National CounterTerrorism Center1, in 
2010 more than 11,550 terrorist attacks took place in 72 Countries, with more than 
50,000 victims, including 13,200 deaths. Considering the target of these attacks, about 
500 of them (more than 3%) directly interested critical infrastructures (energy assets 
and transport networks in the majority of cases). 

Focusing on railway framework, the peculiarity of this mass transportation system 
is that it is impossible to define a “perimeter” to protect, because a huge number of 
persons use the infrastructure; hence it should be open and the screening activity 
should be lighter (especially if compared to those implemented for air transportation). 
Another aspect that should be taken into account is the geographical “dispersion” of 
the railway infrastructure with the presence of thousands of potential targets. These 
considerations impose the development of instruments able to qualify the adequate-
ness of the security measures in order to perform effective gap analysis and to priorit-
ize the actions on those aspects/sites with larger gaps with respect to the actual 
threats. 

To this end, we propose the use of a System Dynamics approach. System Dynam-
ics was introduced by J. Forrester in 1950s [5] and is a computer-aided approach to 
policy analysis and design. It applies to dynamic problems arising in complex social, 
managerial, economic, or ecological systems – literally any dynamic systems charac-
terized by interdependence, mutual interaction, information feedback, and circular 
causality. Specifically, it is generally used when the complexity of the problem at 
hand overcome the capability of the analyst to use quantitative approaches, but at the 
same time qualitative approaches are non-effective to provide adequate strategies.  

In this paper we use System Dynamics to model the relationships among the dif-
ferent properties of a railway site in terms of functional aspects in presence of security 
devices and threats, in order to identify its “level of security”. The large part of the 
paper is devoted to qualify how the different factors influence the risks of a specific 
site, so as how the different security strategies and devices are perceived as adequate 
counter-measures. Following this perspective we performed a detailed analysis of 
security-related incidents (and near-incidents) in order to identify correlation among 
railway-site characteristics, attractiveness and effects of attacks occurring worldwide 
in the last 30 years. 

All the data collected and the approach described in this paper are part of the EC 
co-funded project “METRIP - MEthodological Tools for Railway Infrastructure Pro-
tection”2, aiming to develop methodological tools to increase the protection of a criti-
cal railway infrastructure system with a focus on urban mass transportation. 

 

                                                           
1 http://www.nctc.gov/ 
2 http://metrip.unicampus.it/ 
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In the following sections of the paper we will describe the peculiarities of a railway 
infrastructure (Section 2), we will present the analysis of data about a collection of 
incidents which occurred in railway assets (Section 3), and we will present the me-
thodology of System Dynamics as a tool to verify the security level of a railway asset 
(Section 4). 

2 Railway Infrastructure 

A railway infrastructure is physically composed by stations connected by railroads, 
tunnels, bridges, crossings, etc. All of these elements need adequate protection against 
attacks. The most sensible point of a railway infrastructure, however, is the train sta-
tion. The station is the point of confluence for a great number of persons, not limited 
to travelling passengers and workers) and goods to be shipped. The bigger stations 
generally provide several services, shops, and meeting points like waiting rooms. 
They can have a great number of railroad tracks, goods depots and systems of sorting. 

The potential of attacks to railway facilities have been unfortunately demonstrated 
by two events which occurred a few years ago.  

The Madrid train bombing is considered the worst terrorist attack in the history of 
Spain and Europe. An Al-Qaeda-inspired terrorist cell claimed responsibility for this 
attack, which occurred the 11th of March 2004, and caused 191 deaths and 2051 in-
jured, through the explosion of 10 backpacks in 3 different regional trains. 

Another tragic event is the attack of 7 July 2005 in London, which took place 
through a series of coordinated suicide attacks in London targeting civilians using the 
public transport system during the morning rush hour. Four Islamist home-grown 
terrorists detonated four bombs, three in quick succession aboard London Under-
ground trains across the city and, later, a fourth on a double-decker bus. Fifty-two 
people, including the four bombers, were killed in the attacks, and over 700 more 
were injured. This attack caused the total closing of the underground and ground 
transportation for the day, and partially for almost a month. 

Table 1. Lethality per placement by delivery/concealment (where FPD and IPD mean fatalities 
and injuries per device) [6] 

Method # % of total FPD IPD 
Concealed/left in passenger compartments 324 26.73% 3.86 14.50 
Placed on railroad track or bridge, or near a train 273 22.59% 0.81 3.61 
Concealed/left in stations 157 12.95% 2.44 10.10 
Placed on vehicle road, bridge or in tunnel 111 9.16% 2.14 4.50 
Physically thrown 84 6.93% 0.90 5.17 
Carried on person 81 6.68% 6.84 34.86 
Concealed in parcel or bags 59 4.87% 4.70 25.84 
Placed near the bus or other target – unspecified 40 3.30% 5.38 14.56 
Concealed/placed outside of stations 34 2.81% 0.35 1.87 
Concealed/left at bus stop 23 1.90% 0.80 8.80 
Unknown 9 0.74% 1.62 9.38 
Concealed/placed in non-passenger areas 8 0.66% 2.75 0.06 
Concealed in or on vehicle 5 0.41% 1.55 9.73 
Concealed/placed inside of building or office 3 0.25% 0 0 
Total/average 1.211 100% 2.6 10.72 
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The experience of these and other attacks demonstrates the importance of control-
ling and protecting stations, as access points to trains. This perception is confirmed by 
the data elaborated by the Mineta Transportation Institute (MTI) [6] showed in Table 
1 which referred both to train and bus attacks: the majority of victims are via attacks 
to railway assets, and more than 1 in 4 is per bombing in train compartments. The 
MIT database collects about 522 attacks against passenger trains/stations/tracks of 
which 434 (83%) were explosive or incendiary attacks; among these, there were 181 
attempts to derail trains with bombs or mechanical sabotage. 

For these reasons, a great importance is covered by security systems owned by as-
sets. The protection systems and devices mostly used, and thus what we considered in 
the classification carried out collecting data about attacks (see Section 3), are cam-
eras, turnstiles, guards, metal detectors and canine units. 

Some of these systems are functional to the station services, such as turnstiles in 
metro stations. Others, like CCTV surveillance, are in some cases mandatory to en-
sure a certain level of security to daily frequenters of the station. Moreover, camera 
surveillance reached a high level of technology that allows, with the support of human 
operators, to perform object, human, loitering and tailgating detection. Also for this 
reason, as we will see in the following, video-surveillance is one of the more effective 
security systems, especially if coupled with other devices. 

3 Railway Incidents Database 

The great amount of railway incidents that occurred worldwide demonstrates the vul-
nerability and appeal of this infrastructure.  

In order to analyse the level of risk of a railway asset, we conducted research through 
open source information about incidents that occurred to railway stations and railroads 
[7] to better understand how the protection devices can avoid damages and victims, and 
to analyse the effect of the security systems to the risk level of an asset through the me-
thodology described in Section 4. The database of the information collected contains data 
about the main incidents that occurred in railway stations or infrastructures in general 
from 1972 to present. All the information collected is derived from open sources, mainly 
from the internet; in particular from newspaper records from different countries in the 
world, national terrorist attacks databases and, mainly the US National CounterTerrorism 
Center and its Report on Terrorism of 2010 [8], containing information about terrorism 
worldwide. All attacks collected are detailed with their date, country, name of station, 
type of station (railway or metro station), type of attack, quantity of explosive (when 
bombing attack), description, author, number of terrorists involved, deaths, injured,  
attack area, and other relevant information. 

The peculiarity of our database is that, in addition to information about the attack, 
we collected data about the station or infrastructure in which the attack took place 
(when available), to better understand its attractiveness, its protection level, the prob-
ability and the possible impact. In fact, for each station in which an attack took place, 
we listed the number of passengers and trains each day, the number of railroads, the 
area of the station (in m2), and checked for the presence of security devices, such as 
cameras, turnstiles, metal detectors, guards, canine units. 
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4 System Dynamics Methodology 

The data collected in our database, allows us to compare the damage of an attack to a 
railway infrastructure to the level and type of protection devices adopted in each sta-
tion. 

Starting from this point, we want to evaluate the level of protection of a site, typi-
cally a train station, considering some environmental factors among which the protec-
tion tools were adopted. 

To do this, we refer to the Criminal Prevention Through Environmental Design 
(CPTED) theory, which first appeared in a 1971 book by the criminologist and soci-
ologist C. Ray Jeffery [9] and was inspired by Jacobs’ work [10] about the relation-
ship between crime and the layout of streets and land use in American cities which 
was developed to promote public safety. CPTED is based on the hypothesis that “the 
proper design and effective use of the built environment can lead to a reduction in the 
fear and incidence of crime, and an Improvement in the quality of life” [11]. 

To apply the CPTED approach for analyzing the protection level in railway infrastruc-
tures, and help to take decision for improving the level of security, we used the open 
source software Vensim® to exploit the principles of System Dynamics, particularly 
useful and efficient in this case because of its qualitative approach that overcomes the 
impossibility to use quantitative approaches due to the nature of the problem. 

Figure 6shows the elaborated model. Adopting the formalism of System Dynamics, 
the schema is composed of three different entities: 

• Stock: is the term for any entity that accumulates or depletes over time, in the fig-
ure in boxes; 

• Flow: is the rate of change in a stock, in the figure the bold arrow; 
• Auxiliary Variable: can have a constant value, have an impact on flows and 

represents our sources of information, in the figure the thin arrow. 

The auxiliary variables concur to compose the flows: for example, the sum of va-
riables related to electronic security, barriers, guards and gates gives the “access con-
trol” flow. Similarly the other flows are composed by the sum (or the subtraction, if 
the arrow is outward) of auxiliary variables. Integrating the sum of ingoing or out-
going flows, we obtain the stocks. For example, the integration of “target hardening” 
and “access control” produce the “increasing of the effort”. All the stocks in the left 
part of Figure 6 are strictly related to the considered asset and its characteristics rather 
than its security devices and systems. These stocks contribute to determine the “moti-
vation to commit crime”, which intuitively, decreases when the four stocks related to 
the asset increase, (i.e. “increase the effort”, “increase the perceived risk associated 
with crime”, “reduce anticipate rewards” and “induce shame of guilty”). At the same 
time the motivation to commit crime is increased by “personal factors” and the “vul-
nerability rating” of the asset. What we obtain from the model, from the motivation to 
commit the crime, is the “potential criminal attack”, (i.e. the risk, the “real criminal 
attack” and the damage). 



 System Dynamics for Railway Infrastructure Protection 199 

 

 

Fig. 6. System Dynamics model for the protection of a railway asset 

 
As explained, we need to insert in this model the so-called auxiliary variables, 

which represent, in our case, a series of data regarding the security tools and protec-
tion devices of which the railway asset is provided.  

We populated the model in part with the data arising from the attack database, in 
particular for variables related to the access control, the surveillance, (i.e. our data 
regarding equipment of security devices, barriers, guards, video-surveillance, etc.). 
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Fig. 7. (a) Potential Criminal Attacks, (b) Motivation to commit crime, (c) Real Criminal Attacks 
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Other source data came from the statics on the number and types of attacks and 
their relative damage to the asset. 

Further values for variables have been obtained from statistics values found in lite-
rature [12]. 

In this way we obtain the “standard” value for the risk of an attack along a time-
line. In particular, in Figure 8, the red line shows the estimation of “motivation to 
commit crime” (Figure 7b) which modified the trend of “potential criminal attack” 
(Figure 7a), which lead to an evaluation of the evolution of the risk of a “real criminal 
attack” (Figure 7c) along a timeline. 

What is of our interest is to understand what is the influence of a different setting 
of security systems in an asset; by showing the impact to a “standard” asset if we 
increase the flow by 30% regarding “Target Hardening” and “Access Control”. Thus, 
increasing the value of physical barriers and electronic and human ones can have an 
effect to the real risk (illustrated in Figure 8, blue line). We observe an increase of the 
“potential criminal attack” but a decrease in the “motivation to commit crime”. Sub-
sequently, this leads to an overall decrease of  “real criminal attack”. 

5 Conclusions 

In this paper we dealt with the issue of Railway Infrastructure Protection. The railway 
assets, in particular train and metro stations, are very attractive targets for terrorism 
because of the large amount of people circulating each day and the strategic impor-
tance that they hold in national mobility and logistics. 

The analysis of data collected from open sources regarding attacks to railway as-
sets, in coherence with other databases such as those reported by MTI [6], highlights 
how stations are the most appealing targets, and in the majority of cases the events are 
perpetrated through explosives, (i.e. bombs left in a station or in a train or via suicide 
bombs).  

The added value of our database is highlighting the correlation between type and 
result of the attack and the security systems that the station are supplied with in order 
to understand their deterrence capability. 

The integration of the CPTED approach and System Dynamics, using the statistical 
data arisen from the database, led us to the elaboration of a dynamic model that al-
lows us to analyse the potential effect of integration of security systems within a de-
fined asset or changes in other asset characteristics, ultimately aiding us in determin-
ing the overall effects to the risk level and the realistic probability and effect of an 
attack to the asset itself. 
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Abstract. In this work we present a contamination detection method-
ology for water distribution networks. The proposed detection method
is based on chlorine sensor measurements, which are compare to certain
computed upper and lower periodic bounds. The bounds are computed
using randomized simulations aimed at capturing the variations in chlo-
rine concentration due to the significant uncertainty in the water demand
patterns, average nodal consumptions, roughness parameters and reac-
tion coefficients. The proposed method is applied to a set of high-impact
contamination fault scenarios using a benchmark distribution network,
for which on-line chlorine concentration sensors are assumed to have
been installed at certain locations following an optimization procedure.
The results indicate that by using the periodic bounds computed from
the randomized simulations, for the proposed benchmark, contamination
events are detected within reasonable time.

Keywords: Water Security, Contamination Detection, Water Quality,
Drinking Water Distribution.

1 Introduction

Water utilities are responsible for distributing drinking water to consumers
through a complex distributed network, which they must monitor and control
so that its hydraulic and quality parameters are within certain desired limits.
Maintaining water quality within the regulations specified by the European Com-
mission (EC) [6] and the U.S. Environmental Protection Agency (EPA) [30], is
an important challenge faced by water utilities. Water distribution networks are
large-scale systems, which are comprised of pipe networks and dynamical ele-
ments such as water storage tanks, pumps and valves which control pressures
and flows in the system, as well as sensors which measure various hydraulic
and quality water characteristics, installed at various locations in the network.
Communication of the actuators and sensors to the control center is through the
Supervisory Control And Data Acquisition (SCADA) system.

B. Hämmerli, N. Kalstad Svendsen, and J. Lopez (Eds.): CRITIS 2012, LNCS 7722, pp. 203–214, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



204 D.G. Eliades and M.M. Polycarpou

According to the European Commission, critical infrastructures are those
physical facilities and networks, which, if disrupted, would significantly affect
the health, safety, security or economic well-being of citizens [7]. Due to their
vital role, water systems are considered among the main critical infrastructures,
along with power and telecommunications systems. From a security perspec-
tive, water distribution systems are vulnerable to malicious attacks seeking to
cause economic losses and affect dramatically the population’s health. A con-
tamination injection attack could be initiated at the most critical locations of a
drinking water distribution network, and at the most critical time instance, in-
tending to cause the greatest “damage”. A malicious contamination attack could
be achieved through a back-flow attack, by using a pump at some node to inject
some dangerous chemical agent or biotoxin [18]. In general, water contamination
could be caused not only due to a malicious attack, but also by accidental faults
in the source, treatment, distribution, monitoring and response process [12].

From a system’s perspective, the inputs to the system are the pump/valve
and disinfection regulation signals, and measurable outputs of the system are
the flows, pressures and water quality parameters at different locations in the
network. The goal is to control the system so that it delivers water to the con-
sumers in the desired quantity and quality. The dynamics of water distribution
systems are affected by consumer demands which correspond to uncontrollable
inputs to the system. Fluctuations in water consumption can have significant
effect on hydraulics and in contaminant propagation delays. An accidental or
malicious contaminant injection can be considered as a water quality fault. In
general, the contaminant type, the magnitude of the mass injected and the in-
jection time are not known.

In the last decade the problem of water security has received significant in-
terest both from the viewpoint of physical and cyber-physical security, as well
as in terms of detecting and managing water contamination [2]. The use of early
contamination warning systems have been proposed, whose specific goal is to
utilize affordable sensors capable of detecting reliably and accurately any chemi-
cal, biological or radio-nuclear (CBRN) contamination [1]. These sensors can be
strategically placed in the network, for example, by considering the TEVA-SPOT
sensor placement methodology [21]. In general, a contamination warning system
would be comprised of stations measuring various parameters such as chlorine
concentrations, total organic carbon, oxidation-reduction potential, pH, conduc-
tivity, turbidity, temperature; these water quality sensors communicate through
the SCADA system. The contamination warning system requires the develop-
ment of algorithms to detect and characterize important contamination events,
identify the contaminant or its type, estimate its concentration and determine
the contamination extent; all these must be achieved as soon as possible to allow
accommodation of the fault, and at the same time minimize false negatives and
false positives [8].

In the present work, chlorine concentration measurements will be utilized
for contamination detection. Chlorine concentration measurements are currently
available in many water utilities and are used for water quality monitoring and
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control. A key challenge in utilizing water quality measurements for contamina-
tion detection is the fact that consumer demands are in general unknown and
fluctuate in time, causing significant variations in the pipe flows, which in turn
cause variability in water quality and specifically in the chlorine concentration
measurements. The standard approach would be to consider constant upper and
lower bounds of chlorine concentration at different parts of the network, and trig-
ger alarms for possible contaminations when these bounds have been violated.
This is a conservative detection approach, which may lead to longer detection
times or even to failure in detecting the contamination fault. In general, most
contamination detection methods do not sufficiently address the issue of water
quality variability.

The contribution of this work is the development of a mathematical framework
for contamination detection in water distribution systems using chlorine mea-
surements, when the probability distributions of the various water distribution
network parameters and the consumer demands are given. A finite set of different
network conditions is constructed through randomized sampling with respect to
the probability distributions, and based on these parameters the hydraulic and
quality models are simulated using the EPANET and EPANET-MSX [27,28]
to calculate periodic upper and lower bounds of the chlorine concentrations at
nodes in the network where chlorine sensors have been installed. An alarm is
triggered when the chlorine concentration violates a bound for a certain amount
of time.

This paper is organized as follows: in Section 2, an overview of the contamina-
tion detection methodologies is provided. In Section 3 the mathematical formu-
lation is presented and in Section 4 simulation results are demonstrated, based
on a benchmark water distribution network. Finally, Section 5 presents the con-
cluding remarks and future work.

2 Contamination Detection Methodologies

The use of chlorine sensors for contamination detection was proposed in [14],
as chlorine concentration changes when reacting with some contaminants [9].
In general, the use of chlorine concentration sensors for contaminant detection
provides a relatively inexpensive solution since sensors are often available and
used for monitoring water quality.

Currently, a number of contamination detection methodologies focus on an-
alyzing multiple-type measurements, such as chlorine concentrations, turbidity,
total organic carbon, pH, etc, from a single location of the network. In [3], his-
torical water quality data from one outflow point were taken into consideration
for computing the standard deviation of four water quality parameters. Con-
tamination detection was performed when these parameters were greater than
3 standard deviations from their average values. Other methodologies have also
been proposed for the contamination detection problem: control charts, time se-
ries analysis, kriging analysis and Kalman filters [13]. An off-the-shelf solution
is provided by Hach HST, in which various water quality parameters are con-
sidered to calculate a distance measure through a proprietary algorithm, which
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is used for contamination detection and isolation [18]. Field trials for contami-
nation detection have been investigated in [4]. Data mining techniques used in
computer networks have been applied to detect contaminations in water systems
[26], using a set of normal-behaviour clusters.

In the CANARY event detection tool [10] provided by the US EPA, detection
techniques based on linear filters [20] and multivariate distance metrics [15] have
been implemented, as well as sensor fusion techniques to take into account the
spatial distribution of water quality sensor measurements [16].

Fluctuations in water demands may cause significant variability in water qual-
ity measurements throughout the water distribution network, as demonstrated
in [24] using Monte Carlo simulations. To accommodate uncertainty, a Bayesian
Belief Network approach was presented in [22] as a method to infer the proba-
bility of contamination.

Multiple chemical reaction models have also been used for simulation and
contamination detection. In [11], the EPANET-MSX software was used to simu-
late the chlorine response to the injection of certain biological agents, in a water
distribution benchmark network. Furthermore, in [31], chlorine and contaminant
reaction models have been considered in a real-time event adaptive detection,
identification and warning methodology, to detect and classify the contaminant.

The present work demonstrates a contamination detection methodology which
is based on simulating chlorine propagation considering the probability distri-
butions of various system parameters, and calculating the estimated chlorine
concentration at various locations in a water distribution network in order to
construct the upper and lower periodic bounds which are used for contamina-
tion detection.

3 Design Methodology

Overall, the proposed contamination fault detection methodology is comprised
of the following parts: 1) Construct the water distribution model and specify
the system parameters and their possible bounds. 2) Construct a finite set of
different system parameters selected at random or through grid sampling, and
simulate the water distribution system in order to construct a set of disinfectant
concentration time series for each node where a disinfectant concentration sensor
has been installed. 3) Compute the upper and lower periodic bounds based on
the simulated chlorine concentration time series. 4) Design the contamination
fault detection logic.

Contaminants and disinfectants travel along the water flow within the pipe
network, according to the advection and reaction dynamics. Advection is the
transport mechanism of a substance in a fluid, which can be modelled as a hy-
perbolic partial differential equation and can be solved using numerical methods.
Reaction dynamics describe the change in the substance concentration due to
decay, growth [27] or multiple-species reactions [28], which may be solved using
numerical methods. In general, multiple-species propagation and reactions in wa-
ter distribution systems are modelled using sets of hyperbolic partial differential



Contaminant Detection in Urban Water Distribution Networks 207

and algebraic equations. In the general case, the fundamental advection-reaction
dynamics of reacting substances in a pipe, are described by

∂

∂t
V (z, t) +

Q(t)

A

∂

∂z
V (z, t) = GV (V (z, t),W (z, t))

∂

∂t
W (z, t) +

Q(t)

A

∂

∂z
W (z, t) = GW (V (z, t),W (z, t))

(1)

where V (z, t) and W (z, t) are the disinfectant and contaminant concentration
vectors, respectively, at continuous time t and distance z along the pipe, with
water flow Q(t) and a cross-sectional area of the pipe A, GV (·) and GW (·) are
the concentration change rates due to reactions and decay for the disinfectant
and contaminant respectively. Depending on the contaminant, an algebraic term
may be required [28].

Except for simple cases, computing an analytic solution of the advection-
reaction dynamics of water distribution systems is impossible. As a result, a nu-
merical approximation method such as the Finite Volumes and Forward Euler
approaches [19] are typically considered to formulate the advection and reaction
dynamics into a discrete-time state-space representation [5]. Let k be the dis-
crete time, with sampling time Δt, v(k) the average disinfectant concentration
state vector and w(k) the average contaminant concentration state vector. Each
state corresponds to the concentration in a finite volume. Furthermore, u(k) cor-
responds to the controllable disinfectant concentration input and d(k) the nodal
water demands. The water distribution system model is described by

v(k + 1) = fv(v(k), u(k), d(k); pf ) + gv(v(k), w(k); pg)

w(k + 1) = fw(w(k), d(k); pf ) + gw(v(k), w(k); pg) + φ(k; pφ).
(2)

Functions fv(·) and fw(·) are the advection functions for the disinfectant and
contaminant substances respectively. The set pf is comprised of the network pa-
rameters, such as pipe roughness coefficients. Functions gv(·) and gw(·) are the
reaction functions for the disinfectant and contaminant substances respectively.
The set pg is comprised of the reaction parameters, such as the disinfectant de-
cay rate. Function φ(·) corresponds to the unknown non-negative contamination
fault function. The set pφ is comprised of the contamination fault parameters,
such as starting time, duration and magnitude. In general, the parameters pf ,
pg and pφ are unknown (or partially known).

In addition, the actual nodal water demands d(k) which affect the contaminant
and disinfectant propagation, are not known. In general, nodal water demands
exhibit seasonality and periodicity, and as a consequence, disinfectant concen-
trations also exhibit periodic behaviour [25]. Let d(k) = dp(k; pd), were dp(·) is a
known periodic function which describes the behaviour of the nominal nodal de-
mands, and pd is the set of unknown water demand parameters, such as average
nodal demand and demand modelling uncertainty.

Let p∗ = {pf , pg, pd} be the set of all the unknown system parameters, cor-
responding to the advection, reaction and demand dynamics. Since the actual
system parameters in the set p∗ are not known, certain assumptions can be made
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for each parameter, such as their upper and lower bounds or their probability
distributions. Let P be the range set of all the possible parameter combinations,
such that p∗ ∈ P .

In practice, it is not possible to consider all possible parameters in P (which
may be infinite). The approach followed in this work is to construct a finite subset
P0 of P with n elements using random or grid sampling, such that P0 ⊂ P and
P0 = {p1, ..., pn}. The goal is to simulate the water distribution system using
each system parameter in P0 under normal hydraulic and quality conditions, i.e.
without contamination faults, and use the computed disinfectant concentration
signals to calculate the upper and lower disinfectant concentration bounds, y(k)
and y(k) respectively. For each set of system parameters, the system model is
simulated using the EPANET [27] and the EPANET-MSX [28] tools to compute
the disinfectant concentration variance in time.

Let T be the number of samples in one period, and let K be the set of sim-
ulated time steps for which water quality dynamics exhibit periodic behaviour.
In addition, let y(k; pl) = Cv(k; pl) correspond to the simulated disinfectant
concentration at a sensing node, where C is the output matrix and pl ∈ P0 is
the l-th system parameter considered. The upper and lower periodic bounds are
computed as:

yi(k) = max{yi(κ; pl) | mod(κ, T ) = mod(k, T ), κ ∈ K, pl ∈ P0}
y
i
(k) = min{yi(κ; pl) | mod(κ, T ) = mod(k, T ), κ ∈ K, pl ∈ P0}

(3)

where mod(·) is the modulo operation.
A contamination alarm is triggered at time kd, if one of the following inequal-

ities holds for more that h ≥ 1 consecutive time steps, i.e., yi(k) > yi(k) or
yi(k) < y

i
(k), for k ∈ {kd − h, ..., kd}.

4 Case Study

In this section we consider a case study of the network shown in Figure 1, which
depicts one of the benchmark networks in the “Battle of the Water Sensor Net-
works” design competition [23]. This network is composed of 178 pipes connected
to 129 nodes (126 junctions, two tanks and one reservoir) with a set of realistic
structural and hydraulic parameters defined. Each junction node is assigned a
nominal daily average consumption volume as well as a nominal discrete signal
describing the rate of water consumption with 48 hours periodicity and a 30-
minute hydraulic time step. The network has been modified to add two chlorine
disinfection actuators at the ‘Reservoir’ and ‘Tank A’, where the disinfectant
substance, chlorine, is injected, and its concentration is regulated at 1.0 mg

L .
Chlorine sensors are considered to have been installed in the system after

solving the optimization problem described in the “Battle of the Water Sensor
Networks” competition [17,23]. In specific, we consider that water quality sensors
are installed at nodes ‘17’, ‘31’, ‘45’, ‘83’ and ‘122’, computed with respect to the
‘N1A5’ benchmark of the competition. The 4 benchmark objectives considered
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Fig. 1. A water distribution system with 129 nodes; five on-line chlorine concentration
sensors are considered at nodes ‘17’, ‘31’, ‘45’, ‘83’ and ‘122’. Chlorine is regulated at
the ‘Reservoir’ and the ‘Tank A’.

in the competition were to maximize detection likelihood, minimize expected de-
tection time, minimize expected population affected and minimize consumption
of contaminated water prior to detection. A contamination can occur any time
within a day, and at any node; considering a 5 minute sampling time, 37152 con-
tamination scenarios were constructed for the ‘N1A5’ benchmark [23]. For the
sensor placement scheme considered, the estimated detection likelihood was cal-
culated as 75.6% with respect to the 37152 contamination scenarios, thus some
contamination events cannot be detected with this scheme [23].

In practice, the actual system parameters p∗ ∈ P are not known. As a result,
there can be significant differences between the estimated and the actual flows
and pressures, as well as the spatio-temporal distribution of chlorine concen-
trations, because of the uncertainties e.g., in the roughness coefficient of each
pipe or the average demands of each node. We consider that for each unknown
parameter, an upper and lower bound of the uncertainty with respect to the
nominal values is known: a) chlorine decay rate has 10% maximum uncertainty,
b) average daily nodal water consumption has 10% maximum uncertainty, c)
nodal water consumption each time step has 10% maximum uncertainty, d) pipe
roughness coefficients have 3% maximum uncertainty.

The parameter set P is comprised of all the parameter combinations. We con-
struct a finite set P0 ⊂ P of n = 50 parameter sets, by simulating 20 ‘days’ of
the water distribution system operation when there are no faults, for each ele-
ment in P0 and with a 5-minute water quality sampling time. The last 14 ‘days’
of the simulation are considered, such that K = {1441, ..., 5472}, and for 2-day
periodicity, T = 576 is the number of samples in one period. The outcome of
the simulations is, for the l-th parameter set and for the i-th node with a chlo-
rine concentration sensor, a time series corresponding to the estimated chlorine
concentration yi(k; p

l) for the period k ∈ K. Thus, by using (3), we compute
the periodic upper and lower bounds as the maximum and lower concentration
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values respectively of chlorine at a certain node and at a certain time. For the
fault detection logic, an h = 3 discrete time delay, corresponding to 15 minutes,
is considered.

To evaluate the effectiveness of the upper and lower periodic bounds in de-
tecting contamination events with the minimum number of false positives, we
consider the case of arsenite contamination (As(III)), which may cause arsenic
poisoning. Its reaction dynamics with chlorine residual have been presented in
[29]. For demonstrating purposes and by neglecting the advection dynamics
in (1), the reaction terms are described by GV (V,W ) = −6.9444 × 10−4V −
0.9263 VW and GW (V,W ) = −0.9789 VW , where V (t) is the chlorine concen-
tration and W (t) the arsenite concentration. In general the coefficients of the
bilinear reaction term may depend on other parameters, such as pH, which may
not be monitored on-line.

We construct a set of possible contamination scenarios to examine the con-
tamination fault detection algorithm. Each contamination scenario is a 2-tuple
of an attack-location node and an injection time. Therefore, for 129 possible
attack location nodes and 288 possible injection times within a day (consider-
ing a 5-minute time step), we construct 37152 scenarios. Through simulation we
assign an impact damage metric for each contamination scenario, such as the
volume of contaminated water consumed until the contamination was detected
at one of the five monitored sensors. Based on the impact metrics computed, we
construct a set of the 10% worst-case contamination fault scenarios, comprised
of 3715 scenarios. These worst-case scenarios correspond to contaminations oc-
curring in 27 different nodes in the network. To illustrate how well the proposed
detection scheme detects extreme contamination events, we simulate a single
constant contaminant injection at one of the 27 nodes, starting at 8 am of the
5-th simulated day. An alarm is triggered when the monitored chlorine concen-
tration is outside the bounds for more than 15 minutes.

Figure 2 depicts the change of chlorine concentration at node ‘17’ during nor-
mal circumstances and during an arsenite contamination attack at node ‘26’ (see
Figure 1). The upper figure demonstrates that the chlorine concentration in the
within the upper and lower bounds computed. On the contrary, the lower fig-
ure demonstrates that the chlorine concentration is reduced below the bounds,
due to the reaction of arsenite with chlorine. It is important to note that, if
fixed detection thresholds had been considered, e.g., raising an alarm when chlo-
rine penetration was below 0.2 mg

L , it would require more hours to detect the
contamination occurrence by simply monitor node ‘17’.

Table 1 summarizes the results for contamination detection with respect to the
27 worst-case contamination scenarios and for various contaminant concentra-
tions at the source location. The results provide the number of true detections,
the number of missed detections and the average detection time. In general,
detection time depends on the propagation path and the distance between the
source location and the water quality sensors, as well as the contaminant con-
centration and the magnitude of the uncertainty bounds considered.
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Fig. 2. Chlorine concentration at sensor node ‘17’ during normal conditions and during
a contamination attack with arsenic (0.5 mg

L
at node ‘26’ at day 5). The star-shaped

pointer indicates the instance when the fault alarm is triggered. The dashed lines
correspond to the upper and lower periodic bounds.

Table 1. Detection results for the 27 worst-case contamination faults, for various
contaminant concentrations

Contam. Conc. True Missed Aver. Det. Time
(mg/L) Detections Detections (hours)

0.1 16 11 2.1
0.2 18 9 3.1
0.5 22 5 4.2
0.7 23 4 2.3
1.0 24 3 2.3

In summary, as the contaminant concentration increases, the number of true
detections is increased as well. In specific, for 0.1 mg

L contaminant concentration
injected, 16 out of the 27 contamination faults were detected, and 11 contamina-
tion faults were missed. For 0.5 mg

L , 22 out of the 27 contamination faults were
detected and 5 contamination faults were missed. Finally, for 1.0 mg

L , contami-
nant concentration injected, 24 out of the 27 contamination faults were detected.

In general the larger the contaminant concentration, the faster the detec-
tion time. However, for the concentrations between 0.1 − 0.5 mg

L , the average
detection time is increasing. This is because as the contaminant concentration
increases, the effect on chlorine is increasing and the chlorine concentration will
begin to approach the upper or lower bound and eventually, some contamination
faults will be detected. However, if the contaminant concentration is larger, more
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contamination faults will cause chlorine concentrations to pass the upper and
lower bounds at an earlier time.

5 Conclusions

In this work we have presented a contamination detection methodology in water
distribution networks. The proposed detection method was based on chlorine
sensor measurements in relation to certain upper and lower bounds. The bounds
were computed using randomized simulations aimed at capturing the variations
in chlorine concentration due to the significant variability in the water demand
patterns, average nodal consumptions, roughness parameters and reaction coeffi-
cients. The proposed method was applied to a set of high-impact contamination
fault scenarios using a benchmark distribution network with chlorine concentra-
tion sensors installed following an optimization procedure. The results indicated
that by using the upper and lower periodic bounds computed from the ran-
domized simulations, for the proposed benchmark, events were detected within
reasonable time. In future work we will apply the proposed methodology on
real water quality data. In addition, we will utilize adaptive bounds to capture
changes in the water quality signal periodicity, enhance fault detection by us-
ing surrogate water quality measurements and apply sensor fusion to exploit
the spatial-temporal water quality characteristics, as well as to implement al-
gorithms for learning the unknown fault dynamics to isolate the contaminant
type.
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Abstract. Mobile Network Operators (MNOs) deploy a vital part of
today’s Critical Information Infrastructures (CII). Protection of these
CIIs shall ensure operational continuity despite of the potential loss
of system integrity and malware attacks. Sharing information about
security related incidents allows MNOs to better react to attacks and
anomalies, and to mitigate the impact of the observed phenomena. The
fear to risk its reputation may hinder an MNO to share information
that could help other MNOs to improve their protection and assure
operational continuity. The contributions of this paper are technical
solutions for collaboration between competing MNOs, which prevent loss
of reputation and thus improve the acceptance to share information.

Keywords: CIIP, Collaboration, Information Sharing, Mobile Commu-
nications, Malware, Integrity Protection, User Equipment.

1 Introduction

Networks deployed by MNOs for mobile communications turned out to be a
vital part of the CII of societies to date. These infrastructures are almost ubiq-
uitous, highly reliable, increasingly usable at lower cost and allow interworking
between MNOs. The networks allow handling a rich variety of heterogeneous
technologies concerning the user device, the information media exchangeable,
the Network Element (NE) products that can be deployed thanks to common
standardization efforts in this industry. These properties make mobile communi-
cations technically and economically attractive as CII – although they have never
been designed for it. Already to date, mobile communication has an essential role
in supporting CI.

There are two trends observable [9], which make the protection of these net-
works an increasing challenge. First, mobile network devices needed to operate
such infrastructures are getting cheaper; advanced and required technologies, like
e.g. Home or Relay Nodes, are radio network devices closer to users than ever

B. Hämmerli, N. Kalstad Svendsen, and J. Lopez (Eds.): CRITIS 2012, LNCS 7722, pp. 215–227, 2013.
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before. Technically, this not only improves coverage, but also allows more than
ever physical access to such infrastructure devices. Second, end user devices or
User Equipments (UEs), especially attractive smartphones, are not sufficiently
protected these days. This not only raise threats and risks to end users, but
also to operators concerning the proper and integrity assured operation of their
network infrastructures.

It is acknowledged that these CII are built according to a set of 3GPP
standards. Similarities between these networks, made out of NEs, interwork-
ing interfaces and device portfolios, establish a common concern to exchange
information between MNOs. Information exchange about situational risks and
threats or actual attacks, is assumed to help MNOs to improve the protection of
their networks. However, MNOs may be reluctant to share information as they
compete and may fear to risk their reputation or risk a competitive disadvantage.

The Asmonia project1 addresses this situation and focuses on the detection
of threats caused by the loss of integrity on UEs and NEs and the spreading of
malware, which can create a negative effect on operations continuity of such CII.
One of the key contributions of the project is the proposal of technical solutions
for collaboration between competing MNOs, which prevent loss of reputation
and thus improves the acceptance to share information.

Section 2 presents from a top perspective addressed use cases and the archi-
tecture of an ASMONIA Collaboration Network (ACN) that needs to conform
with latest 3GPP standards. Integrity protection of NEs and UEs are discussed
in Section 3 while malware related risks are presented and discussed in Section 4.
Both serve as a kind of sensors for the shared information. The reputation loss
preventing collaborative procedures for information sharing are presented in
Section 5. Information sharing, to improve the CIIP, is basically not a new
idea and hence in Section 6, related work concerning collaborative information
sharing is discussed, before we take our conclusions.

This paper focuses on integrity protection, mobile malware and information
sharing procedures. However, the Asmonia project encompasses also further
research and technology assessment, e.g. creation of and sharing input for sit-
uational awareness across different MNO organizations and the use of cloud
computing technology to improve the operations of mobile communications in
exceptional situations.

2 Use Cases and Architecture

The collaboration network solution of Asmonia supports typical use cases of
information sharing and collaboration between MNOs like:

Collaborative Attack Mitigation: A new autonomously spreading worm in-
fects specific Smartphone across the administrative domains of different
MNOs. Finally, the infected end devices form a botnet capable of taking

1 http://www.asmonia.de, project term Sept 2010 – May 2013.

http://www.asmonia.de
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down the service of an operator by a Distributed Denial of Service (DDoS)
attack [20].
The first operator detecting integrity protection events and analysing the
new malware shares his insights with other operators.When the DDoS starts,
all MNOs collaborate on mitigating the attack by sharing security status
information and resources within the ACN.

Supporting a Global Early Warning System (EWS): An organization or
authority operating an EWS (maintaining a global security status) is inter-
ested in collecting information about security incidents from MNOs, process-
ing them, and making its conclusions available for participating MNOs.

Managing the ACN: Adding or removing ACN participants, setting up secu-
rity associations between participants, and other management tasks.

The proposed ACN solution is a network of partners collaborating on net-
work security concerns. Their objective is to improve their insights into the
actual (local and global) security status and to increase the options to react. A
partner can be a MNO or any service provider. The infrastructure of a partner’s
administrative domain is called the partners Operator Network (ON).

The collaboration is based on capabilities to share information (sensor data
and analytical results) as well as storage and computing resources. The ACN
framework defines concepts, procedures, protocols, data representations, inter-
faces, and functional components, which provide the technological foundation
for the collaboration network.

Operator C Network 
(In this case no MNO,  
but any kind of service provider)

IP 
CC 

MA 

CGW 

Operator A Network 

IP
CC

MA IP 
CC 

MA 

CGW 

Operator B Network 

IP
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IP 
CC 

MA IP
CC

MA

ACN-I 
C

ACN-I
Collaboration 
Network 

CGW 

Fig. 1. Collaboration Network Components

Figure 1 provides an overview of an ACN, its main concepts, and the con-
nections between the participating partners. Every partner runs a Collaboration
Gateway (CGW) which provides all functionality needed to participate in the
ACN. The CGW is the dedicated point of contact for other partners to the ON
of the corresponding partner and the gateway between this ON and the ACN.
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It is the border between the private ON, where the operator has full control,
and the external ACN, where his control is limited. The external interface of
the CGWs towards the ACN, resp. towards other CGWs is the ACN-Interface
(ACN-I). CGW and ACN-I provide the functionality required for collaboration
on the basis of sharing resources and information and for managing the ACN.
The ACN comprises all participating CGWs and the ACN-I.

For enabling collaboration and integrating the infrastructure of a partner,
each ON has to include Functional Cluster (FC) components. A FC implements
a specific collaboration capability, which is a set of functionalities and interfaces
related to a specific aspect of the collaboration. Following FCs are defined:

Integrity Protection (FC IP): Enables collaboration with respect to SW in-
tegrity. ACN emphasizes the importance of SW integrity protection by mak-
ing related events and their processing a first class collaboration capability.

Collaborative Cloud (FC CC): Enables sharing of storage and computing
resources, particularly by utilizing Cloud based technology. This is a very
essential collaboration capability, however, it is not in the scope of this paper.

Monitoring and Analysis (FC MA): Enables to collect, provide, access and
process (sensor) information and collaboration w.r.t. security analysis.

Not every ON has to support all FCs. Depending on the role and type of a
partner in the ACN, not all collaboration capabilities may be needed. E.g., a
partner only providing a Cloud resource for the collaboration network may only
need to support FC CC. In specific cases it may even be sufficient to reduce the
CGW to just an implementation of the ACN-I interface or even only parts of it.

3 Network Elements and End User Devices Integrity

Integrity protection is one approach to ensure the security of devices used within
the Asmonia project. The main idea is to have a whitelist of trusted SW
and data and to forbid access to untrusted content, especially the execution
of untrusted executables. While the loss of integrity can be reported to a remote
entity, the integrity measurement is typically enforced on the device itself, which
requires local modifications. In this context, we have to distinguish between UEs
and NEs. While NEs are usually owned and fully controlled by the MNO, this
is usual not the case for UEs.

3.1 Integrity Protection of Network Elements

Regarding NE in 4G access, network security requirements exist from 3GPP
SA3 ([1,2], for eNB, HeNB), implying SW integrity, authenticity, and involving
trustworthy boot processes as a foundation for trusted execution environments.
3GPP focuses on co-operability and compatibility aspects, intending not to
determine implementation details. Moreover, no security requirements exist for
the run-time, assuring that a system withstands attacks against its integrity
during long-lasting operation. In Asmonia related improvements and realization
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aspects have been examined, while extending 3GPP expectations accordingly
and with a focused view on prevention of unauthorized system influences [9].
Applicable and harmonized methods have been important design objectives, as
to provide extensible and adaptable solutions for a wider group of SW products
and several use cases for integrity protection.

End-to-end integrity assurance based on signatures and vendor driven PKI
governance is seen to have significant advantages over concepts relying on PGP-
like key management or on pure hash values [10,17]. In particular the latter do
not scale well and natively do not support self-defense capabilities or autonomous
decisions (as particularly required for HeNBs). Both are much more difficult to
manage, to validate, and require additional administrative security to impede
man-in-the-middle attacks at system and network level. Another reason for
preferring end-to-end integrity concepts lies in the operational model and the
responsibility for dependability and security of NEs, which to a large extent
behoves to vendors (manufacturers) that have to deliver trustworthy HW and in
particular SW, including secure updates over an entire product life cycle. While
such model advises vendor control and authenticity of SW (authorized during
development and test processes) for specific target systems, the operator may
also have obligations, for example maintenance control over installed SW ver-
sions or individual configurations. While not impeding this, protection concepts
based on (vendor) PKIs reduce administrative security in the mobile network,
and thus are well suited to minimize efforts and proprietary extensions in the
highly standardized operator infrastructure, but allow integration of required
components and methods into the product space.

The developed methods concentrate on realization aspects and on applicabil-
ity to a variety of products and use cases, including SW delivery, SW storing,
SW installation, run-time protection and secure boot concepts. Preferably they
are based on same foundation of security (e.g., root CA certificates, signing
certificates, and signed objects). While self-protection and autonomy have been
important security objectives, generation and aggregation of messages in case of
detected integrity violations is supported as well, so that expressive input can
be given to relevant components of the ACN, in order to collect, assess, process,
and share security information in a collaborative manner.

Although PKI based paradigms are preferred for NEs , there is no sup-
porting HW available - which may raise specific efforts for proper implemen-
tation of validation concepts. However, also solutions based on TPMs [19] suffer
from implementation weaknesses [13,22,10,11], and regarding attacks against
trustworthy boot processes, the achievable security level depends on board-
level implementation aspects. Moreover, functional limitations (addressing boot
processes), temperature-range constraints, and CPU and chip set dependencies
restrict applicability of PC security hardware for NEs, where selection criteria
for security concepts and CPU families may not primarily depend on availability
of COTS security components.
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Integrity protection for NEs essentially rely on tailored mechanisms for secure
boot, event triggered file-based SW integrity protection, and combined use of vir-
tualization layers and hardening concepts for secure implementation of integrity
checking during run-time [11]. To support secure boot principles a PKI controlled
HW concept has been developed enabling self-validation and authorized updates
of programmable memory content. It protects secrets, firmware, and validation
data, and it serves as foundation of trust for integrity validation not only during
the boot process, but also during installation and run-time. While such HW
may be widely independent from an operating system, the elaborated run-time
protection mechanisms are tailored for integration into Linux systems (as often
used for NEs), and use the Network File System and KVM/QEMU as preferred
virtualization solutions.

3.2 Integrity Protection of User Equipment

UEs are usually not the property of the MNO. For example,
Machine-2-Machine (M2M) devices are the property of the operating company,
and smartphones are the property of end users. However, smartphones are of
increasing interest to MNOs because of their rapidly growing install base and
because of the increasing risk of mobile malware (Section 4). While enforcing
integrity protection on all UEs is not achievable for MNOs today, the integrity
of selected mobile application can certainly be protected.

One key application for the integrity protection of separate applications on
Smartphones (e.g. for payment) is the isolation of normal applications and secure
applications. Depending on the expected security level, this can be achieved using
an additional virtualization layer or directly in the operating system.We are using
the L4 microkernel respectively Linux Containers for this purpose. The second
key component is the integrity measurement itself beginning with the trust an-
chor up to the continuous measurement at runtime. While today’s Smartphones
usually offer a ROM-based Core Root of Trust for Measurement (CRTM), this is
only utilizable by the manufacturer of the device. Therefore, we implemented a
software-based trust anchor for ARMapplication processors.For runtime integrity
protectionwe are using themechanismproposed in [21]. In contrast toNEs, battery-
constraineddevices like Smartphones need special attention concerning power con-
sumption and performance impact. This is especially true for runtime integrity
protectionmechanisms that provide better protection thanboot-timemechanisms,
but can introduce measurable overhead.

4 Detecting Mobile Malware

The growing trend of UEs becoming more powerful, more complex, and therefore
more prone to flaws and security gaps is inevitable. As on desktop computers
in the past, the most serious security threat for mobile devices are malwares.
A malware defrauds users into installing a malicious application and thereby
gains unauthorized privileges. These malicious applications are not necessarily
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downloaded from third party markets, but can also be found in official markets2.
In particular, malware can turn UEs into instances awaiting attacker’s commands
called bots [3]. Although large networks of bots have not been detected yet, there
have been indications of malware offering the necessary functionality. Mobile
devices offer an always-on connection which is critical for steady availability.
Once a mobile botnet is sufficiently large, it may endanger the mobile network
itself. Therefore, the challenging task of countering the malware has become
essential in all modern mobile network infrastructures [20].

Recent rise of malware targeting UEs has encouraged security researchers to
invent novel approaches. In terms of the Asmonia system architecture we follow
a dual approach: UE centric anomaly detection and network centric malicious
traffic detection caused by malware in the 4G infrastructure of the respective
MNO. The anomaly detection relies on the logical coherence of system calls
of processes or applications. Recorded system call sequences are transformed
such that the individual system call numbers represent the input sequence for
a Hidden Markov Model [18] training process. A benign system call sequence
has to be recorded and used to train the model for the individual application.
During runtime of the application, a sampled sequence can be compared to its
known benign behavior. This enables to decide how likely the sequence has been
generated by the model representing the benign behavior. Online detection of
malicious behavior is also possible.

On the other hand, two types of sensors directly analyze 4G traffic in the
MNO’s infrastructure. Passive honeypots are well-known in non-mobile networks
and represent independent security monitoring units designed to trap malware
samples. A low interaction client honeypot runs a set of simulated services
indistinguishable from real services. Since the low-interaction honeypots are
passive and do not await incoming traffic, each new connection is assumed
an attack vector and analyzed further. The honeypot records the attacker’s
steps, such that a security expert can reconstruct the attack vector. Consecutive
identification, classification or clustering identify more specific properties of
the sample w.r.t. known malware families. The more specific information the
honeypot obtains from each sample, the higher the value for other defensive
mechanisms and the collaborative information exchange.

In the mobile network, we not only observe malware related to the prior
era of Internet, but also malware families threatening the mobile functionalities
introduced in the 3GPP specifications. McAfee reports a significant increase of
mobile malware up to 1200% in the first quarter of 2012 [6]. The main advantage
of using 3GPP services in mobile malware is the fact that average users do not
turn them off. Even if the mobile device is off for a period of time, all information
are stored in the MNO’s database and will be delivered as soon as the device
establishes a connection to the MNO infrastructure. Therefore, our active sensors
examine PDUs and parse content at the MNO’s gateway. In case, the MNO
does not learn any semantic information, strings of fixed length are hashed and
compared with hashed strings of previously captured malicious strings.

2 play.google.com/store or www.apple.com/iphone/from-the-app-store

play.google.com/store
www.apple.com/iphone/from-the-app-store
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While anomaly detection tries to model normal or benign behavior, it is rarely
the case that the scope of meaningful models is known beforehand. It is required
to train a model with a complete set of recorded trace files, i.e., with the behavior
of all processes that were active during monitoring. Experiments indicated that
these models have poor discrimination capabilities. Alternatively a bottom-up
approach can be used, such that models for individual processes are created.
In a next step, the models can be broadened to create models representing the
behavior of a certain subset of the entire system behavior.

Passive and active sensors are more resilient and have lower false positive rates
than anomaly detection. However, many new emerging mobile malware families
complicate the classification and clustering process and the extraction of typical
patterns reflecting its origin and purpose is very inefficient. Mechanism such as
the anomaly detection approach can profit from the broad user base of mobile
operators. Sharing information about the captured samples, as well as improving
the modeling quality are important aspects considered for collaboration between
operators. Besides the aforementioned quantities, active sensors are interest-
ing for collaborative information exchange in context of Asmonia providing
type and frequency of attacks. Passive sensors obtain numbers and contents of
phishing and scam messages and provide publicly available and readable lists of
misused numbers for MNOs and their regular users.

5 Collaborative Procedures for Information Sharing

Collaboration, especially between competitors, comes along with a number of
concerns regarding loss of privacy or reputation and thus competitive disadvan-
tages. In Section 2, we depicted a general concept and architecture of an ACN, for
collaboration in Mobile Communication Networks. Next we depict requirements
that need to be fulfilled and which technical components are combined to build
two major applications for an ACN.

Although some of the requirements listed in Table 1 seem to be conflicting
(e.g. anonymity and non-repudiation) we have identified specific components to
fulfill all mentioned requirements, even for ACNs with a very weak level of trust:

– Traceable Anonymous Certificates (TACs) [15]
– Anonymous Peer-to-Peer Overlay Networks, such as GNUnet incl. gap [4]
– Secure Multiparty Computation (MPC) frameworks, such as SEPIA [7]
– A standard for data exchange, such as IODEF [8]

Table 1 summarizes the requirements fulfilled by each component.
Brunner et al. [5] discuss the usage of TACs and P2P Overlay Networks

to achieve anonymous and privacy-preserving information sharing for IT early
warning systems. However, they focus on a high-level concept for information
sharing, without going into details of the concrete procedures and the required
protocols. They also mention the usage of MPC for IT early warning as a future
research activity but do not discuss in detail its application in this area.Asmonia
examines the combination of the three proposed components TACs, GNUnet and
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Table 1. Requirements for collaboration and components to fulfill them

TAC P2P MPC Data Format

Anonymity x x

Privacy x

Non-repudiation x

Interoperability x

Resilience x

Authentication (Data and Users) x

Integrity x

Confidentiality x

Fairness x x

MPC extended by a common data exchange format and develops protocols for
the two most important applications in an ACN, i.e., the sharing of warnings
between participants as well as the sharing of data for collaborative detection
and analysis of incidents.

Sharing of warnings can be done by distributing attack information either
between single participants or by broadcasting them to an ACN. In the latter
case the participants of the ACN receiving such warnings decide on their own
if the information is relevant for them and how it is further processed. Pre-
requisite for an effective and efficient sharing of warnings is a common data
format such as IODEF [8] allowing automated processing. For the distribu-
tion of warnings we create a closed user group as basis for the ACN using
a full-meshed Virtual Private Network (VPN) between the participants based
on X.509 certificates ensuring authentication, integrity, and confidentiality of
the exchanged information. Building up a VPN based on authentication via
certificates and signing the warnings assures the exclusiveness of the ACN as
well as legitimacy and integrity of the warnings. However, participants may
not want to be identified as the originator of a warning created and signed by
them since they fear loss of reputation when revealing that their network is
attacked. Here, TACs provide authenticity, non-repudiation and anonymity at
the same time and furthermore allows to trace the real identity of a participant,
e.g., in case of abusing the ACN. The TACs are issued by a CA trusted by
all participants of an ACN and can therefore be used for signing warnings like
regular X.509 certificates. To impede inference attacks all participants of the
ACN shall be equipped with multiple TACs or the TACs of all participants shall
be replaced with new ones on a regular basis. To avoid revealing the real identity
of a participant based on the source IP address of a warning, the ACN should
implement another layer of anonymization such as Onion Routing or anonymous
P2P Overlay Networks. GNUnet and its gap provide such an anonymous P2P
network by indirection of requests and responses over multiple nodes in the
network. Thus, receiving a request or response from a specific node in the network
does not imply that this node is the originator of this message.
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A participant’s real identity might be revealed by the content of a warning,
too, which thus has to be sanitized carefully. Sanitizing a warning is a nontrivial
task which is hard to be automated and should therefore be done manually
by an expert. Due to the expected number of warnings this is assumed to
be manageable. A warning should at least contain the following data: rather
descriptive type and target of attack, e.g., OS, software version; impact and
countermeasures, and references to related known vulnerabilities, e.g., CVE
numbers.

Aggregating sensor data and attack information from multiple administrative
domains using MPC techniques provides a larger data base for analysis than
from one single source. The information required for this collaborative detection
and analysis differs from that used for warnings distributed via the ACN: being
unfiltered, information for MPC based processing must be converted into a MPC
protocol specific format. For practical collaborative detection and analysis the
participants providing their private input data furthermore need to agree on
parameters to be shared.

Potential types of data for collaborative detection and analysis may include:
malicious/suspicious IP addresses and URLs; entire netflows or scanned ports;
(hashes of) malware binaries; or attack timestamps and properties or classes of
attacked devices.

Although secret sharing based protocols, e.g., as used in SEPIA, provide
privacy and fairness to the ACN participants, MPC normally does not fulfill
other requirements as listed in Table 1. To cover these issues SEPIA provides
an integrated P2P network based on SSL connections thereby fulfilling the
requirements resilience, authentication, integrity and confidentiality.

6 Related Work for Collaborative Information Sharing

There are several approaches that address the challenges in collaborative in-
formation sharing, varying mostly in the privacy and infrastructure needs to
be fulfilled within their anticipated application fields, i.e., operating environ-
ments, and among their participants. Examples for collaborative security are the
implementation of collaborative, distributed intrusion detection systems across
administrative domains by Locasto et al. [14] or DOMINO [23], which can
provide a local and global view of intrusion and attack activity. Only the former
addresses privacy issues but both do not take into account originator anonymity.

An approach for the sharing of information on IT-security relevant incidents
is the ANL federated Model for Cyber Security [16] designed for multilateral pri-
vacy preserving information exchange among a closed user group. Nevertheless,
originator anonymity is not addressed, too.

Within the centralized collaborative network CarmentiS [12] , the issue of
originator anonymity is assured by pseudonymisation. However, results are ac-
cessible for the central instance only.

To control the distribution of sensitive information the NEISAS project, aim-
ing at information sharing on CII within one and between different so called trust
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circles, makes extensive use of Information Rights Managements techniques;
furthermore anonymous submission of content is possible. Within DEMONS,
elements for network monitoring are not centralized but share their information
with other elements in the own network and beyond; cross domain collaboration
mechanisms, which respect customer’s privacy rights, are to permit improved
defense against global scale cooperative threats and operational failures.

Asmonia follows a completely decentralized approach to improve resilience
against attacks on the collaboration network by avoiding single points of failure.
This approach also allows us to introduce mechanisms guaranteeing the origina-
tor anonymity of an attack report, thereby minimizing the risk of reputation loss
for the participants. To the best of our knowledge only the DEMONS project
plans to implement a completely decentralized architecture similar to the one
proposed in Asmonia.

7 Conclusions

The work presented here considers the communication infrastructures operated
by MNOs as CII to be protected. The goal is operational continuity despite of
the potential loss of integrity of NEs or UEs and despite of malware attacks.
Integrity protection is more achievable in the mobile networks as MNOs and
supporting vendors have a command on this CII, and less easily for the end user
equipment. Risk avoidance has thus clear limitations.

Sharing information of security related incidents allows MNOs to better react
to attacks and anomalies and to mitigate the impact of the observed phenomena.
The fear to risk its reputation may hinder an MNO to frankly share information
that could help other MNOs to improve their operational continuity. We present
two significant ACN applications as a technical approach overcoming such a
challenge.

The project proposes a technical solution for the collaboration between com-
peting MNOs in one ACN. The demonstrations and prototypes that are prepared
during the project will allow to validate the technical feasibility of some parts of
the approach. This validation will be completed by additional simulations and
advanced threat and risk investigations. The use of a set of different assessment
instruments in the project and the involvement of associated partners concerned
are planned to complete teh project results.

Certainly, there are also non-technical, company strategic, and legal barriers
for deployment. However, economic profits and security improvements emerging
from information sharing will motivate MNOs to collaborate. In addition, future
regulations (as currently discussed at European level) even may require operators
to closer work together.

The contribution of ongoing Asmonia project presented here is not only
to follow a decentralized approach, but also to apply it to scenarios in which
competing parties are reluctant to share information. Although the technical
approach addresses the scenario of competing operators, we think that these
collaboration procedures can as well be applied to support collaboration between
departments of one organization or enterprise.
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Abstract. This paper presents AMICI, a new Assessment/analysis plat-
form for Multiple Interdependent Critical Infrastructures (CIs). Its ar-
chitecture builds on our previous work and uses Emulab to recreate ICT
software and hardware components and Simulink to run the physical
process models. Our previous framework is extended with software com-
ponents to provide a set of capabilities that would enable the analy-
sis of complex interdependencies between multiple CIs: flexible integra-
tion of multiple physical process models; opened architecture to enable
interaction with ad-hoc software; support experimentation with real soft-
ware/malware; automated experiment management capabilities. The ap-
plicability of the approach is proven through a case study involving three
CIs: ICT, power grid and railway.

Keywords: Critical Infrastructure, security, experimentation, testbed.

1 Introduction

As shown by recent studies [1], today’s Critical Infrastructures (CIs) are highly
dependent of each other. In fact, in many cases relationships are bidirectional
and the successful operation of one CI might depend on an entire chain of in-
terdependent CIs. On top of that, modern CIs, e.g. power plants, water plants
and smart grids, rely on Information and Communications Technologies (ICT)
for their operation since ICT can lead to cost reduction, flexibility and interop-
erability between components. In the past CIs were isolated environments and
used proprietary hardware and protocols, limiting thus the threats that could
affect them. Nowadays, CIs are exposed to significant cyber-threats, as shown
by recent events such as Stuxnet [2] and Flame [3].

The complexity and the need to understand these interdependent systems lead
to the development of a wide range of approaches for analyzing interdependencies
between CIs [4–6]. Although these can effectively model and analyze bidirectional
relationships at a conceptual level, in practice the propagation of disturbances
and their magnitude might depend on parameters that are difficult to model.

B. Hämmerli, N. Kalstad Svendsen, and J. Lopez (Eds.): CRITIS 2012, LNCS 7722, pp. 228–239, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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This aspect is especially true in ICT, where it is a well-known fact that models
might recreate normal operations, but they fail to capture the complexity of real
components, e.g. complex interactions between heterogeneous software/malware
and hardware [7].

Existing approaches for cyber security experimentation with CIs either focus
on a specific CI [8–10], or they do not enable experimentation with real software/-
malware [11, 12], that nowadays is a fundamental requirement for conducting
experiments with ICT infrastructure [13]. Based on these facts in this paper
we propose a new approach for conducting multi-domain security experiments
on CIs. The approach builds on the framework developed in our previous work
[14, 15] and extends it with software modules in order to enable experimentation
with more than one CI. The final framework, called AMICI (Assessment/anal-
ysis platform for Multiple Interdependent Critical Infrastructures), uses simula-
tion for the physical components and an emulation testbed based on Emulab
[16, 17] in order to recreate the cyber part of CIs, e.g. BGP routing protocols,
SCADA (Supervisory Control And Data Acquisition) servers, corporate net-
work. The use of simulation for the physical layer is a very reasonable approach
due to small costs, the existence of accurate models and the ability to conduct
experiments in a safe environment. The argument for using emulation for the
cyber components is that the study of the security and resilience of computer
networks would require the simulation of all the failure related functions, most
of which are unknown in principle. The novelty of the proposed approach is that
it brings together a wide range of functionalities, most of which are missing in
related approaches [8–12]. These include flexible experimentation with multiple
CIs, support of real software and malware, and automated experiment man-
agement capabilities. The flexibility and real functionalities are ensured through
the use of real hardware, e.g. PCs, switches, routers, and real Operating Systems
that can run generic software/malware together with typical network protocols.
Lastly, the automated functionality is inherited from Emulab and includes a wide
range of sub-functionalities such as experiment configuration, event scheduling,
and Operating System (OS) image management [14, 15]. The approach is val-
idated through a case study showing the interdependencies between three CIs:
the power grid, the railway system and the ICT infrastructure.

The rest of the paper is structured as follows. A discussion on the require-
ments for the design of AMICI, together with the proposed architecture and
implementation are detailed in Section 2. The approach is validated in Section
3 through a case study that includes a cyber attack on the ICT infrastructure
and a disturbance on the power grid, which propagates to the railway system,
causing an immediate stop of several trains. The paper concludes in Section 4.

2 Design and Architecture of AMICI

2.1 Design Requirements

Ideally, an experimentation framework for multi-domain security research would
support the execution of complex, large scale and disruptive experiments using
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Table 1. Required functionalities for multi-domain security experimentation

ID Functionality

F1 Support a wide range of physical process models, e.g. power systems, railway

F2 Support multiple models in parallel and enable data exchange between them

F3 Support typical ICT components, e.g. SCADA servers, PLCs, Modbus protocols

F4 Support real software and malware

F5 Support interaction of models with ad-hoc software

F6 Support automated and multi-user experiment management

rigorous scientific methods. The implemented functionalities should not only sup-
port a wide range of physical processes, e.g. industrial systems, transportation,
healthcare, but should also take into account the presence of ICT and specifi-
cally of SCADA components commonly used in the monitoring and control of
physical processes. Such components include SCADA servers (Masters), PLCs
(Programmable Logic Controllers) and typical industrial protocols such as Mod-
bus. Besides these, today’s experimentation frameworks should not be closed and
should facilitate their extension together with the addition of other custom or
even proprietary software. On top of these, an experimentation framework would
also need to include capabilities that facilitate the experimentation process and
would support concurrent users at the same time. These capabilities are specific
to Internet experimentation testbeds and include a wide range of aspects such
as control of the experiment’s environment, experiment automation, and secure
remote access. For a more detailed presentation on the requirements of an In-
ternet security testbed the reader should consult our previous work [14, 18]. A
summary of these requirements is also given in Table 1.

2.2 Overview of Our Previous Work

The framework developed in our previous work [14, 15] was specifically designed
to enable experimentation with SCADA systems. It includes one simulation unit
to run a model of the physical process and software components to emulate
real PLCs and SCADA servers. Communications between the simulation and
PLC emulator units are implemented through .NET’s binary implementation of
RPC/TCP, while communications between PLC and SCADA server emulators
are implemented through Modbus/TCP.

The framework currently supports the execution of control code, i.e. emulated
PLCs, running sequentially and in parallel to the physical process model. In the
sequential case, a tightly coupled code (TCC) is used, i.e. code that is running in
the same memory space with the model. In the parallel case a loosely coupled code
(LCC) is used, i.e. code that is running in another address space, possibly on
another host. For the physical process simulator we used Matlab Simulink, since
it is a general simulation environment for dynamic and embedded systems and
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covers a wide variety of physical processes, e.g. power plants, gas plants. From
Simulink models the corresponding ’C’ code is generated using Matlab Real Time
Workshop and is integrated into the framework using an XML configuration file.

2.3 Extensions to Our Previous Work and Architecture of AMICI

The architecture of AMICI shown in Fig. 1 is an extension of the framework
architecture proposed in our previous work [14, 15]. The main changes made in
order to fulfill the previously stated requirements include: (i) addition of an RPC
client module in the simulation unit (Sim) to enable communications with other
Sim units; (ii) addition of a shared memory handler module in the Sim unit to
enable exchange of data between the physical process model and ad-hoc software;
and (iii) a new Proxy unit that extends our previous PLC emulator with modules
allowing it to translate Modbus to RPC and vice-versa. The architecture and its
motivation for each unit are detailed in the remaining of this section.

Simulation Unit. The main role of the simulation unit (Sim) is to run the
physical process model in real-time. This is done by coupling the model time
to the system time in such a way to minimize the difference between the two.
Models are constructed in Matlab Simulink from where the corresponding ’C’
code is generated using Matlab Real Time Workshop. These are then integrated
using an XML configuration file that is flexible enough so that researchers do
not need to modify the code of AMICI. From the Sim unit’s point of view each
model is seen as a set of inputs and outputs. These are mapped to an internal
memory region (I/O MEM ) that is read/written by other software modules as
well, e.g. TCCs, RPC. Compared to the previous version, the Sim unit allows an
open access to its I/O MEM by implementing OS level shared memory opera-
tions. This way, AMICI enables interaction with ad-hoc software that can write
specific model inputs, i.e. OPEN/CLOSE a valve, and can read the status of
the model, i.e. measured voltage. Interaction with other Sim units is enabled by
implementing not only RPC server-side operations but client-side calls as well.
By using only the XML configuration file, the Sim unit can be configured to
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read/write inputs/outputs of models run by remote Sim units. These are mapped
to the inputs/outputs of the model running locally, enabling this way complex
interactions between models running in parallel on different hosts.

The Sim unit fulfills another important functionality that was previously han-
dled by the SCADA master unit. In AMICI, SCADA server units are imple-
mented as Sim units, where the global decision algorithm is the actual physical
process model. As the Sim unit implements RPC and SCADA servers use in-
dustrial protocols, AMICI adopts the Proxy unit to map messages from RPC to
Modbus and vice-versa. The architecture of the Sim unit is given in Fig. 2 (a).

Proxy Unit. The Proxy unit has several roles within AMICI. At the beginning,
its main role was to enable running remote control code through the form of
LCCs, enabling this way the integration of more complex PLC emulators. At the
same time, it was used to handle Modbus calls coming from SCADA servers and
transforming them to RPC calls that were finally sent to the Sim unit. AMICI
keeps all these capabilities, but it enriches the protocol mapping capabilities of
the Proxy unit in order to enable running industrial protocols between two Sim
units. A more detailed architecture of the Proxy unit is given in Fig. 2 (b).

2.4 Real-Time Monitoring of Experiments

AMICI uses Zabbix [19], an open-source distributed network monitoring and
visualization tool, to monitor experiments in real-time. It mainly consists of
agents that are installed on the monitored nodes and servers that collect and
store data from agents. Zabbix includes built-in monitoring of OS parameters,
e.g. CPU, MEM, network traffic, but it also allows defining custom parameters.
Such parameters are defined in the zabbix agentd.conf file and have a unique
ID that is used by the Zabbix server in the periodical pooling of agents. In AMICI
the Sim unit writes the model input and output values for each execution step in
a log file. From there, Zabbix agents extract specific parameters and send them
to the Zabbix server.
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3 Case Study

In this section we use the AMICI framework to study the propagation of per-
turbations between three CIs: the power grid, the railway system and the ICT
infrastructure needed to monitor and control them. We show that the power grid
and railway system can be highly dependent of each other and in order to ensure
the stability of these two, the ICT infrastructure must be intact. We start with a
brief presentation of the experiment setup and scenario and then continue with
the analysis of the results.

3.1 Description of the Employed Critical Infrastructures

The Power Grid. The power grid employed in this experiment is the well-
known IEEE 30-bus model (see Fig. 3 for its graphical representation). It includes
6 generators and 30 substations that deliver power to connected loads through
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transmission lines. For each substation there is a fixed load and a variable load.
Fixed loads are needed to ensure the stability of the grid, while variable loads
depend on the power consumed by trains running within the railway system.
More specifically, we assume that each railway line, i.e. segment, is connected to
one of the grid’s substation.

The Railway System. The railway system we employed (see Fig. 3) was con-
structed from several train models of the type proposed by Rı́os and Ramos
in [20]. The train model takes into account several realistic aspects of modern
transportation systems, e.g. weight, speed, acceleration and deceleration. In their
paper, the authors also provide the equations for calculating the instantaneous
power consumption of each train. This gives us the possibility to directly con-
nect the output of the model, i.e. power consumption, to the input of the power
grid model, i.e. load on each substation. Within this experiment we do not take
into account traffic regulation algorithms, as our main focus is illustrating the
applicability of AMICI in the study of interdependencies.

The ICT Infrastructure. The ICT infrastructure shown in Fig. 3 is responsible
for the monitoring and control of the two infrastructures previously mentioned.
For the power grid, the ICT infrastructure includes automated operational algo-
rithms that can detect a change in substation voltage and can issue a command
to start/stop backup generators. For the railway system operational algorithms
can start/stop specific trains, but in reality there could also be traffic regulation
algorithms running on the operator’s side.

(Inter)Dependencies. As shown in Fig. 4, there can be several dependencies
between the three CIs mentioned previously. First of all, it is clear that the
railway system needs to be powered from the power grid. It is also clear that
both the railway and the power grid need ICT control to ensure normal operation
and that ICT infrastructures need to be powered from the power grid. What is
particularly interesting, also depicted in Fig. 4, is that the railway system might
have an undesirable effect on the normal operation of the power grid while the
later one is subject to a heavy load. In such cases the power grid can be extremely
sensitive to additional loads, i.e. starting trains, and if no additional measures
are taken by operators, voltages can collapse, leading to other cascading failures.
Another aspect highlighted in Fig. 4 is the ICT infrastructure that was split in
two: the Railway ICT and the Grid ICT. Although separated, in reality physical
links can be shared between the two, which means that there might be other
dependencies that were not taken into account in this experiment.

3.2 Experiment Scenario

For the implemented scenario we defined three hypothetical regions that are
common to the power grid and railway CIs (as shown in Fig. 3). These were
named GRAY-LAND, BLUE-LAND and RED-LAND. Each substation included
in each region powers one specific segment within the railway system. This means
that in case voltages drop below an operating threshold, i.e. 0.95 p.u., trains will
stop and operators will need to manually restart them. For each region we defined
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a set of ICT devices and one global operator for each of the two CIs, i.e. power
grid and railway system.

The scenario involves an attacker that tries to stop trains running within
the BLUE-LAND by issuing an attack in two phases. In the first phase the
attacker runs a Denial of Service (DoS) against monitoring devices within the
BLUE-LAND region, in order to inhibit any further data exchange between
operators and the physical process. This completely blinds the operators that
fail to receive any updates and to issue commands towards the BLUE-LAND.
In the second phase the attacker breaks into the ICT infrastructure of substa-
tion 16 and issues remote commands to start all connected loads. This will lead
to a sudden increase in the power demand that cannot be forecasted by auto-
mated algorithms. Because operators are completely blinded during the attack,
they cannot intervene to start additional back-up generators. Consequently, the
disturbance propagates to substations in BLUE-LAND, making voltages drop
below their normal operating limit and cutting power from railway segments.

The scenario was implemented with the help of the AMICI framework and was
tested within the Joint Research Centre’s Experimental Platform for Internet
Contingencies laboratory. The railway and power grid models were run by two
separate Sim units and they exchanged data related to consumed power and
voltage levels, as shown in Fig. 3. Operator decision units were also implemented
as two separate Sim units. The experiment used the Modbus/TCP industrial
protocol to transfer data between Sim units and a pair of Proxy units to map
between RPC/TCP←→Modbus/TCP messages for each region. The attacker
code that increases the load at substation 16 was implemented as LCC code
within a Proxy unit. The DoS attack was emulated by turning OFF network
interfaces on the hosts running the Proxy units.

3.3 Experiment Execution and Analysis of Results

In a first step, the experiment architecture, including networks, PCs and OS,
was described through an NS script. This was processed by Emulab that au-
tomatically allocated the required resources, it configured VLANs and IP ad-
dresses, and it loaded the OSs. Next, we configured the simulators and software
components and launched the attack. The experiment employed real Modbus
protocols, together with real OS software and real hardware to create a realistic
ICT environment.
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Fig. 5. Normal operation: (a) Power Grid, and (b) Railway System

Under normal operation the railway system is powered from the grid and
operators can monitor and control in real time the two CIs. As shown in Fig.
5 (a), the level of voltages is directly influenced by the status of trains, i.e.
running/stopped, that need to stop at each station and then start off again.
Each time a train stops the power drawn from the grid drops to 0MW and
increases back after it is started. A change in the load, i.e. in the status of trains
shown in Fig. 5 (b), leads to small voltage fluctuations that do not affect the
stability of the grid, but can be clearly seen in Fig. 5 (a).

Next, the attack is started on substation 16, where the attacker manages to
start-up large consumers and to increase the load to 85MW. Due to interconnec-
tions and power flow properties of the power grid, the disturbance propagates
to other three substations, i.e. 18, 19 and 20, that are responsible for powering
trains in BLUE-LAND (see Fig. 6). Here, voltages drop below the operating
limit of 0.95 p.u., causing a stop of trains powered by these substations. This
clearly shows the side-effects behind strongly interconnected and interdependent
systems such as the power grid together with the railway system. Furthermore,
it also shows that the attacker does not need to take over substations directly
powering train lines, but he can rely on physical properties and the propagation
of disturbances to accomplish his goals.

This effect is also shown in Fig. 7, where the start of the attack is marked with
S1. As power grid operators are completely blinded and unaware of the status
of the grid in BLUE-LAND, they cannot take additional measures to power the
stopped trains. As trains stop, the power consumption drops to 0MW, that is
equivalent to the disconnection of several large consumers from the grid. Conse-
quently, voltages increase above the normal operating limit (S2 ). At this point
railway operators try to start-up trains again (S3 ), but this crashes voltages and
trains stop again (S4 ).

Until this point we have seen the direct dependencies between the three CIs.
We have seen that the railway depends on the power grid, but the power grid
also depends on its ICT infrastructure to ensure normal operation. Without it,
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voltages drop below operating limits, leaving other critical infrastructures, i.e.
railway, without power. However, if power grid operators would be able to realize
that their physical infrastructure is under attack, they could take appropriate
measures, such as turning ON back-up generators or isolating the substation
that caused the perturbation. In our scenario we implemented this aspect by
stopping the DoS attack, i.e. by re-enabling network interfaces, which has lead
control algorithms to execute for the BLUE-LAND and inject an additional of
90 MVars into the grid. The effect can be seen in Fig. 7 at S5, where we notice
an increase in the level of voltages. This is followed by a restart of trains at S6,
that this time keeps voltages above their normal operating limit.
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To conclude, the scenario presented in this section clearly showed the appli-
cability of AMICI in security studies involving multiple CIs. The actual study
performed on three CIs also confirmed the fact that the ICT infrastructure needs
to be intact in order to ensure the stability and normal operation of CIs. Fur-
thermore, as CIs get more interconnected and interdependent, there will be a
special need of platforms as the one proposed in this paper to analyze these
systems.

4 Conclusions

This paper presented AMICI, a novel experimentation platform for analyz-
ing/assessing multiple interdependent Critical Infrastructures. The platform ex-
tends our previous work in the field of cyber-physical security experimentation
with software components in order to enable a multi-domain experimentation
that provides users with functionalities missing from other related approaches:
(i) simple integration and inter-connection of multiple CI simulators; (ii) sup-
port experimentation with real software and malware in a safe environment;
(iii) provides software units that recreate ICT software typically used in mon-
itoring/control of CIs, e.g. SCADA servers, Modbus protocol; and (iv) include
automated experiment management capabilities together with a multi-user sup-
port. The applicability of AMICI was demonstrated by studying the propagation
of perturbations from the ICT infrastructure to a power grid and then to a rail-
way system. The scenario showed that today’s CIs are highly interconnected and
their normal operation depends on the ICT infrastructure as well as on opera-
tor’s reactions to contingencies. As future work we intend to apply AMICI to
study even more complex systems and interdependencies, with a special focus on
ICT infrastructures that can play a crutial role in the outcome of cyber attacks.
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Abstract. The purpose of this paper is to describe a new and innovative method 
for the calculation of societal consequences from breakdowns in critical infra-
structures. Both a Social Impact Cost is calculated as lost Gross Domestic 
Product and non-economic consequences are quantified. For the non-economic 
consequences a new measure is introduced called Social Impact Magnitude that 
resembles the Richter scale. The paper describes the methods used and the de-
sign of the software tool developed for this purpose. The second part of the pa-
per includes some practical examples how the societal consequences have been 
calculated for a number of power outage scenarios. Future potential develop-
ment to cover other types of critical infrastructures and dependencies between 
infrastructures are indicated at the end. 
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1 Introduction 

Society is increasingly dependent on the proper functioning of the electric power 
system, which in turn supports most other critical infrastructures: water and sewage 
systems; telecommunications, internet and computing services; air traffic, railroads 
and other transportation. Many of these other infrastructures are able to operate with-
out power for shorter periods of time, but larger power outages may be difficult and 
time consuming to restore. Such outages might thus lead to situations of non-
functioning societies with devastating economical and humanitarian consequences. 

The scope of this paper can be summarized in the following made-up telegram 
from a news agency describing a blackout in a major European city: 

“A local power blackout with the Social Impact Magnitude of 6,8 occurred last 
evening in Folkvang, Germany. About 380.000 inhabitants in Folkvang and surround-
ing villages lost their power at a quarter past 10 o’clock in the evening. The central 
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parts of the city were restored after half an hour but the complete restoration lasted 
until a quarter past one in the night. The blackout societal cost for Folkvang is  
estimated to 8.2 million Euros.”  

This telegram does not describe a real event but an invented blackout scenario. An 
essential question in connection to such a scenario, or in a real-life event, is how the 
costs and other non-economic consequences from a blackout can be estimated, i.e. 
how the numbers in the telegram above have been calculated. In this paper a compre-
hensive method for the assessment of these costs and other consequences caused by 
breakdowns in critical infrastructures is presented. Costs are measured as lost Gross 
Domestic Product and a new measure for non-economic consequence is introduced, 
the Social Impact Magnitude (SIM), which closely resembles the Richter scale used at 
earthquakes. The assessment is based on a comprehensive and versatile model of the 
society which can be parameterized to the different countries in the European Union 
plus Norway and Switzerland.  

2 Design of the Virtual Society 

The methods described in this paper are concerned with models of societies and are 
proposed to be used to assess impacts on real societies experiencing disturbances in 
critical infrastructures. However, there are many problems in making detailed society 
models. One is that it is hard to translate a society model from one country to another. 
Another problem is the concerns of homeland security. There are many restrictions 
related to detailed models of the society, especially when they include descriptions of 
the electrical transmission and distribution grid. The decision was therefore to devel-
op methods and tools for a virtual society that can be parameterized to represent many 
real countries.  

Overview of the Virtual Society. The virtual society is a simplified society with 
many of the essential characteristics of a real society. It has static as well as dynamic 
properties and includes infrastructures with blocks, apartments, streets, electricity 
grids. In the society there are big and small companies, public and private service 
organizations producing welfare and there are people living in residential areas,  
having a comfortable life and consuming welfare. The virtual society is a dynamic 
society modeling business activities and has the critical infrastructure to support the 
population. The virtual society relates electrical power demand to the economic life; 
to business activities and to consumption of welfare, i.e. it relates power demand to 
the production and consumption of Gross Domestic Product (GDP). The virtual socie-
ty has dynamics; the life in the city is managed by setting and incrementing the sys-
tem time and by the activity profiles. It creates individual Power Load Profiles and 
Business Activity Profiles for each individual and relevant object in the city. Thus, the 
virtual society “lives” with its own system time, electrical loads and business activi-
ties. The society responds to commands from outside and sends back information 
about its activities as a function of the system time. 

The virtual society can be more or less severely disturbed by the introduction of 
power outages. After an outage, the lost production and lost consumption of welfare 
are assessed as the difference in GDP between a disturbed and undisturbed society. 
The virtual society is created and assessed by a software package called ViCiSi, the 
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Virtual Cities Simulator.. ViCiSi has been developed in the VIKING project [16], an 
ICT and Security project under the EU Framework 7 Programme. In the first version 
of ViCiSi only the electrical grid is modeled but ViCiSi is prepared for the modeling 
of other critical infrastructures. ViCiSi can model the virtual society to resemble all 
European countries plus Norway and Switzerland by importing individual demogra-
phy and economic information. Statistical data is imported from different sources and 
ViCiSi automatically configures the virtual society to the characteristics of the tar-
geted country. During execution ViCiSi provide the active and reactive loads, and the 
value of the business activities, in all requested load points with 10 ms resolution. If 
an outage occurs in one or more feeding points, or on medium and low voltage levels, 
the outage costs and impact magnitude will be calculated.  

Input Sources. The following sources have been used to create the virtual society: 

ENTSO-E [1], The European Network of Transmission System Operators for electric-
ity, provides electrical load values on a national level for each hour during a year. 

Eurostat [2] is the statistical office of the European Union. Its task is to provide the 
European Union with statistics on the European level such as Gross Domestic Product 
(GDP), energy consumption, branch statistics and country area. 

Set of Parameters. In addition, a set of parameters, controlling the creation of the 
virtual society, is used by ViCiSi. Many of these parameters are related to the creation 
of the distribution electrical grid in the virtual society.  

Power Load Profiles. When the virtual society is created from the input files, Power 
Load Profiles (pi(t)) are associated to all individual power consumers (i) in the socie-
ty, such as companies, public services and residential houses. Thus all power consum-
ers have their own Power Load Profile (Fig 1) depending on their type with their own 
load factor (Pmax/Pmean).  A household has a high load factor, an industry has a lower 
load factor and a public service (for example telecommunications) has a quite flat 
load factor.  

 

Fig. 1. The 24 h curve of the created Power Load Profiles (winter time) for different sectors 
with different load factor (Pmax/Pmean) 
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It is necessary to make the individual Power Load Profiles consistent with the na-
tional Power Load Profile from ENTSO-E for each moment in time and summed up 
for a whole year. Thus, the following is valid for the individual Power Load Profiles 
pi(t) 

∑All consumers (∫one year pi(t) dt) = E                                                (1) 

where E is the total power consumption for a specific country over one year from the 
ENTSO-E database.  

3 Assessment of Social Impact Costs 

Related Work. Basically there are three ways to assess social costs [4,5] from a pow-
er outage (1) Blackout case studies, (2) Customer surveys and (3) Analytical methods. 
Blackout case studies imply a case study of a specific disturbance, often a major 
blackout. The Customer survey methods focus on the customer evaluation of the out-
age, normally in monetary terms [6-8]. In Analytical methods a common approach is 
to assess the value of lost production in the society by taking the ratio of the annual 
gross domestic product (GDP) to the total electrical consumption to estimate the value 
of each kWh of electrical power. None of the approaches are perfect and they all have 
their pros and cons. The survey method is the most commonly used method. Howev-
er, for several reasons, the analytical method is chosen for ViCiSi. A discussion on 
why the analytical approach has been decided can be found in [9]. The most important 
reasons are the possibility to base the virtual society on different template countries, 
the properties for marginal cost assessment and the problem with the dependency on 
question formulation in the survey methods. The answer to “what is your cost of an 
outage?” differs significantly to “how much are you willing to pay to avoid an out-
age?”. 

Gross Domestic Product (GDP) Approach. The Gross Domestic Product is one of 
the cornerstones in EU statistics and a basis for the politicians in planning the Euro-
pean future [10]: GDP is a summary measure for economic production of a country 
and it is generally considered to be an overall indicator of the development of the 
economy. It is the value of all goods and services created during the accounting pe-
riod, less the value of the goods and services imported in the production processes. 
This difference between the output value and the input value is also called gross value 
added. However, it is not without problem to use the GDP as a base for the cost as-
sessment. A number of problems have to be solved. One problem is to get a temporal 
distribution of the GDP. GDP is a monthly, quarterly or annual sum of economic 
activities. But the production varies throughout the day, week and year. The GDP 
figure in the Eurostat database is aggregated for one year. To be used in a simulation 
model a value of the momentarily economic activity at an arbitrarily time is required. 
The value of the economic activity must be consistent, i.e. when all economic values 
throughout a year are summed up it must equal the GDP in the Eurostat database. 

There is a close, but complex, relationship between GDP and electricity demand 
[11] in the society. A high GDP requires high electricity consumption. But this  
does not necessarily mean that the GDP will increase if the electricity consumption is 
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increased. A more effective use of energy normally only influences the GDP margi-
nally. Energy saving requires smarter production technology and this might even 
increase the GDP. There are also demographic and geographic issues which influence 
the electricity demand, such as the high amount of electricity for heating houses in the 
northern countries of Europe. Electricity demand and economic growth are tied to-
gether in the long term but there is no evidence for a short term causal relationship 
[12,13]. Thus, one has to be careful when the electric energy is used for predicting 
GDP in the short term. However, in the creation of the virtual society presented in this 
paper, the electricity consumption is not used as a direct indicator of GDP production 
or the growth in GDP. The electricity consumption is rather used as an indicator of 
the activity in the society. The GDP is defined by statistical data and is not predicted.  

Business Activity Profiles. ViCiSi takes the Power Load Profiles as input and by a 
series of calculations so called Business Activity Profiles, bj(t), are created. These 
activities  give a momentarily value of the economic activity of each relevant (j) ob-
ject  and describe the dynamic features in the society. Each object in ViCiSi will have 
an individual Business Activity Profile and each profile is related to a specific branch 
(Industry, Service, Public utility etc.). These profiles define the momentarily value 
(EUR/h) of the economic activity. The created Business Profiles are consistent with 
branch-statistics as well as at an aggregated national level, such as: 

 ∑Economic entities (∫One year bj(t) dt) = GDP (2) 

where GDP is the annual value from the national accounts at Eurostat. If all activities 
are summed up for one year and for all objects the GDP of the template country is 
reached. 

 

Fig. 2. GDP presented as a hour-by-hour one year curve of the sum of all Business Activity 
Profiles for Germany (EUR/h, inhabitant). The peaks represent typical rush hours.  

Outage and Restoration. The occurrence of an outage is simple to model both for 
the power demand as well as for the business activity. At the outage time everything 
gets black and all economic activity will stop as long as the outage lasts, i.e. no  
production or consumption of welfare occurs. In reality the situation is a bit more 
complex but this is a reasonable simplification. 
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Fig. 3. Restoration functions for power activity (pi(t)) and business activity (bi(t)) 

 
When the power returns the further development is considerably more complex. It 

is not possible to directly connect all electrical loads and the society gradually starts 
to consume electrical energy. Some of the not delivered energy will now be restored. 
For example a refrigerator will run intensively for a while and restore some of the not 
delivered energy. But a lamp will not restore any of the lost energy. Thus, the recov-
ery of the society has open loop as well as closed loop characteristics [14].  

The economic restoration of the society is even more complex due to dynamics in 
the business processes. After an outage a department store, for example, has to turn on 
the light, check the refrigerators, start the computer system etc. And moreover the 
business will not start before the payment system is working. Only after this the de-
partment store can open their doors and continue the business. The same scenario is 
more or less valid for many other business activities in the society. It takes time to 
start the business after a blackout. The virtual society has its own model of restoration 
(Fig 3), including open loop as well as closed loop properties for restoration. Thus it 
is possible to model long as well as short outages. This function is used to model the 
restoration of the power as well as the business, but with different set of parameters. 

The function used to model the restoration is the step-function response of a 
second order closed loop system[17]: 

S(t) =1 – k*e-δt * sin(μt +φ)                                                   (3) 

Where δ is the damping, μ gives the oscillation frequency (μ = 0 gives an open 
loop). The parameter φ and k are related to the overshoot (the energy recovery) of the 
step response. This function has been refined to model the energy and business recov-
ery and the dependency of the outage length. 

Social Impact Costs Assessment. The social cost in a society after a power outage is 
calculated as the difference in GDP with and without the outage, reflecting the open 
and close loop properties in equation (3). In this paper these costs are called Social  
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Impact Costs (SIC). The societal cost assessment is a comparison of the economic 
activity in a non disturbed society (bNormal) with a disturbed society (bOutage). The  
social impact activity, bSocialImpactActivity, is the difference between those measures. The 
Social Impact Cost (SIC), BSocialImpactCost, is the accumulated value of the social busi-
ness activity and is calculated by integration over time. The Social Impact Cost  
(Fig 4) is thus the value of the lost GDP production:  

bSocialImpactActivity(t) =  bNormal(t) – bOutage(t)                                              (4) 

SIC = BSocialImpactCost =  ∫ bSocialImpactActivity(t) dt =  ∫  ( bNormal(t) – bOutage(t) )dt   (5) 

 

Fig. 4. Assessment of Social Impact Cost 

4 Assessment of Social Impact Magnitude  

Cost assessment is a very important way of describing the consequences from a power 
outage. However, there are other ways to evaluate the consequences of a blackout that 
will give additional information and is simpler to calculate. In this paper a new non-
economic approach to measure the consequences is defined – the Social Impact Mag-
nitude (SIM) - as a complement to the Social Impact Cost assessment (SIC). In this 
new approach the society impacts are viewed and assessed from both a micro and a 
macro perspective. From the micro perspective, i.e. from the individual standpoint, 
the length of an outage is the most interesting dimension. In the micro perspective an 
outage means the loss of welfare, inconvenience, problems with transportation, no 
fuel at the gas station, problems with emergency calls etc. The number of affected 
people is not assessed in the micro perspective. From a society standpoint - or the 
macro perspective - the consequences are related to the number of affected people. In 
the macro perspective society risks are assessed, for example disease proliferation, 
riot and other crimes, antagonist attacks etc. The magnitude of the aggregated risks is 
related to both the number of affected persons and the length of the outage. The  
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composite Social Impact Magnitude is built from both the micro and macro assess-
ment. The micro dimension is covered by the so called Disturbance Length Order 
where the length of the outage is the essential information. The macro dimension is 
calculated from the number of impacted people and named the Impact Incidence.  

The definitions of Social Impact Magnitude, Disturbance Length Order and Impact 
Incidence have similarities with the Richter Magnitude Scale for earth quakes [19]: 

 Social Impact Magnitude = 10Log(Apeople * Alength) = 10Log(Apeople) + 10Log(Alength) (6) 

 Impact Incidence = 10Log (Apeople)                                       (7) 
 Disturbance Length Order = 10Log (Alength)                         (8) 

where  
Alength = Average Disturbance Length (in seconds) 
Apeople = Number of affected people / 1000 
 

Social Impact Magnitude = Impact Incidence + Disturbance Length Order             (9) 

 Impact Magnitude ∈ [0, ≈ 10+[

 Disturbance Length Order ∈ [0, ≈ 5+[ 

 Impact Incidence ∈ [0, ≈ 5+[ 
 
 
The definition of Apeople is the number of affected people / 1000. The reason for the 

division by 1000 is to calibrate it to the Richter Magnitude Scale. It should be noted 
that SIM has a logarithmic/exponential behavior, which implies that an increase in 
SIM gives greater consequences in absolute values for large SIM-values than for 
small SIM-values. 

An outage can – as well as an earthquake – range from minor to disaster. One ob-
vious advantage with the SIM is that it is very easy to calculate. The only information 
that is required is the outage length and the number of people affected by the outage.  

The Social Impact Magnitude, Disturbance Length Order and Impact Incidence can 
be unified into a single diagram and well-known historic blackouts can be plotted in 
the diagram to illustrate the use of SIM (Fig 6) and its resemblance with the Richter 
scale (Fig 5). The numeric values of Fig 6 are shown in Table 1. The similarities with 
the Richter Magnitude Scale are obvious. If the magnitudes in Table 1 are compared 
to the Richter scale they are of the same order. The largest electrical outage is the 
Northeast USA blackout, 2003 with the SIM magnitude 9.7. The largest earthquake 
recorded is the Valdivia earthquake (Chile), 1960, with a Richter magnitude of 9.5. 
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Fig. 5. Social Impact Magnitude, Disturbance 
Length Order and Impact Incidence 

Fig. 6. Historic blackouts plotted as Social 
Impact Magnitude, Disturbance Length Order 
and Impact Incidence 

Table 1. Historic blackouts assessed as SIM 

 

 Social 
Impact 
Magnitude  

Disturbance 
Length 
Order 

Impact 
Incidence  

Java blackout 2005 9.4 4.37 5 

Northeast USA blackout 2003 9.7 4.93 4.74 

Sweden Hamra 1983 7.9 4.25 3.65 

Southern California blackout 2011 8.1 3.6 4.5 

Italy 2003 8.9 4.15 4.75 

Hurricane Per, Sweden 2007 7.8 5.23 2.56 

5 Use of ViCiSi in Blackout Scenarios 

In the VIKING project [16] 13 different cyber attack scenarios, called Story Boards, 
have been defined and described. All 13 attacks describe disturbances or blackouts, 
ranging from small to very big, in the electrical power supply. For each Story Board 
the background, assumptions for the attack and the attack path have been defined. The 
likelihood of attack success has been calculated considering the control system confi-
guration and protection mechanisms using the Cyber Security Modeling Language 
[18]. The societal consequences have been calculated the using methods and tools 
described in this paper. Each Story Board also includes proposals for mitigation 
against the described attack. 

This chapter very briefly describes three of these Story Boards and lists, in Table 2, 
the results calculated by ViCiSi for each of these Story Boards. This has been done to 
illustrate how ViCiSi can be used in real life situations to calculate societal consequences 
from blackouts in the electrical grid ranging from very big disturbances to very small. 
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Story Board A. This Story Boards corresponds to the news telegram in the Introduc-
tion. A criminal organization has managed to get access to the inter-center communi-
cation link between the national control center and the local utility control center for a 
major city and its surroundings. They succeed to introduce a false command using a 
commercially available listening device on the communication link. This command 
opens the breakers between the national high voltage grid and the local sub-
transmission grid and creates a blackout in the city and the surroundings that take one 
to three hours to restore. All the loads can not be connected at the same time since this 
would overload the grid. Therefore a step-by-step, predefined restoration scheme has 
to be followed that takes a certain time to execute. In this scenario no power plants 
have to be restarted which reduces the restoration time substantially. 

Story Board B. This Story Board is modeled from the infamous Stuxnet attack.  
Using a USB stick an attacker manage to compromise the national control system 
supervising and controlling the high voltage grid of a nation. Such control systems   
includes predefined, automatic control sequences that can automatically operate high 
voltage breakers without operator intervention similar to PLC sequences. The mali-
cious payload of the USB virus implements false command sequences into the control 
system. These manipulated sequences opens several high voltage breakers at a prede-
fined times. This leads to a nationwide blackout that takes up to three days to restore 
because of the time required to restart power generation including nuclear power 
plants. 

Story Board C: This Story Board describes a much smaller attack where a nighttime 
unmanned, small regional utility office is compromised by single individual that 
wants to make a “practical joke” on the neighboring village. By using a remote 
workstation connected to the control center and a note with usernames and passwords 
glued to the screen he manage to open the medium voltage breaker that feeds the 
neighboring small city which causes a two hours blackout. 

Table 2. Story Boards evaluation with SIC and SIM 

Story 
Board 

Social 
Impact 

Cost 
MEUR  

Created 
GDP with 

outage 
MEUR  

Without 
outage 
MEUR  

 Social 
Impact 

Magnitude  
 Impact 

Incidence 
Disturbance 

Length Order 
 

A 4.0 251 255 6.4 2.5 3.9 

B 550 3094 3645 8.8 3.6 5.2 

C 0.1 573 573 5.1 1.2 3.9 

It should be noted that the Social Impact Costs in these examples are calculated on 
a virtual society with the same demographic, economic and industrial structure as 
Germany (with data imported from Eurostat). The virtual country is, however, a much 
smaller country than Germany from an economic and population point of view and 
represents only about 5% of the real Germany. If the Story Board B, with the national 
blackout, would happen in the Germany it would have approximately 20 times higher 
impact than described in Table 2. 
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6 Discussion and Conclusions 

In this paper an innovative and versatile method is described for the calculation of 
societal consequences from disturbances in the electrical supply. The electricity 
supply has been selected for study because it is the critical infrastructure which is the 
base for many other critical infrastructures. Two complementing measures have been 
introduced to describe these consequences; one is the loss in Gross Domestic Product 
(GDP) from an outage and the other assesses non-economic, but equally important, 
consequences for the individuals and the society. The non-economic value, SIM (So-
cial Impact Magnitude), has been designed to closely resemble the well-known Rich-
ter scale used for defining earth quakes. 

The described method has been calibrated to the power demand in EU countries 
taken from ENTSO-E [1] data and to the Gross Domestic Product (GDP) from Euros-
tat [2] for the same countries. The method has been tested against real and made-up 
blackouts and has been found to give realistic values both for very big disturbances, 
like national blackouts, and down to small and very limited outages, e.g. in a minor 
village. The resemblance to the Richter scale is striking in these examples.   

However, the design of ViCiSi and the assessment of Social Impact Cost (SIC) and 
Social Impact Magnitude (SIM) is not restricted to outages in the electricity supply. It 
is a generic method that can be applied to many areas and for different kinds of criti-
cal infrastructure, such as telecommunication, water and waste water, transportation, 
garbage removal, etc. In the current version of ViCiSi mutual dependencies between 
different infrastructures are not modeled in the assessment of Social Impact Cost 
(SIC), e.g. an outage in the electrical supply would impact on telecommunication and 
water supply. This will be a topic for further development. On the other hand Social 
Impact Magnitude (SIM) is covering mutual dependencies, since it gives an overall 
assessment of all activities. It would also be possible to extend the ViCiSi with infor-
mation of human behavior using the Time use statistics from the European statistical 
databases [3]. This will give a more detailed assessment of the cost consequences on 
the micro level. 

The above described method could be used to give decision makers and society 
planners reliable numbers to base their decisions on for investments in improved resi-
lience of infrastructures and the corresponding control systems. It can also be used to 
set a measure on the severity of societal disturbances and to use this measure to im-
plement different levels of response, safety and restoration procedures. 
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Abstract. Critical infrastructures (CIs) deserve increased attention as our socie-
ties simply rely on most of the goods and services they are expected to conti-
nuously supply. Interdependencies within and among CIs have dramatically  
increased the overall complexity of related infrastructure systems, making them 
more vulnerable to cascading failures with widespread unpredicted conse-
quences. It is vital to get a clear understanding of these often hidden interde-
pendency issues and tackle them through advanced techniques. In this paper, 
the interdependencies between Industrial Control Systems (ICS), in particular 
the SCADA (Supervisory Control and Data Acquisition) system, and the under-
lying System Under Control (SUC) are identified and assessed using model-
ing/simulation methods by following a modified 4-step methodical framework. 
This paper mainly focuses on those techniques and analytical experiments de-
veloped for the essential step of this methodical framework, the in-depth analy-
sis, i.e., applying a hybrid modeling/simulation approach and three in-depth ex-
periments.  

Keywords: Critical Infrastructure (CI), Interdependency study, SCADA, Simu-
lation and Modeling. 

1 Motivations 

From a technical perspective, the term dependency depicts a linkage between two sys-
tems (CIs) through which the state of one system influences the state of the other, whe-
reas interdependency is a bidirectional relationship through which the state of each sys-
tem is correlated to the state of the other [1]. It should be noted that two systems, as 
mentioned above, can correspond to one CI (internal interdependency) or more CIs 
(external interdependency). Interdependencies1can also be of different types, e.g., physi-
cal, cyber, geographic, and logic [1]. Interdependencies within and among infrastructure 
systems have dramatically increased the overall complexity of the related systems, caus-
ing the emergence of unpredictable negative impacts and making them more vulnerable 
to cascading failures with widespread disasters [2]. Modern CIs, such as power supply, 

                                                           
1 This paper will use the general term interdependency to describe the interactions within and 

between CIs including both interdependency and dependency. 
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telecommunication, and rail transport are all large-scale, complex, highly integrated and 
particularly interconnected. The operators of these systems must continuously monitor 
and control them to ensure their proper operation [3]. These industrial monitor and con-
trol functions are generally implemented using a SCADA system, which can also be 
regarded as the ICS. The fundamental purpose of SCADA2 system is to allow a user 
(operator) to collect data from one or more remote facilities and send control instruc-
tions back to those facilities. For instance, voltage, frequency and phase angle are all 
important parameters in the power supply CI sector, which are continuously monitored 
for maintaining a normal working environment. An important characteristic of SCADA 
system is its inherent structural complexity. It generally comprises remotely located 
field level devices, which are connected to a centrally located control room through a 
variety of communication devices. Ensuring and securing functionalities of a SCADA 
system and its controlled/monitored SUC generally face three challenges: (1) access 
control restriction, (2) improvement of protocol security, and (3) investigation of fail-
ures of devices installed at substations. While first two challenges are related to security 
and the last one is related to reliability. The interdependency-related vulnerabilities 
between a SCADA system and associated SUC have been addressed by a number of 
researchers for many years [4, 5]. Most publications are related to the investigation 
regarding pervasive use of ICT. For example, the communication protocol Modbus has 
become one of the most widely discussed topics for securing the data transmission be-
tween the control centre and remote substation sites. However, the importance of devic-
es (components) installed at substations should not be underestimated due to the fact 
that their failures can also pose serious threats to a SCADA system and even other sys-
tems it connects to.  

The objective of this paper is to identify and assess hidden vulnerabilities due to 
(internal) interdependencies between SCADA and its interconnected SUC. It mainly 
focuses on the third challenge and disclaims the security aspect. Devices installed at 
the substation level of the SCADA system are systematically analyzed due to the fact 
that the vulnerable field level devices installed in the substation could impact the vul-
nerability of the whole system. The Electricity Power Supply System (EPSS) is used 
as an example of CI in this paper. The identification and assessment of hidden vulne-
rabilities follows a methodical framework for analyzing vulnerabilities due to CI in-
terdependencies, which is based on the framework proposed in [6], including 4 steps: 
preparatory phase, screening analysis, in-depth analysis, and results assessment. It 
should be noted that the focus of this paper is mainly related to the step of in-depth 
analysis.  

2 Step 1: Preparatory Phase 

The main purpose of this step is to reach a clear understanding regarding the objec-
tives of the task, as well as of the CIs and/or subsystems within a CI to be analyzed. 
Obvious vulnerabilities can be recognized by the screening analysis, while hidden 
vulnerabilities need the in-depth analysis using more comprehensive and advanced 

                                                           
2 In this paper, SCADA will be referenced as a system if it is individually introduced and dis-

cussed. Nevertheless, if the discussions are related to interdependency study within one infra-
structure system, SCADA will be referenced as a subsystem. 
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techniques such as the system modeling and simulation. Furthermore, it is necessary 
to identify characteristics of interdependencies, e.g., types of interdependencies. Ac-
cording to [1] and [7], the interdependencies can be described by six dimensions, e.g., 
type of failure, type of interdependencies, coupling/response behavior, etc. It is very 
important to decide which CIs (analysis among CIs) or subsystems (analysis within a 
CI) should be analyzed. Then, the general term "to find system(s) vulnerabilities due 
to interdependencies" can be stated precisely. In this paper, two subsystems, SCADA 
and SUC, within the EPSS are selected. The Swiss 220kV/380kV electricity transmis-
sion network is used as an exemplary SUC. It is assumed that this transmission net-
work is a stand-alone system and the energy exchange with the neighboring countries 
is regarded as independent positive or negative power injections at the respective 
boundary substations. According to the general understanding of a SCADA system 
and its associated SUC, their interdependencies can be characterized as physical, cy-
ber, geographic interdependencies. Based on the definition of the degree of coupling, 
introduced in [7], the SCADA system and its associated SUC are tightly coupled. 
After framing the task and gaining general understanding of studied interdependen-
cies, methods and approaches available for performing the task need to be checked.    

The challenges regarding understanding, characterizing, and investigating interde-
pendencies within and among CIs are immense and research in this area is still at an 
early stage [2, 4, 8, 9].  In general, the interdependency-related study can be divided 
into knowledge-based and model-based approaches. Knowledge-based approaches, 
e.g., empirical investigations and brainstorming, intend to use data collected by inter-
viewing experts and/or analyzing past events to acquire information and improve the 
understanding of dimensions and types of interdependencies. Model-based approach-
es intend to represent interdependencies comprehensively using advanced modeling 
techniques, with capabilities of providing both quantitative and qualitative assess-
ment. Currently, a variety of models have been applied, e.g., Complex Network 
Theory (CNT), Input-output Inoperability Modeling (IIM), Agent-based Modeling 
(ABM), PetriNet(PN)-based modeling, etc. It is difficult to compare these approaches 
since all of them have their own advantages and disadvantages: the knowledge-based 
approaches are straightforward and easy to understand, while the model-based ap-
proaches promise to gain a deeper understanding of behaviors of studied system(s). 
Among these approaches, the ABM approach seems to be most promising, not just 
due to its capability for representing the complexity of any infrastructure systems, but 
also its modeling flexibility and adaptability. For example, the ABM approach can be 
integrated with many other modeling/simulation techniques and even be used to  
implement other models, e.g., CNT, PN-based modeling, IIM, etc. Some non-
technical components, such as human behavior can also be modeled and simulated by 
using the ABM (see [10] for more information).  

3 Step 2: Screening Analysis  

The purpose of this step is to reach a further understanding of the previously framed 
task by acquiring sufficient information/knowledge of main functionalities, interfaces, 
and components of each studied system, as well as interdependencies among  
previously determined systems, in order to decide which to evaluate in more detail. In 
this step, obvious vulnerabilities should be identified using the methods such as  
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empirical investigations and topological analysis. Although the studied system(s) has 
(have) been described and its (their) boundaries have been defined at the Step 1, it is 
still important to further develop an adequate understanding of system, which aims to 
improve accuracy of results obtained from the screening analysis and collect more 
detailed information for the following in-depth analysis. To achieve these goals, com-
ponents of the studied system(s) need to be analyzed at first and then corresponding 
failure modes for each system component need to be defined. In general, a standard 
SCADA system consists of following essential components: Field Level Control and 
Instrumentation Device (FID and FCD), Remote Terminal Unit (RTU), Communica-
tion Unit (CU), and Master Terminal Unit (MTU). More information regarding ade-
quate understanding of the SUC and SCADA system can be found in [11] and [12]. In 
this paper, only components installed at the substation of a standard SCADA system, 
i.e., FID, FCD and RTU, will be analyzed due to the their importance for the interde-
pendency-related vulnerability analysis between SCADA system and SUC. In total, 8 
functional failure modes are defined: FCD FO (Failure to Open), FCD FC (Failure to 
Close), FID FRH (Failure to Run (too high)), FID FRL (Failure to Run (too low)), 
RTU FRW (Failure to Run due to hardware failure), RTU FRF (Failure to Run with 
Field Device ), and RTU FRC (Failure to Run due to communication error). 

One of the established methods to identify obvious vulnerabilities is the topologi-
cal analysis. For example, the SCADA system in general can be represented as a  
network: the SCADA system for the 220kV/380kV Swiss electric power transmission 
network consists of 149 substations, connecting 219 transmission lines in total. Some 
substations connect only one transmission line and some up to 11 transmission lines. 
Generally, the failures of substations connecting more transmission lines could have 
more negative effects on the reliability of whole system, compared to substations 
connecting less transmission lines. Therefore, it is important to identify these highly 
interconnected substations. If considering the SCADA system as an undirected and 
unweighted graph, it contains 149 nodes and 219 links. Based on the results of the 
analysis, the degree distribution3 of the SCADA system peaks at k=2 and also has 
large values when k=1 and 3, which means most substations connect less than 3 
transmission lines. It should be noted that substations with k=1 are boundary substa-
tions. The number of substations with k≥6 is very small. This graph can be regarded 
as a scale-free network, as defined in [13] and [14]. The characteristic of such type of 
networks is that most nodes have small degrees but there is a finite possibility of iden-
tifying nodes with intermediate and large degrees. The nodes with a higher value of 
degree play a specific role in the structure of the network [13]. It has been demon-
strated in [15] that the removal of these nodes usually causes a quite rapid destruction 
of the structure of the network. Due to the importance of these nodes (substations), it 
is assumed that substations with k≥6 can be considered as key substations.   

4 Step 3: In-Depth Analysis 

After the preparatory phase and screening analysis have demonstrated the necessity, a 
more sophisticated analysis has to be performed, calling for advanced modeling and 

                                                           
3 The degree distribution P(k) represents the probability that a generic node in the network is 

connected to k other nodes. 
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simulation techniques to represent interdependencies within and among CIs. A number 
of model-based approaches have been briefly introduced in Section 2. In order to fully 
understand and be capable to represent behaviors of these interdependent CIs sufficient-
ly, a novel approach needs to be developed for an in-depth analysis, which faces two 
major methodical challenges. The first challenge is to a model a single CI with its inhe-
rent characteristics such as dynamic/nonlinear behavior, and intricate rules of interaction 
including with the environment due to their openness and high degree of interconnected-
ness. Classical approaches and methods, based on decoupling and decomposition like 
fault and event trees, reach the limit of their capacity [16, 17]. The second challenge 
appears when more than one CI or subsystem within a CI must be considered and inter-
dependencies among them need to be tackled. It has proven necessary to integrate differ-
ent types of modeling approaches into one simulation tool in order to fully utilize bene-
fits/advantages of each approach and optimize the efficiency of the overall simulation. 
One of the key challenges for developing such type of simulation tool is the required 
ability to create multiple-domain models, e.g., discrete and continuous time models, time-
based and frequency-based models, etc, and effectively exchange data among them [18]. 
In practice, there is still no "silver bullet" approach. To find a more promising solution 
for solving these challenges and handling these technical difficulties, a hybrid model-
ing/simulation approach is proposed and discussed in [10] and [19], which combines 
various simulation/modeling techniques by adopting the technology of distributed simu-
lation and the concept of modular design. Based on this approach, a real-time simulation 
platform has been created, which is currently used to explore and identify interdepen-
dency-related vulnerabilities between two interdependent subsystems, i.e., SUC and its 
SCADA system. It consists of four major simulation components: SUC model, SCADA 
model, RTI (Run Time Infrastructure) server, and simulation monitor system. The High 
Level Architecture (HLA) simulation standard 4 is adapted to handle data transmission 
among different simulation components. The SUC model is a continuous-time model, 
while the SCADA model is a discrete-event model. The RTI server is responsible for 
simulation synchronization and communication routing among all components through a 
local RTI interface of each model (see [10] and [19] for more details). In order to investi-
gate hidden vulnerabilities due to interdependencies between two systems under study, 
three in-depth experiments have been developed: substation level single failure mode 
experiment (1), small network level single failure mode experiment (2), and whole net-
work worse-case failure modes experiment (3).  

In the first experiment, different failure modes of each substation level component are 
evaluated by performing a number of tests related to each failure mode. During each test, 
the scenarios that will trigger power line overload alarm are generated at the beginning of 
the simulation. Each test starts in the operation mode (a device mode) and one of the 
agent states. Within a given time period, the device mode of a respective component will 
change to one failure mode. The transition time from the operation mode to this failure 
mode is assumed to be exponentially distributed with constant failure rates λ. After a 
given time period, the device mode will go back to operation mode. The transition time 
from this failure mode to operation mode is assumed to be exponentially distributed with 
repair rate µ. The transitions between different device modes will have influences on 
corresponding agent states resulting in the change of behaviors of the SCADA system 

                                                           
4 It should be noted that the RTI is part of HLA simulation standard.  
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and SUC. According to the conclusion of this experiment, among all the simulated 
SCADA-related devices, negative effects caused by failures of the RTU device seem 
more significant on its interconnected SUC (see [10] for more information).  

4.1 Experiment 2: Small Network Level Single Failure Mode Experiment  

This experiment extends the scope of the first experiment to a small network includ-
ing more components of SCADA system and SUC (40 substations and 50 transmis-
sion lines). The aim of this experiment is to identify the failure modes that can cause 
more negative effects due to interdependencies between two studied systems. In this 
experiment, one key substation from the SUC model is selected for triggering the 
failure modes of substation level components during the simulation. For each single 
failure mode, two types of tests are implemented: normal and worse-case. The model-
ing scenarios of these two tests are summarized below: 
Normal Test: The modeling scenarios are similar to of the tests in the substation 
level single failure mode experiment. In contrast to first experiment, the transition 
from the operation mode to the respective failure mode at the beginning of each test is 
triggered manually instead of within given time based on the failure rate5. This ad-
justment ensures that the transition time from the operation mode to each failure mode 
is the same. 
Worse-Case Test: This test represents the worse-case situation when the operator is 
unable to handle any alarm received by the control centre due to natural hazards or 
technical failures, e.g., the failure of the control panel, flooding/fire in the control 
centre, etc. The purpose of performing experimental tests under this situation is to 
observe corresponding consequences if the SCADA system fails to monitor and con-
trol the SUC through the MTU.  

The following parameters are proposed to analyze test results: 

• ASSAI (Average Substation Service Availability Index): This parameter 
represents the ratio of the total number service hours provided by all available 
substations during a given time period to the total hours demanded (Equation 1).  

ASSAI=  
NS ൈሺ୬୳୫ୠୣ୰ ୭୤ ୦୭୳୰ୱሻି∑ R౟N౟సభNS ൈሺ୬୳୫ୠୣ୰ ୭୤ ୦୭୳୰ୱሻ               (1) 

                          where ܴ௜ = Restoration time for ith substation (if service interruption exists)   
                                     ௌܰ = Total number of substations 

• DI (Degree of Impact): The purpose of developing this parameter is to qualify 
negative effects caused by each failure mode using three other parameters as indi-
cators obtained during each test: ASSAI (indicator 1), the number of SCADA 
components (interdependency failures) (indicator 2), and the number of affected 
SUC components (dependent failures) (indicator 3). All of these three indicators 
receive value between 1-5 according to their real value. In addition, a weighting 
factor ( ௜ܹ ) is defined for each indicator showing its importance for calculating  
the degree of impact. The degree of impact caused by each failure mode can be 
obtained according to the Equation 2 (see [20] for more information). ࡵࡰ ൌ  ∑ ୀ૚ۼ۷ܑܑ ܑ܅                            (2) 

Where N=the number of indicators 

                                                           
5 This experiment is considered as a semi-quantitative experiment due to this adjustment. 



258   C. Nan, I. Eusgeld, and W. Kröger 

 

 

Fig. 1. Summary of the small network level single failure mode experiment 

The test results from this ion-depth experiments are summarized in Fig 1. During 
normal tests, the consequences caused by the FCD FC mode and SO mode are similar, 
although the causes of these two failure modes are different. The results collected from 
FID FRL tests are close to the results from FID FRH tests according to DI value and 
ASSAI, although the FRL mode extends the period the appearing of first overload alarm 
and FRH shortens this period. During RTU FRF and FRW tests, the RTU device loses its 
connection to field level devices and then becomes blind, which are the causes of further 
negative events, i.e., loss of alarms, extended period of the line disconnection. During 
worse-case tests, the cause of continuous transmission line disconnections is the combi-
nation of the lack of responses from operators in the control centre and the failure of the 
hardware located in the substation meaning that the hardware failure is not sufficient 
enough to affect the system service availability significantly. Compared to the  
results from FCD FC tests, FCD SO tests have more negative effects according to the 
calculated parameters (average number of alarms and average ASSAI) since the FCD FC 
mode is not capable to cause the overload of the studied transmission line. However, the 
FCD SO failure mode is capable to trigger the spurious overload alarm although it should 
not. Results collected from FID FRH tests are similar to the results of FCD SO tests. 
During these two tests, the threshold of overload alarms is affected (modified). This is the 
reason why the ASSAIs calculated in both tests are very close. Results from all RTU 
tests indicate that ASSAIs from these tests are larger compared to tests of other two de-
vices (FID and FCD). However, this does not mean that negative effects caused by  
failures of the RTU device on the system service availability become much less signifi-
cant. As shown in Fig 1, in average, negative effects due to interdependencies are aggra-
vated during worse-case tests showing very strong DIs are observed. The average DI 
from FID FRH tests is 44 meaning its impact is very strong. The DIs from all RTU  
failure mode tests are between middle and weak, which seems not as serious as for the 
FID and FCD. As the failure of this device means interruption of service provided by the 
SCADA substation level components, it is still worthy to develop further tests on this 
device, as well as the FID device, in the next experiment.  
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4.2 Experiment 3: Whole Network Worse-Case Failure Modes Experiment  

This experiment extends the scope of the previous experiment to the whole network 
including all simulated components of the SCADA system and the SUC, by which 
negative consequences caused by interdependencies can be observed and analyzed. In 
this experiment, instead of just considering single failures, double failures occurring 
simultaneously at different substations are also included. The same modeling scena-
rios as in the worse-case tests of the previous experiment are applied, but in addition, 
two key substations and non-key substations are selected as exemplary substations. 
The experiment mainly focuses on two failure modes, i.e., FID FRH and RTU FRW, 
based on the results of the experiment 2.  

 

Fig. 2. Summary of whole network failure modes experiment 

 

Fig. 3. Affected SUC and SCADA components in one of FID single failure tests (key substation) 
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The test results of this experiment are depicted in Fig 2. In the first four tests (sin-
gle failure tests), the average DI from FID single failure tests (key substation) shows 
the highest value, as both SUC and SCADA components are affected by this technical 
failure. As shown in this Fig 3, at time 10 hours, one transmission line (a component 
of the SUC) was disconnected due to the wrong overload alarm caused by the tech-
nical failure of its FID and the absence of  operator action. At time 13.2 hours, the 
number of failed SUC components (disconnected lines) reached to the maximum 
value. Then this number started to drop and only one line was disconnected. Observed 
at time 16.5 hours, SCADA components (RTUs) were also affected and the number of 
affected components (interrupted RTU devices) was 1. The maximum number of 
affected SCADA components was 2 at time 16.8 hours. After that, the numbers of 
both affected SCADA and SUC components started to drop and returned to zero at 
time 18 hours. In this test, the number of affected SUC components is 18, meaning 18 
transmission lines became overloaded. As observed from this test, failures of SUC 
components seem not to affect its interconnected SCADA system instantly. It took 
about 6 hours before failures started to propagate from one system to another, which 
can be considered as the delay of dependency failures. Results from the RTU single 
failure tests (both key substation and non-key substation) show that the failure of 
RTU device does not cause significant cascading effects in the SUC and not able to 
propagate back into the SCADA system affecting more components. The results from 
double failure tests are similar to the results from previous single failure tests. The DI 
from the test of double FID failures (in key substations) is very strong, highest one 
compared to same parameter from other three tests. According to the result of this 
test, more SUC and SCADA components are affected if FID technical failures are 
triggered in two key substations. The maximum number of simultaneously affected 
SUC components (transmission lines) is 8, one more than the maximum number of 
total affected SUC components of single FID technical failure test. Compared to the 
single failure test, delay of dependency failures in this case is about 5 hours, meaning 
that it took less time before failures start to propagate from one system to another. 
Furthermore, both SUC and SCADA system became less resilient indicated by the 
increase of "back to normal time" (8 hours in single failure tests and 12 hours in 
double failure tests). More SUC and SCADA components are affected if FID technic-
al failures are triggered in two key substations. Both double FID and RTU failure tests 
on the non-key substations show much less negative consequence. The DIs of these 
two tests are weak and none of SUC or SCADA components are affected.  

5 Step 4: Results Assessments  

Based on these three in-depth experiments, hidden vulnerabilities caused by interde-
pendencies between the two systems under study are summarized as follows: 

1. Importance of Field Level Devices Should Not Be Underestimated: According 
to [12], the field level device such as FID and FCD can be regarded as interface 
device connecting a SCADA system to related controlled/monitored physical  
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processes (SUC). In general, most past modeling efforts related to SCADA sys-
tems focus on RTU devices, which belong to the substation level in a standard 
SCADA system, and underestimate the existence of field level devices [21-23]. 
However, as shown by worse-case tests of in-depth experiments, negative  
consequences caused by failures of field level devices can also be significant. As 
observed in the small network level single failure mode experiment, results from 
normal case tests show that negative consequences caused by failures of the RTU 
device seem significant (highest degree of impacts and lowest ASSAI). However, 
if assuming the operator is unable to handle any alarm (worse-case scenarios), con-
sequences caused by failures of field level devices become worse compared to fail-
ures of RTU devices. The simulation results from three worse-case single failure 
mode tests related to field level devices (FCD FC, FCD SO, and FID FRH) in this 
experiment demonstrate very strong degree of impact and smaller ASSAI. This 
phenomenon is also observed in the whole network worse-case failure modes expe-
riment. In this experiment, the ASSAI obtained from key substation single FID 
failure test is 0.991, while it is 0.9996 in key substation single RTU failure test. In 
the same experiment, the degree of impact caused by single FID failure is strong, 
while it is middle in RTU failure test.  

2. A Predictable Delay of Dependency Failures Is Important: As observed in FID 
single key substation failure tests and FID double key substation failure tests, the 
propagation of failures crossing interlinked systems needs certain time, and does 
not start instantly (delay of dependency failures). For example, this delay is about 6 
hours in FID single key substation tests and about 5 hours in FID double key subs-
tation tests. It seems that the delay of dependency failures is proportional to the de-
gree of impact and inversely proportional to ASSAI meaning worsen consequences 
shorter delay period. This period is very important for minimizing negative effects 
caused by interdependencies. If failures were able to stop cascading within this pe-
riod, it is possible to avoid propagation of failures into another system.  

3. Negative Consequences Caused by Failures of Devices in Key Substations Are 
Significant: The whole network worse-case experiment also demonstrates the im-
portance of key substations of the SCADA system since increasing the number of 
failed key substations and non-key substations show very different results. In this 
experiment, negative consequences caused by failures of devices become more 
significant if the number of failed key substations increases. For example, the 
ASSAI value calculated in FID single key substation failure tests is 0.991, while 
the value drops to 0.9776 when failures of two key substations are triggered (de-
gree of impact increases after increasing the number of failures of key substations 
in this case). This phenomenon is observed during RTU failure tests as well. How-
ever, increasing the number of failures of non-key substations seems to cause no 
significant negative effects. The degree of impact remains the same after triggering 
failures of two non-key substations during both FID and RTU non-key substation 
tests. Therefore, the reliability of key substations of the SCADA system is impor-
tant for the whole system.  
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6 Conclusion  

In this paper, the hidden vulnerabilities between the SCADA system and its asso-
ciated SUC due to their interdependencies are identified and assessed by using  
advanced modeling and simulation techniques. The investigation follows a 4-step 
methodical framework and focuses on the third step, in-depth analysis, for which a 
hybrid modeling and simulation approach is developed and applied. Three in-depth 
experiments are designed and performed. These experiments show the importance of 
mapping complex physical systems from the real world to the simulation world and 
then project data from simulation world back into real world. Furthermore, the simu-
lation results from these experiments demonstrate the capability of the methodical 
framework as well as the hybrid approach to analyze CIs in a complex way, which 
allows us to identify and assess both obvious and hidden vulnerabilities. For instance, 
several hidden vulnerabilities due to interdependencies between the SCADA system 
and the SUC have been identified and presented in this paper, such as the importance 
of field level devices, the discovery of the delay of dependency failures, etc. The hy-
brid modeling/simulation approach changes the way to develop simulation tools by 
allowing the integration of different types of modeling/simulation methods into one 
simulation platform to optimize the efficiency of the overall simulation and therefore, 
clears the technical difficulties for future research efforts that are required to handle 
complexities of CIs. More implementations of this approach to investigate and identi-
fy interdependency-related vulnerabilities among various CIs are currently under 
development.  
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Abstract. The introduction of an advanced metering infrastructure
(AMI) into the power grid forces the power industry to address informa-
tion security threats and consumer privacy more extensively than before.
The industry needs practical advice on methods and tools to use in this
context. Threat modeling is well-known among information security pro-
fessionals as a method for investigating a system’s vulnerabilities. This
paper documents the threat modeling of one actual AMI configuration.
The results are both a demonstration of how these techniques can be ap-
plied to AMI, and a documentation of risks associated with this specific
AMI configuration.

Keywords: Smart Grid, Advanced Metering Infrastructure, Informa-
tion Security, Privacy, Threat Modeling, STRIDE.

1 Introduction

An Advanced Metering Infrastructure (AMI) is the most visible component of
the smart grid. The new technologies in AMI and smart grid, with increased
connectivity and new trust models, lead to new threats and a pressing need to
deal with information security and consumer privacy [1,2].

Information security for smart grid and AMI have been addressed by several
actors. Important resources include the NISTIR 7628 report [3] that deals with
security of smart grids at large and the AMI-SEC task force security profile
for AMI [4]. These documents identify central components as well as security
requirements. However, despite the available resources, industry is still in need
of support in understanding the information security challenges they are facing.
In our interactions with the Norwegian power industry, we sense a need for
practical advice and easy-to-use information security methods.

Threat modeling increases awareness of threats, and is invaluable as prepa-
ration for risk assessments. In this paper, a well established threat modeling
approach (Section 2) is applied to a specific type of AMI configuration (see Fig-
ure 1). The approach is lightweight and easy to apply, and results in a graphical
overview of the system, threats, and the potential attacker goals. The paper i)
demonstrates that general threat modeling techniques are applicable for AMI in-
frastructure (Sections 3-5), ii) provides an overview of threats that can be reused
by industry (Sections 4-5), and iii) provides a method for working with and using
threat models as input to risk assessments of AMI infrastructure (Section 6). We
discuss our contribution in Section 7, and offer conlcusions in Section 8.

B. Hämmerli, N. Kalstad Svendsen, and J. Lopez (Eds.): CRITIS 2012, LNCS 7722, pp. 264–275, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. An overview of the AMI system considered in this study

2 The Threat Modeling Method

In the field of secure software engineering, threat modeling is a common activity
and several techniques exist. Some are formal and require special skills, while
others are more lightweight. Of the informal ones, Microsoft’s technique [5] is
popular and has been described as “a practical approach, usable by non-experts”
[6]. Their technique mainly works as follows. First, the system is modeled with an
emphasis on the system’s entry points (using e.g. Data Flow Diagrams (DFDs)),
and then the threats towards the system are identified. In order to ensure cov-
erage, the STRIDE classification of threats (Spoofing, Tampering, Repudiation,
Information disclosure, Denial of service, Elevation of privileges) can be used as
a resource. Then threats are analysed to evaluate the system’s vulnerability.

Attack trees [7] are also widely adopted in the information security commu-
nity. Such trees model how attackers may go about achieving their attack goals.
Experiments show that attack trees are easy to grasp [8], which makes them par-
ticularly useful for communicating threats among stakeholders. They are also to
a large extent reusable [7,9].

In this paper the threats towards AMI are addressed from two viewpoints:

– Threat Overview: The AMI system is modeled using DFD and the inter-
faces are identified. For all interfaces, threats are identified using STRIDE.
(Section 4)

– Attacker Strategies: The most important assets of the system are identified
in a brainstorming session [10] and by investigating the system. Then attack
goals are associated with these assets, and the possible ways to achieve the
goals are detailed in attack trees. (Section 5)
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Fig. 2. A Data Flow Diagram (DFD) showing the data flow related to a master meter

3 Scope: The AMI System

As was shown in Fig. 1, we consider AMIs where meters are organised in mesh
networks and communicate with the Head End System (HES) of the Distribution
Service Operator (DSO) via GPRS. In each mesh network, one node (the master)
is responsible for the communication channel towards the HES, and the other
nodes (the slaves) communicate with HES via that node. At the DSO, the HES
is connected to other systems, such as the distribution management system and
systems for billing.

Fig. 2 gives an overview of the main data flow related to a master meter. Slave
meters would have similar data flows, except from the communication link with
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Table 1. Interfaces

ID Where Communication

I1 Meter - HES Establishment and maintenance of communication link; Readings
and events; Control messages (including software updates, con-
figuration changes, meter reading requests and updated keys);
Login management; Status

I2 Meter - Meter Network management; Readings and events; Control messages;
Login management; Status

I3 Meter - Third
Party Equipment

Meter readings; Reading requests

I4 Meter - Local
Maintenance

Requests; Credentials; Configuration data; Stored meter data and
logs; Test results

the HES. In the DFD, interactors are represented as rectangles, processes are
represented as circles, data stores are represented as horizontal lines and data
flows are represented as arrows. The model shows four main interfaces: An inter-
face with the HES (I1), an interface with other meters (slaves) (I2), an interface
towards third party equipment such as displays (I3) and an interface towards
maintenance personnel with physical access to the meter (I4). The meter itself
can be considered to consist of two parts: A metering application that measures
power consumption as well as metrological data, and a terminal responsible for
all communication. The terminal’s main tasks include reporting of meter values,
generation of events, and responding to control messages and local maintenance.
Master terminals are also responsible for establishing and maintaining communi-
cation with the HES and with slave terminals in its mesh network. All terminals
are expected to forward messages from/towards slave nodes. A description of
the main communication on the interfaces is given in Table 1.

4 Threat Overview

In this section we go through the STRIDE threat effect classification for each
interface of a master terminal. The identified threats are listed in Table 2.

4.1 Spoofing

Spoofing is defined by Swiderski and Snyder [5] as something that “[a]llows
an adversary to pose as another user, component, or other system that has an
identity in the system being modeled.” On I1 and I2, spoofing of meter identities
and HES identities are potential threats (T1-T3 in Table 2). With HES spoofing,
attackers will get access to messages and will be able to send fake commands
to the system. Meter spoofing can result in increased access to information (e.g.
in the case of master spoofing) and false meter reports. On I3, spoofing is not
considered relevant as communication is not dependent on any identities. On I4,
spoofing of meter identity is not an issue as the physical location of the meter,
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Table 2. Threats

ID Name Interface

Spoofing

T1 Fake HES I1

T2 Fake meter ID I1, I2

T3 Fake master meter I2

T4 Attacker is authenticated as maintenance personnel I4

Tampering

T5 Tamper with communication between HES and master meter I1

T6 Tamper with communication in mesh network I2

T7 Tampering before forwarding message I1, I2

T8 Local maintenance alters meter data or software I4

T9 Meter reports wrong data to local maintenance I4

Repudiation

T10 Meter denies having received a message I1, I2

T11 Meter denies sending of message I1, I2

T12 Maintenance dispute I4

Information disclosure

T13 Eavesdrop on communication between master and HES I1

T14 Meter leaks configuration information I1, I2

T15 Eavesdrop communication in the mesh network I2

T16 Leaking of forwarded messages I2

T17 Meter leaks information about third party equipment I3

Denial of service

T18 Denial of service attack on HES I1

T19 Meter errors/attacks make meter unable to communicate with HES I1

T20 Communication failure on the link between HES and master meter I1

T21 Meter refuses to communicate with HES I1

T22 Denial of service attack on meter I2

T23 Disrupt communication in mesh network I2

T24 Node lockout I2

T25 Meter unavailability caused by third party equipment I3

T26 Meter unavailability due to local maintenance I4

T27 Physical disabling of meter communication I4

Elevation of privileges

T28 Remote access to HES I1

T29 Remote access to meter I1, I2, I3

T30 Local meter compromise I3, I4

and thus the real identity, is known by the maintenance personnel. The ability
to spoof as maintenance personnel (T4) should however be considered.

A system’s vulnerability towards these threats depends on the authentication
mechanisms in place as well as procedures for contact establishment and the
presence of spoofing detection mechanisms.
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4.2 Tampering

Tampering refers to “[t]he modification of data within the system to achieve
a malicious goal” [5]. Tampering attacks the data integrity, a quality that is
essential for AMI, e.g. for the purpose of billing [3].

In this study we only consider the security of the meter node and its commu-
nication link towards the HES and other meters. Tampering that occurs at, e.g.,
the HES is out of scope. For interface I1 and I2 we are thus left with threats
related to tampering on the GPRS link, the RF/mesh network and at the inter-
mediate nodes on route to HES (T5 - T7 in Table 2). Such tampering may lead
to errors in meter reading reports, wrong configuration settings, unauthorized
changes of software, or erroneous or missing alarms. It can also open up for
attacks on the HES or on the meter nodes (exploits). Tampering of data from
third party equipment (I3) is not considered a threat, as no such data is stored
in the meter. On interface I4, tampering can happen at both sides, either by
local maintenance personnel altering meter data or software1, or by meters that
report wrong data to local maintenance (T8 - T9 in Table 2).

A system’s vulnerability towards threats T5 - T7 depends on the security
of the communication infrastructure and protocols, and the strength of any in-
tegrity protection. For threat T8, the vulnerability towards threat T4 (Attacker
is authenticated as maintenance personnel) and also the ability to detect unau-
thorised changes are essential. Threat T9, and also T7, depend on the extent to
which meters can be compromised (see Subsection 4.6 on elevation of privileges).

4.3 Repudiation

Repudiation threats allow adversaries “to deny performing some malicious ac-
tivity because the system does not have sufficient evidence to prove otherwise”
[5]. Cleveland [1] points at accountability or non-repudiation as critical for AMI
and its financial transaction, metrology information and responses to control
commands. On I1 and I2, meters may deny the reception of messages or the
sending of messages (T10 and T11 in Table 2). On I3, it is possible to imag-
ine scenarios where an erroneous message from a meter causes harm to third
party equipment, and that the meter denies sending the message. This threat
is however considered out of scope. On I4, there is the threat that maintenance
is denied, either from the meter side or the maintenance personnel side (T12).
This may reduce the abilities to identify the source of problems with meters.

A system’s vulnerability towards threats T10 and T11 depends on the ability
to prove the origin of messages, as well as on the integrity protection of messages
and the extent to which responses are required. For threat T12 it is relevant to
consider any logging functionality in the meter or in the maintenance equipment,
and the protection of the audit logs.

1 Note that in this study we do not consider physical tampering of meters in order to
change the way power consumption is measured.
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4.4 Information Disclosure

Information disclosure results in “[t]he exposure of protected data to a user that
is not otherwise allowed access to that data” [5]. As shown in Fig. 2, data stored
and communicated in an AMI includes private consumption data, encryption
keys, alarms, control messages and software upgrades. Information disclosure
can happen at the meter; by meters leaking configuration settings, keys or soft-
ware received from HES (T14), by meters leaking messages that are forwarded
through the meter (T16), or by meters leaking information about the third party
equipment connected to the meter (T17). Information disclosure can also happen
at the communication links (T13 and T15).

A system’s vulnerability towards these threats depends on similar factors
as those of tampering. One should consider the security of the communication
infrastructure and protocols, the strength of the encryption and how easy meters
can be compromised.

4.5 Denial of Service

A Denial of service (DoS) attack “[o]ccurs when an adversary can prevent legiti-
mate users from using the normal functionality of the system” [5]. NISTIR 7628
states that “[a]vailability of meter data is not critical, since alternate means for
retrieving metering data can still be used.” AMIs, however, process a variety of
data, and the dependence on e.g. timely alarms and control messages should
be assessed. Below we mainly consider the unavailability of individual compo-
nents. When assessing consequences, the effects of having several components
unavailable simultaneously in critical situations need to be taken into account
[1].

On I1, attackers could reduce availability of the HES2, the meter or the GPRS
link (T18 - T21 in Table 2). On I2, DoS attacks may affect meters or the mesth
network (T22 - T24). In general, DoS attacks may be of two types: i) A dis-
tributed denial of service (DDoS) attack where a large number of requests from
a multitude of sources render a node unavailable for legitimate requests, and
ii) malware or specifically crafted messages that exploit vulnerabilities in such
a way that the node is made unavailable. DoS may also be caused by errors,
e.g. in software or configurations (T19). Attacks may affect a large number of
nodes (e.g. by jamming the mesh network (T23)) or individual nodes (e.g. by
refusing to forward messages to/from a given node in the mesh network (T24)).
In addition to the above, the sending of a fake circuit break command could be
considered a special case of DoS (denial of power), but this is covered by other
threats3.

On I3, third party equipment can pose a threat to the availability of the meter
(T25), though the likelihood of this is low due to the limited communication on

2 As the security of the HES is out of scope, we only consider threats to the availability
of the HES that originate from the meter side.

3 On I1, this threat is covered by threats T1, T5 and T28. On I2 this threat is covered
by threats T6 and T7.
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this interface. On I4, there is the risk that local maintenance causes unavailability
of the meter (T26). It should also be noted that attackers with physical access
to the meter may disable communication (T27).

For some of the DoS threats, the vulnerability of the system is related to
the capacity of the communication lines used and the capacity of the nodes.
Software quality is also essential, and the ability to withstand intrusion attacks
(see Subsection 4.6 on elevation of privileges, below).

4.6 Elevation of Privileges

Elevation of privileges occurs “when an adversary uses illegitimate means to
assume a trust level with different privileges than he currently has” [5]. On I1,
there are two systems that could be compromised, the HES and the meter (T28
and T29 in Table 2). Meters can also be attacked remotely via I2 or I34. Lo-
cal attacks are also possible, where attackers with physical access to the meter
physically compromise the meter (T30).

For remote access threats the vulnerability of a system depends on the soft-
ware quality and the general protection of the system, including the patching
regime, the presence of malware protection and detection software and the se-
curity mechanisms controlling remote software updates. For local meter com-
promise it is important to consider the presence of any physical anti-tampering
mechanism and also the abilities to detect unauthorised changes.

5 Attacker Strategies

An asset is anything of value “that needs protection” [10]; assets can comprise
information, processes, physical devices, and even intangible concepts such as
reputation.

The main assets of the AMI system were identified in a brainstorming session
[10] involving stakeholders from industry, as well as information security experts.
All participants were to write down potential assets on Post-it R© notes, and the
resulting assets and the potential threats towards these assets were discussed in
the group. After the brainstorming session, the security experts were responsible
for documenting the assets and evaluating the set of assets for completeness. The
resulting asset groups are listed in Table 3, together with their associated attack
goals.

Attack trees have been created for all the (important) attack goals, but due
to space limitation, we here only provide a partial tree for the attack goals asso-
ciated with asset A7 - the meter. As the attack tree in Fig. 3 illustrates, remote
access can be achieved through installing a rogue SW upgrade (containing a
back door), misusing the remote control mechanism (if it exists), or employing
some sort of meter-specific exploit. A rogue SW upgrade can be installed either

4 Third party equipment is online and is compromised remotely. Attacker then attacks
the meter via the third party equipment.
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Table 3. Assets and associated attack goals

ID Asset Attack goal

A1 The configuration/topology of
the power grid

- Get knowledge of the topology of the power grid
in order to perform physical or online attacks

A2
The identities of meters
(including the ability to
authenticate meters)

- Manipulate energy bills by reporting consumption
as another meter
- Insert a rogue meter as part of an attack

A3
Control messages, including
messages such as alarms,
configuration and software
updates and status messages

- Injection of false control messages, in order to
manipulate meters (configuration settings, software,
keys)
- Have meters turn off power

A4
Meter values that can reveal
consumption patterns

- Get access to consumption data in order to use
this for marketing, or for criminal activities, or other
unintended uses
- Modify consumption data in order to manipulate
bills

A5 The HES - Break into HES, and the systems beyond HES

A6 The tariffs in meters - Cause instability of the power grid

A7 The actual meter

- Manipulation of power measurements (stored, re-
ported) in order to reduce bill
- Use meter to attack other meters or the HES
- Limit the availability to access/control meters

Remote access 
meter 

Back-end 
compromise  

(HES, …) 

Access to 
Communication 

channel 

Use exploit Insert SW upgrade 
w/backdoor 

Get 
security 

key 

Injection 
attack 

Get security 
key 

Buffer 
overflow 

RF/Mesh 
network 

GPRS 

Use remote 
control function 

Fig. 3. An example attack tree for “remote access to meter” attack

through compromising the back-end system5, or through the regular commu-
nication channel of the meter; in the latter case the attacker also needs to get
access to the encryption key used to encrypt data sent to the meter.

5 The back-end system could for instance be compromised by malware introduced
through USB memory sticks, as in the case of Stuxnet.
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When modeling the attack trees, the DFDs and the threats identified have
been used as inspiration. As an example, the top node of the attack tree included
in this paper is the threat T29, and the node “Communication channel” and its
child nodes “GPRS” and “RF/Mesh network’ correspond to threats T5-T7.

6 Method for Risk Assessment Based on the Threat
Models

The threat modeling activities described in this paper help identify and under-
stand the relevant threats and attack goals. However, in order to choose how
to deal with the threats identified, it is essential to evaluate the consequences
of the attacks, as well as their likelihood of success. Such an evaluation is not
presented in this paper, as it is highly dependent on the individual systems.
Still, we sketch how the threat models can be used as valuable input to a risk
assessment process below.

This paper has provided a DFD of one type of AMI configuration and iden-
tified several threats that should be considered. For systems that are similar to
that described in the DFD, all threats listed in Table 2 should be evaluated to
assess the degree to which the system is vulnerable to these threats. The assess-
ment should be documented. If the system is different from the one described in
the DFD, it should be assessed whether these differences change the relevance
of the threats, and whether new threats should be considered. This can be done
by using the STRIDE approach on the functionality that is different.

The list of assets provided in this paper can be used as input to an asset
identification process for other systems. The asset identification method [10]
used in this paper also recommends assigning values to the assets in order to
be able to prioritise which assets are the most important. A coarse scale is
sufficient (e.g. high, medium, low). If appropriate, one can also consider the value
of the asset for different stakeholders (e.g. for the DSO, the energy customer or
the attacker) and also which aspect of the asset is the most important (i.e.
confidentiality, integrity, or availability). The value assignment is important in
order to prioritise the potential countermeasures later on.

For the prioritised assets, it should be determined how attackers may go about
attacking the asset. This is modeled in attack trees. When an attack tree has
been created, it should be determined for each attack path whether this path
is sufficiently difficult to follow for an attacker, or if additional measures are
needed. In this process the assessment of the system’s vulnerability towards the
threats already identified (see Table 2) is essential input. These measures should
then be prioritised based on the importance of the asset(s) at stake. Note that
the DREAD (Damage, Reliability, Exploitability, Affected users, Discoverability)
approach can be seen as a refinement when evaluating each identified threat [5].

If the system changes, the changes should be reflected in the DFD, and
STRIDE should be used to assess whether the changes affect some of the al-
ready identified threats or result in new ones. Any change in threats may also
affect the attack trees, thus the attack trees should be revisited with the modi-
fied threats in mind, and the necessary updates should be made. The same way,
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it should be considered whether the changes add or remove assets to the system.
Any change in assets may result in the need to add, delete or modify attack
trees.

7 Discussion

The method we have described in this paper is easy to learn and easy to use,
and has been well received in the industry. The graphical representation is an
advantage in itself, resulting in models that are easy to understand both by
security professionals and other stakeholders, and works particularly well for
communication of security issues with the latter.

The method can assist the stakeholders in assessing how the threats change
as a function of system changes that occur after the initial assessment has been
carried out. Performing a STRIDE process from scratch requires not insignificant
effort, but once the foundation is laid, it requires relatively little effort to update
when minor system changes occur. The result is a living security model that can
conveniently be kept up to date.

The brainstorming process when identifying assets and threats may be seen
as possible weak spot, where the results may depend heavily upon the personal
characteristics of the participating stakeholders. However, much of the uncer-
tainty can be compensated by having security professionals participate in the
process, e.g. by getting the discussion back on track in cases where it veers off
course. Use of the STRIDE method also helps ensure broad coverage of security
issues, even if it does not directly help with prioritizing threats.

It has been claimed that the strict real-time requirements in the smart grid
represent a limitation on the kind of security solutions that are applicable [11],
but our experience in the smart metering segment is that the same security con-
siderations and solutions as for generic computer networking apply. Admittedly,
the performance aspect is not given foremost attention in the threat modeling
process, but any implemented controls and countermeasures clearly have to take
performance into account. Even though customer privacy has not been a main
focus for our efforts, we argue that there should be no inherent barrier to using
STRIDE to model privacy threats, under the “information disclosure” heading.

Even a lightweight threat modeling approach requires a minimum of security
expertise to ensure proper maintenance, but our experience shows that if the
foundational security modeling work has been performed with the support of se-
curity experts, a domain professional with a basic working knowledge of security
concepts can adequately handle the maintenance phase and smaller updates.

8 Conclusion

AMI has received a lot of attention from European data protection authorities
and consumer groups, and a credible process for ensuring security and privacy
is vital for an AMI deployment process to succeed. Since the DSOs are respon-
sible for the deployment, it falls to them to ensure that suppliers of meters and
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infrastructure satisfy privacy regulations of the relevant jurisdictions. Further-
more, the DSOs must satisfy the requirements from the end-users’ perspective as
well, and they can not expect the end-users to specify these requirements them-
selves. Thorough analyses of relevant threats, attackers, vulnerabilities and risks
need to be performed, and in this respect the industry needs guidance regarding
methods and tools.

This paper has described a threat modeling method that is simple enough to
be used by all stakeholders with minimal support from security experts. We have
applied this method to a specific type of AMI configuration, and our high-level
results, such as threat overview and examples of attack trees and Data Flow
Diagrams, can be reused by the industry.
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