Chapter 28
Interactive Scene Text Detection
on Mobile Devices
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Abstract With the increasing resolution and availability of digital cameras, text
detection in natural scene images receives a growing attention. When taking
pictures using a mobile device, people generally only concerned with interesting
texts instead of all of the text in the image. In this paper, we propose an interactive
method to detect and extract interesting text in natural scene images. We first draw
a line to label a region which contains the texts we want to detect. Then a coarse-
to-fine strategy is adopted to detect texts in this label region. For coarse detection,
we apply Canny edge detection and connected component (CC)-based approach to
extract coarse region from the label region. For fine detection, some heuristic rules
are specially designed to eliminate some non-text CCs and then to merge the
remaining CCs in the coarse region. To better evaluate our algorithm, we collect a
new dataset, which includes various texts in diverse real-world scenarios.
Experimental results on the proposed dataset demonstrate very promising per-
formance on detecting text in complex natural scenes.
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28.1 Introduction

Text detecting in natural scene images plays a very important role in content-based
image analysis. However, this is a challenging task due to the wide variety of text
appearances, such as variations in font and style, geometric and photometric
distortions, partial occlusions, and different lighting conditions.

Text detection has been considered in many recent studies and numerous
methods are reported in the literature [1-6]. Most of the existing methods of text
detection could be roughly classified into two categories: region-based and
CC-based. Region-based methods need to scan the image at multiple scales and
use a text/non-text classifier to find the potential text regions. Chen et al. [1]
proposed a fast text detector base on a cascade AdaBoost classifier. As opposed to
region-based method, CC-based methods first use various approaches such as edge
detection, color clustering or stroke width transform to get the CCs, and heuristic
rules or classifiers are used to remove non-text CCs. Pan et al. [7] adopted region-
based classifier to get the initial CCs and use the CRF to filter non-text
components.

Most of previous methods focus on detecting all of the text in the image.
However, when taking pictures using a mobile device, we are only interested in
certain text in the image. Moreover, detecting all of the text in the image requires
more computation and storage capacity. Therefore, most of these methods are not
suitable for use in real-time applications and on mobile devices. In this paper, we
propose an interactive method to detect texts in natural scene images. The overall
process of the text detection is illustrated in Fig. 28.1. First, Canny edge detection
and CC-based approach are applied to quickly extract coarse region from the label
region (Fig. 28.1c, d). Then specially designed heuristic rules are used to eliminate
the non-text CCs [8]. Finally, the remaining CCs in the coarse region are merged
to get the fine region (Fig. 28.1e, f).

In comparison to previous text detection approaches, our algorithm offers the
following major advantages. First, interactive text detection only concerned with
the region we want to detect. Further, our method provides a reliable binarization
for the detected text, which can be directly passed to OCR for text recognition.
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Fig. 28.1 Overview of our method
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Fig. 28.2 The flowchart of the proposed method

28.2 Text Detection Method

The flowchart of our text detection algorithm is shown in Fig. 28.2. The algorithm
works on a gray scale image and can be separated into three main steps: (1) Extract
coarse region from the label region; (2) Eliminate the non-text CCs using heuristic
rules; (3) Merge the rest CCs to get the fine region.

28.2.1 Coarse Region Extraction

The aim of this step is to extracts coarse region from the label region.

Connected Component Extraction To extract CCs from the image, we use
Canny edge detector [9] to produce an edge map (Fig. 28.3c) from the extended
image (Fig. 28.3b). This edge detector is efficient and to provide accurate results
which makes it suitable for our purpose. With the result of Canny detection, we
obtain a binary image where the foreground CCs are considered as text candidates.
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Fig. 28.3 Text detection process. a Original image with line labeled by user. b Extended image.
¢ Edge map. d Boundaries of coarse region. e Coarse region. f Component filtering result. g CCs
before merged. h CCs after merged. i Fine region. j Detected result
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Connected Component Analysis The purpose of component analysis is to
identify and eliminate the CCs that are unlikely belong to part of text. Toward this
end, we devise a filter which consists of a set of heuristic rules. As in most state-of-art
text detection systems, we perform a set simple and flexible geometric checks on
each CCs to filter out non-text objects. First of all, very large and very small CCs are
rejected. Then, since most of characters have aspect ratio being close to 1, we reject
CCs with very large and very small aspect ratio. A conservative threshold on the
scale is selected to make sure that some separated strokes are not discarded. The
components with one or more invalid properties will be taken as non-text regions
and discarded. This preliminary filter proves to be both effective and efficient.
A large portion of obvious non-text regions are eliminated after this step.

Boundary projection According to the results of connected component anal-
ysis, we apply the projection method to find the boundaries [10]. To find height
boundaries, we scan pixels along horizontal line with lengths equals to the width of
label line. We scan these lines and calculate the ratio between foreground pixels
and background pixels. The procedure is applied until the ratio is less than a
certain threshold. As an outcome of this procedure we obtain the top and bottom
boundaries. To find the width boundaries, we scan pixels along vertical line with
heights equals to the height of top and bottom boundaries. We scan these lines
following the same pixel criteria used earlier. The algorithm moves the lines
toward left and right until this criteria are fulfilled (Fig. 28.3d).

The combination of these three procedures computes a rectangular bounding
box that encloses the text (Fig. 28.3e). However, the produced bounding box may
be slightly larger than the minimum bounding box due to noise present in the
image. This bounding box is a coarse region, we will extract fine region in this
smaller region.

28.2.2 Non-text CCs Elimination

The main purpose of this step is to eliminate non-text CCs using heuristic rules [8].

Local binarization In order to reduce the impact of lighting conditions and
complicated background, we propose a local binarization approach to binarize the
coarse region (Fig. 28.3e). Our technique is essentially based on Otsu’s binari-
zation method [11]. The coarse region is divided in nonoverlapping blocks of in
100*100 pixels, and each block is binarized using Otsu algorithm. Then we obtain
the anti-color binarization image via exchanging the foreground and background
pixels of the binarization image.

Connected component analysis For binarization image and anti-color binari-
zation image, we use connected component labeling on them separately. And then
we perform a set of simple heuristic rules on each CCs to filter out non-text CCs
(Fig. 28.3f). First, we remove the CCs which are connected with the image
boundary. Then, very large and very small CCs are rejected. Finally, we remove
the isolated CCs which are far away from its surrounding CCs. We select the
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threshold following the same criteria used earlier to make sure that some separated
strokes are not discarded.

According to the number of remaining CCs in two kinds of binarization images,
we can determine the polarity of the image and choose the appropriate one as the
binarization image.

28.2.3 Rest CCs Merging

We found there are still some narrow non-text CCs in the remaining CCs because
these CCs are very similar to separated strokes of some characters. Therefore, we
propose an algorithm to merge that separated strokes which belong to the same
character.

For every remaining CCs (Fig. 28.3g), we scan each CCs around it and decide
whether these two CCs are merged based on the heights, widths, and position of
their bounding boxes. If one CCs contains another, or two components have
overlapping region, or two components are close enough, they are merged into one
component (Fig. 28.3h). Each rectangle represents a CC. This step also serves as a
filtering step because the CCs which very small and cannot be merged are taken as
components casually formed by noises or background clutters, and thus are dis-
card. Once the non-text CCS are eliminated and text CCs are merged, the CCs
close to the label line are preserved as the final text region and we obtain the fine
region (Fig. 28.3i, j).

28.3 Experimental Results
28.3.1 Dataset and Experiment Setting

For evaluating the performance of the proposed methods, we introduce a dataset
for evaluating text detection algorithm, which contains images of real-world
complexity.

Although widely used in the community, the ICDAR dataset [12, 13] has two
major drawbacks. First, most of the text lines (or single characters) in the ICDAR
dataset are horizontal. In real scenarios, however, text may appear in any orien-
tation. The second drawback is that all the text lines or characters in this dataset
are in English. These two shortcomings are also pointed out in [7, 14]. In this
work, we generate a new multilingual image dataset with horizontal as well as
skewed and slant texts. This dataset contains 250 natural images in total. These
images are taken from indoor (office and mall) and outdoor (street) scenes using a
mobile camera. Some typical images from this dataset are shown in Fig. 28.4a.

The dataset is very challenging because of both the diversity of the texts and the
complexity of the backgrounds in the images. The texts may be in different lan-
guages (Chinese, English, or mixture of both), fonts, sizes, colors, and orientations.
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Fig. 28.4 Selected results of our coarse-to-fine method on the proposed dataset. a Original
image with the line labeled by user. b Manually labeled text areas (red rectangles). ¢ Detected
text by our method (green rectangles). d Manually extracted text. e Extracted text by our method

Our evaluation method is inspired from the one used in the ICDAR2003
competition, but it is much simpler. The definitions of precision and recall are:

precision = |TP|/|E| recall = |TP|/|T| (28.1)

For text detection, £ and T are the sets of estimated rectangles and ground truth
rectangles. For text extraction, E is the text pixels extracted by our algorithm, T is
the manually labeled text pixels. Where TP is their intersection. There is usually a
trade-off between precision and recall for a given algorithm. It is therefore nec-
essary to combine them into a single final measure of quality f:

f=2pr/(p+r) (28.2)

28.3.2 Results and Analysis

To evaluate our coarse-to-fine method for text detection, according to Eq. (28.1)
we can compute precision and recall using image areas. Some text detection
examples of the proposed algorithm are presented in Fig. 28.4d. The algorithm can
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Table 28.1 Performances of text detection method evaluated on the proposed dataset

Step Precision Recall F-measure
Ist step 73.80 81.37 77.40
2nd step 86.78 77.20 81.71
3rd step 93.24 76.74 84.19

Table 28.2 Performances of text extraction method evaluated on the proposed dataset

Step Precision Recall F-measure
Ist step 49.33 70.03 57.88
2nd step 61.82 69.58 65.47
3rd step 91.05 66.20 76.66

handle several types of challenging scenarios, e.g., variations in text font, color
and size, as well as repeated patterns and background clutters. The results of this
experiment are reported in Table 28.1.

To evaluate our coarse-to-fine method for text extraction, according to
Eq. (28.1) we can compute precision and recall using image areas expressed in
terms of number of pixels. Examples of our algorithm on this dataset are shown in
Fig. 28.4e. The results of this experiment are reported in Table 28.2.

From Tables 28.1 and 28.2, we observe that our algorithm achieves signifi-
cantly enhanced performance when detecting texts of arbitrary orientations. It
demonstrates the effectiveness of the proposed method. The images in Fig. 28.5
are some typical cases where our algorithm failed to detect the texts or gave false
positives. The misses are mainly due to strong highlights, blur, and low resolution.
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Fig. 28.5 Examples of failure cases. a Original image with the line labeled by user. b Manually
labeled text areas (red rectangles). ¢ Detected text by our method (green rectangles). d Manually
extracted text. e Extracted text by our method
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28.4 Conclusions

In this paper, an interactive method was proposed to detect and extract interesting
text in natural scene images. We first draw a line to label a region which contains
the texts we want to detect. Canny edge detection and CC-based approach are
applied to quickly extract coarse region from the label region, then some specially
designed heuristic rules are used to eliminate the non-text CCs and the remaining
CCs in the coarse region are merged to get the fine region. Then use the high
complexity precise approach to detect the small amount of candidate regions can
greatly accelerate the speed of text detection and localization. Experimental results
on the proposed dataset demonstrate very promising performance on detecting text
in complex natural scenes.
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