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Preface

Jacques-Louis Lions (1928-2001) was an exceptional mathematician, whose lasting
influence is still deeply felt all over the world.

He was a universally recognized and admired expert in partial differential equa-
tions, to the study of which he has made outstanding contributions regarding not
only the theoretical aspects such as existence and uniqueness of partial differential
equations, regularity of the solutions, homogenization, and control, but also their
numerical analysis and applications to fluid and solid mechanics, oceanography,
climatology, etc.

Together with Enrico Magenes, he first produced an exhaustive analysis of linear
boundary value problems posed in Sobolev spaces, which includes, in particular,
a remarkably elegant proof of Korn’s inequality. He then developed with Guido
Stampacchia the theory of variational inequalities, visco-elasticity, or plasticity. But
he is perhaps even more remembered for the manifold landmark contributions he
made to the research of nonlinear partial differential equations, notably by recogniz-
ing the efficiency of compactness, monotony, regularization, and penalty methods
for their analysis.

With an incredible intuition, Jacques-Louis Lions foresaw very early the advan-
tage of Galerkin methods, for instance, how the finite element method exceeds the
more traditional finite-difference methods. In so doing, he was highly instrumental
in the creation of a very powerful school of numerical analysts “without frontiers”
(across national boundaries), who made many extraordinary breakthroughs to the
theoretical understanding as well as to the practical implementation of a wide array
of methods for approximating the solutions of partial differential equations. He also
made pioneering contributions to the analysis of problems with small parameters
and, more generally, of singular perturbation problems.

But his ever-favorite subject was control theory, where, as far back as in 1958, he
made milestone advances in the extension of optimal control to systems governed
by partial differential equations. One highlight of his contributions to this field was
the prestigious “John von Neumann Lecture” that he gave at the SIAM Congress in
Boston in 1986, where he laid the foundations of his well-known “HUM method”.
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One can only be impressed by his immense works, for the quality, diversity, or
novelty of the mathematics used, and for his permanent quest for new applications
that had previously been believed to be inaccessible.

Jacques-Louis Lions was a visionary, who quickly understood that the availabil-
ity of ever-increasing computational power would revolutionize the modeling of
numerous phenomena, provided however that the required mathematics were si-
multaneously created and developed. This is the essence of his immense scientific
heritage.

Jacques-Louis Lions justly received numerous honors. In particular, he was a
member of twenty-two academies, which included the most prestigious ones, such
as the Royal Society, the USSR Academy of Sciences, the National Academy of
Sciences of the USA, the French Academy of Sciences, the Third World Academy
of Sciences, the Accademia Nazionale dei Lincei, and the Chinese Academy of Sci-
ences. He was also awarded such highly prestigious prizes as the John von Neumann
Prize, the Lagrange Prize of the ICIAM, and the Japan Prize.

It is to honor the scientific heritage of Jacques-Louis Lions that an “International
Conference on Partial Differential Equations: Theory, Control and Approximation”
was organized and held at Fudan University in Shanghai from May 28th to June
1st, 2012. This conference brought together experts from all over the world, whose
talks covered the fields of research that Jacques-Louis Lions created or contributed
so much to create. This book gathers some of the most representative contributions
to the Conference, which have been and will be separately published in Chinese
Annals of Mathematics in 2013 and 2014. We thank Ms. Wei Wu of the Editorial
Board Office of Chinese Annals of Mathematics for her enthusiastic and effective
work in editing this collection of papers.

All those who approached Jacques-Louis Lions will cherish the memory of his
warm personality, the vision that he so well conveyed, and his profound intelligence.

Philippe G. Ciarlet
Tatsien Li
Yvon Maday
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Control and Nash Games with Mean Field Effect

Alain Bensoussan and Jens Frehse

Abstract Mean field theory has raised a lot of interest in the recent years (see in
particular the results of Lasry-Lions in 2006 and 2007, of Gueant-Lasry-Lions in
2011, of Huang-Caines-Malham in 2007 and many others). There are a lot of ap-
plications. In general, the applications concern approximating an infinite number of
players with common behavior by a representative agent. This agent has to solve a
control problem perturbed by a field equation, representing in some way the behav-
ior of the average infinite number of agents. This approach does not lead easily to
the problems of Nash equilibrium for a finite number of players, perturbed by field
equations, unless one considers averaging within different groups, which has not
been done in the literature, and seems quite challenging. In this paper, the authors
approach similar problems with a different motivation which makes sense for con-
trol and also for differential games. Thus the systems of nonlinear partial differential
equations with mean field terms, which have not been addressed in the literature so
far, are considered here.
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2 A. Bensoussan and J. Frehse
1 Introduction

In this paper, we study the systems of nonlinear partial differential equations (or
PDE for short) with mean field coupling. This extends the usual theory of a single
PDE with mean field coupling. This extension has not been considered in the litera-
ture, probably because the motivation of mean field theory is precisely to eliminate
the game aspect, by an averaging consideration. In fact, the starting point is a Nash
equilibrium for an infinite number of players, with similar behavior. The averaging
concept reduces this infinite number to a representative agent, who has a control
problem to solve, with an external effect, representing the averaged impact of the
infinite number of players. Of course, this framework relies on the assumption that
the players behave in a similar way. Nevertheless, it eliminates the situation of a
remaining Nash equilibrium for a finite number of players, with mean field terms.
One may imagine groups with non-homogeneous behavior, in which case it is likely
that one may recover systems of nonlinear PDE with mean field coupling. Although
interesting, this extension has not been considered in the literature, and seems quite
challenging. This is why we develop here a different motivation, which has interest
in itself. It makes sense for control problems as well as for differential games. The
mean field coupling term in our case has a different interpretation. Another interest-
ing feature of our approach is that we do not need to consider an ergodic situation,
as it is the case in the standard approach of mean field theory. In fact, considering
strictly positive discounts is quite meaningful in our applications. This leads to sys-
tems of nonlinear PDE with mean field coupling terms, that we can study with a
minimum set of assumptions. This is the objective of this paper. The ergodic case,
when the discount vanishes, requires much stringent assumptions, as is already the
case when there is no mean field terms. This case will be dealt with in a following
article. We refer to [2, 5-7] for the situation without mean field term. Basically, our
set of assumptions remains valid, and we have to incorporate additional assumptions
to deal with the mean field terms. Moreover, some related results can be found in
[9-11, 13-15].

2 Control Framework

2.1 Bellman Equation

We consider a classical control problem here. We treat an infinite horizon prob-
lem, with stationary evolution of the state. In order to remain within a bounded
domain, we assume that the state evolution, modelled as a diffusion, is reflected on
the boundary of the domain. More precisely, we define a probability space £2, with
A, P equipped with a filtration F* and a standard n-dimensional 7' Wiener process
w(t). Let O be a smooth bounded domain of R"”. We set I" = 9(0. We denote by
v = v(x) the outward unit normal on a point x of I". Let g(x, v) be a continuously
differentiable function from R"” x R” — R". The second argument represents the
control. To simplify, we omit to consider constraints on the control. Let v(¢) be a
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stochastic process adapted to the filtration . A controlled diffusion reflected at the
boundary I" with initial state x € O is a pair of processes y(t), £(¢), such that y(¢)
is continuous adapted, y(¢) € O, and &(¢) is continuous adapted scalar increasing

dy(t) = g(y(®), v(®))dr + v2dw () — v(y(1))Lyyerdé (1),
y(0) = x.

Next, let f(x, v) be a scalar function on R” x R™, which is continuous and continu-
ously differentiable in v. We assume also that f(x, v) is bounded below. We define
the payoff

2.1)

+00
Jo(x,0()) = E/O exp(—atf(y(®), v()))dr. (2.2)

‘We define the value function
Uy (x) = 1r(1g Jo,(x, v(~)). (2.3)

It is a fundamental result of dynamic programming that the value function is the
solution to a partial differential equation, the Hamilton-Jacobi-Bellman equation

— Aug(x) + aug(x) = H(x, Dua(x)), xe0,
ity 2.4)

o |p
with the following notations:
H(x,q):R" xR" > R,
H(x,q) =infL(x,v,q), (2.5

L(x,v,q)= f(x,v)+q-gx,v).

An essential question becomes solving the PDE (2.4), and finding a sufficiently
smooth solution. In the interpretation, which we shall discuss, we assume the reg-
ularity allowing to perform the calculations that we describe (in particular, taking
derivatives).

The function H is called the Hamiltonian, and the function L is called the La-
grangian. Since the function L is continuously differentiable in v, and the infimum
is attained at points, such that

JL
—(x,v,9)=0. (2.6)
ov

We shall assume that we can find a measurable map v(x, g), which satisfies (2.6)
and achieves the infimum in (2.5). We then have

H(x,q) = f(x.0(x,9)) +q - g(x,0(x,9)). 2.7
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It is also convenient to write
G(x,q) =g(x,0(x,q)). (2.8)
With this notation, we can write Bellman equation as follows:

— Aug(x) — G(x, Dug (x)) + aug (x) = f(x,0(x, Dug(x))),
ity 2.9)

B,

The main result of dynamic programming is that the infimum in (2.3) is attained
for the control

(1) =0(3(1), Dua (¥(1))), (2.10)

where the process y(2), i.e., the optimal trajectory, together with an increasing pro-
cess £(1), is the solution to

d3(t) = G(3(t), Dug (3(1)))dt + v2dw () — v(5(1)) L) er dE (1),
YO =x, F)eO.

@2.11)

The main feature is that the optimal control is obtained through a feedback
V(x, Duy(x)). We note Uy (x) =0(x, Dugy (x)).

2.2 Revisiting Bellman Equation

The fundamental result of Dynamic Programming motivates the following ap-
proach. Suppose that we restrict ourselves to the controls defined through feedbacks.
A feedback is simply a measurable map v(x). In fact, x can be restricted to O. To
each feedback, we associate the function uy.) o (x) as a solution to

— Duty(ya(x) — g(x, v(x)) - Dutyyq(x) + ity o (x) = f(x, v(x)),

Ay().o
w |

2.12)
=0.

In fact, a feedback defines a particular case of control. We define the trajectory
related to the feedback v(-) by considering the reflected diffusion

dy() = g(y(®), v(y(®))dt + v2dw () — v(y(1))Lyyerdé (1),
y(0) = x.

(2.13)

To save notation, we omit to write that the trajectory depends on the feedback.
The control corresponding to v(-) is v(y(¢)). The corresponding payoff (see (2.2))
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is thus

+oo
E fo exp(—arf (y(1). v(y(1))))dr. (2.14)

We shall also write it as J, (x, v(-)) to avoid redundant notation. However, here
v(-) refers to the feedback. It is easy to check that

(e () = Jo(x, v()). (2.15)

If we take v(-) = Vg (+), then ug, (.y,o (¥) = ua (x), Vx, where uy (x) is the solution
to Bellman equations (2.4) and (2.9). From maximum principle considerations, we
can assert that

Ug(x) < tyeya(x), Yu(), Vx € O. (2.16)

We recover that v, (+) is an optimal feedback.

2.3 Calculus of Variations Approach

To avoid confusion of notation, we shall consider the process defined by (2.13),
with an initial condition xg. The corresponding process y(¢) is a Markov process,
whose probability distribution has a density denoted by py(.)(x, #) to emphasize the
dependence on the feedback v(-), which is the solution to the Chapman-Kolmogorov
equation

ap

Frie Ap +div(g(x, v(x))p) =0, xeO0,

g_l; —g(r.v() - vx)p=0, xel (2.17)

P(x,0) =8y, (x).

By the smoothing effect of diffusions, py(.)(x, ) is a function and not a distribu-
tion for any positive ¢. Moreover, p,(.(x, t) is, for any ¢, a density probability on O.
Now we can express

+o00
uv<~),a(xo)=EfO exp(—atf(y(t), v(y(®))))ds

400
= / exp(—at(/ Do) (x, t)f(x, v(x))dx))dt. (2.18)
0 @]

+00
Pu(),a(X) = a/o exp(—atpv(.) (x, t))dt, (2.19)

Let us define
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which is the solution to

— Apy + div(g(x, v(x))pa) +apy =ady, xe€O0,

9 (2.20)
% — g(x, v(x)) v(x)pe =0, xel.
v
We then get the formula
ity (.0 (X0) = [O Pocra @) f (x, v(0)dx. 2.21)

We can then state the lemma as follows.

Lemma 2.1 The functional (. q(xo) is Frechet differentiable in v(-) with the
formula

d JL ~
a—uu(-)+0§(.),a(xo)|0:0=/ Po(y.a(®) = (x, v(x), Duyey o (0))0(x)dx. (2.22)
do o v

Proof We first show that py () o(x) is Frechet-differentiable in v(-) for fixed x. In-
deed, by direct differentiation, we check that

- d
Pa(x) = d_9pv(‘)+9}7(-),a(x)|9:0

is the solution to

— APy +div(g(x, v(x)) Pa) + a Py + div(ge (x, v(X))V(x) pyy.a(x)) =0,
xeQ,

~

0 P
ov

(2.23)

—8(x, v(@®) - v(xX) P — g (x, V(X)) V) - V(X) pu(ye =0, x €T,
in which
ad
gu(x,v) = 8—g(x, v).
v

Therefore,

d ~
a@ﬂv(-)wm-),a(xo)le):o=/Opa(x)f(x,v(x))dx
af ~
J"/(;pv(),a(x)%(x,U(X))U(x)dx.
But
foﬁa(x)f(x’ v(x))dx Z/OD”v(~),oz(x)'gu(X, v(x))T(x)dx,

and the result follows immediately. g
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Corollary 2.1 A feedback Vy (), which minimizes uy(.),« (X0), satisfies

Vo (x) =0(x, Dug (x)),
where uy (x) is the solution to the Bellman equation (2.4).

Proof The Frechet derivative of uy(. «(xp) at Ve (+) must vanish. From formula
(2.22), we deduce

L,
3y W), Dug, (9,0 (x)) =0.

But then ug, (.),« (x) = u(x) and the result follows. [l

Remark 2.1 'We note that the feedback U, (x) is optimal for any value of x¢. In
this approach, Bellman equation appears in expressing a necessary condition of op-
timality for a calculus of variations problem. This is not at all the traditional way,
in which Bellman equation is introduced as a sufficient condition of optimality for
the original stochastic control problem (2.3). This calculus of variations approach
is rather superfluous for the standard stochastic control problem, since it leads to
weaker results. In particular, we need to restrict the class of controls to the feedback
controls, whereas we know that the optimality of the feedback controls holds against
any non-anticipative controls. However, the calculus of variations approach can be
extended to more general classes of control problems, as considered in this work,
whereas the traditional approach can not.

3 More General Control Problems

3.1 Motivation

We consider the same objective function as before, but we would also like to con-
trol a functional of the path. As an example, we want to minimize the modified
functional

+00
Ju(x0.00)) = E /0 exp(—atf (y(1), v(y(1))))dr

y 400 2
+ 5<E/0 exp(—ath(y(1)))dr — M) : (3.1
where h(x) is continuous. We can regard the second term as transforming a con-
straint into a penalty term in the cost functional.

We restrict ourselves to the feedbacks v(-) and y(0) = x¢. Clearly, the dynamic
programming approach fails for this problem, since J, (x, v(-)) is not a solution to
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a PDE. However, we can extend the calculus of variations approach. Indeed, con-
sidering the probability py(.) «(x) as a solution to (2.20), we can write Jy (X0, v(-))
as

1 y (1 2
Jo(x0,v()) = " /Opvo,a(x)f(x, v(x))dx + 5(; / Pu(y.a()h(x)dx — M)

1 1
=7 /o Pocy,a () f(x, v(x))dx + o e (Poea), (3.2)

where
2
Dy (m) = r </ m(x)h(x)dx — OtM) 3.3)
2a \Jo

is a functional on the set L!(O).

3.2 Calculus of Variations Problem

To avoid Dirac measures on the right-hand side, we shall consider the state equation
Du().«(+) as a solution to

— Apy + div(g(x, v(x))pa) +apy =amgy, xe€O,
a (3.4)
TE —g(x.v) v)pa =0, xel
v
in which mq is a probability density on O. It corresponds clearly to Egs. (2.17)—
(2.19) with initial condition mg instead of §y,. It means that, going back to the
reflected diffusion (2.13), we can not observe the initial state. However, since we
apply a feedback on the state, we still consider that we can observe the state at any

time strictly positive. We choose the feedback v(-) in order to minimize the payoff
alu(v() = /Opv(-),a(X)f(x, v(x))dx + Py (Py().a)- (3.5)

The functional @, (m) is defined on L'(©), and we assume that it is Frechet-
differentiable, with derivative in L°°((0). Namely

dd, (m + i)
do

:/ Vin.o (X)11(x)dx, (3.6)
0=0 (@

where V,, o () is in L°°(O). In the example (3.3), we simply have

Vina(x) = gh(x)(/o m(&)h(§)dg —OtM>- (3.7
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Our problem is to minimize the functional o Jy (v(-)). In fact, since there are no
constraints on the feedback control, we will write a necessary condition of optimal-
ity for an optimal feedback.

3.3 Euler Condition of Optimality

We just check that the functional «Jy, (v(-)) has a Frechet derivative. We associate
to a feedback v(-), i.e., the PDE with mean field term

— Aty(y,0(X) — g(x, V(X)) - Dity(a(x) + ity o (x)
= [ (%, 000)) + Vpyy o (),

Ol y(),a
av

(3.8)

=0.
r

We see that, conversely to the case (2.12), the PDE depends explicitly on py(.).q.

Lemma 3.1 The functional «Jy(v(-)) has a Frechet differential given by

d - oL ~
aEJo,(v(.) +60())|y_g = /(’) pv(,),a(x)g(x, v(x), Dity(),o(x))0(x)dx. (3.9)

Proof The proof is similar to that of Lemma 2.1. The Lagrangian L(x, v, q) is de-
fined in (2.5). O

Then we can give a necessary condition of optimality for a feedback 7, (-). We
recall the notations (2.6)—(2.8). We consider the system

— Aug +aug = H(x, Dug) + Vip,o(x), x€0,

Ol _
8 - 9

vir (3.10)
— Amgy + diV(G(x, Dua)ma) +amg =amgy, xecO,
omy,

—G(x, Duy) -vix)ymy =0, xel.
We then write
Ty (x) =0(x, Dug(x)), (3.11)

where we recall the definition of v(x,g) as the solution to (2.6). H(x,q) and
G (x, g) have been defined in (2.7) and (2.8), respectively.
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We can state as follows.

Proposition 3.1 For a feedback vy (-) to be optimal for the functional (3.5), it is
necessary that Egs. (3.10) and (4.14) hold.

Proof From the expression (3.9) of the Frechet derivative, one must have

oL , __
— (%, T (x), Dutg (), (x)) = 0.
ov
Hence
Vo (¥) =D(x, Duug, ().a(¥)).
If we set

g (X) = ug, ()0 (X), My (X) = Pi,(),e(X),

and from Egs. (3.4) and (3.8), it is clear that (u,(-), mgy(-)) is a solution to the
system (3.10). This completes the proof. 0

Remark 3.1 As mentioned in the case of standard dynamic programming, showing
that the system (3.10) has a solution becomes a problem itself. The claim that it
has a solution, as a consequence of necessary conditions of optimality, lies on the
assumption that an optimal feedback for the control problem (3.2) exists, and is not
fully rigorous. We will address this problem in the analytic part.

4 Nash Equilibrium

4.1 Definition of the Problem

To avoid redundant notation, we will not write explicitly the index . We will gen-
eralize the calculus of variations problem described in Sect. 3.2, and then provide
applications and examples. We consider N players, which decide on feedbacks
vi(x) i =1,...,N,x € R"). We shall use the notation

v:(vl,...,vN):(v’,ii).

The second notation means that we emphasize the case of player i, so we indi-
cate his decision v’, and denote by v’ the vector of decisions of all other players.
The decision v’ belongs to an Euclidean space R%. We next consider continuous
functions f!(x,v) € R and g’ (x, v) € R".

An important difference from the case of a single player is that the decision of
player i is not just the feedback v (x), a measurable function from R” to R%, but
also the state p’(x), a probability density on O which is a continuous function. So
player i chooses the pair v/(-), p’(-). We will require some constraints between
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these two decisions, but it is important to proceed in this way, for the reasons which
will be explained below. In a way similar to v, we shall use the notation
1 N i —i
p=(p'.....p")=(r".7")

to refer to the vector of states.
Each player wants to minimize his payoff

T (v p()) = /O P ) f(x, v(x))dx + @' (p). (4.1)

The functionals @’ ( p) are defined on (L'(O))N. The functionals have partial
Frechet derivatives. More precisely, by our convention ®!(m) = ®!(m!, m'), we
assume that

doi(m' +om',m')
do

= / Vi )i (x)dx, “4.2)
6=0 @
and the functions Vm](x) are in L°°(0).

Our concept of Nash equilibrium is as follows. A pair @(-), p(-)) is a Nash
equilibrium, if the following conditions are satisfied. Let v'(-) be any feedback for
player i. Define p;i(.) S0 (x) as the solution to

— Api + div(gi (x, vi(x),%(x)i)pi) + ozpi = osz), xeQ,
Y | *3)
P g (x, v’(x),ﬁ(x)’) v(x)p' =0, xerl.

v

~We note that the feedbacks of all players except i argz frozen at the values
v/ (-) (j #1i). The player i can choose his own feedback v (-). His decision p‘(-)
is not decided independent of v i(-) and of the vector of other players’ decisions
v( ). Itis P V(B0 (-). However, he considers the decisions of the other players as

v( Y, ). The important thing to notice is that, he can not influence either v( )i
as expected, or p(-)'. Therefore, the first condition is

P00 = Pl 500 (@) = Py () (4.4)
The second condition is that
TR0 PO) = T (01 OB Pl 5000 PO 45)
This condition explains why the pi()is also considered as a decision variable.
If only the feedbacks v’ (-) (and not the pair Wi ) p'(+))) were decision variables,

i
l()v()l(x) j#i, 1nstead0fp()

We do not know how to solve this problem. The difficulty arises from the fact that
the functional @’ (m) depends on all the functions. If it were dependent on m' only,
it would not be necessary to make the difference. This occurs, in particular, in the
case of the control problem, when there is only one player.

we would have in (4.5), the vector of functions p
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4.2 Necessary Conditions for a Nash Equilibrium

Let v(-) = (v'(-), () and p(-) = (p'(-), P'(-)) be a pair of vector feedbacks and
probabilities. We associate probabilities pi} i3 () as a solution to

— Ap' Hdiv(g! (x,v' (0), T)) p') + ap’ =aml), x €O,

) L : :
al — g (v (1), T)) - v(x)p' =0, xel. (4.6)
v
: i
We furthermore define functions im0 (.)(x) by

—Aul — gi (x, vi(x), E(X)i) -Du' +au'

= fi(x,v'(x), o)) + V!, oy, xe0,

( ) [pvi(‘).i(.)i “),p' O] (47)
ou'
|,

We then claim the following result.

Lemma 4.1 The functional Jiw(): p(-)) satisfies

iJ"(v"(-) + 07 (), T(); p’ .7 O)l
do s s pvi(,)+95‘i(,)’g(.)1' s P 0=0

= | P ~(x)a—Li(x vl (x), T(x), D o, (0))dx (4.8)
o D0 W g ’ OO 1 0) '

with

Li(x,v,q") = f'(x,v) +q' - g'(x,v). (4.9)

Proof The proof is similar to the case of a single player, since the vectors (),
P'(+) are fixed in the functional J* (v'(-), v(-)’; p;,(.) 3 ), P M)). O
We will now state necessary conditions for a pair v(-), p(-) to be a Nash equilib-
rium. We first define a Nash equilibrium of the Lagrangian functions. Namely, we

solve the system
L'

™ (x,v",9,¢')=0, i=1,...,N. (4.10)

This defines functions v’ (x,q) where ¢ = (¢',...,¢"). We define next the
Hamiltonians

H'(x,q)=L"(x,7(x,q),q") (4.11)
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and
G'(x,q) =g'(x,7(x, ). (4.12)
‘We next introduce the system

— Au' +oau' = H (x, Du) + V[’;n](x), xe0,

u’
w0
r . ' ' ' (4.13)
—Am' + div(G’ (x, Du)ml) +am' =amy, x€O,
am' : :
P G'(x,Du) -v(x)m'=0, xeT,
v
and define
' (x) =" (x, Du(x)), Pix) =m' (x). (4.14)
By construction, we have
PN |
m'(x) = P5ic) 50y (x), (4.15)
ul (x) = ul. (x). (4.16)

Vi) DG m ()

‘We can then state as follows.

Proposition 4.1 A Nash equilibrium (V(-), p(-)) of functionals (4.1) in the sense of
conditions (4.4)—(4.5) must satisfy the relations (4.14).

Proof In view of (4.5) and the formula giving the Frechet differential (4.8), we must
have

aL' , . o

o (VDT D, 5

In view of (4.4), the functions m’ (x) and u’(x) defined by (4.15) and (4.16) are

solutions to (4.13), and conditions (4.14) are satisfied. This completes the proof. [

', @) =0.

4.3 Examples

We give here an example of the functional @’ (m). We set

N 2
@ (m) = %(/@ m' (x)h! (x)dx — %;/Om’ (x)hj(x)dx) ) 4.17)
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When this functional is incorporated into the payoff (4.1), player i aims at equal-
izing a quantity of interest with all corresponding ones of other players. This func-
tional has a Frechet differential in m' given by

i (x)=y<1—l) / m"(é)h"(é)ds—ii / m/ (€)h (§)dg |1’ (x)
[m] N o szl o :

(4.18)

4.4 Probabilistic Interpretation

We can give a probabilistic interpretation to the Nash game (4.1) in the sense
of (4.4)—(4.5). We consider feedbacks v’(-), and construct on a probability space
2, A, P trajectories y' (1) € O, which are independent and have probability densi-
ties p' () defined on O. These densities as well as the feedbacks are decisions. Then
we set

) +00 .
p' :a/ exp(—atp’ (t))dt
0

If we consider the functional (4.17), we have the interpretation

. y +00 o
@' (p) = 5 OlE/ exp(—ath’(y’ (t)))dt

0
o N +00 ) ) 2
— Z / exp(—ath] (y] (t)))dt ,
N :
so the functional J (v(-); p(-)) defined by (4.1) has the following interpretation:
. +oo o .
J'(v(); p()) =aE /0 exp(—atf (' (1), v(y'(1)))dr

+

=

+00
(aE/ exp(—athi (yi(t)))dt
0

o XL oo - ?
NZ / exp(—arhf(yf(r)))dr>, (4.19)

in which

v(yi(t)) = (v1 (yi(t)), N (yi(t))).

It is important to notice that, although the feedbacks relate to the different players,
each player i considers that they operate on his trajectory y' (). Moreover, condition
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(4.4) means that player i sees his trajectory y (¢) as the solution to

dy (1) = g' (y' (), v(y' (1)) )dt + V2dw' (1) — v (¥ (1)) Ly () erdé’ (1),

. ) (4.20)
¥ (0) = yp.
where the Wiener processes w'(-) are independent standard, and yé are indepen-
dent random variables, also independent of the Wiener processes, with probability
density mj,. Since y'(¢) is a reflected process, the pair y’ (), £ (¢) has to be defined
jointly, in a unique way.

Remark 4.1 1In problem (4.19)-(4.20), it is important to emphasize that player i
considers the trajectories of other players y/ (¢) as given. His own trajectory y' (¢) is
defined by (4.20), in which he takes into account all feedbacks. However, he does
not take into account his own influence on the trajectories of other players. Taking
into account this influence would be a much more complex problem.

5 Analytic Framework

We shall develop here a theory to solve systems of the type (4.13), and define the set
of assumptions. This will extend the results given in [2]. However, many techniques
are similar to those developed in this reference. For the convenience of the reader,
we shall indicate the main steps without all the details. Since we shall treat boundary
conditions with local charts, it will be helpful to replace the Laplacian operator by
a general second order operator in the divergence form. So we consider functions
ar(x) (k,I=1,...,n) defined on R", which satisfy

ay(-) bounded, Y ap(0)&E > alEl®, VEER" (5.1)
k=1

We shall consider the matrix a(x), whose elements are the quantities ax; (x), and
write

al <a(x) <al, (5.2)

where [ is the identity matrix. Note that a(x) is not necessarily symmetric.

5.1 Assumptions

We denote by O a smooth bounded open domain of R"”. We write I" = 0. We
define the second order linear operator

Ap(x) = — div(a(x) gradfp(x)), xeQ,
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and the boundary operator
d¢
—@x)=v(x)-alx)gradp(x), xel,
al)A

where v(x) is the unit pointed outward normal vector on a point x € I". The adjoint
operator is defined by

A*p(x) =— div(a*(x) grad(p(x)), xe€0,

where a*(x) is the transpose of the matrix a(x). The corresponding boundary oper-
ator is

;)—‘p(x) —v(x)-a*(x) grad(x), xeT.
VA*

Fori =1,...,n, we define the functions H'(x, q), Gi(x, q), q € R"™ with the
following assumptions:

Hi(x,q):R"xR" R, measurable, 5.3)
i

|H )l < K'lgllg’ |+ ) Kilg/ P +k(x), i=1,...N—1, (54
j=1

where ¢’ (i =1,...,N) are Vectors of R", representing the components of ¢g. The
functions ki (-) € LP(O) p > 5. We next assume

HY (x, )| < KN g + kY (x), kN () e LP(0), p>§. (5.5)

We also assume that
|H'(x,q)|,ig<Co, i=1,....N. (5.6)
Concerning G! (x, q), we assume
Gl(x, q) :R" x R"™ — R", measurable, 5.7
IG' (x,9)] < Klg| + K. (5.8)
We next consider the functionals V[’;n](~) . LY(O; RY) = LY(0), such that
Vil @) < 1(ml), (5.9)
where

Imll = limllpo.ry) = SUP/ |’ (x)|dx.
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We also assume the convergence property

if mj — m pointwise, [|m;|~@.rvy < C, then V["mj_] — V[’;n]; in L' (0).
(5.10)

We finally consider

mi e LP(0), p>%, mi) > 0. (5.11)

5.2 Preliminaries

We first state some technical results, the proof of which can be found in [2]. Without
loss of generality, the assumptions (5.4)—(5.5) can be changed into

Hx,q)=0'(x,q)-¢' + Hi(x,q), i=1,...,N (5.12)
with
10 (x.¢)| < K'|ql. (5.13)
oM. q)= 0" (x.9). (5.14)
|HyGe. )| <Y _Kilg/ P +k (x), i=1.....N, (5.15)
j=1

in which all quantities have been defined in (5.4)-(5.5), except Kl.N i=1,...,
N —1)and K ]ZVV defined as follows:

KN*]
KN =k + R KN =kN 4+ kN7 (5.16)

So, from now on, we assume that (5.12)—(5.15) hold.
We shall also use the following technical property. Define the function

B(x)=expx —x — 1.
Lets € RV, The components are defined as stG=1,...,N).Let
xN(s) =exp[B(y"sV) +B(—y"sV)].
where y is a positive constant. We then define recursively
Xi(s) = exp[Xi+1(s) + ,B(yisi) + ﬁ(—yisi)], i=1,...,N—1,

where y' are positive constants. We have the lemma below.
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Lemma 5.1 One has

ax!

asi

Hence

o, ifj<i,
T XT XTI (exp(yis?) —exp(—yisd)), if j>i.

1X'(s) — X" (0)] < c(IsDIs?, (5.17)
X'(s)> X'(0)>1, (5.18)

where the constant ¢ depends on the norm of the vector s and all constants
v ... yN. To avoid ambiguity later, we denote X' (0) = X6

The proof is left to the reader.

5.3 Regularity Result

We are interested in the system

Au' +oau' = Hi(x, Du) + V[im](x), x €0,

ou' _
5 =
UA. r , , , , (5.19)
Am' + div(Gl (x, Du)m’) +oam' =amy, xe€O,
om’ — Gi(x, Du) - v(x)mi =0, xel.
3VA*
We interpret (5.19) in the weak sense
/ a(x)Dui(x)-D<pi(x)dx+a/ ul (X))@' (x)dx
(@] O
- /O(H"(x, Du) + Vi, ()¢’ (x)dx, (5.20)
/ a*(x)Dm' (x) - DY (x)dx —/ m' (x)G' (x, Du) - DY (x)dx
(@] (@]
+a/ mi(x)lpi(x)dx:a/ mb ()¢’ (x)dx (5.21)
O (@]

for any pair ¢/ (-) € H' N L®(0), y' e Wh>® i=1,...,N.



Control and Nash Games with Mean Field Effect 19
We state the important regularity result concerning the u'.

Theorem 5.1 We assume that (5.1) and (5.3)—(5.11) hold. Suppose that there exists
a solution u, m to the system (5.20)~(5.21), such that u,m € H'(O; RN), m > 0.
Then one has

uer”ﬁLoo(O;]RN), 2<r <ry, ueCO”S(@;RN), 0<8<bp<1,
(5.22)

where the constants rqo, 5o depend only on the constants in the assumptions and the
data. They do not depend on the H' norm of u, m. The norm of u in the functional
spaces WH' N L™ and C%% does not depend on the H' norm of m.

Remark 5.1 This result extends the traditional additional results of regularity of
H' solutions to (5.20). The functions m' appear as an external factor. In view of the
weak coupling, only the positivity of m' is important.

6 A Priori Estimates

The proof of Theorem 5.1 will rely on a priori estimates. Although very close to the
treatment in [2] which is done for Dirichlet problems, we develop the main steps of
the proof. This will also be helpful at the existence phase. We will indeed consider
an approximation procedure, and we shall have to check that the same estimates
hold. That will be instrumental in passing to the limit.

6.1 Preliminary Steps

Taking ! = 1 in (5.21), we obtain

/mi(x)dxzf mf)(x)dx.
@] @

Since m > 0, we get immediately
me LY (O;RY), [Imlpi 0.y = lImollL1o:rn)- (6.1)
From the assumption (5.9), it follows that
1Vl @) < 1(llmol). (6.2)

Using the assumption (5.6) in the first equation of (5.19) and the standard maxi-
mum principle arguments for Neumann elliptic problems, we deduce easily

‘ Co + I(limoll)
lu' Il L) = — (6.3)
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Considering the vector u(x) of components ut (x), we call

llull Lo @y = Hulll Lo ()

where |u| is the vector norm. Hence

Co + L(llmoll)
lull o) < VN ————" = p. 6.4)

o

6.2 Basic Inequality

Thanks to (6.2), we can simply set fi(x) = V[in](x) — au'(x), and consider that £’
is a given bounded function. We take advantage of the weak coupling of m and u in
the first set of Eq. (5.20). We now consider a constant vector ¢ € RV . This constant
vector will be chosen in specific applications of the basic inequality. The only thing
that we require is |c| < p. Define next % = u — ¢, and consider the functions X' (s)
introduced in Sect. 5.2. We associate to these functions X’ (x) = X' (#(x)). This is a
slight abuse of notation, to shorten the notation. The basic inequality is summarized
in the following lemma.

Lemma 6.1 Let ¥ € H'(O) U L®(O), with ¥ > 0. We have the inequality

N
/a(x)DX]-DlI/dx—i—c_l/ !I/IDu|2dx§C(,o)/ wZ(|kf|+|f"|)dx, (6.5)

where C(p) is a constant depending only on p and the various constants in (5.13)—
(5.16). This inequality is obtained for a specific choice of the constants y' in the
definition of X' (s). This inequality is valid for any constant vector ¢ with |c| < p.
We note
N

|Du> =" |Du'|*.

i=1

Proof The proof is rather technical. Details can be found in [2]. We only sketch here
the main steps to facilitate the reading. Consider the functions X' (x). We have

Zy’Xl XJ (exp(y’ uf)—exp( yjﬁj))Duj.
We take, in (5.20),

o' =wy'(exp(y'i') — exp(— l_[ X/,
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After tedious calculations, we obtain the expression
N
Z/ a(x)Du' - D¢'dx
i=170

2/ a(x)DX". Dd/dx+Z/ Ya(x)DF" . DF']_[dex
(@]

j=1
+Z/ Ya(x)Du' - Du’ HX] exp Y )—i—exp(—yiﬁi))dx (6.6)

with F! =1log X’. On the other hand, from (5.20), we have

N
Z/ a(x)Dui-Dgoidx=Z/ (Hi(anM)‘i‘fi)‘Pidx-
iz170 i 7O

Using (5.12) and performing calculations, we can set

Z/;Q(Hi(x,Du)+fi)<pidx

i

/ Z — Q" )DF [ x/dx

j=1

N
+/ wZ(Hg(x, Du) + f')y' (exp(y'ii') — exp(— ]_[ X/, (6.7)
o
i=1
in which Q¥ = 0. Using the assumptions (5.13)—(5.16), we can check the inequality

N
/a(x)DX1~Dd/dx+/ WZ|Duj|sz(x)dx
(@) O

j=1
/WZk’—i—f Hexp(y'a') —exp(— HX’dx

where B/ (x) is the long expression

j N—1
BI (x) =a(y’)* (exp(y/ii’) +exp(—y @) [T X" ~
h=1

i=1

i
—ZK’ ’ (exp(y u) exp(—yiﬁi))l_[Xh.
h=1
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Rearranging the above expressions, we have

a(y))’ —2/7K]

B/ (x) > |:Q(J/j)2 + — (exp(y/i’) +exp(—y/u'))

2
i 1o N—1 i i-1y2
(K’ K’ ) (K'+K') h
_Z a Z 4a? 1_[ X
i= j+1 h=]+1
N o i J
-5 Kooty ool 12| [T
i=j+1 h=j+1 h=1

We then chose recursively the constants yj , such that
ay’ —2Kf >0, y/>1,
J i i—1y2
j 2 _ e _ (K + K )
alr’)” =2’ K] 21: 4a?
1=

i

- Z (K’ K' h? 1—[ xh _ Z K’ expyu)

i=j+1 h=j+1 i=j+1

This is possibly backward recursively, and the choice of these constants depends
only on p and the various constants in the assumptions. With this choice of the
constants, we get B’ (x) > a and the result follows easily. O

6.3 WL Estimates

We begin with the WL estimate, 2 <r < ro. Let T(x) be a smooth function with
0<rt(x)<1land

t(x)=1, if|x| <1,
t(x) =0, if|x|>2.

To any point xg, we associate the ball of center xo and radius R, denoted by
Br(x0). We assume that R < Rp but R can be arbitrarily small. We define the cut-

off function
X — Xo
R(x) = r( R )
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We then apply the basic inequality (6.5) with ¥ = lee- We deduce easily

-~

N
- -
o iDupaxr<Z |Dx1|dx+c<p>/ S (K] + 1 £ ).
/(;ﬁBR R ONByg OnB ( )

2R i=1
(6.8)
We take ¢ = cp, to be defined below. We have
N 1
0X :
DX'(x) = Z —.(u(x) - CR)DMJ (x).

as/
j=1

Using Lemma 5.1, we get
IDX'(x)] < C'(p)| Du(x)||u(x) — cgl.

‘We have then

1 1 i A %
/ IDX'|dx < C (p)(/ |Du|“dx> (/ e — cxl dx)
ONBag ONBag ONBag

for any A > 1 and % + 1 = 1. We next define cg. We consider points x, such that
|O N Br(xg)| > 0. Therefore, |O N Byr(xg)| > 0. We consider two cases, that is,
the case of Byg(xg) C O, and the case of Byg(xg) N (R" — O) # @. In the second
case, by the smoothness of the domain, I" N B2 (xo) # @. We pick a point x;, € I" N
B> (x0), and note that Bog (xg) C B4r (x(’)) C Bgr(xp). Again, from the smoothness
of the domain, we have (the sphere condition)

|Bsr(x0) N O] = coR",  |Bar(xg) N (R" — O)| = coR",
where cg is a constant. We then define cg by

{ﬁf&ku(x)dx, if Bor(x0) C O,

W Soanipro t@)dx, i Bap(xo) N (R" = O) # .

We can state the Poincaré’s inequality

1
x o1 v
<[ |u—cR|)‘dx> 5c1R"<x—v>+1(/ |Du|”dx> ,
OByr ONBgsr

1 1
Vv, suchthat 1 <v <2, n(x——>+120.

v
We will apply this inequality with n(% - %) +1=0,ie.,v= n)% From the
conditions 1 < v <2, this is possible only when n > 2 and
n 2n
<A<

n—17 n—2
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In that case, we have

/ lu —crl"dx ) <c1 / | Du|n+% dx .
ONBag ONBgr

+A =u= 1 This implies A = , which is com-
patible with the restnctlons on A. Collec ing the above results, we can assert that

n+l

/ |DX1|dxsc2<p)</ |Du|n%dx) "
ONBag ONBgr

where C?(p) is another constant, depending only on p. We next note that

f Z|k’|+|f )dx < CR"7%).
O

NBag i=1

Therefore, collecting the above results, we can assert from (6.8) that

n+l

— 1 n .
/ |Du|2dx§C3(,0)< R 4 - (f |Du|nz?dx) ) VR < Ry.
ONBg R OﬁB(,R
(6.9)

Note that this inequality is trivial if |O N Bg(xg)| = 0. According to Gehring’s
result (see [2]), we assert that

/ |Du|"dx < C(r,p), VY2<r <ro, (6.10)
O

where ro depends only on p and the data.

6.4 C%% Estimates

We now turn to the Holder regularity. To treat the Holder regularity up to the bound-
ary, we have to use local maps. The regularity is then reduced to interior regularity
and regularity on balls centered on the boundary, which can be transformed into
half-planes by a straightening operation. We shall again limit ourselves to the main
ideas, leaving details to the reference [2]. We begin with the interior regularity.

Let O be a smooth domain such that @ C O. We shall prove the Holder regularlty

on O. Since O is arbitrary, that will prove the Holder regularity on O. Let xq € 0.
We shall apply the Green function to the Dirichlet problem in O. It is denoted by
G = G and defined by

/ a(x)Dg - DGdx = ¢(xp), V¢ e C;°(O). 6.11)
O
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We shall use the following properties of Green functions (see [2] for details):

1, n
GeW,"(0), vu, lsn<—7

-1
(6.12)
Gel'(0), Vv, 1<v< .
n—2
Assume n > 3. Then
colx —xol* ™ < G(x) < erlx — xo*7",
Vx € Q, YQ neighbourhood of xo with Q C O, (6.13)

where the constants ¢, ¢; depend only on g and a.
We next consider the balls Bg(xp). We assume that R < Ry, with 2Ry <

dist(g, R — ). This implies Byg(xp) C O. We consider the cut-off function g (x)
as that defined in Sect. 6.3.
In the basic inequality (6.5), we choose

1
C=CR=—""" Md.x, 'J/:Gfga
|Bog — Bgl Bir—Bg
2

so we get
/a(x)DX‘ -D(Grg)dx +g/ Gti|Dul?dx
O
N
sC(p)/OGr,%Z (1K1 + 1 £71)dx (6.14)
i=1

Clearly [y GT3|Duf?dx = [, G|Dul*dx, and since Brlx)  Byr(xg) C O,

2
we can use the estimate (6.13) to assert

g/ Gt3|Dul*dx > C/ |Du|?|x — x> "dx, (6.15)
O Bgr

where C is a constant. Next

N N N
/Gr,% Z(|kf|+|f"|)dx52/ G|kf|dx+2||f"||[ Gdx,
o i=1 i=1YB2r im1 By

and from the estimates (6.12) and Hoélder’s inequality,

/ Gdx <CRW, V¥u' such that l/ <2,
Bag 12
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. 1_1
/ Glkildy <CR" 7™, wy< =
Bor n—
Collecting the above results, we can assert that
N
/Gr Zlk’|+|f|dx<CRﬁ B <2. (6.16)
O
i=1

Next we have
/ a(x)DX' - D(Gt3)dx = f a(x)DX'- DG t3dx
@ @]
+2/Oa(x)DX1 - DtrTrGdx
=Z+1L
We have, as seen in the previous section,
IDX'(x)] < C|Du(x)||u(x) — cgl.

Therefore, using again the estimates on the Green function (6.13), we have

I sC/ Du) R,
Byr—BR R

Note that

2
u(x) —cg _
/ |T||x_x°|2 v
Byr—Bpg

< CR*”/ u(x) — cxlPdx
Bor—Bpg
<CR*™" f | Du|*dx
BZR_BE
2
< c/ | Dul?|x — xo>"dx.
Byr—BRr

by Poincaré’s inequality. Therefore,

1| < cf |Du*|x — xo|>"dx. (6.17)
Bor—BR
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We now turn to the term Z. Recalling the term X, 1> 1 (see (5.18)), we write

z =/ a(x)D(X' - X}) - DG tjdx
(@

/a(x)D(ri%(Xl—Xé))~Dde—2/ a(x)Dtg - DG(X' — X{§)trdx
o @)
> —2/ a(x)Dtg - DG(X' — X§)trdx,

o

where we have made use of the Green function’s definition (6.11). Recalling (5.17),
we have | X!(x) — X}| < lu(x) — cg|?. Therefore,

/ a(x)Dtg - DG(X' — X{)trdx
O
c

<— lu — cr|?|DG|trdx
R Byr—Bg

o
§C/ MdeJrC/ u — crPIDGPG 1 2dx
Bor—Bpg R Bor—BR

gc/ |Du|?|x — xo|* "dx + CY.
BZR_Bg

Therefore, we have

7> —C/ |Du|?|x — xo|>"dx — CY.
BzR—Bg

We now estimate

(6.18)

Y:f lu —cr>IDG*G ' t3dx.
Bor—Bgr

We introduce a new cut-off function

_]0 for |x| < %,
g(x)_{r(x) for |x| > 1,
and denote £g(x) = &(~52). Hence

ER(x) =TR(X)

on Byp — Bp,
SR(X) =0 on Bg.

In the Green function equation (6.11), we take

_1
¢ =G 2lu—crl’8z.
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Noting that ¢(xo) = 0, it follows that

-1 242 1 -3 242
G 2a(x)D(|u—cR| ER)'DdeZE G 2a(x)DG - DGlu — cr|“&gdx.
@ @]

(6.19)
Next, in (5.20), we take

¢ = (u' —cl) G

We obtain, after rearrangements,
N
i i~Le2 1 2.2 -1
Z/ a(x)Du' - Du ngRderZ/ a(x)D(Ju — cr|*€3) - DGG ™ 2dx
~ Jo o
i=1
1
——/ a(x)Dég - DGERlu — cg|?G~2dx
2 Jo
1
+foa<x)D(|u—cR|2)-DsRsRGfdx
N . . . . 1
=/ S (H + 1) (' = i) G2 Rdx.
Oi:]
Hence,

/ a(0)D(lu — cg*2) - DGG 2 dx
O

< 2/ a(x)Dég - DGER|u — cr? G2 dx
(@)

<=

+CRT" |Dul?dx + CR'*3

Therefore, from (6.19), we can write

1 _3 22
= [ G 2a(x)DG - DG|u — cr|“épdx
2Jo
52/ a(x)DEg - DGERlu — cg|*G~3dx + CR™" | Du|?dx
O

Bor—Bpg
2
n

+CRITh,

from which one easily deduces
/ G 3|DGIu — cxPERdx
@]

2

u—=c —n n_n

§C/ %G%dx+CRLZ f |Duldx +CR'" 275,
BzR—Bg R B2R_B§
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Hence

/ G 2|DG|u — cp2E3dx < CR" |Dul?dx + CR'37 5.
O

Bor—BRg
2

Since Tg = &g on Bor — Bg, we have
Y:/ lu — cgr’ DG G~ €2dx
Bar—Br

< / u — crlPIDGPG ™ €2dx
BzR—B%

2n 2 2~-3.2
<CR™= u — cg*IDG2 G~ 2£2dx
szfBg

<CR*™ / |Dul?dx + CR* ™7
BzRfBE
2
§C/ |Du|?|x — xo|*"dx + CR> 7.

Therefore, from (6.18), we obtain

zz—c/ |Du?|x — xo>"dx — CR>™ 7.
BQR—B§

From (6.14)—(6.17), we obtain

/ |Dul*|x — xo|* "dx < C/ |Du|*|x — xo|>"dx —Z+ CRP.
Br B

R 2R—BR
2

2

Noting that 0 <2 — 2 < 2, and changing the constant 8 to another possible constant
strictly less than 2, we get

f |Du|?|x — x> "dx < c/ |Du|?|x — xo|>"dx + CR?,
BE BzRfBE
2 2
or
R
/ |Du?|x — xo>"dx < c/ |Du)?|x — xo>"dx + CRP, VR <=2,
Bgr Byr—BR 2
(6.20)

Now, going back to the basic inequality (6.5) and taking ¥ = G, we deduce

N
/a(x)DXl-Dde+g/ GIDu|2dx§C(p)f GZ(|kf|+|f"|)dx.
(@] (@] (@]

i=1
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From the definition of the Green function , the first integral is positive, and the
third integral is bounded. Hence

/ G|Du|*dx < C,

O

and also fzko G|Du|*dx < C. Hence

f |Du|?|x — xo|>"dx < C. (6.21)
Brg

2

From (6.20)—(6.21), using the hole filling technique (see [2]), we can find 6o < g,
depending only on the data and p, such that for § < §p, one has

R d
RZ—"—25/ |Dul?dx <C, VR<-2, xgeO.
Br(xo) 2
From Holder’s inequality, it follows that

R =
f |Duldx < CR"™ VR< =2 x,e0.
Bg(x0) 2

From Morrey’s theorem, we obtain that u’ € C%3(0).

So the interior Holder regularity has been proven. To proceed on the closure, we
consider a system of local maps, and prove the regularity on each of them. So we
consider a ball B, centered on a point of the boundary, and we assume that there
exists a diffeomorphism ¥ from B into R”, such that

O =w(BNO)C{yeR" |y, >0},
I'=w(BNI)c{yeR" |y, =0}
We also define the set obtained from O by reflection, namely,

O ={y1ywm <0, O1,--., Yuz1, —¥n) €OT},
and set
O'=0Tuo"ur’.

Then @’ is a bounded domain (_)f R”. We consider, in (2.22), functions ¢, which
are in H'(O N B), such that ¢’|0nyp = 0. These functions are extended by 0 on
O — O N B. Therefore, (2.22) becomes

/ a(x)Dui . Dgpidx =f (Hi(x, Du) + fi)goidx. (6.22)
BNO BNO
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We then make the change of coordinates x = ¥~!(y). We call vi(y) =
u' (W~1(y)). Consider the matrix

el
Jy (x) = matrix| — |,
0x;]

- Jo (W) a@ =t ondy W@ —y))
a(y) = = ,
| det Jy (¥ =1 ()]
~ H W (), Ju (& ~1(y) D)
Hi(y, Dv) = s
(v, Dv) et Jy (&1 ()]
o i)
PO = ety @)

and set

Naturally, the notation Dv refers to the gradient with respect to the variables v.
Moreover,

Jo () Dv = (Ju (T () DV, ..., Ju (T (»)) Dv"),

so, in fact,

i )_H"(W(y),Jw(W(y))ql,...,Jw(ktfl(y»q")
na= [ det Jy (¥ 1 ()] '

The system (2.19) can be written as

/O +a~(y)Dvi~D$idy= fo +(17"(y,Dv)+ff)s7>"'dy (6.23)

for any @' (y) € H' N L°°(O7), such that §' (y) =0 on ¥ (ONdB) =0+ — I

We then proceed with a reflexion procedure. Writing y = (y', y,), we define, for
yn <0,

H (Y., yuiq's....qa" " g")=H (Y., =y q", ...

If we extend the solutions v’ (y) to (6.23) for y, < 0, by setting

vi (y/’ Yn) = vi (y,’ _)’n),
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then it is easy to convince oneself that the functions v (y) arein H N L>®(©"), and
satisfy

/ 3(y)Dvi ~D$idy=/ (Hi(y, Dv)+ f)@'dy, V@ e Hl nL®(0)).
/ O/
(6.24)

Moreover, the functions a(y), H!(y, g¢) and f '(y) satisfy the same assumptions
asa(x), H (x, q) and f I(x), respectively. Therefore, we can obtain the interior o8
regularity of v’ (y) on OO’. We thus obtain the C%? regularity including points of the
interior of I"’. By taking a covering of the boundary I" of O by a finite number of
local maps, we complete the proof of the C%%(O) of the function u. This completes
the proof of Theorem 5.1.

6.5 Alternative Assumptions

Assumptions (5.12)—(5.16) are not the only possible ones. Those were made in order
to apply the method used in Lemma 6.1, which we call “exponential domination”.
They have been introduced in [6]. A certain form of exponential domination can
be found already in [12]. An alternative condition replaces the growth condition
for the Hamiltonians from below (resp. above) by the “sum coerciveness” of the
Hamiltonians. This was first used in [3, 4], and thereafter in [6, 7]. In the case,
the dimension n = 2 and the conditions, up to now, are better than those in the n-
dimensional case. The first conditions are as usual. The conditions can be written
as

|H (x,q)| < K (Iq1* + 1), (6.25)
Hi(x,q)=H x,9)+¢" - G(x,q), (6.26)
IG(x,q)| < K(lg| + 1). (6.27)

In applications to the control theory, the term ¢’ - G(x, g) is derived from the
dynamics, and the term H%(x, g) is derived from the cost of the controls and the
influence of nonmarket interaction.

In addition, from below (alternatively from above), the following “sum coercive-
ness” of the H'%(x, ¢) is assumed

N
> H (x,9) > colBgl* — K, co>0, (6.28)
i=1

and B : R"™N — R™ gatisfies

|Bg| < K(lq| +1). (6.29)
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Of course, this applies to B = identity, but in applications, B can be degenerate,
ie., B~1(0) may be nontrivial.
For G, we need the slightly stronger growth condition

IG(x,q)| = K(|Bg| + D). (6.30)

In applications, B is the map, which assigns to the variables g the corresponding
Nash equilibrium for controls in the Lagrangians (see (4.10)). In this context, to a
certain extent, (6.30) and (6.28) are natural.

Finally, in [6, 7], for n = 2, we assume that the above inequality holds. Then we
have

H(x,q) < K(l¢"l|1Bq| + 1), (6.31)

which also has a reasonable interpretation in control theory.
In this framework, in [6, 7], one obtains the C%? regularity for Bellman systems.

Au' +ou' = Hi(x, Du)

is recalled under the restriction n = 2. The techniques can be used for the present
mean field setting. Hence, the results of Theorem 5.1 will hold under the assump-
tions (6.25)—(6.31).

To get rid of the dimension condition, a partial progress was achieved in [8].
They use the same assumptions as (6.25)—(6.26), but they replace (6.31) with

H(x,q) <K(Ig'*+q" - Go(x,q) + 1), (6.32)
1Go(x,q)| < K(lg| + 1), (6.33)

and Go(x, g) can be different from G(x, g) above, which increases applicability.
Then (6.25)—(6.30) and (6.32) can be used for our mean field setting for n > 2, in
order to obtain Theorem 5.1.

Concerning weak solutions, [1] showed that the conditions (6.25) and (6.31) of
the 2-dimensional case imply the existence of a weak solution # € L> N H'! and the
strong convergence of the approximations in H', also in dimension n > 3.

There are several slight generalizations. One may replace (6.26) and (6.28) by

N .
> d
i=1

where the function G(x, g) is not needed. Perturbations of type | ZlN: 1 q'|? are al-
lowed in this setting.

N

2.4

i=1

N 2
Y H'(x,9) > colBq* — K|Bg| - K ~K,

i=1

6.6 Full Regularity for u

We can complete Theorem 5.1, and state the full regularity of u, provided that an
additional assumption is made.
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Theorem 6.1 We make all the assumptions of Theorem 5.1 and
a(x) e Wh®(0), k(x)eL®©), i=1,...,N. (6.34)

Thenu € W27 (O; RN), V1 < r < 00. The norm of u in the functional space depends
only on the data and the constants in the assumptions.

Proof The proof is based on the linear theory of elliptic equations. It follows from

a bootstrap argument based on the Miranda-Nirenberg interpolation result and the
regularity theory of linear elliptic equations. The details can be found in [2]. O

7 Study of the Field Equations

By field equations, we consider Eq. (5.21).

7.1 Generic Equation

We shall make the assumptions of Theorem 6.1. We can then assume that the func-
tions G’ (x, Du) are bounded. From Theorem 6.1, the bound depends only on the
data, not on the H'(©) norm of m.

We can see in Eq. (5.21) that there exists no coupling in the functions m!. So it
is sufficient to consider a generic problem

/ a*(x)Dm(x)-Dl//(x)dx—/ m(x)G(x)'Dl/f(x)dx+ot/ m(x)y(x)dx
o (@] o
=oc/ mo(x)Y¥r (x)dx, (7.1)
(@]

where G (x) is bounded and m® > 0 is in L?(O), p > 5. However, we assume that
there exists a positive H () solution to (7.1). The test function v (x) in (7.1) can
be taken in H'(0).

7.2 L Bound

An important step is as follows.

Proposition 7.1 We make the assumptions of Theorem 6.1. A positive H'(O) so-
lution to (7.1) is in L°°(O) with a norm, which depends only on the data and the
constants, and not on the H'(O) norm of m.
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Proof The proof relies on the properties of the Green function for the Neumann
problem. For any xo € O, consider the solution X' = X*0 to the equation

/a(x)Dz.Dwdx+a/ Tydx =ay(xg), V¥ e H(O)NCY'O). (1.2)
(@) O

The function X' = X*0 is the Green function associated to the point xo. We have
included the coefficient o for convenience. In (6.11), we had considered the Green
function for the Dirichlet problem. We shall use properties, similar to (6.12),

n . n(l—s)
TeLizU=) pyecLiTs, V0o<s<l. (7.3)

We take s < anl having exponents strictly larger than 1. The second exponent
is strictly less than 2, as soon as n > 3. We shall take ¢ =m in (7.2), and ¢y = ¥
in (7.1). This is formal, since we do not have the smoothness required. The correct
approach is to approximate X with smoother functions, in smoothing the Dirac
measure which comes in (7.2). We skip this step, which is classical. Note that X' > 0.
Comparing the two relations, we obtain

am(xo):a/ moﬂdx—}—/ mG - DX dx. (7.4)
@] @

We stress that this writing is formal, since m is not continuous, and the third
integral is not well defined. For the a priori estimates, it is sufficient.
‘We note first that

/ moZdx < mollr 151 o .
o L=t

Using the first property (7.3), thanks to the assumption p > 7, % < ;% and
the integral on the right-hand side is well defined.
Now, for any L,

/ mG-Dde:/ mG-DZ‘dx+/ mG - DX dx
10) ON{G-DE>L)} ON{G-DX<L)}

§L/ modx+||m||oo/ G- DXdx.
o ON{G-DX>L}

Set z = (G - DX)*. From the second property (7.3), we have

n(l—s)
zn=T=sdx < Cj.
o

Therefore, we check easily that

1
/ zdx < Cy T
ON{z>L} L n=1=s
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Collecting the above results, and choosing L sufficiently large, we deduce from
(7.4) that ||m|lcc < C, where the constant depends only on the data, not on the
H'(O) norm of m. This completes the proof. U

7.3 Regularity of m

We can write (7.1) as
/ a*(x)Dm(x) - Dy (x)dx + ozf m(x)y (x)dx
O O

—q / moy (x)dx + / g() - DY (0)d., (7.5)
@) O

where g(x) is a bounded function, with a bound depending only on the data. It fol-
lows immediately that the H'!(©) norm of m depends only on the data and constants
of the assumptions. We can then state it as follows.

Theorem 7.1 We make the assumptions of Theorem (6.1). Then the solution m to
(7.5) belongs to W»?(O) @ W' (0), Vr < 0o.
The norm depends only on the data and the constants of the assumptions.

Proof This is an immediate consequence of the regularity of the solutions to the
linear problems of type (7.5). g

8 Existence of Solutions

We can now address the issue of existence of solutions to the system (5.20)—(5.21),
with smooth solutions and positive m’. We shall assume, in addition to the assump-
tions of Theorem 6.1, that

H' (x,q), G! (x, @) are continuous in g (Caratheodory). (8.1)

8.1 Approximation Procedure

We begin by defining an approximation procedure. We introduce the following no-
tations:

Hi(x»Q) [ i

i€ e A T ie _ v ",
H ) =m0 = Vs @), (8.2)
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and the function on R

wt
h (u) = ——, 8.3
() T+ el (8.3)
where |m| is the norm of the vector m. Clearly
H m L9
1+6|m| LI(O;RN)_ € ’
Hence,
. |O| . 1
IVl 51(? L H @l =S Ymoxg. (8.4)

We then define a function 7€ from H'(O; RY) x L*(O: R") into itself as fol-
lows. We write

(w,m)=T¢(v, ),

and u, m are the solutions to
/ a(x)Dui(x)~D<pi(x)dx+oz/ ul (x)¢' (x)dx
O (@]
Z/O(H"f(x,Dv)+v[§;§(x))<p"(x)dx, (8.5)
/ a*(x)Dmi(x)~D1pi(x)dx+ot/ m' ()Y (x)dx
(@] O

:/Ohf(w(x))G"(x,Du).Dwi(x)dx+a/(9mg(x)¢i(x)dx. (8.6)

Note that the problems (8.5)—(8.6) are defined in sequence. In the right-hand
side of (8.6), there is Du, not Dv. At any rate, u' and m! are solutions to linear
problems. Using the linearity and the regularity theory of linear elliptic equations,
we can assert that

ue W (O:;RY), mew!(O;RY) @ W2 (O;RY),  Vr<oo. (87

Moreover, the norm in these functional spaces is bounded by a fixed number, de-
pending on €, but not on the arguments v, u. The map 7€ is continuous (thanks
to (8.1)), and the image T°€(v, u) remains in a fixed compact convex subset of
H'(O;RN) x L>(O; RY). From Leray-Schauder theorem, the map 7€ has a fixed
point. Therefore, we have obtained the following lemma.

Lemma 8.1 Under the assumptions of Theorem 6.1 and (8.1), there exists a pair

u¢, m€, belonging to the functional spaces as in (8.7) and satisfying the system of
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equations
/ a(x)Du" (x) - D (x)dx —i—a/ ub€(x)@! (x)dx
(@] (@]
= /(;(Hi’e(x, Due) + V[’;%i](x))(p"(x)dx, (8.8)
fa*(x)Dmi’E(x)~D1//i(x)dx+ot/ m"€ (x) ¥ (x)dx
(@] O

:/ h€(m’?f(x))G"(x,Du€).Dwf(x)dx+a/ my()Y (x)dx.  (8.9)
O (@]

8.2 Main Result

‘We can now state the main existence result.

Theorem 8.1 Under the assumptions of Theorem 6.1 and (8.1), there exists a solu-
tion (u, m) to the system of Egs. (5.20)—(5.21), such that

ue W (O;RY), mew!' (O;RV)® W>P(O;R"Y), Vr<oco. (8.10)
Proof The first thing to observe is that the fixed point (1€, m€), i.e., the solution to

(8.8)—(8.9), satisfies m€ > 0. This is easily seen by taking ¥’ = (m"€)~ in Eq. (8.9)
and noting that

/ he (mi’é(x))Gi (x, Due) . D(mi‘e)i(x)dx =0.
O
Therefore, we can write (8.9) as follows:

/a*(x)Dmi’E(x)-Dl/fi(x)dx+a/ m"€ () ¥ (x)dx
(@] O

Y G B VRN oy
_/(91+e|mi,é(x)|G(x’D”) Dy (x)dx+a/(:)mo(x)w (x)dx, (8.11)

and m">€ > 0. But then, by taking /' = 1, we get

/mi’e(x)dxzf mé(x)dx,
(@] (@]

and we deduce |Vi,;fg](x)| < I(|lmog])). Noting that H":¢(x, q) satisfies all the esti-

mates of H' (x, g) and (5.4)—(5.6), we can apply all the techniques to (8.8) to derive
the a priori estimates in Theorems 5.1 and 6.1. We can then assert that

||M€ ||W2"(O,RN) < C, Vr < o0,
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and the constant does not depend on €. Similarly, the reasoning made in Proposi-
tion 7.1 and Theorem 7.1 carries over for m€ in (8.11). We then obtain that

n
Im Iy <C, 10> 5

We can then extract subsequences, still denoted u€, m€, such that, among other prop-
erties,

u® —u, Du®— Du, pointwise ||u€|z>, ||Du|r~ <C,
m€ — m, pointwise Dm® — Dm weakly in L*|m€|| <C.

Using (5.10) and the continuity properties of G (x, ¢), H' (x, q), it is easy to go
to the limit as € — 0 in Egs. (8.8), (8.11), and obtain a solution to (5.20)—(5.21) with
the regularity (8.10). This completes the proof of Theorem 8.1. O
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The Rain on Underground Porous Media

Part I: Analysis of a Richards Model

Christine Bernardi, Adel Blouza, and Linda El Alaoui

Abstract The Richards equation models the water flow in a partially saturated un-
derground porous medium under the surface. When it rains on the surface, boundary
conditions of Signorini type must be considered on this part of the boundary. The
authors first study this problem which results into a variational inequality and then
propose a discretization by an implicit Euler’s scheme in time and finite elements
in space. The convergence of this discretization leads to the well-posedness of the
problem.

Keywords Richards equation - Porous media - Euler’s implicit scheme - Finite
element discretization - Parabolic variational inequality

Mathematics Subject Classification 76505 - 76M10 - 65M12

1 Introduction

The following equation:
3OW) = V- Ky(O@W)) V(¥ +2)=0 (1.1)

models the flow of a wetting fluid, mainly water, in the underground surface, hence
in an unsaturated medium (see [15] for the introduction of this type of models).
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In opposite to Darcy’s or Brinkman’s systems (see [14] for all these models), this
equation, which is derived by combining Darcy’s generalized equation with the mass
conservation law, is highly nonlinear. This follows from the fact that, due to the
presence of air above the surface, the porous medium is only partially saturated
with water. The unknown v is the difference between the pressure of water and the
atmospherical pressure.

This equation is usually provided with Dirichlet or Neumann type boundary
conditions. Indeed, Neumann boundary conditions on the underground part of the
boundary are linked to the draining of water outside of the domain, and Dirichlet
boundary conditions on the surface are introduced to take into account the rain.
However, when the porous media can no longer absorb the rainwater that falls, the
upper surface of the domain allows to exfiltration and infiltration. In other words, the
upper surface is divided into a saturated zone and an unsaturated zone. We assume
that the re-infiltration process is negligible. This leads to variational inequalities of
the following type:

Y20, v@)-nzv,-n, Y(W) n—v -n)=0, (1.2)

where v () is the flux

v(¥) = —Ku(OW)) V(Y +2), (1.3)

and n stands for the unit outward normal vector to the surface, and v, stands for
a given rain fall rate. We refer to the thesis of Berninger [4] for the full derivation
of this model from hydrology laws and more specifically to [4, Sect. 1.5] for the
derivation of the boundary inequalities (1.2).

It is not so easy to give a mathematical sense to the system (1.1)-(1.2). As a
standard, the key argument for the analysis of the problem (1.1) is to use Kirch-
hoff’s change of unknowns. Indeed, after this transformation, the new equation
fits the general framework proposed in [1] (see also [6] for the analysis of a dif-
ferent model). Thus, the existence and uniqueness of a solution to this equation
with appropriate linear initial and boundary conditions can be derived from stan-
dard arguments. In order to handle the inequality in (1.2), we again use a varia-
tional formulation. We refer to [2] for the first analysis of very similar systems (see
also [5]). We prove that the problem (1.1)—(1.2) is well-posed when the data are
smooth enough but in the first step with a rather restrictive assumption on the coef-
ficients.

The discretization of the problem (1.1) was proposed and/or studied in many
papers with standard boundary conditions (see [3, 7, 13, 16, 18, 19] and [17] for a
more general equation). However, it does not seem to be treated for the case of the
boundary inequality (1.2). We propose here a discretization of system (1.1)—(1.2),
in two steps as follows:

(1) We first use the Euler’s implicit scheme to build a time semi-discrete prob-
lem, where one of the nonlinear terms is treated in an explicit way for simplic-

1ty.
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(i) We then construct a fully discrete problem that relies on the Galerkin method
and finite elements in the spatial domain.

In both cases, we prove that the corresponding variational problem is well-posed.

To conclude, we prove that the solution to this discrete problem converges to
a solution to the continuous one when the discretization parameters tend to zero.
This ends the proof of our existence result, since no restrictive condition is needed
here.

The outline of the paper is as follows.

In Sect. 2, we present the variational formulation of the full system, and investi-
gate its well-posedness in appropriate Sobolev spaces.

Section 3 is devoted to the descriptions of the time semi-discrete problem and of
the fully discrete problem. We check their well-posedness.

In Sect. 4, we investigate the convergence of the solution of the discrete problem
to a solution of the continuous one.

2 The Continuous Problem and Its Well-Posedness

Let £2 be a bounded connected open set in R4 (d =2 or 3), with a Lipschitz-
continuous boundary 92, and let n denote the unit outward normal vector to
£2 on 0§2. We assume that 052 admits a partition without overlap into three
parts I'p, I'r and I'; (these indices mean “bottom”, “flux” and “ground”, respec-
tively), and that I'p has a positive measure. Let also T be a positive real num-
ber.

In order to perform the Kirchhoff’s change of unknowns in the problem (1.1), we
observe that, since the conductivity coefficient K, is positive, the mapping

X
¥ K@) = /0 Ku(0©))ds
is one-to-one from R into itself. Thus, by setting
u=KW), bw)=00K '), k()=Ky(),

and thanks to an appropriate choice of the function @, we derive the equation (more
details are given in [3, Remark 2.1] for instance)

odu + 0;b(u) —V - (Vu +ko b(u)ez) =0 inf x[0,T],

where —e; stands for the unit vector in the direction of gravity. Moreover, the Kirch-
hoff’s change of unknowns has the further property of preserving the positivity: u
is positive if and only if ¥ is positive; u is negative if and only if ¢ is negative. So,
writing the inequality (1.2) in terms of the unknown u is easy.
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As a consequence, from now on, we work with the following system:

adiu + 0b(u) — V- (Vu+kob(u)e;) =0 in£2 x[0,T],

U=upg on g x[0,T],
—(Vu+kobue;) -n= fr on I'r x[0,T], .1
u<0, —(NVu+kobue;) - n>gq,- n,

u(Vu-+kob(u)e;+¢q,) - n=0 on g x[0,T],

ulr=0 = uo in 2.

The unknown is now the quantity u. The data are the Dirichlet boundary condition
up on I'p x [0, T] and the initial condition ug on §2, together with the boundary
conditions ffr and ¢, on the normal component of the flux, where fr corresponds to
the draining of water, and ¢, corresponds to the rain. Finally, b and k are supposed
to be known, while « is a positive constant. From now on, we assume that

(i) the function b is of class 2 on R, with bounded and Lipschitz-continuous
derivatives, and is nondecreasing,

(ii) the function k o b is continuous, bounded, and uniformly Lipschitz-continuous
on R.

Remark 2.1 1t must be noted that the parameter « has a physical meaning. Indeed,
the function @ in (1.1) is usually the sum of ® and a term linked to the saturation
state. But it can also be considered as a regularization parameter, since it avoids the
degeneracy of the equation, where the derivative of b vanishes. So, adding the term
a0su is a standard technique in the analysis of such problems, which has been used
with success for constructing effective numerical algorithms (see e.g., [12, 13]).

In what follows, we use the whole scale of Sobolev spaces WP (£2) with
m >0 and 1 < p < 400, equipped with the norm | - || wm.r (%) and the seminorm
| - lwm.r(22), with the usual notation H" (£2) when p = 2. As a standard, the range

of H'(£2) by the trace operator on any part I" of 952 is denoted by H 2 (I"). For any
separable Banach space E equipped with the norm | - || g, we denote by €°(0, T'; E)
the space of continuous functions on [0, 7] with values in E. For each integer
m > 0, we also introduce the space H" (0, T'; E) as the space of measurable func-
tions on ]0, T'[ with values in E, such that the mappings: v ||8fv||E, 0<t<m,
are square-integrable on ]0, T'[.

To write a variational formulation for the problem, we introduce the time-
dependent subset

V(1) ={ve H (£2);vlr, =ug(-, 1) and v|r; <0}. (2.2)

It is readily checked that each V(¢) is closed and convex (see [4, Proposition 1.5.5]),

when u p belongs to €00, T; H 3 (I')). Thus, we are led to consider the following
variational problem (with obvious notation for L2(0,T;V)).
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Find u in L?(0, T; V) with 8,u in L>(0, T; L?(£2)), such that
uli=o = uo, (2.3)

and that, for a.e. 7 in [0, T'],
Yv eV (), Ot/ Ou)(x,t)(v—u)(x, t)dx +/ (B,b(u))(x, (v —u)(x,t)dx
2 2
+ / (Vu +ko b(u)ez)(x, t)- (V(v — u))(x, t)dx
2

> — fr(t,t)(v—u)(z,t)dt
I'r

— (q, -n)(r,t)(v—u)(r,t)dr, 2.4)
I'c

where T denotes the tangential coordinates on d£2. The reason for this follows.

Proposition 2.1 The problems (2.1) and (2.3)—(2.4) are equivalent, and more pre-
cisely:

(i) Any solution to the problem (2.1) in L*>(0, T; H (£2)) N H' (0, T: L>(2)) is a
solution to (2.3)—(2.4).

(i) Any solution to the problem (2.3)—(2.4) is a solution to the problem (2.1) in the
distribution sense.

Proof We check successively the two assertions of the proposition.

(1) Let u be any solution to (2.1) in L2(0, T; H'(£2)) N H'(0, T; L*>(£2)). Ob-
viously, it belongs to L%(0, T; V) and satisfies (2.3). Next, we observe that, for any
v in V(¢), the function v — u vanishes on I'g. Multiplying the first line in (2.1) by
this function and integrating it by parts on §2, we have

a/ (a,u)(x,t)(v—u)(x,r)dx+/ (8:b(u)) (x, 1) (v — ) (x, 1)dx
2 2
+/ (Vi + kob()e,)(x,1) - (Vv —u))(x, 1)dx
2

= / (Vu +ko b(u)ez) -n(t)(v —u)(t,t)dr.
I'rUl'g

To conclude, we observe on [, either u is zero and Vu + k o b(u)e; is smaller than
—qgr - 1, or u is not zero and Vu + k o b(u)e; is equal to —q, - n. All these yield
(2.4).

(2) Conversely, let # be any solution to (2.3)—(2.4).

(i) By noting that for any function w in Z(£2), (u + w)(-, t) belongs to V(z).
Taking v equal to u & w in (2.4), we obtain the first line of (2.1) in the distribution
sense.
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(ii) The second line in (2.1) follows from the definition of V(z).

(iii) By taking v equal to u + w for any w in Z(§2 U I'r), we also derive the third
line in (2.1).

(iv) The fact that u is nonpositive on I, comes from the definition of V(z). On
the other hand, the previous equations imply that for any v in V(¢),

/ (Vu +ko b(u)ez) -n(t)(v —u)(t,t)dt > — (q, -n)(r,t)(v—u)(r,t)dr.
Ic I'c

Taking v equal to u 4+ w, where w vanishes on I'p and is nonpositive on I, yields
that —(Vu + k o b(u)e;) - n is larger than ¢q, - n. Finally, taking v equal to zero
on I, leads to

/ (Vu +kob(u)e, + qr) -n(t)u(t,t)dr <0.
I'c

Since the two quantities # and (Vu + k o b(u)e; + q,) are nonpositive on I, their
product is zero.

(v) Finally the last line of (2.1) is written in (2.3).

Proving that the problem (2.3)—(2.4) is well-posed and is not at all obvious. We
begin with the simpler result, i.e., the uniqueness of the solution. For brevity, we set

X=L%*0,T;V)NH' (0, T; L*(£2)). (2.5)
We also refer to [11, Chap. 1, Théoreme 11.7] for the definition of the space
HO%(FB). O
Proposition 2.2 For any data up, fr, q, and ug satisfying
ug e H'(0,T; HO%(FB)), fr e L*(0,T; L*(I'r)), 2.6)
q, €L*(0,T; L*(I'c)?), uoe H'(2),

the problem (2.3)—(2.4) has at most a solution in X.

Proof Let u; and us be two solutions to the problem (2.3)—(2.4). Thus, the function
u = uy — up vanishes on I'p and at ¢+ = 0. Taking v equal to uy in the problem
satisfied by u; and equal to u; in the problem satisfied by u;, and subtracting the
second problem from the first one, we obtain

a/ (8;u)(x,t)u(x,t)dx+/ (3ib(ur) — 8,b(u2)) (%, Dulx, 1)dx
2 2

+ f (V)2 (x, t)dx + / (k o bu1) — k o b(ua))(x, e, - (Vu))(x, )dx <0.
2 2
Q2.7

We integrate this inequality with respect to ¢ and evaluate successively the four
integrals.
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(1) The first and third ones are obvious

t t
Ol/ /(Btu)(x,s)u(x,s)dxds—l—/ /(Vu)z(x,s)dxds
0 JR 0 J

t
o 2 2
_§||u(’t)||L2(Q)+A |u(~,s)|H1(Q)ds.

(2) To evaluate the second one, we use the decomposition

/Q(B,b(ul) — db(u)) (x, Du(x, 1)dx
:/ B (uy) e, 1) (@) (x, Oulx, £)dx
2

+/Q(b’(u1)—b’(uz))(x,t)(azuz)(x,t)u(x,t)dx,

and integrate the first term by parts with respect to 7, which gives

!
/ / (8,b(u1) —8,b(u2))(x,s)u(x,s)dxds
0 J

:/ P@)® 0 20 vax
o 2

t
—l/ / b (up)(x, s)(Bup)(x, s)u*(x, s)dxds
2Jo Jo

t
—|—/ /(b’(ul)—b’(ug))(x,s)(a,uz)(x,s)u(x,s)dxds.
0 J

Next, the nonnegativity of »’, the boundedness of »” and the Lipschitz-continuity of
b yield

t t
/0 /Q (Brb (1) — 34b(u2)) (x. u(x. s)dxds > —c(u, up) /O 1 1240

where c(u1, u2) > 0 depends on [|3;u; [l 120, 7.12(%2))- Next, we use an interpolation
inequality (see [11, Chap. 1, Proposition 2.3]) and the Poincaré-Friedrichs inequality
d

1-4 d d d
||u||L4(Q) < ||u||L2(‘iQ)(c|u|H1(9))4 < C/<1 - Z)”u”LZ(Q) + Z|M|H1(Q)»

and conclude with a Young’s inequality.
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(3) Finally, to bound the last one, we combine the Lipschitz-continuity of k o b
together with a Young’s inequality

t
/ / (ko b(uy) — k o b(uz)) (x, 5)e, - (Vi) (x, s)dxds
0 J&

1 ! ) t )
< Z(/o |u(.,s)|H1(Q)ds> +c</0 ||u(.,s)||L2(Q)ds>,

All these give

o 2 L 2 ' 2
E”u(, t)”LZ(_Q) + 5/(; |u(7 S)']_]l(g)ds = C(Ml, MQ)/(; ”M(, S)HLZ(_Q)dS‘

Thus, applying Gronwall’s lemma yields that u is zero, whence the uniqueness result
follows.
Proving the existence is much more complex. We begin with a basic result. [

1
Lemma 2.1 If the function up belongs to €°(0,T; Hy,(I')), then for all t in
[0, T'], the convex set V (t) is not empty.

Proof Denoting by up (-, t) the extension by zero of u g (-, t) to 2, we observe that
any lifting of up (-, ) in H L) belongs to V(¢), whence the desired result follows.
In the first step, we consider the linear problem, for any datum F in L2(0, T;
L*(22)).
Find u in L2(0, T; V) with 8,u in L%(0, T; L%(£2)) satisfying (2.3) and such that,
fora.e. tin [0, T],

Yv e V(1), a/ (8,u)(x,t)(v—u)(x,t)dx+/ (Vu)(x,t)~(V(v—u))(x,t)dx
Q 2
> [ Fene-weni - [ frene-end
2 I'r

— / (q, -n)(tr,t)(v—u)(r,t)dr. (2.8)
I'c

However a weaker formulation of this problem can be derived by integrating with
respect to ¢. It reads as follows.
Find u in L?(0, T; V) satisfying (2.3), such that

T
Vv e X, ocf /(B,M)(x,t)(v—u)(x,t)dxdt
0 2

T
+/ /(Vu)(x,t)-(V(v—u))(x,t)dxdt
0 2
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T
2—/ f Fx,t)(v—u)(x,t)dxds
0 ko)
T
— / fr(t,t)(v —u)(z,t)drds
0 I'r

T
—/ / (g, -n)(T,t)(v—u)(z,t)drds. (2.9)
0 I
We recall in the next lemma the properties of this problem which are standard. [

Lemma 2.2 Assume that the data up, fr, q, and ug satisfy (2.6). Then, for any F
in L2(0, T; L3(2)), the problem (2.3)—(2.9) has a unique solution u in L%0,T;V).

Proof Tt follows from Lemma 2.1 and the further assumption on u p that X is a non-
empty closed convex set. We also consider a lifting u p of the extension by zero of u g
to 982 in H! O, T, H 1 (£2)). Then, it is readily checked that u — up is the solution
to a problem, which satisfies all the assumptions in [10, Chap. 6, Theorem 2.2],
whence the existence and uniqueness result follows.

Any solution to (2.3)—(2.8) is a solution to (2.3)—(2.9), but the converse property
is not obvious in the general case (see [10, Chap. 6]). However, in our specific
case, it is readily checked by a density argument that (2.9) is satisfied for any v in
L2(0, T; V), so that problems (2.3)—(2.8) and (2.3)—(2.9) are fully equivalent.

To go further, we assume that the following compatibility condition holds:

up(x) =up(x,0) forxelp ae. and ug(x)<0 forxel;zae (2.10)

Moreover, we introduce a lifting u7 of an extension of u g to 92, which belongs to
H! (0, T; V) and satisfies

up(x,0)=up(x) forxeR ae., (2.11)
together with the stability property

||“E||H1(0,T;Hl(g)) <cllugll 1 . (2.12)
H'(0.T;Hy (I's))

Then, it is readily checked that u is a solution to the problem (2.3)—(2.4) if and only
if the function u* = u — u7 is a solution to the following problem.
Find u* in L%(0, T; Vo) with 8,u* in L2(0, T; L(£2)), such that

u*li=0 =0, (2.13)

and that, for a.e. 7 in [0, T'],
Yv € Vo, a/ (Btu*)(x, t)(v — u*)(x, t)dx
Q

+ / (30 (%)) e, 1) (v — ) (x. 1)
2
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+ / (Vu* +koby(u)e)(x,1)- (V(v—u*))(x,1)dx
o)

> —/ Fp(x, t)(v - u*)(x, t)dx — fr(z, t)(v - u*)(r,t)dr
2

I'r
—/ (qr-n)(t,t)(v—u*)(r,t)dr (2.14)
I'c

with the definition of the subset V),
Vo={ve H'(£2);vlr, =0and v|r; <0}, (2.15)

where the new application b, is defined by b, (u*) = b(u* + u}). The datum Fp is
defined by, for a.e. r in ]0, T'[,

/ Fg(x,)v(x)dx
2

= a/ (Buy) (x, v (x)dx + / (Vug)(x, 1) - (Vv)(x)dx, (2.16)
Q Q
and clearly belongs to L>(0, T; W’), where W is the smallest linear space contain-
ing Vj, namely

W={veH (£2);v|r, =0}. (2.17)
It can be noted that the existence result stated in Lemma 2.2 is still valid for any F

in L2(0, T; W").
We denote by 7 the operator, which associates with any pair (F, D), with F in

L2(0, T; W) and the datum D = (0, fF, q,,0) satisfying (2.6), the solution « to the
problem (2.3)—(2.8). It follows from (2.13)—(2.14) that u™* satisfies

u* —T(Fp+ F(u*), D) =0, (2.18)

where the quantity F'(«) is defined by duality, for a.e. ¢ in ]0, T'[,

(Fu),v)= / (3bs(w)) (x, Hv(x)dx + / koby(u)(x,t)e, - (Vv)(x)dx. (2.19)
2 2
We first prove some further properties of the operator 7. 0

Lemma 2.3 The operator T is continuous from L*(0, T; W) x L2(0, T; L>*(I'r)) x
LZ(O, T; LZ(FG)d) into the space L2(0, T;Vg). Moreover, the following estimate
holds:

1

T 2
( /O IT(F, fp,q,>(-,r>|§,l(9)dr>

<WFll 20, 7w+l fFN 20,7200y + <Nl 20,7: 12(16)4)- (2.20)
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Proof We set u =T (F, fr,q,) and only prove the estimate (indeed, it is readily
checked that it implies the continuity property). We take v equal to 5 in the problem
(2.8). This obviously gives

5 [ @) g+ i,
2 o H'(£2)
S(||F('af)||W/+C||fF(',f)||L2(rF)+C||¢Ir(',t)||L2(rG)d)|u('vf)|Hl(_Q),

where ¢ is the norm of the trace operator. Thus, integrating with respect to ¢ gives
the estimate (2.20). O

Lemma 2.4 The operator T is continuous from L20,T; L*(2)) x HY (0, T;
L2(I'p)) x HY(0, T; L2(I's)?) into the space HY0, T; L>(£2)). Moreover, the fol-
lowing estimate holds: for any positive €,

alloT(F, fr,q ) 20.1:02(2))
=+ Fl20.1:022)) + < Fll 0. 7:02(rp))

+C||qr”Hl(0,T;L2(F(;)‘1)' (221)

Proof The continuity property of 7 is proved in [10, Chap. 6, Théoréme 2.1]. Next,
setting u = T (F, fr,q,), we take v equal to u — nd,u in (2.8) for a positive 7.
Indeed, we have that:

(1) Since u vanishes on I'g, so does o;u.

(2) Since u is nonpositive on I'g and u(x,t — n), which is close to u(x,t) —
no;u(x,t), is also nonpositive, there exists an n > 0, such that u — nd;u belongs
to V.

This yields

2 1 2
a”a[M”LZ(_Q) + Eat|M|H1(Q)
< I Fll2)lld:ullp2(e) —/ Sfr(T,)ou(T, t)dr
I'r
—f (g, -m)(x, Ddu(z, .
I'c
To bound the first term, we use Young’s inequality

o 2 1 2
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To handle the last two integrals, we integrate them by parts with respect to ¢. For
instance, we have, for any ¢ > 0,

t
/ fr(z,s)0u(t,s)drds
0 Jry
t
:/ fF(T,l)M(T,l)deS—// 3 fr(t,s)u(z,s)drds
I'r 0 Jry

1 2 2 2
= Z'u('a t)'[.]](g) + C”fF('v t)||L2(FF) + C||8th||L2(0‘t;L2(FF))

2
+ 8”u”L2(0,t;H1(Q))'

Thus, the desired estimate follows by combining all of those and using (2.20). O
We are thus in a position to prove the first existence result.

Theorem 2.1 Assume that the coefficient a satisfies
1 /
—10" | Lo m) < 1. (2.22)
o

For any data up, fr, q, and ug satisfying

1
ug e H'(0,T; H2:(I'p)), fre H'(0,T;L*(I'p)),
B ( 00 B) F ( F) (2.23)

q,€H'(0,T; L*(I'e)?), uoe H'(2)
and (2.10), the problem (2.3)—(2.4) has at least a solution in X.

Proof We proceed in several steps.
(1) Let X¢ be the space of functions of X vanishing at + = 0. We provide it with
the norm
lvlixe = 10:vll 200, 7:12(02))-
It follows from the Lemma 2.4 that

1+e¢
o

|7 (Fp + F(u*), D) ”xo = “F(u*)”LZ(O,T;LZ(.Q)) +c(D),

where the constant ¢(D) only depends on the data u g, fr and g,.. Due to the bound-
edness of &" and k o b (see (2.19) for the definition of F(u*)), we have

14
[T (Fs + F (). D), = —— 116"l ez, + (D).
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Thus, due to (2.22), the application: u* — T (Fg + F(u™), D) maps the ball in X
with radius R into itself for all R, such that, for an appropriate ¢,

1+¢
<1 - T”b/”Loc(R))R > /(D). (2.24)

(2) Since X is separable, there exists an increasing sequence of finite-
dimensional spaces X,,, which is dense in Xg. If [T, denotes the orthogonal pro-
jection operator (for the scalar product associated with the norm of Xp) onto X,
the mapping: u — I1, 7 (Fp + F(u), D) is continuous from X, into itself. The
same arguments as previously yield that it maps the ball of X, with radius R into
itself for all R satisfying (2.24). Thus, applying the Brouwer’s fixed point theorem
(see [9, Chap. IV, Theorem 1.1] for instance), implies that this mapping admits a
fixed point in this same ball, namely, there exists a u, in X, satisfying the equa-
tion u, = IT,T (Fp + F(u,), D). Moreover, it follows from Lemma 2.3 that this
sequence is also bounded in L2(0, T: H'(2)).

(3) The function i, thus satisfies,

Yv eXna a/ (aﬂ/tn)(x,t)(v _un)(xJ)dx
2
+ f (3 (1)), 1) (W — 1) (s D)
2
+/ (Vun +koby(up)e)(x, 1) - (V(v—up))(x, 1)dx
2

z—/ Fp(x,t)(v —u,)(x,t)dx — SrE, ) (v —u,)(r,)dt
2 I'r

—/ (g, -n)(z,0)(v—up)(z,1)dr. (2.25)
I'c

Moreover, due to the boundedness properties of the sequence (u,),, there exists a
subsequence still denoted by (u,), for simplicity, which converges to a function u*
of Xy weakly in X and strongly in L2(O, T; LZ(.Q)). Next, we observe that, for a
fixed v in X,;:

(i) The convergence of all terms in the right-hand side follows from the weak
convergence in L2(O, T;W).

(i1) The convergence of the first term is derived by writing the expansion

/ (Brun)(x, 1) (v — up)(x, 1)dx
2

:/ (Ou™)(x, ) (v — u*) (x, 1)dx
2
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+/ 8,(u,,—u*)(x,t)(v—u*)(x,t)dx
2

+/ (Bpun)(x, 1) (™ — up) (x, 1)dx
2

and by checking that the last two terms converge.

(iii) The convergence of the term fQ (Vuy)(x,t)-(V(v—uy))(x, t)dx is obtained
by using the weak lower semi-continuity of the norm [uy |51 (g)-

Moreover, the convergence of the nonlinear terms follows from the expansions

fg (8D 1)) (. 1) (0 — 1) (. 1)dx
_ /Q (301 (%)) (. 1) (v — ) (e 1)dx
+/ (3¢bs(un) — s (u™®)) (x, ) (v — u*) (x, 1)dx
2

+ / (30b () (. 1) (1" — ) e, 1)l
2
and

| kobunxne (V0o = u)r s
2
:/ koby(u*)(x, e, - (V(v—u*))(x, 1)dx
2
+ / ko by (1) (x. e - (V" — 1)) Cr, 1)dx
2

+/ (ko by(up) —k o by (u™))(x, e, - (V(v —up))(x, 1)dx,
2

combined with the Lipschitz-continuity of " and k o b. Finally, using the density of
the sequence (X,), in Xg, u* is a solution to the problem (2.13)—(2.14). Thus, u is
a solution to the problem (2.3)—(2.4).

Condition (2.22) is rather restrictive, since, in practical situations, « is small.
However, this condition can be relaxed when b satisfies, for a positive constant by,

b'(€) > by VEeR. (2.26)

Indeed, all the previous arguments are still valid when we replace o by o + by and
replace the coefficient b(§) by b(§) — bok. O
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Corollary 2.1 Assume that b satisfies (2.26), and that the coefficient o satisfies

1
—— |6 = by|| 1. 2.27
a+b0” ollLoo®) < (2.27)

Foranydataup, fr, q, and ug satisfying (2.10) and (2.23), the problem (2.3)—(2.4)
has at least a solution in X.

Assume that b satisfies

Isneiu%b &) >0, Igleaﬂ)g(b &) < 21§1€iﬂgb &). (2.28)

Under this condition, the problem (2.3)—(2.4) has a solution even for @ = 0. We refer
to [2] for another proof of this result of a similar problem.

3 The Discrete Problems

We present first the time semi-discrete problem constructed from the backward Eu-
ler’s scheme. Next, we consider a finite element discretization of this problem rely-
ing on standard, conforming, finite element spaces.

3.1 A Time Semi-Discrete Problem

Since we intend to work with nonuniform time steps, we introduce a partition of the
interval [0, T'] into subintervals [t,_1,%,] (1 <n < N),suchthatO =1 <t <--- <
ty = T. We denote by 1, the time step #, — #,—1, by T the N-tuple (zq, ..., Ty) and
by |t| the maximum of the 7, (1 <n < N).

As already hinted in Sect. 1, the time discretization mainly relies on a backward
Euler’s scheme, where the nonlinear term k o b(u) is treated in an explicit way for
simplicity. Thus, the semi-discrete problem reads as follows.

Find (u")o<n<n in [T_y V(t,), such that

u’=uy in 2, 3.1

andforl1 <n <N,

u — unfl
Yv e V(t,), a/ <7>(x)(v —u")(x)dx
ko)

Tn

ny _ n—1
+/ <w>(x)(v—u")(x)dx
2

Tn
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+ f (Vi + ko b)) @)e; - V(v — u")xdx
2
> —/ fr. ) (v —u")(r)dz
F‘

—f (q,-n)(r,t,,)(v—u")(r)dr. (3.2)
I'c

It can be noted that this problem makes sense when both fr and ¢, are con-
tinuous in time. Proving its well-posedness relies on rather different arguments as
previously.

Theorem 3.1 For any data up, fr, q, and ug satisfying

1
ug € H'(0,T; Hy(I'p)), fre€®(0,T; L*(I'r)),
(3.3)
g, €6°(0,T; L*(I')"), uoe H'(2),

and (2.10), for any nonnegative coefficient o, the problem (3.1)—(3.2) has a unique
. . N
solution in [],_o V(t,).

Proof We proceed by induction on 7. Since u° is given by (3.1), we assume that
1"~ is known. We consider problem (3.2) for a fixed n, called (3.2),, that can
equivalently be written as

Vo € Vi), f (cu” + (")) () (v — ") (x)dx
2

+ ‘L’n/ Vu"(x) - V(v — u")(x)dx

2
> / (™" + (")) () (v — ") (x)dx
2

-1, / kob(u" ") (x)e, - V(v —u")(x)dx
2

—t | frx.m)(v—u")(v)dT
I'r

-1, / (g, n)(t, 1) (v—u")(r)dr.
I'c

Let us now set

0(2) = /O (€C +b©))d. D)= /Q o(v(x))dx.
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It is readily checked that, since b’ is nonnegative, both ¢ and @ are convex, and
moreover, that

DP(u)-(v—u")= / (w4 b(u)) (x) (v — u") (x)dx.
2

Thus, taking

a(u,v):/ Vu(x) - Vo(x)dx,
ko)
E@):/X&ﬂ_L+MMPWMMvQMx—tﬁ/kob@”JXfoVUQMx
2 2

[ e @ -1, / (@, -m)(z. )v(T)dT,
I'r I'c

the problem (3.2),, can also be written as
D¢(u") . (v — u") +a(u”, v — u") — E(v — u") >0, YveV@).

We now set ¥ (v) = @ (v) + J(v) with J(v) = %a(v, v) — £(v). The problem (3.2),
can finally be written as

Yv e V(t,), DlI/(u") . (v - u") >0,

or
YoeV(), w(u")<¥@).

So it is equivalent to the minimization of a convex functional on the convex set
V(#,). Hence it admits a unique solution. This completes the proof. d

It can be noted that, in contrast with the continuous problem, the existence of
a solution to the semi-discrete problem (3.1)—(3.2) does not require any limitation
ona.

3.2 A Fully Discrete Problem

From now on, we assume that £2 is a polygon (d = 2) or a polyhedron (d = 3). Let
(Th)n be a regular family of triangulations of £2 (by triangles or tetrahedra), in the
sense that, for each h,

(i) $2 is the union of all elements of 7j,.
(i1) The intersection of two different elements of 7, if not empty, is a vertex or a
whole edge or a whole face of both of them.
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(iii) The ratio of the diameter g of any element K of 7j to the diameter of its
inscribed circle or sphere is smaller than a constant o independent of /.

As usual, & stands for the maximum of the diameters hx (K € 7;,). We make the
further and nonrestrictive assumption that Tp, T'r and I are the union of whole
edges (d = 2) or whole faces (d = 3) of elements of 7j,. From now on, ¢, ¢/, ... stand
for generic constants that may vary from line to line and are always independent of
T and h.

‘We now introduce the finite element space

Vi ={vn € H'(2); VK € Ti, vnlk € P1(K)}, (3.4)

where P1(K) is the space of restrictions to K of affine functions on RY. Let 7y,
denote the Lagrange interpolation operator at all the vertices of elements of 7, with
values in V;, and i ,f denote the corresponding interpolation operator on I'p. As-
suming that u p is continuous where needed, we then define for eachn (0 <n < N),
the subset of Vh,

Vitn) = {vn € Vii; vlry =i up (-, 1) and va|r; <0}. (3.5)

We are thus in a position to write the discrete problem constructed from the
problem (3.1)—(3.2) by the Galerkin method.
Find (u})o<n<n in 1—[’11\;0 Vi (), such that

u) =Thuo in £2, (3.6)

and,for1 <n <N,

n n—1
Yo, € Vi (ty), af (M)(x)(vh —uf)(x)dx
2

n

ny _ n—1
+ /Q (—b(””) o )>(x)(vh—u2)(x>dx

Tn

4 / (Va4 k o b(ul 1)) )es - ¥ (up — ) (x)dx
2

>— . fr(@, ) (vp — uj) (v)de

— | (g, -n)(x,t)(vh —u})(x)dr. 3.7
I'g

The proof of the next theorem is exactly the same as the proof of Theorem 3.1,
SO we omit it.
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Theorem 3.2 For any data up, fr, q, and ug satisfying (2.10), (3.3) and
up €6°(T'p x [0, T1), uoe€’(2) (3.8)
for any nonnegative coefficient o, the problem (3.6)—(3.7) has a unique solution.

Here also the existence result is unconditional.

4 A Convergence Result

The aim of this section is to prove a convergence result for the solutions (“Z)OSns N
to the problem (3.6)—(3.7), when |t| and % tend to zero. In order to do that, as
in Sect. 2, we use the lifting u}} of upg which satisfies (2.11)—(2.12), and assume
moreover that it is continuous on £2 x [0, T']. Indeed, if (MZ)()S”S N 18 a solution to
(3.6)~(3.7), and the family (u}")o<p<ny With u}" = uj — Tu(t,) is a solution to
the following problem:

Find (u}")o<p<n in V%H, such that
w®=0 in, 4.1)

andfor 1 <n <N,

uin — u*n—l
Y, € Vo, (x/ (u> (x)(vh — uZ”)(x)dx
2

Tn

N sn—1
—i—/;z(b*”(uh ) b*n—l(uh ))(x)(vh _Mzn)(x)dx

Tn

4 / (Vi 4k 0 by (")) (@)ez - V(v — ) (¥)dx
2
z—/QFBh(x,m(vh—uz")dx— e (o~ ) (0de
—/ (q, -n)(t, 1) (vp —up")(T)dr, (4.2)
I'g

where the convex set Vo and the function Fpj, are defined, in analogy with (2.15)—
(2.16), by

Vo = Vi N Vo “4.3)

and
/ Fin (e, v(x)dx
2

=a/ (a,Ihu’g)(x,t)v(x)der/ (VIhug)(x,0) - (Vo)(x)dx,  (4.4)
2 2
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while each function by, is given by by, (§) = b(§ + Zpup (-, t,)). We now investi-
gate the boundedness of the sequence (u;")o<u,<n in appropriate norms. We need a
preliminary lemma for that.

Lemma 4.1 For each part I' of 952, which is the union of whole edges (d = 2)
or whole faces (d = 3) of elements of Ty, the following inequality holds for all
functions wy, in Vj:

w <c|lw . 4.5
|| h”Hf%(I‘)_ || h||L2(Q) ( )

Proof It relies on standard arguments. We have

Jr z(@wi(r)dz

1 lzll 1
Z€H2(IN) H2(I')

w 1 =
ol g

Let e be any edge or face of an element K of 7, which is contained in I". Denoting
by K the reference triangle or tetrahedron, we have, with obvious notation for e,

o~ o~

w, Z,

fz(r)wh(r)dr <chi™! /j(?)wh(?)d? < WM Z 2@ 1 0nll 20

e e

By using the equivalence of norms on ”PI(I? ) and an appropriate stable lifting op-
erator 7 which maps traces on ¢ into functions of K vanishing at the vertex of K
which does not belong to I", we derive

d—11 ~~ —~
/Z(T)U)h('l’)d'l’ < C/hK |7TZ |H1(I?) ”'thHLZ(f)
e

d d
rpd—1,1-% -2
SChK hK 2|”Z|H1(K)h1<2||wh||L2(K)’

there also with an obvious definition of 7. We conclude by summing this last in-
equality on e and by using a Cauchy-Schwarz inequality and the stability of 77,

[ s =ctaly ol
whence the desired result follows. O

Lemma 4.2 For any data up, fr, q, and ug satisfying

1
up e H'(0,T; HE (), fr € 6°(0,T; H(I'¥)),
(4.6)

g, €6°(0,T; H2(I')"), uoe H' ()
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and (2.10), the sequence (u;")o<n<n satisfies the following inequality, for 1 <
n<N,

m—1

o Z Tm” ||L2(Q) + |uh |H1(Q)
L+ |1 Zhiy )1 +IIfF 12 +lg,I?
C( +|| hMB”Hl(O,T;H](Q)) ”f ”%0(0 %(1";:)) ”qr”%()(OTHZ(Fg)d)
4.7)
Proof Taking v equal to u;"~ in (4.2), leads to
ut W= 192
aT, u +/ VuZ"(x)~V(MZ" *n 1)(x)dx
Tn L2(2) 2
bin(ui™) — b up"” !
S—f< s ( ) wn—1( )>(x)(uzn *n 1)(x)dx
2 Tn

_/ ko by (u}"~ 1)(x)ez V(uf" —uy” 1)(x)dx—i—(Q up' —uy"” 1>,
2

where the data depending quantity G is defined by

G,v)= —/ Fpp(x, tn)v(X)dx—f fr(z, tn)v(T)dT—/ (g,-n)(z,ty)v(r)dr.
2 I'r I'c

To handle the second term, we use the identity

/VuZ”oV(uh —ui" 1)(x)dx
Q

*n 1,2 |u*n 1

1
(|” |H1(Q) + luy" — |H1(.Q) |H1(Q))

To handle the third term, we write the expansion

* *n—1
/Q(b*n(uh) byn— 1(” ))(x)(uzn *n 1)(x)dx

Tn

_ *n—1 *
=/Q(b(u + Tnup (1) tb(u +Ihu3(tn)))( ) (" —up ) (x)dx

+/9(b(u*" ' Ty (1) — b 1+Ihu;‘;<tn—1>>)( O —an

Tn

x (x)dx.
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By using the nonnegativity of »’, together with the Lipschitz-continuity of b, we
derive

* *n—1
/Q(b*n(uh) byn— l(” ))(x)(uzn *n 1)(x)dx

Tn

wi" —u"! Ty (ty) — Ty (ta—1) ||

Tn

2 1
+ _tn
Lz(.Q) o

<
= —Tn
4

Tn L2(£2)

Finally, evaluating the last term is an easy consequence of Lemma 4.1,

2

*n—1
no_o [lupt —uy
(g7 uy Zn >S Z'Cn _—

Tn LZ(Q)

2 2
+CTn(||FBh('a tn)“LZ(_Q) + ”fF(a tn)”H% r

F

+llg,Col* ).
H2(I'g)

By combining, we obtain

o W 192
=Tn b h |MZ |?{1(Q)
2 Tn LQ(Q) 2

*n—1,2

|1/t |H1(.Q)
/ 2 2
+c Tn(”FB/’L(" tn)“LZ(_Q) + ”fF(’ tn)HH%(F + “qr( tn)” )d)
F) I'c

_fgkob*n_l( 1) (e, - V(ul" — 1" ') (x)dx.

We sum up this inequality on n. To handle the last term, we observe that

—Z/Qkob*m_l(uzm_l)(x)ez-V(uzm wi™ ) (x)dx
m=1
——/Qkob*n_l( )(x)ez Vu;" (x)dx

Y /Q (k 0 Ban (u7™) — k 0 a1 (1" 1)) ez - Vit (x)dx.
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Hence, thanks to the boundedness of k and the Lipschitz continuity of k o b, we
derive

_Z/Qkob*m_l =l (e, - V(up™ —ul™ ") (x)dx
m=1

-1 *m sm—1 2
o uh
< —
sc+7 |"‘ |H1(.rz) 4 Z . s
m=1 L2(2)
n—1 % % 2 n—1
+C/Zr Lpug (tm) — Tpup (tm — 1) +C//Zr 2
m m 1 .
o . HI(2)

We conclude by using the discrete Gronwall’s lemma (see [8, Chap. V,
Lemma 2.4)). O

Let us now introduce the function qu’ which is affine on each interval [z,_1, t,,]
(1 <n < N), and equal to u}" at time #, (0 <n < N). When the data up, fr, q,
and u( satisfy

up € H'(0.T: H ('), fr € €°(0. T; H(I'p)),
(4.8)
q,€%°(0,T; H%(Fg)d), uo € H'2(2),

for some s > % (in order to ensure the stability of the operator Z), it fol-
lows from Lemma 4.2 that this function belongs to the set Xo = L(0, T; Vo) N
H'(0, T; L*(£2)) (see (2.5) and (2.14)). More precisely, it satisfies

luhe 20, 7: 1 @pnE O0.7:12(02)) = €WB,s fF.q,), 4.9)

where the constant c(u g, fF, q,) only depends on the data. Thus, we are in a posi-
tion to derive the next result.

Theorem 4.1 For any data up, fr, q, and ug satisfying (4.8) and (2.10), and for
any positive coefficient a, the problem (2.3)—(2.4) has at least a solution in X.

Proof Thanks to (4.9), the family of functions uj_ is bounded in X, independently
of h and 7. Thus, there exist a sequence (7jx) of triangulations 7 and a sequence
(tx )k of parameters 7, such that the sequence (u,’;) x converges to a function u* of X
weakly in L2(0, T; H'(£2)) N H'(0, T; L?>(£2)) and strongly in L?(0, T; L>(£2)).
We now intend to prove that u* is a solution to the problem (2.13)—(2.14). Since it
obviously satisfies (2.13), we now investigate the convergence of all terms in (4.2).
For clarity, we keep the notation u}" for uj ().
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(1) The convergence of the first term follows from the expansion

w«n _ oxn—1
a/ (u)(x)(vh — ") (x)dx
2

Ty
ZO‘/ (8lu*)(x’tn)(vh —u*)(x, 1,)dx
2
+0‘f (3 (uf — u™)) e, 1) (v — u®) (x, ty)dx
2

—l—a/ (Bpu) (e, 1) (u™* — )" (x, 1) dx.
2

(2) To prove the convergence of the term

*ny *n—1
/Q<b*n(uh ) — bun—1(uy, )>(x)(vh—uZ”)(x)dxv

Tn

we use a rather complex expansion that we skip for brevity, combined with the
dominated convergence theorem of Lebesgue. Indeed, since (uj); converges to a
function ™ in LZ(O, T; L2(Q)), it converges almost everywhere in £2 x [0, T'], so
that (b’ (u}))x also converges a.e. to b’ (u*). Thus, since b’ is bounded, (b’ (u)) also
converges to b’ (u*) in L*(0, T; L*(£2)).

(3) The convergence of the term f_Q Vuy"(x,ty)e; - V(v — up")(x, t,)dx is a
consequence of the weak lower semi-continuity of the norm.

(4) The convergence of the term fg k obyy_1 (uZ”_l)(x)ez - V(v — uZ")(x)dx
is easily derived from the expansion

/Qk 0 bun—1 (" (x)ez - V(v — uf") (x)dx
:/Qkob*(u*)(x,zn)ez-v(vh—u*)(x,tn)dx
+/9(kob*n_1 —koby)(u*)(x,tn)e; - V(vp — u*)(x, 1,)dx
+ /Q k 0 b1 (1) (e, t)ez - V(" — ") (x)dx

+ / (k 0 a1 (12" = k 0 a1 (%)) ez - V(0 — 1) (x. 1)dx,
2

and from the dominated convergence theorem of Lebesgue.
(5) The convergence of all terms in the right-hand side of (4.2) is obviously de-
rived from the weak convergence of the sequence (u ).
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Finally, using the density of the union of the Vjq in Vo, we derive that u* is a
solution to the problem (2.13)—(2.14). Thus, the function u = u™* + u7 is a solution
to the problem (2.3)-(2.4). O

Even if this requires a slightly different regularity of the data, Theorem 4.1 com-
bined with Proposition 2.2 yields that, for any positive coefficient «, the problem
(2.3)-(2.4) is well-posed in X. Of course, this is a great improvement of the results
in Sect. 2 and leads to considering that the discretization proposed in Sect. 3 is rather
efficient. We shall check this in the second part of this work.
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Finite Volume Multilevel Approximation
of the Shallow Water Equations

Arthur Bousquet, Martine Marion, and Roger Temam

Abstract The authors consider a simple transport equation in one-dimensional
space and the linearized shallow water equations in two-dimensional space, and
describe and implement a multilevel finite-volume discretization in the context of
the utilization of the incremental unknowns. The numerical stability of the method
is proved in both cases.

Keywords Finite-volume methods - Multilevel methods - Shallow water
equations - Stability analysis
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1 Introduction

This article is closely related to and complements the article (see [1]), in which the
authors implemented multilevel finite-volume discretizations of the shallow water
equations in two-dimensional space, as a model for geophysical flows. The geo-
physical context is presented in [1] as well as practical issues concerning the im-
plementation. In this article, we recall the motivation, present the algorithm, and
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discuss the numerical analysis of some variations of the algorithm, and in particular
the stability in time.

The shallow water equations are a simplified model of the primitive equations
(or PEs for short) of the atmosphere and the oceans. As shown in [20, 24], in rect-
angular geometry, the PEs can be expanded by using a certain vertical modal de-
composition. With such a decomposition, we obtain an infinite system of coupled
equations, which resemble the shallow water equations. See [6, 7] for the actual nu-
merical resolution of these coupled systems. However, it appears in these articles
that the problems to be solved are very difficult (demanding), and performable nu-
merical methods are needed to tackle more and more realistic problems. We turned
to multilevel finite-volume methods in [1], finite-volume methods are desirable for
the treatment of complicated geometrical domains such as the oceans, and multi-
level methods of the incremental unknown type are useful for the implementation
of multilevel methods. Such methods have been introduced in the context of the
nonlinear Galerkin method in [18] (see also [19]), finite differences in [23], and
spectral methods and turbulence in [8]. As continuation of [1], this article explores
the finite-volume implementation of the incremental unknowns.

Considering to simplify a rectangular geometry, we divide the domain into cells
of size Ax x Ay, which we regroup at the first level of increment, in cells of size
3Ax x 3Ay. The unknowns on the small cells being the original unknowns, we in-
troduce for the coarse cells suitably averaged values of the unknowns. The dynamic
strategy, which may take many different forms (see [1, 8]), consists in solving alter-
natively the system for a number of time steps on the fine mesh grid and then for a
number of time steps, the system considered on the coarse mesh during which the
increments as defined below, remain frozen. This coarsening can be repeated once
more considering cells of size 9Ax x 9Ay, and possibly several times as the pro-
gramming cost is repetitive and thus small, but we restrict ourselves in this article
to one coarsening.

We have chosen to present the method for the shallow water (or SW for short)
equations for the reasons mentioned above. We consider the SW equations with-
out viscosity, linearized around a constant flow. The well-posedness of these linear
hyperbolic equations has been established very recently (see [12]). We choose in
this article one of many situations presented in [12], i.e., the fully supercritical case,
since the boundary conditions depend on the nature of the flow (subcritical ver-
sus supercritical, subsonic versus supersonic). Other implementation of multilevel
methods in geophysical fluid dynamics appear in [16]. See also [14, 15] for more
developments on the primitive equations. Further developments along the lines of
this work will appear in an article in [4].

Furthermore, some related results can be found in [2, 10, 11, 13, 17, 21, 25].

This article is organized as follows. We start in Sect. 2 with a simple model corre-
sponding to a one-dimensional transport equation. We then proceed in Sect. 3 with
the shallow water equation presenting first the equations (see Sect. 3.1), then the
multilevel finite-volume discretization (see Sect. 3.2) and then the multilevel tem-
poral discretization (see Sect. 3.3). In Sect. 4, we consider another related form of
the algorithm. In Sects. 2 and 3, the algorithm on the coarse grid is the same as the
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algorithm on the fine grid (in space) with just a different spatial mesh. In this sec-
tion, we consider another algorithm on which we started, where the spatial scheme
on the coarse grid is obtained by averaging, in each coarse cell the equations for
the corresponding fine cells. The study of the stability of the scheme in this case
has not been completed yet. We present the analysis in one-dimensional space, for
the simple transport equation (see Sect. 4.1) and for the one-dimensional linearized
equation (see Sect. 4.2). The boundary condition is space periodicity and the stabil-
ity analysis is conducted by the classical von Neumann method.

2 The One-Dimensional Case

We start with the one-dimensional space and consider the problem

8—u(x,t)—i—a—u()c,t):f(x,t) (2.1)
at ax
for (x,1) € (0, L) x (0, T'), with the boundary condition
u0,1)=0 (2.2)
and the initial condition
u(x,0)=u’(x). (2.3)
We set M =(0,L) and H = LZ(M), and also introduce the operator Au = u,

with domain D(A) = {v € H'(M), v(0) = 0}. Then for f,f" € L'(0,T; H), u® €
D(A), problem (2.1)—(2.3) possesses a unique solution «, such that

du
ueC([O, T];H)DLOO(O, T; D(A)), @ eL°°(0,T; D(A)).

Our multilevel spatial discretization is presented in Sect. 2.1, while Sect. 2.2
deals with time and space discretization.

2.1 Multilevel Spatial Discretization

We consider, on the interval (0, L), 3N cells (k;)1<i <3y of uniform length Ax with
3BNAx=L.Fori=0,...,3N, we set

xi+%=zAx,

so that
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We also introduce the center of each cell,

X;_ 14X, 1 A
xi:%z(i—l)Ax—FTx, 1<i<3N.

The discrete unknowns are denoted by u; (1 <i <3N), and u; is expected to be
some approximation of the mean value of u over k;. Equation (2.1) integrated over
the cell k; yields

d
E/kiu(x,t)dx-i-u(x”;,t)—u(xl.é,t)szi fx,t)dx.

Here the term u (x; 1, 7) is approximated by u; (7) using an “upwind” scheme due
2

to the direction of the characteristics for Eq. (2.1). Setting f; (t) = ﬁ f ki f(x, t)dx,
the upwind finite-volume discretization now reads

du; uit) —ui—1 (1) .
ﬁ(t)jLT_f’(t)’ 1 <i <3N, (2.4)

where we have set
uo(r) =0. (2.5)

These equations are supplemented with the initial condition
1 0 .
ui(0)=— [ u(x)dx, 1<i<3N. (2.6)
Ax ki

To rewrite the scheme in a more abstract form, we introduce the space V;, (h =
Ax) of step functions uj,, which are constant on the intervals k;, i =0, ..., 3N with
uplk, =u; and uo = 0. Here to take into account the boundary condition, we have
added the fictitious cell kg = (—Ax, 0). The discrete space V}, is equipped with the
norm induced by L?(M), that is,

3N 3N
2 2 2
unl> = Ax Y Juil = Ax Y uil.
i=0 i=1

Next let us introduce the backward difference operator

Ui —Uj—1 .
Opup = ——— on ki, 1<i <3N.

X

Then (2.4) can be rewritten as

duy,
R d =
i + Ot = [

with fi |k, = fi-
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We now introduce a coarser mesh consisting of the intervals K; (1 <[/ < N),
with length 3Ax obtained as'

Ki=ks2Uksi—1 Uksr = (x5 5 1,x3_1). (2.7)

Let (u;)1<i<3n still denote the approximation of u on the fine mesh (k;)1<i<3n.
Then an approximation of u on the coarse mesh is given by

1
U = g[u,%z—z +uz—1+uzyl, 1=<I=<N. (2.8)

We introduce the incremental unknowns
Z3j—q = u3j—o¢ — U (2.9)
forae =0,1,2, £=1,..., N, so that

Z3g+ Z3g—1+ Z3¢—2=0. (2.10)

Remark 2.1 The definition of Z in (2.9) is at our disposal. In this case, Z are the
order of Ax. For example, using Taylor’s formula, we obtain

1
231 p=u3_p— g[uazfz +u3j—1 +usl

_1
3
= O(Ax).

[2u31-2 — (u3-2 + O(Ax)) — (u3-2 + O(Ax))]

We will discuss elsewhere other definitions of the incremental unknown Z, and in
particular those of order Ax? considered in [1].

The unknowns on the fine grid are thus written as the sum of the coarse grid
unknowns (Uj)1<;<y and associated increments (Z;)1<;<3n-

With this in mind, we consider a coarse grid discretization of the equation similar
to (2.4), that is,

dU;(t) 1
i T s (U0~ Ui (0) = Fu0), 1<C=<N @.11)
with
Up(t) =0, (2.12)
1 2
Fe®) =3 fat-al®) (2.13)
a=0

!Including, strictly speaking, the separation points.
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and
1 2
Ue©) =3 Z U30—q (0). (2.14)

Independent of the equation under consideration and the numerical scheme, let
us make the following algebraic observation: for uy € Vi, up = (u;)1<i<3n, wWe
have

lun|? —hZu —hZZW ol

a=0 (=1

2 N
=hy Y U+ Zyal

a=0¢=1
N
=3hY U +h) |Zi* (because of (2.10))

= |Unl* +1Znl*. (2.15)

In some sense, because of (2.10), the coarse component U and the increment Z are
L2-orthogonal.

2.2 Euler Implicit Time Discretization and Estimates

We define a time step At with Ny Ar =T, and set t, = nAt for 0 <n < Nr. We
denote by {u?, 1 <i <3N,0<n < N7} the discrete unknowns. The value u;’ is an
expected approximation

”’\/
u; =

— , tp)dx.
Ay ), et

Our spatial discretization was presented in the previous section in (2.4)—(2.6), for
the fine grid, and (2.11)—(2.14) for the coarse grid. We now discretize this equation
in time by using the implicit Euler scheme with the time step on the fine mesh

and time step At on the coarse mesh. More precisely, let p > 1 and g > 1 be two
fixed integers. The multi-step discretization consists in alternating p steps on (2.4)
with time step 2L p , from 1, to #,4; and then ¢ steps on (2.11) with time step Af,
the incremental unknowns Z; being frozen at #,, 1 from #, 1 to f,44+1. Then, using
equations (2.9), we can go back to the finer mesh for p steps from #,, 411 t0 fp4442.

For simplicity, we suppose that Nt is a multiple of ¢ + 1, and set N, = q]\fl

Suppose that n is a multiple of (¢ + 1), and the (u, )1<,<3N are known. We

s

. . n+
introduce the discrete unknowns u;, * with tnts =In + s L for0<s <pand
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+£
1 <i <3N. We successively determine the uln P"(1<i<3N, 1<s<p)withp

iterations of the following scheme:

ntstl gy ntstl o pgstl ntst
%(”i "o p)"‘ﬁ(”i Teuw")=f0 ",
(2.16)
n+x1i,1
u, =0
for1 <i <3N,0<s<p—1,where
Ll 1 1 (n+EHAr
T = — ’ /f(x,t)dxdt. 2.17)
5 A Jarnar Ji

. . . . n+3 n+<
It is convenient to introduce the step functions u n P Su ? defined for0 <s < p
by

s

n+s n+ n+3 n+ .
u, "x)=u; ", f, "To=f ", xek, 1<i<3N.

1

s

We also introduce the backward difference operator 9;, defined by

8 — 8 g(x) —g(x —h)
gl = ’Txll or Jpglx)= RN

so that (2.16) can now be rewritten as

4ostl +5 45t 4stlL
%(uz A T A (2.18)

Our goal now is to estimate |u2+1| in terms of |u}|. We take the scalar product

skl
in L2(M) of (2.18) with Z%MZ ?". Denoting by (-, -) the L? scalar product and
using the well-known relation

2(a —b,a) =lal* — |b]* + |a — b|?,

we find
n43El L9 n45£L n+i o, 2At nstl gyl
P P )4 P P P
|y "= lu, |y Uy — (O, Uy )
2At , niEl pystl
=7(fh w7 (2.19)

We have, for every uj;, € Vj,

3N
20nun, un) = lusn >+ lui —ui1|*. (2.20)

i=1
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Indeed

3N

200pun, un) =2y (i — ui1)u;
i=1

3N

2 2 2
:Z(|ui| — w1 |* + i — ui1 %),

i=1

and (2.20) follows, since ug = 0.
Using (2.20) and Schwarz inequality, (2.19) yields

Sl =l

3N
At n-‘r% 2 n+% n-‘r% 2
"‘7 |3y +Z|”i —u; " |
i=l1

" P by

At, n+stl At nttl
<=1t "P+=lw TP 221)
p p
so that
At n+El 5 A, nstl 5 n+< o
(1= TP 2T P e
p p
This yields readily for 1 <s < p,
—1
n+ 9 1 2 At o n+ 4t o
up " s ——x= |+ =D 1) (2.23)
=% P iz

Here, in view of definition (2.17), we observe that

3N d+1 )
At n+d o At nt+d 5 m+SH)Ar oL
—If ==Y s T = / / £ (x, dxdr
i— ( 0
i=1

p P n+%)At

(n+%)m L 5
5/ | f(x, )| dxdr.
(n+%)At 0

By adding these inequalities ford =0, ..., p — 1, we obtain

Ar P71 d (n+1)At pL
—Zlf;+”|25/ f | £ (x, )] dxde.
P d=0 nAt 0

Combining this bound with (2.23) provides

oy

% 2 1 012 /(H+1)AI/L )
< —|uy| + f(x, )| dxdr |.
(1—%)S[| il waeJo | |




Finite Volume Multilevel Approximation of the Shallow Water Equations 75

Since 1 — x >4 for x € [0, %], we see that, if % < %,
s (n+1)At L
+ s
u, P|254,,At[|u;;|2+/ / ;f(x,t)|2dxdt]. (2.24)
nAt 0
Here s varies between 1 and p, and therefore the bound for s = p reads
5 5 (n+1)Ar oL 5
|u §4A’[|ug| +/A fo | f(x,0) dxdt}. (2.25)
nAt

We now define the u} ** for 2 < s < g+ 1, by applying g-times the implicit Euler
scheme to Eq. (2.11) with step At, that is,

U[n+s+1_Uln+s Uél+s+liuln:r]x+l _ sl
At + 3Ax - Fl ’ (2.26)
n+s+1 _  n+s+1 _
U; = uy =0,
where
1
n+s+1 __ n+s+1 n+s+1 n+s+1
£ —g[fy—z + T+ AT
1 (n+s+1)At
= f(x,t)dxdr. 2.27)
3AtAx ./(n+s)m K

As we said at the beginning of the section, the Z;’s are frozen between f,1 and
th+g+1, and therefore for2<s <g+1,1<I <N,

{ Ulnﬂ = %[“gltsz + ugllJr—Sl + “gllﬂ]v 2.28)
+s5 +1 +1 +1 .
Zy, =2y =y, U, a=0,1,2.
We can invert this system (2.28) to obtain
Wyt =0+ 5 @=0,1,2, (2.29)

Classically these equations allow us to uniquely define the terms U g‘““, when
the terms U, €n+l are known. Then Eq. (2.29) allow us to compute the u?‘”“ i=
I,...,3N, s=1,...,q).

To derive suitable a priori estimates, we multiply (2.26) by 6AtAxU Z’+S+l and

sumfor{=1,..., N.Settingt =n+ s+ 1, we find

N N
3Ax Z(‘Uﬂz - ’Uetil ’2) +3Ax Z ‘Ulr - UIFI ’2
=1 =1

N
200U+ A Y |UF — U
(=1
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N
=6AtAx Y F[U;. (2.30)
=1

Hence, as for Egs. (2.21)-(2.25),

7|2 At T—1|2 Tl L 2
\UE|" <4 |up '+ S A | f(x, )| dxdt |. (2.31)
T— 1

We write Eq. (2.31) for t =n +2,...,n + g + 1, multiply the equation for
T=n+s by 494T1=9A and add for s =2, ..., g + 1. We obtain

(n+q+DAr oL
‘UZJqurl |2 < 4th|:|Uf7+1 |2 +/ / |f(x,t)‘2dxdti|. (2.32)
(n+1)At 0

We add |ZZJrl |2 to both sides and, in view of (2.15) and the second formula of
(2.28), we find

(n+q+DAt L
|Mz+q+l|2§4th|:|uz+l|2+/ / |f(x,t)|2dxdt:|. (2.33)
(n+1)At 0

Taking into account (2.25), we find that
(n+g+D At
|u2+q+1|2 54(q+1)A[|:|”Z|2+/A |f(-,t)‘§dt:|. (2.34)
nAt

More generally, we have the stability result
mAt
2 2 2
P =4 [P [ o]
0

T
§4T|:|u0|2+/ |f(-,t)|izdt]. (2.35)
0
To summarize, we show the following result.

Theorem 2.1 The multilevel scheme defined by Egs. (2.16) and (2.26) is stable in
L%(0, T; L>(M)) in the sense of (2.35).

3 The Linear Shallow Water Equations

We now want to extend the previous results to the more complex case of the shallow
water equations linearized around a constant flow (itg, vg, $0) (see (3.2) below). As
shown in [12] the boundary conditions, which can be associated with these equa-
tions, depend on the relative values of the velocities (ﬁ%, f)g > (or <) quo), that is,
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whether these velocities are sub- or supercritical (sub- or supersonic). We consider

here the case, where
¢o>0, o> vV 8o,  To >/ gdo. 3.1

3.1 The Equations

We consider, in the domain M = (0, L) x (0, L), the equations

3,+uoax+v03§+g = fu,
W—i—uoﬁ—i—voﬁ%—g@ S, (3.2)
% tiigs? +v03¢+¢0( 3—;)=f¢.
Here (u, v) is the velocity, and ¢ is the potential height. The advecting velocities
iig, Vo and the mean geopotential height ¢ are constants. f = (f,, fu, fp) is the

source term. For the subcritical flow under consideration, we supplement (3.2) with
the boundary conditions,

u=(u,v,¢)=0, at{x=0}U{y=0}, (3.3)
and the initial conditions
u=u,v,¢)=u’= (u’%¢"), atr=0. (3.4)
The system becomes
du
— + Au=Hf,
ar + Au

where Au = (Aju, Aru, Azu) is given by

Alll—uoax+voay+gax,
A2u=u0 3)( + UO ay +gay’ (3.5)
Azu=iig2® ax T V0 af +¢o( g—;’)

It may also be convenient to decompose A with respect to its x and y derivatives,
that is,

A=A"+A",
A'u=(Aju, Aju, Aju), A’u=(Aju, Aju, Alu)

with
~ ~ du
1o 8x +gdx’ vo{)y
X Yoy — ) = ¢
Atu= i, Alu= voﬁ-i-g—

u08x+¢06x’ UO()),+¢0_~
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We define the scalar product on H = (L?(M))? as follows: for u = (u, v, ¢), u' =
', v, ¢"), and we set

(ww')=(u,u') + (v,0') + " (q& ?'), (3.6)

where (-, -) denotes the standard scalar product on L?(M). Then the following pos-
itivity result for A holds.

Lemma 3.1 Under the assumption (3.1), for all sufficiently smooth u satisfying
(3.3), we have (Au, u) > 0.

Proof We write
(Au, u) = (Axu, u) + <Ayu, u) (3.7)

with

(Axu, u> = // |:u0uxu + gpyu + gy v + = ¢ uoqﬁx(l) + gux¢>:|dxdy,
M

0
(Ayu, u) = //M |:v0v}v + goyv + vouyu + = 3 v0¢y¢ + gvvqﬁ]dxdy
0

Then

Mo 8 (.2
uu // [ ) ¢0( ) xdy Mg u y

u() 2 X=L1 LZ X:L]
=73 J; [ +v +¢¢] dy—i—/o [g@w)] —,'dy. (3.8

2 x=0

Recall that u = 0 at x = 0. Also the assumption (3.1) yields that

2
fo o o ¢
2u~|—2gq; + gou

is pointwise positive. Therefore, we infer from (3.8) that (A*u,u) > 0. A similar
computation provides (AYu, u) > 0 (since 5(2) > g¢o). In view of (3.7), the proof of
Lemma 3.1 is complete. O

Remark 3.1 The fact that the boundary and initial value problem (3.2)—(3.4) is well-
posed is a recent result proved in [12]. The proof relies on the semigroup theory and
necessitates in particular proving (by approximation) that (Au,u) > 0 for all u €
L?(M)3, such that Au € L>(M)?3, and u satisfies (3.3). The fact that (3.3) makes
sense for such u’s results from a trace theorem also proved in [12].
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3.2 Multilevel Finite-Volume Spatial Discretization

3.2.1 Finite-Volume Discretization

We decompose M = (0, L;) x (0, L,) into 3N| x 3N, rectangles denoted by
(ki j))1<i<3N;,1<j<3N, Of size Ax x Ay with 3N1Ax = L; and 3N;Ay = L.
For 0 <i <3Nj and for 0 < j <3N, let

Xipl =iAx and Vit = jAy.
Then the rectangles (k; ;) are, for 1 <i <3N;,1<j <3N>,
kij= (1 X 1) X (1, Y1)
We also define the center (x;, y;) of each cell ;;,
xi=30p 1+, ) =0-DAx+ 5, 1<i <3N,
Vi=305 Ty =0 -DAy+ 5, 1<j<3N

For the boundary conditions, we add fictitious cells on the west and south sides,

A
koj=(=A%,0)x (;_1,¥;,1), centered at (xoz—%,yj), 1<j<3N>
and
Ay .
k,,0=(xl71,xi+1)x(—Ay,O), centered at | x;, yo=——), 1=<i<3Ni.
’ 2 2 2

The finite-volume scheme is found by integrating the equations (3.2) over
each control volume (k; j)1<i<3n;,1<j<3N,. The first equation yields for 1 <i <
3N1, 1 <j <3N,

d 1 // u(x, y, H)dxdy + iio /y,-+%[u(x 0 — ux Nd
* i s Vs - - 1,V,
dr AxAy J ) Y Y Axay ), irle Y i—1 . D]dy

o=

J=
o
AxAy

Yipl
/ z[u(x,)’j+%yt)_M(x,y]-_%,t)]dx

X1

8 Vil ~
AXAy/y. [¢(xi+%yy,l‘)—¢(x,'_%7)’,t)]dy—/kijfu(X,y,t)dxdy.
j_ B

[SE

Let us denote

Vi, = {the space of step functions constant on k; j, 0 <i <3N;,0 < j <3N, with

w|k,..j =W, j and wo,j = Wj,0 = 0}.
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We approximate the unknown u = (u, v, ¢) with w, ~u;,(¢) € (V3)> =V}, and use
an upwind scheme for the fluxes, since iig > 0 and vy > 0,

“(xi+%,y,t)2ui,j(t), yG[yj,%,yj+%],

1.

u(xsyj+%vt):ui,j(l)s -xe[xl‘_%sxi_;’_%

This gives the following semi-discrete equations for 1 <i <3Njand 1 <j <
3N;:

d . ~ Ui j—Uj—1j ~ul] uljl (Plj ¢ll/ .
Ui j o=t —L+7v +8 = fu.ijs

d Vi, j—Vi—1,j ~Ut/U//] ¢t/¢1/l_ .
dtvt/"f‘u Ax +v +8 fv,!,js

¢1,17¢t 1,j +~ ¢1]A¢t] 1
y

Si.j +iio
Wi j—uj—1, Vi j—U; 1
+¢>0(” e n " )= f.ijs
g j =u;0= 0,

ui,j(0)=u2j,

(3.9)

where £ = (f, fu, fp), u® = @ v°, ¢°) and

1
fij(t)=—— : f(ry.ndxdy,  u); =
i.J

0
. y)dxdy.
AxAy /k w_u (x, y)dxdy

(3.10)

AxAy

Let us introduce the finite difference operators
3 L ( ) onk
— i—gi 1) onki i,
1h8h Ax 8i,j — 8i—1,j 0]
1
Dngh = A—y(gi,j — 8ij—1) onk;.

We can now define in an obvious way, based on (3.9) the finite difference operator
Ay = (A, Aon, A3p), operating on Vy,
Apay, = uod1pun + V002nun + g1,
Aopuy, = 1gd1pVp + D002nVh + 802nDh. 3.11)
Aspuy = ii0d1npn + T092nPn + Godinttn + odanva

and its decomposition Ay, = AZ + AZ, to be used later on,

Afwy = (lodinun + &1hdn, d0d1nVn, i10d1hPn + Podinitn), 3.12)

Afwy, = (Dodnttn, Tod2nvn + 32Pn, D0d2nPh + Pod2nvn)-
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Those are the discrete versions of A, Ay, Ay, A3z, A%, AV,
We can now check that Ay, the discrete version of A, is positive like A.

Lemma 3.2 Forallu, = (uy, v, ¢n) € Vy, we have
(Apup, up) >0,
where (-, -) is the scalar product on L*(M)3, given by (3.6).
Proof We write
(Apuwp, up) = (Ajug, wy) + (Ay g, uy),
where

(Ajwy, uy) = (Hod1pun, un) + (814Pn. un) + ([@od1p vk, Vi)
+ £ Godngn. dn) + g @unun. n).
%o
(Ajws, wp) = (Dodonun, un) + (820G, vi) + (Tod24va, vi)
+ i(ﬁof?zmh, ®n) + 8(02nVh, P)-

‘We first remark that

~ 3N 3N,

~ uo 2 2 2
(tod1pttp, up) = —AyZZ(lui,jl — iz, 17+ luij — uiz,j1°)

2 Tl
i=1 j=1

i 3N, 3Ny
0 2 2
= 7Ay2<|u31v1.,-| + ) luij —uio1 )
j=1 i=1

Then we write

(Di,j — i1, )uij + Wi j —ui—1,))¢i,;

=uj j¢ij—ui—1,j¢i—1,j + Wi j —ui_1,;)(@ij — di—1,j).

Using these two formulas, we obtain

(Wod1pup, up) + f(fioalh(ﬁha On) + (8011, Pn, up) + gO1nttn, Gp)
0

g 8
= 7Ay Z(Iuwl,j >+ = |gan,.j |2>
F ®o

81

(3.13)

(3.14)

(3.15)
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uo
+ Ay D iy —uiv +Ay—Z|¢,, di-1,41*

i,j

+ gAY Y (i —ui1, )i — i 1,)+gAyZle J®3NL-

i,J

Since g > 0 and 12(2) > g¢o, the expressions

71 guo

. i j — i1 1>+ i —ui1 ) (i j — udi—1.)

7|ui,j —ui—1,j|"+

and

0 ) . &lo 2
7|M3N1,j| +£|¢3N1,j| + gusn,, jP3ny,j
0

are positive and the corresponding sums are positive as well.

Finally, using also the analogue of (3.15) for vj,, we conclude that (Az u,,uy) > 0.
Similarly, it can be checked that (A;yluh, uy,) > 0. Recalling (3.14), this completes
the proof of Lemma 3.2. O

In fact, a perusal of the calculations above shows that we have proved the follow-
ing useful lemma.

Lemma 3.3 Foreveryu, € Vj,

3N
(Afun, wp) > 1 Ay 33 [lusn 12+ 3200w — w17,

5 3N (3.16)
<Ah’uh,uh)ZK1AxZ, 1[|u13N2| +Z |u11_uu 1l ]

where the constant K1 depends on i, Vo, b0, g and in particular on the positive
numbers u ”0 gd0, ¥ Uo go.

3.2.2 Multilevel Finite-Volume Discretization

We introduce the coarse mesh consisting of the rectangles Ky, (1 <l < Nj,1 <
m < N»),?

2
Kim = U k3l—a3m—p = (X3,_5_ x31_l)x (V3 -1 ng_;,_l)
o,=0

We also define the fictitious rectangles Ko, Kj0o ( =1,...N;, m=1,..., Na),
needed for the implementation of the boundary conditions, and they are defined as
above with m or [ = 0.

ZIncluding, strictly speaking, the separation edges.
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We introduce the space V35, defined like V). If uy € Vj and uhlk[j = u;j, we

define for/ =1, ..., N;, m=1,..., N, the averages as
|2
Uim = 5 Z U3 —a,3m—B» (3.17)
o,f=0

and the incremental unknowns as

Z31—a3m—p = U3l—a,3m—p — ULm, (3.18)
which satisfy of course
2
> Zai-asm—p =0. (3.19)
a,=0

We note the following algebraic relations (using (3.19)):

2 2
D us—ainpl? =NUml*+ Y 1 Z3aimpl* (3.20)
o,f=0 o,f=0

Multiplying by AxAy and adding for/ =1,...,N;, m=1,..., N, we find
unl® = |Un* + 1232, (3.21)

where | - | is still the norm in LZ(M), Uj, is the step function equal to Uy, on Kj
and Z, is the step function equal to Z; ; onk; ;.

3.3 Euler Implicit Time Discretization and Estimates

We proceed to some extent as in the one-dimensional space. We define a time step
At with Ny At =T, and set t, = nAt. We denote by

u; ={u;, 1<i<3N;, 1<j<3N,}

the discrete unknowns, where u? j is an expected approximation

1
AxAy

n ~
ui,j—

/ u(x, y, t,)dxdy.
kl’,j

The spatial discretization has been presented in Sect. 3.2. We will now discretize
the shallow water equations in time by using the implicit Euler scheme, and advance
equation (3.9) for p steps in time on the fine mesh with a time step of %, where p
(and g below) are two fixed integers larger than 1.
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These steps will bring us, e.g., from ¢, to t,41. We then perform g steps with a
time step At bringing us from #,, 1 to #;441. For simplicity, we suppose that N7 is
a multiple of ¢ + 1, and we set N, = qNTTl’ The steps performed with the time step
At will use the coarse mesh. We first consider in Sect. 3.3.1 the p steps performed
with mesh 2% on the fine grid. Then the g steps on the coarse grid are described in
Sect. 3.3.2.

3.3.1 Scheme and Estimates on the Fine Grid

We start from Egs. (3.9) and write thus fors =1, ..., p,

s+1 s s+l
p (M nts n+tl
A_t(ui,j ! U ) + tod1nu; ij !
+U082hui,j +galh¢i,j :fu,i,j ,
n+ﬁ n+s 5 s+1
xi(viy "=y ")+ dodumy; ;7
(3.22)
n+(s +P) ‘+' n+%
+ Dod2nv; ; +832h¢ =foij -
s+1 s s+1
p n+=-= n+-= - n+=—-
A_t(¢i,j P ¢i,j p) + u031h¢i,j g
B n s+1 - n_’_u +s+1 n4- st H—]
+ 002n; ; " +¢0(31hui,/~ "ty )= foii"
With the definition of Aj, introduced in (3.11), Eq. (3.22) amount to
p T t_il_’ T __ gt
A—t(uh —u, ")+ Apuj =f]. (3.23)

. .. s+1 s T __ T T T
Here we have set for simplicity n + > =L nt =T, W= (g, vy, &p)s

f, = (fur,h’ v,h qu -
Taking the scalar product in V}, of each side of (3.23) with Z%uf, we see that

<=

_1 _1
|u/§|2—|u; r 2+|u;—u2 p|2+2%(Ahufl,ufl)
_ 2At
== —(f;. uj) < —If’| + pl u”. (3.24)

Hence thanks to Lemma 3.2 (comparing with (2.19)—(2.25)),

n4stl 1 n+3 1
w, 7 |251_£ u, p}z
P p

n+%2
1_&7“

, (3.25)
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and for Apt < 2 and s =1, ..., p (comparing with (2.25)),
+< sAt
|uZ 712 <4 K”(uo,f),

(n+1)At pL L
K"(uo,f)=|u2|2+/ / 2/ 1|f(x,y,t)|2dxdydt.
nAt 0 0

In particular, for s = p,

P < 420 (a0, f). (3.26)

3.3.2 Scheme and Estimates on the Coarse Grid

We now consider the g a time-steps performed on the coarse grid with a time
step At.

We discretize Eq. (3.9) in time, starting from time #,11 = (n + 1) At using the
same scheme as for Eq. (3.22) but with a coarse mesh (comparing with (2.26)). We
obtain

At(Uh U + A3 U, =F], (3.27)
wheret =n+s+1,s=1,...,q, U;:(U’h,Ulfh,U(; ) and Uy, € V35, has com-

ponents U; j on K; ; (i =0,..., Ny, j=0,..., N>). Finally, Fr has components
Ft on K; ; with

1 1 !
Ff. = — f(x, y, t)dxdyd:. 3.28
b At 9Ax Ay /(r—l)At /K,-,_/ (o, Ddxdy (329

A priori estimates are obtained by taking the scalar product in V3, of each side of
(3.27) with 6ArUj; . We find (comparing with (2.31))

[UF* = U5+ U} — U + 240 (A3 U}, Uf) = 241(F}, U,
and in view of Lemma 3.2 (for Asp),
(U] < U5+ 21 |F} U

’

< m|u,z|2+ U+ e P

e A A

1 12 /"[Al . 2 i|
< 1—At|:|Uh |”+ . |£C-, )]} dr |
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Thus, for At < %,

2 2 TAt s

U |" <44 [|U;—1| +/ |f(, t)|L2dti|. (3.29)
(t—1)At

We write Eq. (3.29) fort=n+s+1, s =1,...,¢q. We multiply the equation for

T=n+ s+ 1 by 44=94" and add these equations for s =1, ..., g. We find

’Uz+q+l|2§4qA,|:|UZ+1|2+/(n+q+l)At
(

., [ t)y';dz}. (3.30)
n+ t

During the steps from (n 4+ 1) At to (n + g + 1) At, the Z;, are frozen. Thus

it =zt s=1,...,q, (3.31)
and we recover the uzﬂ“ in the form
uz+s+l — UZ-H-H + ZZ+1. (332)

Then, because of (3.30) and (2.15),

(n+q+1)At
utet ) < 4qA’[|ug+1 ? +f [@ t)‘izdti|. (3.33)
(n+1)At
Combining (3.33) with (3.26), we find
(n+q+1D)At
|u2+q+1 |2 < 4lq+DA: [’“Z |2 + f |f(., t)’izdt}- (3.34)
nAt
We can repeat the procedure for any interval of time (nAt, (n 4+ g + 1)At), n =
1,..., N4, and arrive at the stability result
2 2 mAt 2
P =[P+ [ e ]
0
2 T 2
<47 |:|u0| + / £, t)|L2dt] (3.35)
0

validform=1,..., N,.

Theorem 3.1 The multilevel scheme defined by Eqs. (3.22) and (3.27) is stable in
L%(0, T; L>(M)?) in the sense of (3.35).

4 Other Schemes and Other Methods

The coarse grid schemes that we have used in Sects. 2 and 3 amount to using the
same schemes on the coarse grid as on the fine grid. Another possibility for the
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coarse grid is to average on each coarse grid the fine grid equations associated
with the corresponding fine grids. These schemes are made explicit below. How-
ever, the study of the stability of these new schemes appears difficult, and we will
only present the study of stability in the one-dimensional case for the simple trans-
port equation (see Sect. 4.1), and for a one-dimensional shallow water equation (see
Sect. 4.2). Furthermore, the boundary condition will be space periodicity, and the
stability analysis is made by the von Neumann method (see [22]).

4.1 The One-Dimensional Case

We start with the one-dimensional space, and consider the same problem as (2.1),
with f =0,

ou ou
- - = 4.1
a7 (x,t)+ 8x(x’t) 0 “.1)

for (x,t) € (0, L) x (0, T), and with the space periodicity boundary condition, and
the initial condition

u(x,0) =u’(x). 4.2)

On the fine grid, we will perform an approximation by the implicit Euler scheme
in time and upwind finite-volume in space, so that the scheme will be very much
like the one in (2.16) except that the second formula of (2.16) is replaced by the
periodicity condition

+
wy T o=usy " 4.3)

. . At = L
We perform p steps with a time step o and a space mesh Ax = 5%. Then as

explained below, we make ¢ steps with a time step Ar and a mesh step 3Ax. Thus
we start again with the p steps.

4.1.1 The Fine Grid Scheme with a Small Time Step

The scheme reads

_1
R P)+ix(uf.—uﬁ_l)=o, (4.4)

where T =n + %, s=1,....,p,j=1,...,3N, uj is meant to be an approxima-
tion of ﬁfk.i u(x, tAt)dx with k; = ((j — Dh, jh) and h = Ax; uy = u3y by
periodicity.
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We associate with a sequence v, and its Fourier transform (see [22, p. 38]) is as
follows:
] ==
0(€) = — e M y;h. (4.5)
2w

j=—00
Below we will consider periodic sequences v;, j € Z, vji3n = v, h* = %—1’\7] and
define the discrete Fourier coefficients (see [5, 9, 22])
1 3N
b= e ™My, m=1,...,3N. (4.6)

3N “
j=1

We then have the discrete Parseval formula
3N 1 3N
A2 2
> lbml :3_N.Z'“-"' (4.7)
m=1 j=1

(see the details in [3, 22]). Note that the sequence {0, } is itself periodic with period
3N,andif (cv); =v;_1, then

Fom =e "5, (4.8)
Then (4.4) is rewritten as
At : At rf%
(1+pr)uj—pTxM]_l Zuj . (4.9)
that is, for the Fourier transforms defined as in (4.6), where h* = 2—1’(,
At b -
<1+T(l—elmh )>ﬁfn=ﬁ; P m=1,...,3N. (4.10)
pAx

Hence the amplification factor for the fine mesh is

At .
=14 —(1—em , =1,...,3N. 4.11
trm =14 =] @11)
We observe that

-1 At _ * A
Cpm = [1 + Y (1 —cos(h*m)) +1pr sin(h m)],

=12 _ At _ * ? At )2 02 (1%
187 _|:1+pr(1 cos(h m))i| +<pr sin®(h*m),

C1t2(1- cos(h*m))((p%)2 n pAA’x).
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We conclude that

lgrml <1, m=1,...,3N. 4.12)
Recallthatt =n+£,s=1,..., p. Denoting by uz the piecewise constant function

given by u; = u; on kj, (4.7) and (4.12) yield

N s
P=3NAx Y i "

n+3< 9 N n+3
oy 7T = Al
i=1

m=1
3N
§3NAxZ ‘ﬁmz: ]uz 2 fors= I,....q.
m=1
In particular, for s = p,
i < Jug, @.13)

and therefore these steps of the scheme (4.4) on the fine grid are stable for the L2
norm.

4.1.2 The Coarse Grid Scheme with a “Large” Time Step

Considering first the analogue of (4.4) with a time step A and a space mesh Ax,

we would write (t =n+s+ lnow,s =1,...,q)
1 T —1 1 T T =0 4.14
E(”j_ j )+B(Mj_uj—l)_ : (4.14)

To obtain the scheme with a time step At and a space mesh 3Ax, we add (average)
Eq. (4.14) corresponding to j = 31,3/ — 1,31 — 2.

Setting
1
Ul = g(”gl +uf_y +uys), (4.15)
we obtain
1
—1
E(Uzr —-U/ )+ E(”gl —uy_3)=0 (4.16)
forl=1,...,N.

We elaborate on the u = U + Z decomposition (independent of the time step).
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The u = U + Z Decomposition Given the sequence u;, j =1,...,3N (up =
u3n), we define the sequence

2
1
U@:giguy,a, l=1,...,N, (4.17)
o

and the sequences
23| =u3—q — U, (4.18)

a=0,1,2, £=1,..., N. We observe that

2
Z Z3 o =0.
a=0

Now the multistep algorithm that we consider consists in freezing the Z during the
stepn+2,...,n+q + 1, that s,

zyﬂﬂzzy“, s=1,...,q, j=1,...,3N, (4.19)
so that
1
Z.3[[—o¢ = Zglltoz = u;l—a - Ulr

fora =0,1,2, 7=n+s+1,5s=1,...,q. Hence U] — Uf_l =uj,_, —uge__la for
o =0, 1,2, and for those values of t. With « =0, (4.16) becomes

L( T _utfl)_‘_L(ur —ut )—0 (420)

INASEL 3 A 3l 31-3) = Y- :
That is, as in (4.9),

At At 1

Before we introduce the Fourier transform of (4.21) and the amplification function
similar to the gr, we have to elaborate a bit more on the u = U + Z decomposition
at the level of the Fourier transforms.

We write (independent of the time step 7), with h* = %—X, form=1,...,3N,
1 3N
N —ih*
Uy = m Zlu]e vegm
j:

N
— § :(u31e_3‘h Im +u31_1e_lh Bl-1m +M3l—23_1h (3[—2)m).
(=1

IS
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We now introduce the partial Fourier sum of the type of (4.6),

N

R 1 it
i 3a)m = 330 D ust—ae (4.22)
=1

We observe that this partial Fourier sum is periodic in m with period 3N, and that
Parseval relation similar to (4.7) holds,

3N 1 N
Zl liGraml? =71 ; usi—ol®, @=0,1,2. (4.23)
m= =

‘We can hence write
A A ih*m ~ 2ih*m A 4.24
Um =UGH),m +€" "U@I—1),n +e U31-2),m- (4.24)
Then
~ D —3ih*m 4 25
U31—3),m = UGEl),me , (4.25)

and now (4.21) yields by a partial Fourier transform

At A it o
(1 + 3Ax>u€3’)”” T 3AL G m = A Gh - (4.26)
That is,
- Ar—1
ME?;I),m = gc,muél)’m, m=1,...,3N, 4.27)

corresponding to the amplification factor gc , with

At .
gop =14 —(1—e""™m). (4.28)
‘We can conclude as before that | gg’1m| >1,

lgcml <1, m=1,...,3N, (4.29)

and thus the scheme (4.21), (4.26) is “stable”. Also

An-s+1 s An+l

u?y)s’m :gbc,m”?y),m’ m=1,...,3N, s=1,...,q. (4.30)

The important point now is that we know nothing about the stability of the u3;_,,
u3;_,,and we have to elaborate more to prove this stability.
In the similar way to (4.24), we write form =1, ..., 3N,

Zm=2G0m+e" " Za1-1ym + M Z 31 0 . (4.31)
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The relations
usi—a =Ur+ 23—, «=0,1,2
given by the partial discrete Fourier transform form =1,...,3N,
U G3l—a),m = 0(z>,m + Z@1—aym- (4.32)
Hence with (4.19) and (4.32),

Ants+l _ pints+l | Gn+l
U1 e m =Um T ZGaym: (4.33)

Using (4.30), we obtain the expression of U (’};rfn“ for a =0,

s+l _ ~ntl Snt1 _
U(';))jn = gsc,m“?sz),m — Z?Sl),m’ m=1,...,3N. (4.34)
There remains to express 2?;[')1 in terms of the ﬁ’gﬁa)’m, a=0,1,2.

We proceed in the physical space, independent of the time step , to have

1
U = 5(1431 +uzi—1 +u3—2)

and
Zy =uy — Up = $Quz —u3—1 — uz—2),
Za1=uz—1 — Uy =3 Quz—1 — uz — u3-2), (4.35)
1
Z31—y =u3j—2 — Uy = 3 Qu3j—2 —u3; —uzj—1).
Thus for the Fourier transforms, form =1, ...,3N,

Z@nm = 3 QaG1H.m — A@—1),m — AE-2).m)

Z@1—1y.m = 3 QiG1—1y.m — AG)m — BG1-2).m), (4.36)

ZG1-ym = %(2ﬁ(3l—2),m — A@ly,m — UGI=1),m)-

This holds in particular at the time step t =n + 1.

Now we look for the expression of the ﬁ’glri‘g; n (@=0,1,2), in terms of the

ﬁ:’;l' ! g).m that of 12’(13"1')5;1 has been already found (see (4.30)).
By (4.32)-(4.34), (4.36) and (4.19),

Ants+1 (s ~n+1 An+1
ur(l?alil),m = (g&,m - 1)”?31),m + ”?31—1),mv 4.37)

An+s+1 ~n+1 An+1
UWisi—2ym = (gsc,m - 1)“(31),m T UGy (4.38)
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We rewrite (4.30), (4.37)—(4.38) in matrical form,

An+s+1 An+l
U@aly,m U31y.m
~n+s+1 _ ) An+l —
st =69 famt, | m=1...3N, (4.39)
An+s+1 An+1
U31-2),m U31-2)m
gsc’m 0 0
GO =gk, -1 1 0]. (4.40)
g&m—1 0 1

The passing from u"*! to u"*5*! is given in the matrical form by (4.39). The
stability of the scheme for passing from u"*! to "+ is equivalent to showing that
the spectral radius of G(S) is not larger than 1 form =1, ..., 3N. The eigenvalues
of G( ) are not larger than 1. These eigenvalues are 1, 1, gc - and we have seen
that Igc ml < 1.

More precisely, using that the spectral radius of G(Y) is less than 1 and (4.23),
we have

2
it ZZMIH?ZEJII —SNAxZZV’Zg?Z%m

a=0¢=1 a=0m=1
2
<3NAXZZ|A?§FQ),,"| = [up ™ [? (441)
a=0m=1
and for s = ¢,
i P < . (442)

Combining (4.13) and (4.42), we obtain the stability of the scheme.

Theorem 4.1 The multilevel scheme defined by Egs. (4.4) and (4.16) is stable in
L°°(0, oo; L2(/\/l)). More precisely, for all n,

] < |u°]. (4.43)

4.2 The Linearized 1D Shallow Water Equation

By restriction to 1 dimension, Eq. (3.2) with f = 0 become

ou ~ 3u
i or T "00x (4.44)

+uoax+¢08“—0
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We assume the background flow (i, qso) to be supersonic (supercritical), that is,

iio > \/ g¢o. (4.45)

The boundary conditions are space periodicity, and the initial conditions are given
such that they are similar as (3.4). The time and space meshes are the same as in
Sects. 2.1 and 2.2.

4.2.1 The Fine Grid Scheme with a “Small” Time Step

The fine grid mesh scheme reads

G —u ”)+ Ayl —ut )+ 2 (9] —¢7_ =0,

(4.46)
LG9 P+ BT g7 )+ B i =0,
whe.:re.r.zn + %, s=1,...,p, j=1,....3N, uf = ujy, ¢j = ¢35y by space
per;(\)’;il:;gllite (4.46) in the form
(800 - B0 G o=
1+ 80 807~ IRt 48 &~y =0) .
From this, we deduce for the Fourier transforms, form =1, ...,3N,
(1+ 5021 —e ™))ar + £ MG (1 — e = in?, was)
(1+ 8210 e )Gy + B A g (1 —emimiy 6177 |
that is,
iy, i 7
<¢>f) Grm o (4.49)
oo
with
Gy~ T4 50R (1 —emm")  SAL( —eTimh)

4;;) ﬁ;(l _ efimh*) 14+ 1';;) ﬁ; - efimh*)

The eigenvalues of G;,m are easily computed

prm=1+A1(1— e_i”'h*)
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with

1 . ~ At

Ay = — (o £+/8b0) —-

p Ax

We have
lpaml* =1+2(1 —cos(h*m)) (AL + A).
The condition g > g¢~>o implies A4 > 0, and thus
loeml =1, m=1,...,3N.
Hence, setting u = (u, ¢) (comparing with (4.13)), we have
o™ < ], (4.50)

so that these steps of the small step scheme (4.46) are stable.

4.2.2 The Coarse Grid Scheme with a “Large” Time Step

We define the cell averages

1
U = §(u31 +uzi—1+u3y-2),

1
D = §(¢31 + ¢3-1 +P31-2)
and the incremental unknowns
23 _q =Usi—a — Ui,

Zfl_a = ¢31—a — Pr.
The analogue of scheme (4.16) reads

A (UF = UF ™D 4 53 ) — ufy_p) + 555 (93, — 93, _5) =0,

i N 4.51)
A (@F — &) + S (9], — 65 _3) + 5 l —uly ) =0
fort=n+s+1,s=1,...,gandl=1,..., N.
Observing as in (4.19) that
Z?,n+s+l — Z?,;1+l’ Z;i-),n+s+l — Z?”H—l (4‘52)

fors=1,...,9,j=1,...,3N and thus that

T -1 _ 1 —1
U =U5  =uy —uy
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T =1 _ 1 7—1
D =P =9y —9y

(4.51) yields
a3 = w5+ S Wy = ufyy) + 3h (95 — 93_3) =0, 4.53)
A @5 — 85D + S B — ¢51_y) + s Wy —uf_y) =0.
Hence, for the partial Fourier transforms for m = 1,...,3N (comparing with
(4.27)),
’2‘[31 ﬁrfl
(i ”") =Gem (ff{’”) (4.54)
PGiym PGi.m
with
o 1+ ‘%"ﬁ—;(l — g 3ihm)y %ﬁ_fc(l — g~ 3ih"m)
C,m — s Sk ~ 1k ’
mn %ﬁ_;(l _ef3lh m) 1+ MTOA_)[C(l _ ef3lh m)

-1 . .. —1 . . .
where G, is very similar to G, and we prove in the same way that its eigen-

values are larger than or equal to 1 in magnitude.
For the moment, we infer from (4.54) that

ﬁn3—|l—s+l ﬁn;l-l
@Bh,m |\ _ s (30),m
("n+s+l) - Gc’m <"n+1 ) : (4.55)
¢(31),m ¢(3l),m
Then by (4.55),
(07+s+1> (ﬁ?;lr)wrl ) (2?3,111)+s+1>
,m _ ,m _ ,m
sn+s+1 )] — \ 2nt+s+1 S¢,n+s+1
Py,m PGi),m ZGiym
ﬁn-i-l 2u,n+l
s @3h,m @3I),m
=G (QS"‘H - Py (4.56)
3h),m 3l),m
An—+s+1 n+s+1 . A 1 I 1
We then need to express u’(’;i'g)m ¢?3-;::)m in terms of ug;_ 8).m> ¢E'3T_ 8)m>

a=1,2,8=0,1,2. We write as in Egs. (4.37)-(4.38),

ﬁn+s+1 ﬁn+1 ﬁn—H
@l-)m Y\ _ ] Ql),m Bl—-1),m
("n+s+1 ) - (GAC,m - I) ( ~n+l ) + <"n+1 ) ’ (4.57)
PE1-1).m b3y PGi-1y.m

ﬁn+s+1 ﬁn—H I/Aln—H
Gl=2)m \ _ (s Gl),m GBl—2),m
(én—&—s-ﬁ-] ) - (GC,m - I) ((z)n_,_] ) + (afgn_i_] ) . (4.58)
Gl=2),m (3l),m (31=2),m
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In the end,
iy . m
Hapm Phym
R =g¢) ALY R (4.59)
43?3JlriJ1r)l,m e 5?3711),,” , S .
ﬁglfg)l,m ﬁ?;;lz),m
<5?3Ti51,m é?}‘—}_lZ),m
with
Com 0 0
G0 = GL,,—1 1 0
‘Yc)m—l 0o I

All the eigenvalues of gg’m are less than or equal to 1, which ensures the stability
of the scheme (4.51) going from t = (n + 1)Artot = (n +s + 1) At.
Then we have

= < [uft, fors=1,....q. (4.60)

Theorem 4.2 The multilevel scheme defined by Eqs. (4.46) and (4.51) is stable in
L*°(0, oo; L2(./\/l)2). More precisely, for all n,

uj| < |u°]. (4.61)
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and State Estimation with Model Errors
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Abstract Turbulent dynamical systems involve dynamics with both a large dimen-
sional phase space and a large number of positive Lyapunov exponents. Such sys-
tems are ubiquitous in applications in contemporary science and engineering where
the statistical ensemble prediction and the real time filtering/state estimation are
needed despite the underlying complexity of the system. Statistically exactly solv-
able test models have a crucial role to provide firm mathematical underpinning or
new algorithms for vastly more complex scientific phenomena. Here, a class of sta-
tistically exactly solvable non-Gaussian test models is introduced, where a general-
ized Feynman-Kac formulation reduces the exact behavior of conditional statistical
moments to the solution to inhomogeneous Fokker-Planck equations modified by
linear lower order coupling and source terms. This procedure is applied to a test
model with hidden instabilities and is combined with information theory to address
two important issues in the contemporary statistical prediction of turbulent dynam-
ical systems: the coarse-grained ensemble prediction in a perfect model and the
improving long range forecasting in imperfect models. The models discussed here
should be useful for many other applications and algorithms for the real time pre-
diction and the state estimation.
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1 Introduction

Turbulent dynamical systems involve dynamics with both a large dimensional phase
space and a large number of positive Lyapunov exponents. Such extremely complex
systems are ubiquitous in many disciplines of contemporary science and engineer-
ing such as climate-atmosphere-ocean science, neural science, material science, and
engineering turbulence. Wide contemporary interest topics involve the statistical
ensemble prediction (see [31]) and the real time state estimation/filtering (see [34])
for the extremely complex systems while coping with the fundamental limitations
of model error and the curse of small ensemble size (see [22]).

An important role of mathematics in applied sciences is to develop simple and
accurate (or easily solvable) test models with unambiguous mathematical features
which nevertheless capture crucial features of vastly more complex systems in sci-
ence and engineering. Such models provide the firm underpinning for both the ad-
vancing scientific understanding and the developing new numerical or statistical un-
derstanding. One of the authors developed this approach with various collaborators
over the past few years for paradigm problems for turbulent dynamical systems. For
example, simple statistically exactly solvable test models were developed for slow-
fast systems (see [12, 13]), turbulent tracers (see [2, 14, 21, 33]) and as stochastic
parameterization algorithms for the real time filtering of turbulent dynamical sys-
tems with the judicious model error (see [8, 9, 15, 34, 35]). Such models were uti-
lized as unambiguous test models for improving prediction with imperfect models
in climate science through the empirical information theory (see [5, 10, 28-30]) and
for testing algorithms for uncertainty quantification (see [4, 5, 25]).

Here, we study non-Gaussian statistics in a class of test models which are statis-
tically exactly solvable through a generalized Feynman-Kac formula (see [16, 21])
which reduces the exact behavior of conditional statistical moments to the solution
to inhomogeneous Fokker-Planck equations modified by linear lower-order cou-
pling terms and source terms. This exact procedure is developed in Sect. 2 below
and involves only the marginal averaging and the integration by parts. In Sect. 3,
elementary test models are introduced where the general procedure from Sect. 2
can be evaluated through elementary numerical solutions to the coupled generalized
Fokker-Planck equations (CGFPE). Section 4 contains a brief introduction to the
use of information theory to the quantify model error in a framework adapted to the
present context. Section 5 contains two applications of the material in Sects. 3—4 to
the statistical ensemble forecasting: the first application involves the coarse-grained
ensemble prediction in a perfect model with hidden instabilities; the second appli-
cation involves the use of imperfect models for the long range forecasting.

2 Test Models with Exactly Solvable Conditional Moments

We consider a special class of test models and illustrate that the evolution of the
exact conditional statistical moments can be calculated through the solution to cou-
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pled generalized Fokker-Planck equations (CGFPE). Our elementary derivation fol-
lows the philosophy of the generalized Feynman-Kac framework (see [16, 21]) al-
though we do not know any specific reference for the general principle developed
below.

Consider a vector u € RM partitioned into components u = (u;,uy) with
u € RM yy e RMi and M = M; + My. We focus on the special class of test
models given by the system of (Itd) SDE’s,

duy = Fy(uy, t)dt + op(uy, 1)dWi(2),
duy = (Fu(uy, t) + I (uy, Hug)dt + oy (uy, 1)dWi(t) 2.0
+ o, a(ur, 1)dWy A (1) + (ou,0 + o m @, ) d Wi,

where W is an M;-dimensional Wiener process, and Wy o, Wy 0, Wi m are indepen-
dent My-dimensional Wiener processes. Note that the dynamics of u; is arbitrary
while the dynamics of uy is quasilinear, i.e., it is linear in %y in both the drift and
the noise with general nonlinear coefficients depending on u;. Also, note that the
noise for u; and uy can be correlated through W, appearing in the equations for
both u; and uy;. All of the nonlinear test models for slow-fast systems (see [12, 13]),
turbulent tracers (see [2, 14, 21, 33]) and exactly solvable stochastic parameterized
filters (see [8, 9, 15, 34, 35]) have the structural form as in (2.1). Such systems are
known to have exactly solvable non-Gaussian statistics for filters, where u; is ob-
served conditionally over a time interval [1, 20]. Below, we derive explicit closed
equations for the evolution of conditional moments of #, through CGFPE.

The Fokker-Planck equation for the probability density p(u;,uy,t) associated
with (2.1) is given by [7, 36]

1
pr=—Vi-(Fip) — Vi ((FII + FuII)p) + EV -V(Qp)

1 1
+ EVII -Vu(Qap) + EVII - Viu(Qup), (2.2)
where V = (V,, Vy), and

T T T
Q= (o,01)® (UI , 0} )’ Or=o01aA @0y ,,

(2.3)
Owm = (o11,0 + oy mitn) ® (Ul;r,o + uEGHT,M)‘

We are interested in developing exact statistical approximations for p(uy, uy,?)
which, by Bayes theorem, can be written as

puy,uy, t) = pQuy | uy, t)mw(u,t), 24

where 7 (uy, t) is the marginal distribution

n(uls[)E/p(ulaullvt)dull~ (2.5)
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We first integrate (2.2) with respect to #y; and use the divergence theorem to verify
that the marginal density 7 (u;, t) satisfies the Fokker-Planck equation

7 = Lpp 7w (2.6)

with
1
Lepwt ==V (Fmr) + Evl Vi(Qir), Oi=0® O'IT. 2.7)

Next, we derive the closed system of coupled generalized Fokker-Planck equations
(CGFPE) for the conditional moments

Ma(ux,t)E/uﬁp(ul,un,t)dun=7T(u1J)/uﬁP(un | ur, t)duy. (2.8)

Note that Mo (u;, t) = 7w (uy, t) is just the marginal density of (2.1) in u;. Here and
hereafter, we use the standard multi-index notation & = (a1, o2, ..., o) € RMu
with

uj = (“H)?l (’411);[2 e (uII)‘;/[A;[IH- (2.9)

We have the following general principles for computing the vector My, (uy, t) =
(Mg (uy, 1)) (Ja| = N) of conditional moments of order N.

Proposition 2.1 (Generalized Feynman-Kac Framework) The vector My (uy, t) of
conditional moments of order N associated with the probability density of (2.1)
satisfies the system of coupled generalized Fokker-Planck equations (CGFPE)

8.MN(uI, t)

Y = LepMpy U1, 1) + Ly Wy, HMpy (1, 1)

+ <9\]\/ (uI7 MN—l (uIa t)v VIMN—I (ulv t)v MN—Z(uls [)) (2'10)

with the convention M _y = M_| =0, where #y is an explicit linear function with
coefficients depending on u; of the lower order moments, £y is an N x N Feynman-
Kac matrix potential which is an explicit linear function with coefficients depending
on u; of the quantities

I'(u, 1), QII,M =oum ® UIIM, (2.11)

which vanishes when I' =0 and Qu v = 0.

The proof below immediately yields explicit formulas for £y and .%y in any
concrete application (see Sect. 3). But a general notation for these coefficients will
be tedious and unnecessary to develop here. The advantage of CGFPE in (2.10) is
that high resolution numerical integrators can be developed for (2.10) to find these
statistics provided that M; is low-dimensional or has the special algebraic structure
(see Sect. 3).
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The sketch of the proof below emphasizes the main contributions to the operator
Zn in (2.10). As in the derivation of (2.6), we first multiply the Fokker-Planck
equation (2.2) by u% and integrate with respect to uy to obtain

IMp (uy, 1)
TI = LepMp (uy, 1) — /“ﬁ : VH(F(MI, f)unp)d“n
1
+ E /uﬁ Vi - vII(UH,MuH & u;l;GIEMP)d“H +- (2.12)
where “+---” denotes all the remaining terms which define the recursive source

term .%y. We simplify (2.12) by using the integration by parts of the last two terms
on the right hand side, namely,

—/uﬁ : V11(11(’41, t)unp)dun = / Vi - (F(ul, t)un)pduII
=2 My @y, 1) (2.13)

and

o T_T
/“n Vi Vi (UH,MHH ® uH(TILMp)duH

| =

1

o T_.T
= E / Vi - VIlun : (GII,MuII ®MIIUII,M)PduH

=25 My, 1), (2.14)

so that Ly = .,2”15,]’2) + .,?1&,2‘2) in (2.10). The remaining terms in “+---” are ex-
plicitly computed by a similar integration by parts to define .#y. The correlated
noise terms in (2.1) involving W; which defines the noise Q in (2.2) determine the
dependence on VM y_1(uy, t) in .Z since they have the typical form

_/uﬁV[ . VII(G[UITp)duH = V] . / V][uﬁ (U]O'['I[‘p)dun
ZﬁN(ulvVIMN—l(ul’t))- (2.15)

It is worth pointing out that .#x5 depends only on the point-wise values of
Mpy_1(u;, 1) and My_o(uy, t) if there are non-correlated noise interactions and
o = 0.

3 Application of the Conditional Moment PDE’s
to a Non-Gaussian Test Model
We develop the simplest non-Gaussian test model, where we can explicitly evalu-

ate non-trivial statistical features utilizing the coupled system of PDE’s in (2.10)
from Sect. 2 for the conditional moments My (u;, t). We then derive and validate
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a numerical procedure for the accurate numerical solution to the closed system of
equations in (2.10) for the conditional moments in several stringent test problems.
This explicit solution procedure is applied in Sect. 5 to understand the role of coarse-
graining and non-Gaussian statistics with the model error in ensemble predictions.

Clearly, the simplest models considered with the structure as in (2.1) have M; =
My = 1 so that the recursion formulas in (2.10) involve scalar fields and the CGFPE
are integrated in a single spatial dimension. For u#;, we choose the general nonlinear
scalar It6 SDE

duy = Fi(uy, t)dt + oy (ur, t)dWi, (3.1
while for uy;, we utilize the quasi-linear equation
duy = (—MIMII + f(t))dl + ondWr, (3.2)

where f () does not depend on u;, and the noise oy is constant. Note that u; enters
in (3.2) as a multiplicative coefficient and fluctuations in u; can show the growth and
intermittent instabilities with highly non-Gaussian behavior even when u; in (3.1)
has a positive mean (see [3, 5, 25]). The stochastic models for u; in (3.1) will vary
from linear stochastic models (a special case of the SPEKF models for filtering (see
[9, 25, 34, 35])) to cubic nonlinear models with additive and multiplicative noise
(see [25]). For the systems with dynamics as in (3.1)—(3.2), the closed equations for
the conditional moments My in (2.8) become

0
5MN(M15 [) = LFPMN(ZM, t) - NMIMN(Mh t) + Nf(t)MN—l(MI» t)
1
+ 3NN - Do My _a(uy, 1), (3.3)

where N =0, 1, ..., Nmax and M_, = M_; = 0. Such models illustrate a wide
range of intermittent non-Gaussian behavior mimicking one in vastly more com-
plex systems (see [22]). These simple revealing models will be used in Sect. 5 to
study various new aspects of model error in ensemble predictions for non-Gaussian
turbulent systems.

3.1 Validation of a Numerical Method for Solving the CGFPE

Determination of the time evolution of the conditional moments M, in (2.8) re-
quires an accurate numerical procedure for solving the inhomogeneous system of
coupled Fokker-Planck equations (CGFPE) in (2.10). The algorithms discussed be-
low is applied to the case u; € R (i.e., M; = 1) which is sufficient for our purposes
and leads to many new insights on the model error in imperfect ensemble predic-
tions of turbulent systems with positive Lyapunov exponents, as discussed in Sect. 5.
Similar to the case of the homogeneous Fokker-Planck equation, solving the inho-
mogeneous CGFPE system (2.10) for M; > 3 poses a formidable challenge which,
for convenience, is unnecessary here.
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Here, the coupled system in (2.10) is solved by the third-order temporal dis-
cretization through the backward differentiation formulas (see [17]) and the second-
order spatial discretization via the finite volume method (see [19] and see Ap-
pendix A for details). The performance of the numerical procedure for solving
CGFPE in one spatial dimension (i.e., u; € R in (2.10)) is tested in the following
widely varying dynamical configurations:

(i) Dynamics with time-invariant statistics on the attractor/equilibrium with

(a) nearly Gaussian marginal equilibrium PDFs in uy and linear Gaussian dy-
namics for u; in (3.1),

(b) fat-tailed marginal equilibrium PDFs in u;; and linear Gaussian dynamics
for u; in (3.1),

(c) highly non-Gaussian marginal equilibrium PDFs in uy; and cubic dynamics
for u; in (3.1) with highly skewed equilibrium PDFs.

(i) Dynamics with the time-periodic statistics on the attractor with the time-
periodic regime switching between nearly Gaussian and highly skewed regimes
with cubic dynamics for u; in (3.1) and highly non-Gaussian dynamics of uy in
(3.2).

Below, we introduce the relevant test models in Sect. 3.1.1 and provide the evi-
dence for the good accuracy of the developed technique in Sect. 3.1.2, as well as its
advantages over the direct Monte Carlo sampling.

3.1.1 Non-Gaussian Test Models for Validating CGFPE

We consider two non-Gaussian models with intermittent instabilities and with the
structure as in (3.1)—(3.2), where we adopt the following notations:

u=y, ug=u.

The first model is a simplified version of the SPEKF model developed originally for
filtering turbulent systems with stochastically parameterized unresolved variables
(see [8, 9, 15, 34, 35]) and is given by

(@ dy= (—dy y—"+1 (t))dt +o,dW,,

(3.4)
(b) du=(—yu+ fu(0))dr + 0,dW,.

Note that despite the Gaussian dynamics of the damping fluctuation y, the dynamics
of u in (3.4) can be highly non-Gaussian with intermittently positive Lyapunov ex-
ponents even when the equilibrium mean 7 is positive (see [3, 4, 25]). The system
(3.4) possesses a wide range of turbulent dynamical regimes ranging from highly
non-Gaussian dynamics with intermittency and fat-tailed marginal PDFs for u to
laminar regimes with nearly Gaussian statistics. A detailed discussion of properties
of this system can be found in [3, 5]. In the numerical tests discussed in the next
section, we examine the accuracy of the numerical algorithm for solving CGFPE in
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Fig.1 (Top) Marginal statistics peq(u) and a path-wise solution u() on the attractor of the system
(3.4) in the non-Gaussian regime with invariant measure characterized by intermittent transient
instabilities and fat-tailed marginal PDFs (dynamics of y is Gaussian in this model). (Bottom)
Marginal statistics peq(y) and peq(u), and path-wise solutions y (t) and u(#) on the attractor of
the system (3.5) in the non-Gaussian regime with the regime switching in the path-wise dynamics
despite a unimodal, skewed marginal PDF in y

the dynamical regime characterized by a highly intermittent marginal dynamics in u
associated with fat-tailed marginal equilibrium PDFs for u (see Fig. 1 for examples
of such dynamics).
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The second model which we examine, has a cubic nonlinearity in the dynamics
of the damping fluctuation y, and is given by

@) dy =[-ay +by*—cy’+ f,(®)]dt + (A — By)dWc + 0y,dW,,

(3.5)
) du=(—yu+ fu(0))dt + 0, dW,.

The above nonlinear model for y with correlated additive and multiplicative noise
W and exactly solvable equilibrium statistics was first derived in [26] as a normal
form for a single low-frequency variable in climate models, where the noise corre-
lations arise through advection of the large scales by the small scales and simulta-
neously strong cubic damping. The nonlinear dynamics of y has many interesting
features which were studied in detail elsewhere (see [25]). Here, we consider a more
complex problem with the dynamics of u in (a) of (3.5) coupled with y through the
quadratic nonlinearity. In the numerical tests below, we focus on the particularly
interesting regime, where the damping fluctuation y exhibits the regime switching
despite the unimodality of the associated equilibrium statistics (see Fig. 1). This
configuration represents the simplest possible test model for the analogous behav-
ior occurring in comprehensive climate models (see [23, 27]). Another important
configuration of (3.5) tested below with relevance to atmospheric/climate dynam-
ics corresponds to time-periodic transitions in y between a highly skewed and a
nearly Gaussian phase in y with the dynamics in u# remaining highly non-Gaussian
throughout the evolution (see Fig. 2 for an illustration of such dynamics).

The above two non-Gaussian models are utilized below to validate the accuracy
of our numerical method for solving the CGFPE system (2.10). This framework
is then used to analyze the model error in imperfect predictions of turbulent non-
Gaussian systems in Sect. 5.

3.1.2 Numerical Tests

We use the test models introduced in the previous section to analyze the perfor-
mance of the numerical scheme for solving the CGFPE system (2.10) in one-spatial
dimension. In order to assess the accuracy of the algorithm, we consider the fol-
lowing two types of the relative error in the conditional moments: the point-wise
relative error in the N-th conditional moment

MGy, 1) = M (r. 1)

en(y,1) = (3.6)
My, 1)
and the L? relative error for each fixed time
M CGFPE 1) — Mref t
en () = MGy, 1) N @D g2 _ 3.7)

My, )12

The reference values for the conditional moments, Mg\e,f in the above formulas, are
obtained from either the analytical solutions (in the case of system (3.4) through
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Fig. 2 (Top) Time-periodic evolution of the skewness of the marginal dynamics of y in the non—
Gaussian system (3.5) with cubic nonlinearity in y in the configuration, where y cycles between
a highly skewed (top middle) and a nearly Gaussian (top right) phase. The phases of high/low
skewness in the marginal statistics of y are correlated with those in the marginal statistics of u.
However, note that the dynamics of # remains highly non-Gaussian throughout the evolution. The
snapshots of the marginal PDFs in u on the bottom are shown for the times indicated on the top
panel

the formulas derived in [9]), or via the Monte Carlo estimates. The conditional mo-
ments are normalized in the standard fashion, with the conditional mean, variance,
skewness and kurtosis given by

Moy, 1) = Mo(y,1),  Mi(y,1) = My(y,1), (3.8)

~ 1
MS(VJ) = 3 /(M(t) - Ml(yvt))3p(uv V’f)du

M; (v, 1)
_ 3
_ Ms(y, 1) 3/\/11():;)/\/12(%0 +2M1(%t)’ (3.10)
M (y,1)
—~ 1 4

Muy(y,1) = m /(”(t) — Mi(y,0) plu, y, t)du
_ Ma(y. ) =AM DM (1) + 6Mr. DMa(y. 1) = 3Mir. 1)
M3y, 1) ’
(3.11)

respectively.



Non-Gaussian Test Models for Prediction and State Estimation with Model Errors 109

Table 1 Relative errors €y in (3.7), in the conditional moments Mo—My in (3.8)—(3.11) at equi-
librium for the two test models (3.4)—(3.5) with the reference input obtained from Monte Carlo
estimates from 107 runs

My Mi Mo M3 My
System (3.4): Nearly Gaussian reg. 0.0031 0.0241 0.0494
System (3.4): Fat algebraic tail reg. 0.0225 0.0202 0.0593
System (3.5): High skewness reg. 0.0179 0.0181 0.0183 0.0196 0.0236

Table 2 Relative errors (3.7) in the conditional moments My, M and M3 at equilibrium for the
two test models (3.4)—(3.5) with the reference input obtained from analytical solutions

Mo M, My M3 My
System (3.4): Nearly Gaussian reg. 2.1520 x 1073 0
System (3.4): Fat algebraic tail reg. 3.6825 x 107° 0 0
System (3.5): High skewness reg. 0.0018

Table 3 Relative errors in time-periodic conditional moments Mo—My in (3.8)—(3.11) for the test
model (3.5) in the regime with transitions (see Fig. 1) between highly skewed and nearly Gaussian
marginal densities 7,4 (y); the reference input obtained from Monte Carlo estimates from 107 runs

Mo M M M3 My
t, =7.00 0.0185 0.0199 0.0218 0.0242 0.0271
t, = 8.40 0.0299 0.0337 0.0400 0.0447 0.0561
t, =17.70 0.0309 0.0316 0.0321 0.0327 0.0332
t, =9.00 0.0182 0.0196 0.0229 0.0275 0.0330

The L? errors for the two test models discussed in the previous section and pa-
rameters as specified below are listed in Tables 1, 2, 3. Note that the errors in the
conditional moments do not exceed 6% for the wide range of dynamical regimes
considered. Moreover, the comparison of the results in Tables 1 and 2 shows that the
numerical algorithm developed here is more efficient and accurate than the Monte
Carlo estimates, even when a relatively large sample size (~ 107) is used in the MC
simulations.

In Fig. 3, we illustrate the performance of the algorithm for computing the
conditional moments in (2.10) associated with the conditional equilibrium density
Peq(u | y) for the system (3.4). The system parameters (d,,, 0y, ¥, 0y) in (3.4) are
chosen to represent the non-Gaussian dynamics in the regime with intermittent in-
stabilities and a fat-tailed marginal equilibrium PDF in u. In particular, we choose

oy =10, d, =10, y=3, fu=f,=0

(see Fig. 1 for an example of the corresponding dynamics).
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Fig. 3 Equilibrium conditional statistics of the system (3.4) with Gaussian damping fluctuations,
intermittent instabilities and fat-tailed marginal PDFs in u. Unnormalized conditional moments,
Mo(y) — Ma(y), (2.8) of u at the equilibrium of the two-dimensional non-Gaussian turbulent
system (3.4) with intermittent instabilities due to Gaussian damping fluctuations; the results of
CGFPE (2.10) and Monte Carlo estimates from 107 runs are compared. In the dynamical regime
shown in the marginal equilibrium PDF, peq(u), is symmetric and fat-tailed due to these intermit-
tent instabilities (see Fig. 1). Note the errors in the Monte Carlo estimates in the odd moments

In Figs. 5 and 6, we illustrate the performance of our algorithm for computing the
conditional moments My (y, t) of u in the system (3.5) with the cubic nonlinearity
in y which is coupled multiplicatively to the dynamics in u. Here, we consider two
distinct configurations. For the constant forcing, we choose the parameters in (3.5)
in such a way that y displays regime switching with the unimodal, highly skewed
marginal equilibrium PDF for y, while the marginal dynamics of  is highly non-
Gaussian and second-order stable. This dynamical configuration can be achieved by
setting, for example,

a=1, b=1, c=1,
A=0.5, B=-2,
o=1, fu=1, f,=3

(see Fig. 1 for an illustration of such dynamics). For the time-periodic forcing, when
the dynamics in y cycles between a highly skewed and a nearly Gaussian phase
while u# remains highly non-Gaussian, we set

a=1, b=1, c=1,
A=0.5, B=-0.5,
0=0.5 f,=-0.5
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Fig. 4 The same as that in Fig. 3 but for centered, normalized conditional moments /\70(}/) —
f\Z4(y), which correspond to marginal density 7 (y), the conditional mean, variance, skewness
and kurtosis given by (3.8)—(3.11), respectively

with the time-periodic forcing in y given by

fr @) =65 sin<m — %) +2.5.

Based on the results summarized in Figs. 3, 4, 5, 6 and Tables 1, 2, 3, we make
the following points:

(1) The numerical algorithm for solving the coupled system (2.10) in the CGFPE
framework with u; € R provides robust and accurate estimates for the conditional
moments (2.8).

(2) The discrepancies between the estimates obtained from (2.10) and the direct
Monte Carlo estimates with a large sample size (~ 107) are below 6% for both
time-periodic and time-invariant attractor statistics.

(3) The largest discrepancies in the normalized conditional moments obtained
from CGFPE and Monte Carlo estimates in the normalized moments occur in tail
regions, where the corresponding probability densities are very small.

(4) The developed algorithm for solving the CGFPE system (2.10) is more effi-
cient and more accurate than the Monte Carlo estimates with relatively large sample
sizes (~ 107).

4 Quantifying Model Error Through Empirical Information
Theory

As discussed extensively recently (see [5, 11, 25, 28-30]), a very natural way to
quantify the model error in statistical solutions to complex systems is through the
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Fig. 5 Snapshots of time-periodic conditional statistics on the attractor of the system (3.5); the
cubic nonlinearity in damping fluctuations, the highly skewed PDF phase. Normalized conditional
moments f\/lvo(% ty) — ./\74 (y,ty) in (3.8)—(3.11) of u on the time-periodic attractor of the two-di-
mensional non-Gaussian turbulent system (3.5) with cubic dynamics of damping fluctuations y;
the results obtained via CGFPE (2.10) and Monte Carlo simulations with 107 sample runs are com-
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marginal PDFs, 7, (u, t), ma: (v, ts) (see Fig. 2). The normalized conditional moments are the
conditional mean, variance skewness and kurtosis
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relative entropy P(p, g) = 0 for two probability measures p and g given by
7><p,q)=/p1n§=_y<,,)_/p1nq, @.1)
where
S (p) = —/plnp (4.2)

is the Shannon entropy of the probability measure p. The relative entropy P(p, q)
measures the lack of information in g about the probability measure p. If p is the
perfect density and py, M € . is a class of probability densities, then M is a better
model than M, provided that

P(p. pm) <P(p, Py, (4.3)

and the best model Mx* € . satisfies
P(p, pmx) = min P(p, pm)- 4.4)
\V/4

There are extensive applications of information theory to improve imperfect mod-
els in climate science developed recently (see [5, 11, 25, 28-30]); the interested
reader can refer to these references. The goal here is to develop and illustrate this
perspective of the information theory on the model error for direct application to the
estimate of model error for the setup developed above in Sects. 2—-3. These formulas
are utilized in Sect. 5 below.

We consider a probability density for the perfect model p(u;, u;;) which can be
written by Bayes theorem as

puy, uy) = pQuy | u)m (uy), 4.5

here and hereafter, 7 (4;) is the marginal

() = f Gy, )ty 4.6)

From the CGFPE procedure developed in Sects. 2-3, we have exact expressions
for the conditional moments up to some order L for p(uy | u;) evolving in time
already, this is a source of information loss through the coarse graining of p(u, uy).
To quantify this information loss by measuring only the conditional moments up to
order L, let

prL(uy, uy) = pr(uy | u)mu,), 4.7

where for each value u;, the conditional density pr (uy | u;) satisfies the maximum
entropy (least biased) criterion (see [24, 31, 32])

S(PL (uy | “1)) = ;HEGDES(?TLO‘H)), (4.8)
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where £ is a class of marginal densities r; with identical moments up to order L,
ie.,

/.ugﬂL(uII)dmI:/ugPL(uI,un)dunz/“ﬁp(ulaun)duns | <L. (4.9)

Below and in Sect. 5, we will always apply the variational problem in (4.8) for
L =2 which guarantees that py (uy | u;) is a Gaussian density with the specified
conditional mean and variance. In general, for L even and L > 2, it is a sub-
tle issue as to whether the solution to the variational problem (4.8) exists (see
[34]), but here we tacitly assume this. We remark here that highly non-Gaussian
densities can have Gaussian conditional densities like py (uy | #;) as discussed in
Sect. 5.
Natural imperfect densities with the model error have the form

P%("Iy up) = PE/I(“H | u)™ (uy). (4.10)

The simplest model with the model error is a Gaussian density pg (u;, uy;) which
is defined by its mean and variance; the standard regression formula for Gaussian
densities (see [7]) automatically guarantees that the form in (4.10) is applied with
L =2 in this important case.

Another important way of generating an imperfect model with the form (4.10)
is to have a different model (see [22, 25]) for the stochastic dynamics of u; rather
than that in (2.1) and to compute the conditional moments up to order L in the
approximate model through CGFPE so that the model approximations automatically
have the form (4.10) (see Sect. 5 below).

Here we have a precise way to quantify the model error in an imperfect model in
the present setup.

Proposition 4.1 Given the perfect model distribution p(uy, uy) with its conditional
approximation pr (uy,uy) in (4.7) and the imperfect model density p"L’[(uI, uy) de-
fined in (4.10), we have
P(P(“I, uy), PI\LA(uIv un)) = ’P(P(ul»un), pr(us, un))
+P(PL(MI»MII),le(ul,un))y (4.11)

where

0< P(P(ul, uy), pruy, uu))

= /”("1)[S(PL (un |u1)) - S(P("u |u1))]du1

= /77(“1)7)(17("11 luy), pr(un | ul))du[ (4.12)
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and
0< P(PL (uy, uy), P%(ul, un))

— P (). 7)) + / ) [S (PN | ) — S(p ey | ) oy
=P (7)), 7™ W) + / 7 (w)P(p(un | uy), pY (un | ur))du;. (4.13)

In particular, P(p(uy,uy), pr (M, uy)) quantifies an intrinsic information barrier
(see [5, 11, 25, 29, 30]) for all imperfect model densities with the form as in (4.10).

To prove Proposition 4.1, first, utilize the general identity (see [6]) to calculate
7D(PL (uy, uy), pI\L/[(u[’ uu))
=P (7 @), 7 () +/7T(u1)7’(17(uu |uy), Py (un | wy))duy, (4.14)

which is easily verified by the reader. Next, for each u;, use the general identity for
least biased densities, which follows from the max-entropy principle in (4.8) (see
[24, Chap. 2])

P(P("la uy), PI\LA("la uu)) = ’P(P(ul, uy), PI\LA('M, uu)) + P(P(“l, uy), PI\LA("l, uu))»
(4.15)

and insert this in (4.14). Finally, computing P (p (uy, uy), pr (u;, uy)) and P(pr (u;,
Uuy), pi‘ (u;, uyy)) by the formula in (4.14) once again, with simple algebra, we arrive
at the required formulas in (4.11)—(4.13).

5 Non-Gaussian Test Models for Statistical Prediction with
Model Errors

We apply the material developed in Sects. 3—4 with L = 2 to gain new insight into
statistical predictions with the effects of coarse-graining and model errors in the
non-Gaussian setting. In the first part of this section, we consider the effect of model
errors through coarse-graining the statistics in a perfect model setting (see [18]) for
short, medium, and long range forecasting. In the second part of this section, we
consider the effect of model errors in the dynamics of u; (see [25]) on the long range
forecasting skill. The errors in both the full probability density and the marginal
densities in u;; are considered.

5.1 Choice of Initial Statistical Conditions

As already mentioned in Sect. 4, we are particularly interested in assessing the
model error due to various coarse-grainings of the perfect statistics. These model
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errors arise naturally either when deriving the approximate least-biased conditional
densities through estimating the conditional moments in the CGFPE framework of
Sect. 2, or when deriving the Gaussian estimators of non-Gaussian densities. The
effects of initial conditions are clearly important in the short and medium range pre-
dictions, for both the perfect and the coarse-grained statistics, and the choice of a
representative set of statistical initial conditions requires some care.

In the following sections, we consider the least-biased conditionally Gaussian
estimators (i.e., L = 2 in Sect. 4) of the true statistics p(«, y, t), leading to the non-
Gaussian densities pa(u, y, t), as well as fully Gaussian approximations pg(u, y, t)
of the true non-Gaussian statistics p(u, y, t). Therefore, in order to compare the
effects of coarse-graining the structure of the PDFs in a standardized setting, we
consider the initial joint densities with identical second-order moments, i.e., any
two initial densities, p; and p, satisfy

/M“Vﬁifi(u, y)dudy =/M“Vﬂﬁj(u, pydudy, 0<a+pg<2. (5.1
For simplicity, we choose the initial densities with uncorrelated variables,
pilu,y) = W7 (y),

where the marginal densities 7; (1) and 7;(y) are given by the mixtures of simple
densities (see Appendix B for more details). This procedure is sufficient for the
present purposes and reduces the complexity of exposition. An analogous procedure
can be used to generate PDFs with correlated variables by, for example, changing
the coordinate frame. Such a step might be necessary when studying the model error
in filtering problems.

The following sets of non-Gaussian initial conditions, shown in Fig. 7 and con-
structed in the way described above, are used in the suite of tests discussed next (see
also Appendix B):

(1) p1(u, y): Nearly Gaussian PDF with the Gaussian marginal in u and a weakly
sub-Gaussian marginal in y.

(2) p2(u,y): PDF with a bimodal marginal in u and a weakly skewed marginal
iny.

(3) p3(u, y): Multimodal PDF with a bimodal marginal in u and a tri-modal
marginal in y.

(4) pa(u,y): PDF with a highly skewed marginal in u and a bimodal marginal in y .

(5) ps(u,y): PDF with a weakly skewed marginal in u and a highly skewed
marginal in y.

(6) ps(u, y): Multimodal PDF with a Gaussian marginal in u and a tri-modal
marginal in y.

(7) p7(u,y): Multimodal PDF with a bimodal marginal in u and a Gaussian
marginal y.
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Fig. 7 The set of seven non-Gaussian initial conditions with identical second-order statistics used

in the tests in Figs. 9-20 (see Sect. 5.1 and Appendix B for more details)
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5.2 Ensemble Prediction with Model Error Due to
Coarse-Graining the Perfect Dynamics

We consider the dynamics of the same non-Gaussian system (3.4) with intermit-
tent instabilities as in Sect. 3.1.1 which has the general structure as in (3.1)—(3.2).
The wide range of interesting turbulent dynamical regimes (see [3—5, 25]) makes
this statistically exactly solvable system an unambiguous tested for studying the
effects of model errors introduced through various coarse-grainings of the perfect
density p(u, y,t) as discussed in Sect. 4. In this section, following the methodol-
ogy introduced in Sect. 4, we focus on the model error arising from two particular
coarse-grainings of the perfect model density p(u, y, t):

(1) p2(u, y,t): Non-Gaussian density obtained through the least-biased condi-
tionally Gaussian approximation of the true conditional densities such that the true
density p(u, y, t) and the coarse-grained density p»(u, y, t) have the same first two
conditional moments, i.e., for each fixed y and ¢, we set

S(p2(uly. 1) = | max S(qw)),
N.2= N

where
My =/uNp(u |y, H)du, MN,zzfqu(u)du, ogn<?2.

Note that, despite the Gaussian approximations for the conditional densities
p2(uly, t), the coarse-grained joint and marginal densities

p2u, vy, t)y=pa(ul|y,)m(y,1), ﬂz(u,t)=/172(u,%t)d)/

can be highly non-Gaussian.

(2) pc(u, y, t): Gaussian approximation of the joint density p(u, y, t). The error
in the Gaussian estimators pg(u, v, t) and ng(u,t) = f pc(u, y,t)dy, arises from
the least-biased approximation of the true non-Gaussian density p(u, y, t), which
for each fixed ¢, maximizes the entropy

S(pcu,y. 1)) X S(qu, v)).

ij,c=Mij

subject to the following moment constraints:

M; ;= f W'y pu,y,tydudy, M= / u'y’qu, y)dudy,
0<i+j<2.

In the above set-up, the conditional approximations p, and m, represent the best
possible (least-biased) estimates for the true joint and marginal densities, given the
first two conditional moments. Thus, the errors P(p, p2) and P (i, mp) represent
the intrinsic information barriers which can not be overcome by models based on
utilizing two-moment approximations of the true densities (see Proposition 4.1 in
Sect. 4).
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Regime I Regime II Regime III

Fig. 8 Three dynamical regimes of the non-Gaussian system (3.4) characterized by different equi-
librium marginal densities 7req (1) used for studying the model error in coarse-grained densities in
Sect. 5.2 (see Figs. 9-11). Regimes I-II of (3.4) are characterized by intermittent dynamics of u
due to transient instabilities induced by the damping fluctuation y

In Figs. 9, 10, 11, we show the evolution of the model error (4.11) due to differ-
ent coarse-grainings in p; and pg in the following three dynamical regimes of the
system (3.4) with Gaussian damping fluctuations (see also Fig. 8):

Regime I (see Fig. 11) A regime with plentiful, short-lasting transient instabil-
ities in the resolved component u(¢) with fat-tailed marginal equilibrium densities
7 (u), where, the parameters used in (3.4) are

?:2, O’y:dyzlo, o’uzl, fu:O

Regime II (see Fig. 10) A regime with intermittent large-amplitude bursts of
the instability in u(¢) with fat-tailed marginal equilibrium densities m(u), where,
the parameters used in (3.4) are

?:2’ O'y:d)/:z, O’u:l, fu:()
Regime III (see Fig. 9) A regime with nearly Gaussian marginal equilibrium
density (1), where, the parameters used in (3.4) are

?:7’ o'y:dy:l, O'u:l, fu:()

In each regime, the model error in the ensemble predictions is examined for
the set of seven different initial densities introduced in Sect. 5.1 and Fig. 7 with
identical second-order statistics. The evolution of the true density p(u, y,t) is es-
timated via Monte Carlo simulations with 107 samples, while the coarse-grained
joint densities p», pg, and their marginals 7, 7 are computed according to the
moment-constrained maximum entropy principle in (4.8) using the conditional mo-
ments computed from the CGFPE procedure (2.10).

The top row in Figs. 9—11 shows the evolution of the model error in the Gaussian
estimators pg(u, y,t) and mg(u,t) of the true density. The intrinsic information
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Fig. 9 Model errors due to coarse-graining the perfect dynamics of the system (3.4) in the nearly
Gaussian regime (Regime III in Fig. 8). (Top two rows) Evolution of the model errors (4.11) due
to different coarse-grainings of the perfect dynamics in the system (3.4) with Gaussian damping
fluctuations. The non-Gaussian joint and marginal densities, p> and 72, are obtained through the
Gaussian coarse-graining of the conditional statistics p(u | y) (see Sect. 3—4), while pg and ng
are the joint and the marginal densities of the Gaussian estimators (see Sect. 4). The information
barrier (bottom row) equals P(p, pc) — P(p2, pc) (see (4.11)). The respective statistical initial
conditions, all with the same second-order moments, are described in Sect. 5.1 and shown in Fig. 7
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Fig. 10 Model errors due to coarse-graining perfect dynamics; the system (3.4) in the regime with
intermittent large amplitude instabilities. (Top two rows) Evolution of the model errors (4.11) due
to different coarse-grainings of the perfect dynamics in the system (3.4) with Gaussian damping
fluctuations. The non-Gaussian joint and marginal densities p, and m,, are obtained through the
Gaussian coarse-graining of the conditional statistics p(u | ) (see Sect. 3—4), while p; and 7g
are the joint and the marginal densities of the Gaussian estimators (see Sect. 4). The information
barrier (bottom row) equals P(p, pc) — P(p2, pc) (see (4.11)). The respective statistical initial
conditions, all with the same second-order moments, are described in Sect. 5.1 and shown in Fig. 7
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Fig. 11 Model errors due to coarse-graining perfect dynamics; the system (3.4) in the regime with
abundant transient instabilities. (Top two rows) Evolution of the model errors (4.11) due to differ-
ent coarse-grainings of the perfect dynamics in the system (3.4) with Gaussian damping fluctua-
tions. The non-Gaussian joint and marginal densities p» and 72, are obtained through the Gaussian
coarse-graining of the conditional statistics p(u | y) (see Sect. 3—4), while pg and 7 are the joint
and the marginal densities of the Gaussian estimators (see Sect. 4). The information barrier (bot-
tom row) equals P(p, pG) — P(p2, pc) (see (4.11)). The respective statistical initial conditions,
all with the same second-order moments, are described in Sect. 5.1 and shown in Fig. 7
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Fig. 12 Three distinct stages in the statistical evolution of the system (3.4) illustrated for the
regime with nearly Gaussian dynamics and highly non-Gaussian multimodal initial statistical con-
ditions p3(u, y) (see Fig. 7). These three stages exist regardless of the dynamical regime of (3.4)
and the form of the initial conditions (not shown). (7op) The initial configuration projected on the
marginal densities at 7, = 0. (Middle) The fat-tailed phase in the marginal 7 (u, t) corresponding to
the large error phase in the coarse grained models (see Figs. 9-11). (Bottom) Equilibrium marginal
statistics on the attractor in the regime with nearly Gaussian statistics (see Regime III in Fig. 8)

barrier in the Gaussian approximation (see Proposition 4.1), represented by the lack
of information in the least-biased density p», based on two conditional moment
constraints, is shown for each regime in the middle row. It can be seen in Figs. 9-11
that the common feature of the model error evolution in all the examined regimes
of (3.4) is the presence of a large error at the intermediate lead times. The source of
this phenomenon is illustrated in Fig. 12 in Regime III of (3.4) with nearly Gaussian
attractor statistics. The large error arises from the presence of a robust transient
phase of fat-tailed dynamics in the system (3.4) which is poorly captured by the
coarse grained statistics.

Below, we summarize the results illustrated in Figs. 9—12 with the focus on the
model error in the Gaussian approximations pg(u, y,t) and g (u, t):

(1) For both the Gaussian estimators pg (u, ), mg(#) and the conditionally Gaus-
sian estimators ps(u, y), m2(u), there exists a phase of large model errors at
intermediate lead times. This phase exists in all the examined regimes of (3.4)
irrespective of the initial conditions, and it arises due to a transient highly non-
Gaussian fat-tailed dynamical phase in (3.4) which the Gaussian estimators fail
to capture.

(2) The trends in the model error evolution for the joint and the marginal densities
are similar. This is to be expected based on Proposition 4.1.

(3) The contributions to the model error in the Gaussian estimators pg(u, y) and
7 (1) from the intrinsic information barrier P(p, p2) (see Proposition 4.1), and
from the error P(p2, pg) due to the fully Gaussian vs conditionally Gaussian
approximations depend on the dynamical regime.
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(a) The effects of the intrinsic information barrier are the most pronounced in
the non-Gaussian Regime I of (3.4) with abundant transient instabilities in u
(see Figs. 8 and 11). In this regime, the information barrier dominates the
total model errors. In the nearly Gaussian regime, the intrinsic information
barrier is negligible except at short times due to the errors in coarse-graining
the highly-non-Gaussian initial conditions (see Figs. 7 and 9).

(b) In the highly non-Gaussian Regime I with abundant instabilities and the
fat-tailed equilibrium PDFs (see Fig. 8), the differences in the model error
between different initial conditions quickly become irrelevant. The intrinsic
information barrier dominates the model error, and there is a significant
error for long range predictions in both the joint and the marginal coarse-
grained densities.

(c) In the non-Gaussian Regime II of (3.4) with large amplitude intermittent in-
stabilities, the intrinsic information barrier dominates the error in the Gaus-
sian estimators at short ranges. At intermediate lead times, the error due
to the fully Gaussian vs conditionally Gaussian approximations exceeds
the intrinsic barrier. The error at long lead times is significantly smaller
than those in Regime I with comparable contributions from P(p, p>) and
P(p2, re)-

(d) In the nearly Gaussian Regime III of (3.4), the intrinsic information barrier
in the Gaussian estimators is small and dominated by the errors in coarse-
graining the non-Gaussian initial conditions.

(4) The intrinsic information barriers in the joint density P(p, p2) and in the
marginal density P (s, 2), are comparable throughout the evolution and almost
identical at short lead times.

5.3 Ensemble Prediction with Model Errors Due to Imperfect
Dynamics

We focus on the model error which arises through common approximations associ-
ated with the ensemble prediction: (i) Errors due to imperfect/simplified dynamics,
and (ii) errors due to coarse-graining the statistics of the perfect system which is
used for tuning the imperfect models. While the above two approximations are of-
ten simultaneously present in applications and are generally difficult to disentangle,
it is important to understand the effects of these two contributions in a controlled
environment which is developed below.

Similar to the framework used in the previous sections, we consider the dynamics
with the structure as in the test models (3.1)—(3.2), where the non-Gaussian perfect
system, as in (3.5), is given by

@) dy =[-ay +by*—cy®+ f,(®)]dt + (A — By)dWc + 0y,dW,,

52
(b) du=(—yu+ fu(0))ds +0,dW,, 6:2)



Non-Gaussian Test Models for Prediction and State Estimation with Model Errors 125

with cubic nonlinearity in the damping fluctuations y . The imperfect non-Gaussian
model introduces errors by assuming Gaussian dynamics in the damping fluctua-
tions, as in (3.4),

@ dyM=(=d) ™ =7+ £ ®)dr + o) dW),

53
(b)  du™=(—y™uM+ f£)(0))dr 4 o) AW, e
The imperfect model (5.3) is optimized by tuning its marginal attractor statistics, in
either u™ or y™ depending on the context, to reproduce the respective true marginal
statistics. This is a prototype problem for a number of important issues. Two topical
examples are:

(1) Reduced models with a subset of unresolved variables (here ™) whose statis-
tics is tuned for statistical fidelity in the resolved variables (here u™).

(2) Simplification of parts of the dynamics in complex multi-component mod-
els such as the coupled atmosphere-ocean-land models in climate science; in the
present toy-model setting y can be regarded as the atmospheric forcing of the ocean
dynamics u.

In order to illustrate the framework developed in Sect. 24, we compare the
model error arising in the optimized imperfect statistics, pM*(u, y, t) or 7™ (u, 1),
associated with (5.3) with the model error in py(u, vy, t) or w2 (u, t) due to the Gaus-
sian coarse-graining of the conditional density p(u | y, t) of the perfect system (5.2)
using the CGFPE framework of Sect. 2.

In particular, we show that a small model error can be achieved at medium and
long lead times for imperfect predictions of the marginal dynamics 7™*(u) using
models with tuned unresolved dynamics y despite a large model error in the joint
density pM*(u, y).

5.3.1 Ensemble Predictions with Imperfect Dynamics and Time-Independent
Statistics on the Attractor

We consider the perfect system (5.2) and its model (5.3) with invariant measures
at their respective equilibria. This configuration is achieved by assuming constant
forcing f},=0.8220, f,=-0.5, fﬁ":O, fM'=—0.5inboth (5.2) and (5.3). We first
examine the effects of model errors associated with two distinct ways of optimizing
the imperfect model (5.3):

(I) Tuning the marginal equilibrium statistics of the damping fluctuations y™ in
(5.3) for fidelity to the true statistics of y in (5.2).

In order to tune the mean and variance of y™ to coincide with the true moments,
we simply set

o 2M

s = Vareg (1), (54)
14

M

Y= (V)eq



126 M. Branicki et al.

P, v,t),p™ (w, v,1) P(n(u, 1), n™ (u,1)

Model error
Model error

Fig. 13 The ensemble prediction of (5.2) with imperfect models in (5.3); dependence of model
error on the decorrelation time in the imperfect model. The model error (4.11) via the relative
entropy for the imperfect prediction of the system (5.2) using imperfect models in (5.3) with the
correct climatology in Y™ but different decorrelation times of the damping fluctuations. Note that in
this case underdamped imperfect models have the best medium range prediction skill. The results
shown are obtained in the skewed two-state unimodal regime (see Fig. 1) of (5.2), starting from the
statistical initial condition p}(u, y) (see Sect. 5.1 and Fig. 7)

which leads to a one-parameter family of models in (5.3) with a correct marginal
equilibrium density in y™. Below, we choose the damping dj'\," in (5.3) as the free
parameter and study the dependence of model errors in the class of models satisfying
(5.4) and parameterized by the damping/decorrelation dime in y™ (see Fig. 13).
Note that only one model in this family can match both the equilibrium density 7 (y)
and the decorrelation time 7, = [ Corr, (7)dz, of the true damping fluctuations in
(5.2). For such a model we have, in addition to (5.4),

1
M _ —
Ty = dV—M = Ty. (55)

Examples of the prediction error in models of (5.3) optimized for equilibrium fi-
delity in ™ but different dampings d;}’l* are shown in Fig. 13 for the two-state uni-
modal regime of (5.2) (see Fig. 1). We highlight two important observations here:

(1) Underdamped models of (3.4) optimized for equilibrium fidelity in the damp-
ing fluctuations Y™ have the smallest error for medium range forecasts (all models
are comparable for long range forecasts). These results are similar to those reported
recently in [25], where the short and medium range predictive skills of linear models
with optimized marginal statistics of the unresolved dynamics were shown to often
exceed the skills of models with correct marginal statistics and decorrelation time.

(2) Despite the striking reduction in the model error at intermediate lead times
achieved through underdamping the unresolved dynamics in (3.4), caution is needed
when tuning imperfect models for short range forecasts or forced response predic-
tions, where the damping, in both the resolved and unresolved dynamics, is relevant
for correct system responses (see [25]).

(1) Tuning the marginal equilibrium statistics of the damping fluctuations y™ in
(5.3) for fidelity to the true statistics of u in (5.2).
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This case corresponds to the situation in which we construct a simplified model
of a system with unresolved degrees of freedom (here y); these stochastically ‘su-
perparameterized’ unresolved dynamics are then tuned to correctly reproduce the
statistical features of the resolved dynamics (here u).

We consider this optimization in the Gaussian framework and optimize the im-
perfect model (5.3) by tuning the dynamics of the damping fluctuations y™ in order
to minimize the lack of information in the imperfect marginal density for the re-
solved variable, i.e., the optimal imperfect model satisfies

P(rc @), n*(w)) = min_ P(rg W), 7 w)), (5.6)
d,l/\’l,dy,y

where 7 and 7§ are the Gaussian estimators of the respective marginal densities

associated with (5.2) and (5.3), respectively. With the conditional moments of u

in the perfect system (5.2), M{(y) and M;(y) obtained by solving (2.10) in the

CGFPE framework in Sect. 2, the mean and the variance of pg(u) are given by

= / Mi)dy.,  Re= / Ma()dy -2, (5.7)

respectively. Analogous expressions hold for the mean and the variance of py(u)
which are used in the optimization (5.6).

The two types of model optimization are compared in Fig. 14 for the two-state
unimodal regime of (5.2) (see Fig. 1). Both procedures yield comparably good re-
sults at long lead times when the model error in the marginal densities in 7* (u, r) is
considered. Unsurprisingly, optimizing the marginal dynamics of u™ by tuning the
dynamics of y™ generally leads to a smaller model error for short and medium range
predictions. But the type of the optimization largely depends on the applications.

In Figs. 15, 16, 17, 18, we illustrate the evolution of the model error in the imper-
fect statistical prediction of (5.2) which is optimized according to the procedure (I)
above. Two non-Gaussian regimes of the true system (5.2) illustrated in Fig. 1 are
used to analyze the error in imperfect predictions with optimized models in (5.3).

5.3.2 Ensemble Predictions with Imperfect Dynamics and Time-Periodic
Statistics on the Attractor

We finish the analysis by considering the dynamics of the perfect system (5.2) and
its model (5.3) with time-periodic statistics on the attractor. We focus on the highly
non-Gaussian regime of the perfect system (5.2) with the cubic nonlinearity in the
damping fluctuations periodic transitions between the nearly Gaussian and highly
skewed marginal densities in the damping fluctuations y which are induced by the
simple time-periodic forcing

Iy @) = fyo+ fyasin(@t +¢).
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Fig. 14 The ensemble prediction of (5.2) with imperfect models in (5.3); comparison of model
errors for different types of model optimization. Evolution of the model error (4.11) via the rela-
tive entropy for imperfect models in (5.3) where the imperfect dynamics of the damping fluctua-
tions yM, is either (I) tuned to correctly reproduce the marginal equilibrium statistics of y, or (II)
tuned to correctly reproduce the marginal equilibrium statistics of u in (5.2). The results shown
are obtained for the perfect dynamics in (5.2) in the regime with skewed unimodal statistics and
the two-state switching in the path-wise dynamics (see Fig. 1), and for three different statistical
initial conditions: (top) the initial density p(u, y), (middle) the initial density p>(u, y), (bottom)
the initial density p3(u, y) (see also Fig. 7 and Sect. 5.1)
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Fig. 15 The ensemble prediction with optimized imperfect dynamics; the perfect system (5.2)
with skewed unimodal statistics and the regime switching, imperfect model given by (5.3). Com-
parison of two types of model errors in ensemble predictions: (fop row) the model error (4.11) due
to coarse-graining the perfect conditional statistics (see Sect. 4), and (bottom row) the model error
due to imperfect dynamics in (5.3) where y™ is tuned for the correct marginal equilibrium statistics
and the correlation time of the damping fluctuations y in (5.2). The model error via the relative
entropy 4.11 is shown for the joint densities (left column) and the marginal densities in u (right
column). The respective initial conditions are shown in Fig. 7
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Fig. 16 Three distinct stages in the statistical evolution of the system (5.2) and its imperfect mod-
els (5.3) with different contributions to model errors; the example shown corresponds to the evolu-
tion from the initial condition p3 (see Sect. 5.1) in the regime with time-invariant statistics at the
equilibrium with unimodal PDFs and the regime switching (see Fig. 1). (Top) The initial configura-
tion at #,, = 0. (Middle) The fat-tailed phase in the true marginal 7 (u, t) corresponding to the large
error phase in the coarse-grained and the Gaussian models (see Fig. 15). (Bottom) Equilibrium
marginal statistics on the attractor with the skewed marginals 7 (y) and 7 (y™) of the damping
fluctuations
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Fig. 17 The ensemble prediction with optimized imperfect dynamics; the perfect system (5.2)
with fat-tailed statistic, imperfect model given by (5.3). Comparison of two types of model errors
in ensemble predictions: (Top row) The model error due to coarse-graining the perfect dynamics
(5.2), and (bottom row) the model error due to imperfect dynamics (5.3), where ™ is tuned for the
correct marginal equilibrium statistics and the correlation time of the damping fluctuations y in
(5.2). The model error via the relative entropy (4.11) is shown for the joint densities (left column)
and the marginal densities in u (right column). The respective initial conditions are shown in Fig. 7.
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Fig. 18 Three distinct stages in the statistical evolution of the perfect system (5.2) and its imperfect
models in (5.3) with different contributions to the model error; the example shown corresponds
to the evolution from the initial condition p3 (see Sect. 5.1) in the regime with time-invariant
statistics at the equilibrium and fat-tailed PDFs (see Fig. 1). (Top) The initial configuration at
t, = 0. (Middle) The fat-tailed phase in the true marginal 7 (u, t) corresponding to the large error
phase in the coarse-grained and the Gaussian models (see Fig. 15). (Bottom) Equilibrium marginal
statistics on the attractor with the fat-tailed marginals 7 (y) and 7 (y™) of the damping fluctuations

This regime was previously used in Sect. 3.1.1 to validate the CGFPE framework
(see Fig. 2). Similar to the configurations studied with time-independent equilib-
rium statistics in the previous section, we are interested in the differences be-
tween the model error arising in the optimized imperfect dynamics p™*(u, y, r) and
a™*(u), and the error due to coarse-graining the perfect statistics in the densities
p2(u, y,t), mp(u) obtained through the Gaussian approximations of the condition-
als p(u |y, t).

The issue of tuning the marginal attractor statistics of the damping fluctuations
yM in the imperfect model (5.3) requires more care than in the case with time-
independent equilibrium statistics; this is due to the presence of an intrinsic infor-
mation barrier (see Sect. 4 or [5, 25]) when tuning the statistics of the Gaussian
damping fluctuations y™ in (5.3) to the true statistics of (5.2) in y. Similar to the
time-independent case, we aim at tuning the marginal attractor statistics in y™ for
best fidelity to the true marginal statistics in y. However, there exists an information
barrier associated with the fact that the attractor variance of the Gaussian fluctua-
tions y™ is always constant regardless of the forcing fﬁ" (t). One way to optimize the
imperfect statistics of y is to tune its decorrelation time, and time-averaged mean
and variance on the attractor to reproduce the true time-averaged quantities. How-
ever, such an approach is clearly insensitive to phase variations of the respective
statistical moments. Here, instead, we optimize the imperfect model by first tuning
the decorrelation times of y™ and y and then minimizing the period-averaged rel-
ative entropy between the marginal densities for the damping fluctuations, i.e., the
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Fig. 19 The model error in imperfect optimized ensemble predictions of non-Gaussian systems
with time-periodic statistics; the perfect model (5.2) with attractor statistics nearly Gaussian <—
high skewness in y (see Fig. 2). Evolution of the model error (4.11) associated with the statistical
prediction of (5.2) in the highly non-Gaussian regime with time-periodic statistics using two non—
Gaussian models: (Top row) Models with a coarse-grained perfect conditional density py(u | y)
(see Sect. 4), and (bottom row) models with imperfect dynamics of the damping fluctuations, y™
in (5.3) which are optimized by matching the decorrelation time of y and minimizing the peri-
od-averaged relative entropy (see Sect. 5.3.2 and Sect. 4 for details)

optimized model (5.3) satisfies

Py, 0), n* (y. 1) = hgn{i;)M} PGy, 1), ni(y. 1)), (5.8)

9y Uy

where the overbar denotes the temporal average over one period, and { f;}"} denotes
a set of parameters in the forcing fyM in (5.3). In the examples below we assume that
the form of the forcing f;,“ with the same time dependence on the true one, i.e.,

BO = flo+ £ sin(oM +¢Y) witho™ =0, ¢"=g¢.

so that the optimization in (5.8) is carried out over a three-parameter space
{o;/v', fy.0, fy,1} (the optimization in the phase and the frequency are often crucial
and interesting, but we skip the discussions for the sake of brevity).

In Figs. 19 and 20, we show the model error for the coarse-grained joint and
marginal densities p», 77, and compare them with the model error in the joint and
marginal densities associated with the optimized imperfect model (5.3). Here, the
parameters used in (5.2) are

a=1, b=1, c¢c=1, A=05, B=-05 o=05 o,=1,

fu=—-05, f0=25 f,1=65 o=, ¢=—=.
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Fig. 20 Dependence on the model error on decorrelation time in imperfect optimized ensemble
predictions of non-Gaussian systems with time-periodic statistics; the perfect model (5.2) and its
attractor statistics as in Fig. 19. The evolution of the model error (4.11) for imperfect predictions
of the true dynamics (5 2) using the models in (5.3) with different decorrelation times of damping
fluctuations y™. 7, = d denotes the decorrelation time of y in the true dynamics (5.2). For a given

decorrelation time dM , the model (5.3) is optimized in the remaining parameters by minimizing the

period-averaged relative entropy P(p(u, y, t), pM*(u, y, t)) (see Sect. 5.3.2 and Sect. 4 for details)

In Fig. 19, the decorrelation time t™ dM* of the damping fluctuations y™

the same as the one in the true dynamics whlle the results shown in Fig. 20 illustrate
the dependence of the model error in the optimized imperfect model on the decorre-
lation time (see also Fig. 13 for the configuration with time-independent equilibrium
statistics).

The following points summarize the results of Sects. 5.3.1 and 5.3.2:

(1) A small model error can be achieved at medium and long lead times for imper-
fect predictions of the marginal dynamics 7™* (&) using models with tuned un-
resolved dynamics y despite a large model error in the joint density pM*(u, y)
(see Figs. 13—15, 17-20).

(2) The error in the coarse-grained densities p»(u, y, t), w2 (u, t) is much smaller
than that in the optimized models with imperfect dynamics with p™M*(u, y, 1),
aM*(u, t) (see Figs. 15-18).

(3) The largest error in the optimized models (3.4) is associated with the presence of
transient multimodal phases which can not be captured by the imperfect models
in the class (3.4) (see Figs. 15-19).

(4) At long lead times, the model error in the joint density P(p(u,y,1),
pM*(u,y,1)), is largely insensitive to the variation of the damping d)’)“* (see
Fig. 20).

(5) The model error in the marginal densities 7™* (i, r) of the optimized models
has non-trivial dependence on the decorrelation time d% of the damping fluc-

tuations. The overall trend is that underdamped imperféct models have smaller
errors in the marginals 7™*(u, t) for the constant or slow forcing, while the
overdamped imperfect models are better for the strongly varying forcing (see
Figs. 13 and 20 for two extreme cases).
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6 Concluding Discussion

We consider a class of statistically exactly solvable non-Gaussian test models where
the generalized Feynman-Kac formulation developed here reduces the exact behav-
ior of conditional statistical moments to the solution to inhomogeneous Fokker-
Planck equations modified by linear lower order coupling and source terms. This
procedure is applied to test models with hidden instabilities and is combined with
information theory to address two important issues in contemporary statistical pre-
dictions of turbulent dynamical systems: The coarse-grained ensemble prediction
in a perfect model and the improving long range forecasting in imperfect models.
Here, the focus is on studying these model errors in conditionally Gaussian approxi-
mations of the highly non-Gaussian test models. In particular, we show that in many
turbulent non-Gaussian dynamical regimes, a small model error can be achieved for
imperfect medium and long range forecasts of the resolved variables using mod-
els with appropriately tuned statistics of the unresolved dynamics. The framework
developed here, combining the generalized Feynman-Kac approach with informa-
tion theory, also allows for identifying dynamical regimes with information barriers
and/or transient phases in the non-Gaussian dynamics, where the imperfect models
fail to capture the characteristics of the true dynamics. The techniques and mod-
els developed here should be useful for quantifying and mitigating the model error
in filtering and prediction in a variety of other contexts. These applications will be
developed by the authors in the near future.

Appendix A: The Numerical Scheme for Solving the CGFPE
System (2.10)

Here, we outline the numerical method for solving the CGFPE system in (2.10)
in one spatial dimension. This is achieved by combining the third-order backward
differentiation formulas [17] with the method of (see [19]) and the second-order,
finite-volume representation for (2.10).

Recall that the CGFPE system consists of a hierarchy of inhomogeneous
Fokker-Planck equations for the conditional moments My (y, t) with the forcing
terms depending linearly on My (y, t) and inhomogeneities depending linearly on
Mpy—_i(y,t),i > 1. Thus, due to the form of (2.10), the linearity of the forcing and
inhomogeneities, we outline here the present algorithm applied to the homogeneous
Fokker-Planck part of (2.10), written in the conservative form

o ad F 1 G 1 G A1)
— = - = T —=Gmy |, .
ot dy 277 2777
where 7 (y,t) = fp(u, y,0)du and G(y, 1) = 2(y, t). Given the spatial grid with
nodes y;,i =1, ..., N, the uniform spacing Ay, and the approximation

1 Vipl
0i(1) = A_/ > n(y,ndy, (A2)
vy

T2
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we discretize (A.1) in space through the second-order finite volume formula as

40 __ L [(. 1. 9 it Lomi— Lo - Lol

&~ Ay 277 )16 T e e
ol P S D
277 )16 e 16 T 16!

S P 20,420+ Lo Lo
+§A—J/ i+1 _§Q1+§Qt+l+ﬂQl*1_ﬂQ’+2

9 9 1 1
_Gi_%(_gQi—l+§Qi+ﬁQi—2_ﬂQi+l):|~ (A.3)
The above expression is obtained by seeking higher order interpolants for Ql”ﬁ in
the standard finite-volume formulation ’
do; 1 1 1
< =——[(F——Gy) o' —(F——Gy) Q’”f}
dr Ay 2 i+% i+5 2 if% i—5
1 n+1 n+1
+E[Gi+%Qi+% —Gl.f%Ql,_%]. (A4)

n+l

The second order approximations for Qz+
2

are obtained by determining the coeffi-

cients a, b, ¢, d in the expansion
0,1 =aQi+bQis1+cQi-1 +dQis,

such that éi+% — Qi+% is of order 0((Ay)3).

The time discretization of (A.1) or (2.10) is obtained by using the three-step
backward differentiation formula (BDF3) (see [17]), which belongs to the family of
linear multistep methods. In particular, (A.1) is discretized in time as follows

18 9

n+3 _ % AAnt+2 , 7 n+1_£ n_i n+3
Q" - QT4 O - 0" = AL (0"T). (A5)

The above implicit formulation can be solved explicitly due to the linearity of (A.1),
where

(@) = MQ"3 for solving M,
MQ"*3 + fo, forsolving M; withi > 1.
Thus, (A.5) can be rewritten as
I — %A;M)—l(% Q"2 — %Q”“ + %Q”) for solving My,
Qn+3= (1_%AZM)71(%QH+2_%QH+1+%Qn+%Ath3)

for solving M; withi > 1.
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The (local) accuracy of the temporal discretization is O(AD)3). Analogous dis-
cretization is implemented for solving the inhomogeneous system (2.10).

Appendix B: Expressions for the Initial Densities

Here, we list the formulas used for generating the initial densities p; (u, y) intro-
duced in Sect. 5.1. Recall that we chose the initial densities with uncorrelated vari-
ables,

pi(y,u) =i ()7 (u),

where the marginal densities 7; (y) and 7; (1) are given by the mixtures

Fi(y) oy Raly), Fi(w) o<y Qnu)

with the identical first and second moments chosen as
wy=0, (W=3, (y)=15 (y})=75 (yu)=0.
In particular, the seven initial densities in Sect. 5.1 with the same joint second-order

statistics are obtained as follows (see Table 4 for the parameters used in (1)—(7)):
(1) Joint density

- 1
pi(u,y)= 5(R1(V) + R2()) Q1(w),

where

52 =2
RAy)ocexp(—%) Q1(u)cxeXp<—M)~

201“
(2) Joint density

- 1

Pa(u,y) = Z(Rl(y) + Ry(1))(Q1(w) + Q2(w)),

where

—_ 7.2 _ 72
Ri(y) aexp(—u), 0;w) aexp(—u)(Z—i—Sin(u)).

20[)/ 20}

(3) Joint density

P3(u,y) = —(Ri(¥) + Ra())(Q1(w) + Q2(w)),

B
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Table 4 The parameters used in (1)—(7)

M. Branicki et al.

4

u

V1 V2 oy 0, uy uz %1 9
(1) 0.0000 3.0000 3.0000 3.0000 0.0000 3.0000
2) 0.0506 2.9494 2.6492 3.6492  —1.1667 0.5291 2.7234 1.3088
3) 0.0167 2.9055 2.7649 3.6316  —0.9653 0.8210 2.7216 1.7763
4) 4.0209 4.1964 21.9235 1.2482  —1.0970 5.0522 2.2703 2.0612
5) 5.2632 11.1937 1.0204 —1.0203 1.4575 2.4603
(6) 0.0163 2.9064 2.7691 3.6204 0.0000 5.0000 3.0000 2.0000
7) 1.5000 5.2500 —0.7417 —0.9372 1.3784 2.4465
where
v-7)*\(3, . (7v
R; xexpl ———— || =+sin|{ — ) ),
i(v) P< 203’ ) + )
0; ) (u —u;)? 3+ . (Tu
() cexpl —————— )| =+sin| — | ).
’ PU 20 N2 2
(4) Joint density
- 1
palu,y) = Z(RI(V) + Ry())(Q1(w) + Q2(w)),
where
(v -7v)*\ 1 w—u)*) 1
R; xe€ — , ; xe — .
i(v) XP( 20‘1}/ 21 Qi(u) ocexp 20" 2+ 1
(5) Joint density
-~ 1
ps(u,y) = ERl(V)(Ql(u) + 02(w)),
where
y-7)*\ 1 (u—1u;)?
R; xexp| — s i xexpl —— ).
i(v) p( 207 T4 Qi) p 207
(6) Joint density
- 1
Po(u, 7) = 5 (Ri(y) + Ra(y) Q1 (),
where

, v =vd)*\(3, . (7Y (u —i1)*
Rt(V)OCeXp(—T> (5'}‘5111(7)), Ql(u)ocexp<_TF)
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(7) Joint density
1
pr(u,y) = ERI()/)(QI ) + 02(w)),
where
Ri(y) x exp<_w)
ZG]V ’

_ 72
Qi(u) <xexp<—%) (% + sin<n7u — 1))
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Asymptotic Analysis in a Gas-Solid Combustion
Model with Pattern Formation

Claude-Michel Brauner, Lina Hu, and Luca Lorenzi

Abstract The authors consider a free interface problem which stems from a gas-
solid model in combustion with pattern formation. A third-order, fully nonlinear,
self-consistent equation for the flame front is derived. Asymptotic methods reveal
that the interface approaches a solution to the Kuramoto-Sivashinsky equation. Nu-
merical results which illustrate the dynamics are presented.

Keywords Asymptotics - Free interface - Kuramoto-Sivashinsky equation -
Pseudo-differential operator - Spectral method

Mathematics Subject Classification 35B40 - 35R35 - 35B35 - 35K55 - 80A25

1 Introduction

Combustion phenomena are particularly important for science and industry, as Lions
pointed out in his foreword to the special issue of the CNRS “Images des Mathé-
matiques” in 1996 (see [1]). Flames constitute a complex physical system involv-
ing fluid dynamics and multistep chemical kinetics (see, e.g., [9]). In the middle
of the 20th century, the Russian School, which included Frank-Kamenetskii and
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Zel’dovich, used formal asymptotics based on large activation energy to write sim-
pler descriptions of such a reactive system. Later, the development of systematic
asymptotic techniques during the 1960s opened the way towards revealing an un-
derlying simplicity in many combustion processes. Eventually, the full power of
asymptotical analysis has been realized by modern singular perturbation theory. Li-
ons was the first one to put these formalities on a rigorous basis in his seminal
monograph “Perturbations singulieres dans les problemes aux limites et en contrdle
optimal” (see [14]).

In short, the small perturbation parameter in activation-energy asymptotics is
the inverse of the normalized activation energy, the Zel’dovich number S. In the
limit 8 — +o0, the flame front reduces to a free interface. The laminar flames of
low-Lewis-number premixtures are known to display diffusive-thermal instability
responsible for the formation of a non-steady cellular structure (see [24]), when
the Lewis number Le (the ratio of thermal and molecular diffusivities) is such that
Le < 1. From an asymptotical viewpoint, one combines the limit of large activation
energy with the requirement that o = % B(1 — Le) remains bounded: in the near
equidiffusive flame model (or NEF for short), 87! and 1 — Le are asymptotically of
the same order of magnitude (see [22]).

A very challenging problem is the derivation of a single equation for the free
interface, which may capture most of the dynamics and, as a consequence, yields
a reduction of the effective dimensionality of the system. Asymptotical methods
are also the main tool: in a set of conveniently rescaled dependent and independent
variables, the flame front is asymptotically represented (see [23]) by a solution to
the Kuramoto-Sivashinsky (or K-S for short) equation

1
Dr + 4Dy + Dy + E(q),,)2 =0. (K-S)

This equation has received considerable attention from the mathematical community
(see [25]), especially for its ability to generate a cellular structure, pattern formation,
and chaotic behavior in an appropriate range of parameters (see [12]). We refer to
[2-7] for a rigorous mathematical approach to the derivation of (K-S).

In this paper, we consider a model in gas-solid combustion, proposed in [13].
This model was motivated by the experimental studies of Zik and Moses (see [26])
who observed a striking fingering pattern in flames spreading over thin solid fuels.
The phenomenon was interpreted in terms of the diffusive instability similar to that
occurring in laminar flames of low-Lewis-number premixtures. As we show below,
the gas-solid and premixed gas systems share some common asymptotic features,
especially the K-S equation.

The free interface system for the scaled temperature 6, the excess enthalpy S, the
prescribed flow intensity U (with 0 < U < 1), and the moving front x = £(¢, y), is
as follows:

a0

U—=A0, x<&(,Yy), (1.1)
0x

O=1, x=§&y), (1.2)
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00 N
— 4+ U—=AS—alAb, x#E@t,y). (1.3)
at ax
System (1.1)—(1.3) is coupled with the following jump conditions for the normal
derivatives of 6 and S:

a6 ) as a6 (1.4)
— | =—ex , — =l —|. .
on P on * on

It is not difficult to show that (1.1)—(1.4) admit a planar traveling wave solution

with velocity —V, where V = —U InU. Setting x’ = x + V¢, the traveling wave
solution is given by

a(x') =

exp(Ux"), x' <0,
1, x>0,

S(x) =

(a —InU)Ux'exp(Ux") + (InU) exp(Ux"), x' <0,
InU, x' > 0.

As usual, one fixes the moving front. We set

é&(tv)’)=—Vt+(P(t,y)v x/=X—§(t,y),

where ¢ is the perturbation of the planar front. In this new framework, the system
(1.1)—(1.3) can be written as follows:

Uby =A,0, x' <0, (1.5)
o=1, x >0, (1.6)
O+ (V — )0y + USy = AyS —aA 0, x'#0, (1.7)

where
Ay=(1+ (‘Py)2) Dy + Dyy — ¢yy Dy = 29y Dy

The front is now fixed at x” = 0. The first jump condition in (1.4) is

00
Ji+ (%)2[;} = —exp(S). (1.8)
X
Y 00
[a] =Q[W}. (1.9)

We will consider a quasi-steady version of the model, motivated by the fact that,
in similar problems, not far from the instability threshold, the respective time deriva-
tives of the temperature and enthalpy (if any) exhibit a relatively small effect on the

and the second one is
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solution. The dynamics appears to be essentially driven by the front. We can thus
introduce a quasi-steady model replacing (1.5)—(1.7) by

Uby =70, x' <0,

(V—9)0y +USy =ApS —aAy0, x #0.

Next we consider the perturbations of temperature u and enthalpy v,

and, for simplicity, in the equations satisfied by u, v and ¢, we keep only the linear
and second-order terms for ¢, and the first-order terms for # and v. Writing x instead
of x’ to avoid a cumbersome notation, some (easy) computations reveal that the
triplet (u, v, ¢) solves the differential equations
Uuy — Au= (A, — A)O, x <0,
Vi, — A —au) + Uvy — @0, = (Ay — A)(S —ah), x#0,
where u =0 in [0, +00), and
(Ap — MO = (Ulpy)? — gy ) Ue™,
(Ay — A)(S — ab)

()2 (@ —InU)YU*(1 + Ux)eY* — gy (@ —InU)UxeV*, x <0,
B 0, x> 0.

The previous system is endowed with a set of boundary conditions. First, the conti-
nuities of 6 and S at the front yield the equation

u(O_) =[v]=0

(recall that u(x) = 0 for x > 0). Second, up to the second-order, condition (1.8)
gives

_1 1 1
—U+[uyl=—(1+ (py)?) 20" ~ — (1 — 5(<py)2>U(1 +v(0)+ E(U(O))2>.
By keeping only the first-order for v, we get the condition

1
—u; (07) + Uv(0) = 5(<py)zu.
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Finally, the condition [Sy] = «[6,] yields

[ve] = —ouy (O_).

Summing up, the final system is as follows:

Uuy — Au= (A, — A)B, x <0,
Vi — A —oau) + Uvy — ¢,0, = (Ay — A)(S —ab), x#0,
u(07)=[v]=0, (1.10)

Uv(0) — u, (07) = 1 (¢y)?U,
[vx] = —auy(07).

Throughout this paper, we will also use the very convenient notation
y=a—InU.
First, our goal is to derive a self-consistent equation for the front ¢,

o = () + .4 ((9y)?), (1.11)

where <7 is a third-order, pseudo-differential operator, in contrast to the NEF model
in gaseous combustion where the corresponding linear operator is of the second-
order (see [6]). Another important feature is that the nonlinear term is also of the
third-order, which means that Eq. (1.11) is fully nonlinear. Here the spatial domain
is a two-dimensional strip R x [—%, %] with periodic boundary conditions at :I:%.

Second, we define a small parameter ¢ = y — 1. The main result of this paper
states the precise sense in which the front ¢ approaches a solution to the Kuramoto-
Sivashinsky equation when ¢ — 0.

Theorem 1.1 Let &g € H”’(—%O, %0) be a periodic function of period £y. Further,
let @ be the periodic solution to (K-S) (with period £y) on a fixed time interval
[0, T'], satisfying the initial condition ®(0, ) = ®@g. Then, if m is large enough,
there exists an g9 = &9(T) € (0, 1) such that, for 0 < ¢ < gq, (1.11) admits a unique
classical solution ¢ on [0, #], which is periodic with period % with respect to

v, and satisfies

£
0,y)=eU"'® U), <
@0,y)=¢ 0o(y/eU) |y|—2ﬁU

Moreover, there exists a positive constant C such that

Lo

o, ) — U D (12U, 35U < €62 0=1= - — T

= =22

forany ¢ € (0, gg].
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This paper is organized as follows. In Sect. 2, we proceed to a formal ansatz in the
spirit of [23], defining the rescaled variable ¥ = ¢~'U¢ and expanding v = ¢° +
ey ! + ... It transpires that ¥© verifies (K-S), thanks to an elementary solvability
condition.

Section 3 is devoted to the derivation of (1.11), via an explicit computation in
the discrete Fourier variable. The asymptotic analysis in the rescaled variables ¢ =
ﬁ, y= ﬁ is performed in Sect. 4. Since the perturbation in (1.11) is singular
as ¢ — 0, we turn to the equivalent (at fixed ¢ > 0) fourth-order, fully nonlinear
equation (1.12), whose prima facie limit as ¢ — 0 is Eq. (K-S),

0
a( I —4eDp)yr
= —4Dyyyn¥ — Dy ¥y

+ %{(1 — 4eD,,,,)% —3(I —4eDyy) — 4(1 + &) (/T — 46Dy — D H(DyY)*.
(1.12)

We prove a priori estimates, which constitute the key tool to prove the main the-
orem. Finally, numerical computations which illustrate the dynamics in (1.12) are
presented in Sect. 5.

The local existence in time for (1.1)—(1.4) and the stability issue will be addressed
in a forthcoming paper, by using the methods of [4, 8] and [15-20].

Notation 1.1 Given a (smooth enough) function f : (—%, %) — C, we denote by
f (k) its k-th Fourier coefficient, that is, we write

_+00Ak 00
f(y)—lgf( Ywr(y), y€<—§,§>,

where {wy} is a complete set of (complex valued) eigenfunctions of the operator

I I
Dy :H*(—=, =)= L*( -2, %),
: 2’2 2’2

. 2 2 2 2 2
whose eigenvalues are 0, —%, —%, —16—721, —16—727, —362—727, ..., and we label as

0=—X0) > —11(f) = —22(f) > —23(f) = —A4(£) > ---. Typically, when no
confusion may arise, we simply write A; instead of A (€).

For any s > 0, we denote by Hg the usual Sobolev space of order s consisting of
{-periodic (generalized) functions, i.e.,

+o00 +o0
HS = {u = Zﬁ(k)wk : Z,\W(k)ﬁ < +oo}.

k=0 k=0
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For s = 0, we simply write L? instead of H:?, and we denote by | - |» the usual

L?-norm.

By the notation f(x, k), we mean the k-th Fourier coefficient of the function
f(x,-). A similar notation is used for functions which depend also on the time
variable.

2 A Formal Ansatz

The aim of this section is to use a formal asymptotic expansion method, in the spirit
of [23]. The small perturbation parameter ¢ > 0 is defined by

a=14+InU+¢, ie, y=1+4e¢. (2.1)

Accordingly, we now introduce scaled dependent and independent variables

T &
! —¥, u=c¢%u;, v=eo, (2.2)

= s = N =
22 YT kv YT U

and the ansatz
ulzu?_‘_gu%_k...’ U]=U10+8U}+"', 1#:1//0_‘_81#1_‘_

It is easy to rewrite (1.10) in terms of the rescaled variables. At the zeroth order, it
comes that

U@)x — @) ==U% g, x <0,
Ve = ))ex + @ + () @) + U @)y = =Uxe"* ) x <0
”(1) =0, x>0,
W))ex — U @) =0, x>0.
2.3)

At x =0, the following conditions should be satisfied:

u}(0) = [v}] =0, (2.4a)
(u}),(0) — UL (0) =0, (2.4b)
[()),]=-1+ W) (u}), ©. (2.4¢)

We assume that the functions x — e_%u?(x) and x — e_%v?(x) are bounded
in (—o0, 0) and R, respectively. Note that (2.3) coupled with conditions (2.4a) and
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(2.4b) is uniquely solvable in the unknowns (u(l), v(l)), by taking ¥° as a parameter.
It turns out that

0__ Ux_ ;0

uy =Uxe w’]']’ x <0,

v) =eV yp + UnU)xe" y) + U y) . x <0,
ul =0, x>0,

0 0
= >
V| 1//,’,), x>0.

One might be tempted to use condition (2.4c) to determine function y°. Unfortu-
nately, whatever wo is, the triplet (u(l), v?, wo) satisfies this condition. As a matter
of fact, we are not able to determine uniquely a solution to (2.3)—(2.4c). This sit-
uation is not surprising at all in the singular perturbation theory (see [10, 14]). To
determine 1, one needs to consider the (linear) problem for the first-order terms in
the asymptotic expansion of u1, vy and ¥. As we will show in a while, this problem
provides a solvability condition, which is just the missing equation for ¥°.
The system for (ui , v}, ¥1) is the following one:
Uy — @pex = U@y = UWNH* = Uy, U, x <0,
Vs = @D = U2y + @xx + (40 U) (@)
+ Uz(u(l))rm) + U(Ull)x
— UZw.?eUx 4 (w}(}))ZUzeUx 4 (w’?)ZU?)erx
3.1 U 3.0 U
Uy, xe”* = U Y, xe”", x <0, 25
@Dxx + U@y = U])x =0, x>0,
u} =0, x>0,
uj(0) =[vj1=0,
Uvi(0) — (u})x(0) = 3UW)7,
[WDx]= =1+ (0) = @) (0).

. _Ux _Ux
As above, we assume that the functions x +— e~ 2 u} (x)and x —> e 2 vl1 (x) are

bounded in (—o00,0) and R, respectively. Using these conditions one can easily
show that the more general solutions (ui, v%, Y1) to the differential equations and
the first boundary condition in (2.5) are given by

1_ U 0 0\2 1 L 5 2 ux,0

uy=Uxe X(I/’nnnn_(wn) _prm)_EU x’e xl/’mmn’ x <0,
v% = vll(O)eUx + AxeY* + Bx%eU* + cx3eVr, x <O,

u}:O, x>0,

vi =v{(0) + Uxy,. x>0,
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where

A=UMD) (W) = (WO) + Y 0) — U = U =30

B= Uzlﬂ,?n + Uzwgn - U2(¢2)2 - %Uz(ln U)l/fgnnr/ + %U2¢'(7)'7'7'7’

13 0
C= ) U s
and v]1 (0) is an arbitrary parameter. Hence, (u}, vll) depends on ¥!. To determine

both ¥! and vl1 (0), we use the last two boundary conditions which give

U
_Uwr?nnn + U(Iﬂz?y - U‘/’;%n +Uvi(0) = E(‘/fr?)z (2.6)
and
Uy = Uvi0) = =Uyy = Uy, = 5U%,,. 2.7)

respectively. Obviously, (2.6)—(2.7) is a linear system for (vll 0, I//W;U) with the solv-
ability condition

1 2
I'IIS + Ipr(z)n +4I/’1(7)nnn + E(I/Ir?) =0.

Hence, the K-S equation is the missing equation at the zeroth-order, needed to
uniquely determine (u(l), v(l), wo).

3 A Third-Order Fully Nonlinear Pseudo-Differential Equation
for the Front

The aim of this section is the derivation of a self-consistent pseudo-differential equa-
tion for the front ¢. We rewrite (1.10), namely,
Uuy — Au=Ue*(U(py)? — ¢yy), x <0,
Vu, — A(v —au) + Uvy
=Uge* + (@ —InU)U%(1 + Ux)eV*(py)?
—U*a—InU)xeY gy, x<0,
Uvy —Av=0, x>0,
u(0) =[v] =0,
Uv(0) —ux(0) = 3U (¢)?,
[vx] = —au.(0)

3.1)

in a two-dimensional strip R x [—%, %], with periodicity in the y variable.
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3.1 Computations in the Discrete Fourier Variable

Throughout this subsection, (#, v, ¢) is a sufficiently smooth solution to (3.1) such
that the functions

(x,y)He_%u(t,x,y), (x,y)He_%v(t,x,y)

are bounded in (—o0, 0] x [—%, %] and R x [—%, %], respectively.
We start from the first equation in (3.1), namely,

Uuyx — Au = (U(py)* — ¢y )Ue”, (3.2)

and the boundary condition u(-, 0, -) = 0. Applying the Fourier transform to both
sides of (3.2), we end up with the infinitely many equations

Uﬁx (t7 X, k) - ﬁxx (tv X, k) + )"kﬁ(ta X, k) = (U(Qoy)z(t, k) + )"ka(ta k))UeUx

for k > 0. For notational convenience, we set vy = % + %\/ U? + 4 for any k > 0.

. . Ux
Since u vanishes at x = 0 and tends to 0 as x — —oo not slower than e 2 , the
modes (-, -, k) should enjoy the same properties. Easy computations reveal that

Wt x,0) = —U(py)2(r, O)xeV™,  x <0,
Wt x. k) = UG (U@t k) + (. ) (V" — ™), x<0, k=1

Applying the same arguments to the equation for v jointly with the second and
the fourth boundary conditions in (3.1), we obtain that the modes v(., -, k) are given
by

il L5 /\2 /\2 ~ Ux
0, x,0) = =01 (1,0) + (=¥ Ulp)?(1,0) = Ul U)(9,)2(2,0) = §i (1, 0)) xe
—yU%(p)2(t, 00x%eY*, x <0,
1
At, ,0 :—A [’0’ 0
v(t, x,0) Ufﬂt( ), x>
and
0, x, k) = c1 e + AreV* + BrxelU™ + Crxe™™, x <0,

(U—v)x

v(t,x, k) =core x>0

for k > 1, where

_(a+ U —

- U __
A ()2 (1, k) + aUP(t, k) + —@; (2, k),
g Ak
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yU? —

By = T(goyﬂ(r, k) +y U@, k),
yUdve — yU?v
Co=—2"% ()2, k t,k),
= g — g PR+ Rk
U(U — v) U3 U3 —
cz,k=<y 4 r 5 ) @2k
AU =2v) AU =2v) (v —U)U —2w)
yU? YU \~ UU —w)
t,k v, A~ < tyk ’
+<U—2vk W =202 )P F gy PP

Clk=Cok — Ag.

The equation for the front now comes by the last but one boundary condition in
(3.1), which we have not used so far, in the Fourier variable, by taking advantage of
the formulas for the modes of & and . It turns out that the equation for the front (in
Fourier coordinates) is

. 1 —
@1(1,0) + EU((Py)z(ts 0)=0,

UWU—v) yU? yU?u N
— X Gtk —U o, k
U — 20 R+ <U—2vk U202 v, k)
yU2(U —w) yui yU? U —-U) 1
(U —2v;) (U —2vg) (v —U)(U — 2vk)2 Iy 2

—

X (py)2(t, k) =0,

or, even, in the much more compact form
~ 1 ~
XeD)i (1, k) = 2 (U2 = XF) (XF =y U) (e, B)

1 —_—
+ 3 (X3 = 3UXE — 4y UK +4y U%) (920 b)

= (—4Af + (v — DU M) (2, k)

+ —(Xi = 3UX{ — 4y U Xi + 4y U?) (y)2(t, k) (3.3)

B —

for any k > 0, if we set

Xe=vVU2+40, k>0.

Therefore, we have proved the following proposition.
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Proposition 3.1 Let (u, v, ¢) be a sufficiently smooth solution to (3.1) such that

the functions (x,y) +— e*%u(t,x, y) and (x,y) — e*% v(t,x,y) are bounded
in (—o0, 0] x [—%, %] and R x [—%, %], respectively. Then, the interface ¢ solves
Eqs. (3.3) for any k > 0.

3.2 A Fourth-Order Pseudo-Differential Equation for the Front

Let us define the pseudo-differential operators (or Fourier multipliers) 4, .Z and
Z through their symbols, respectively

by = X U, lk=—4)u/%+()/—1))ukU2,

1
fi= Z(X,E —3UX{ —4yU Xy + 4y U?)

for any k > 0. It is easy to see that

Nl—

% =U(U’I —4D,,)?,

_Lan 33002 2 o2
y_Z(U I —4D,y) —ZU(U I —4D,,) —yU*(,/U*I —4D,, - U),

while the realization of . in L? is the operator
L=—4Dyyy, — (y — I)Uszy

with HI:4 being a domain.
It follows from Proposition 3.1 that the front ¢ solves the equation

d
20 =Z@)+ F((9))?). (3.4)

The main feature of (3.4) is that the nonlinear part is rather unusual. Actually, it
has a fourth-order leading term, as .# does. Therefore, (3.4) is a fully nonlinear
equation. More precisely, we have the following result.

Lemma 3.1 The operators % and % admit bounded realizations B : Hﬁ1 — L?
and F : H; — L2 respectively. Moreover, B is invertible.

Proof A straightforward asymptotic analysis reveals that

3
b ~ 2 MU, fk’\'Z)»]f

as k — +oo, from which we deduce that & and % admit bounded realizations
B:Hn1—>L2andF:H§—>L2.
Finally, since by # 0 for any k > 0, it follows that B is invertible. O
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3.3 The Third-Order Pseudo-Differential Equation for the Front

In view of Lemma 3.1, we may rewrite (3.4) as
o =B L)+ B F ((¢)))
or, equivalently, as
oo = () + M ((9))%). (3.5)

We emphasize that (3.5) is a pseudo-differential, fully nonlinear equation of the
third-order, since the pseudo-differential operators ./ and .# have symbols

(U? = XH(X} —yU?) X; —3UX; —4yU?Xy + 4y U3
ai = and my =

4U Xy 4U X

for k > 0, respectively. Clearly, any smooth enough solution to (3.4) solves (3.5) as
well.
The following result is crucial for the rest of the paper.

Theorem 3.1 The following properties are satisfied:

(i) The realization A : Hﬁ3 — L% of o is a sectorial operator and the sequence
(ax) constitutes its spectrum o (A). In particular, 0 is a simple eigenvalue of A,
and the spectral projection I1 associated with O is given by

£

1 2

Ny = [ yody, vel?
-2

Finally, o (A) \ {0} is contained in the left half-plane {A € C : ReX < 0} if and

onlyif y <ve.
(i1) The realization M - sz — L? of the operator M is bounded.

Proof (i) Let us split

3 2 3
2] —HE+ B 1 - MU+ U2 23]
a2 =% La

U UyU? + 4 U

for any k£ > 0. Since

1
ap g~ Z\/)»k(ZJ/ -HU

as k — o0, if y # %, we can infer that the realization A of operator <7 in H;’
is well-defined. Moreover, since A splits into the sum of two operators Ay (whose

3
symbol is (=21 U ~1)) and A1, which is a nice perturbation of A (being a bounded
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operator in H.!, which is an intermediate space of class J 1 between L? and H, 3)

in view of [21, Proposition 2.4.1(i)], it is enough to prove that Ag is a sectorial
operator. But this follows immediately from the general abstract results (see, e.g.,
[11, Chap. 3]), or a direct computation. Indeed, if A has the positive real part, then
the equation Au — Aou = £ has the unique solution, for any f € L2,

u=R(O, Ag) f = UZ )
k0/\U+2k2

and

+00 Ak 2
IR(?»,Ao)fI%=UZZL)|3 e Zlf(k)l —|M2|f|2

k=0 AU + 227 |2

Proposition 2.1.1 in [21] yields the sectoriality of Ayp.
Next we compute the spectrum of the operator A. Since H; is compactly embed-

ded into L%, o (A) consists of eigenvalues only. We claim that o (A) consists of the
elements of the sequence (ay). Indeed writing the eigenvalue equation in the Fourier
variable, we get the infinitely many equations

AP (k) —ax g (k) =0, k>0, (3.6)

which should be satisfied by the pair A (the eigenvalue) and v (the eigenfunction).
It is clear that this system of infinitely many equations admits a non-identically van-
ishing solution (@ (k)) if and only if A equals one of the elements of the sequence.
The set equality o (A) = {ax : k > 0} is thus proved.

Since the sequence (ax) converges to —oo as k — +oo, all the eigenvalues of
A are isolated. In particular, O is isolated and, again from formula (3.6), we easily
see that the eigenspace associated with the eigenvalue A = 0 is one-dimensional. To
conclude that A = 0 is simple, and in view of [21, Propositions A.1.2 and A.2.1], it
suffices to prove that it is a simple pole of the resolvent operator. In such a case, the
associated spectral projection is the residual at A =0 of R(-, A).

Clearly, for any A ¢ o (A),

+00

1 ~
RO, At =) ——2(k)uy
paar A —ag

for any ¢ € L?. Hence,

. +00 A~
ARG, A =P Oywo+ ) e Sowe =1+ R
k=1

Since A # ay for any k > 1, and ay — —o0 as k — 400, there exists a neighborhood
of L =0 in which the ratio = 1 ‘ is bounded, uniformly with respect to k > 1. As
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a byproduct, in such a neighborhood of A =0, the mapping A — R;(A) is bounded
with values in L(L?). This shows that A = 0 is a simple pole of operator A.

To conclude the proof of point (i), let us determine the values of y such that
o (A) \ {0} does not contain nonnegative elements. For this purpose, it suffices to
observe that a; < 0 for any k > 1 if and only if 41; + U? — )/U2 > 0 for such k’s,
which is equivalent to 41| +U% —y U? > 0, since (1) is a nondecreasing sequence.
Hence, the condition for o (A) \ {0} be contained in (—o0, 0), is ¥ < y,., where

1672

(ii) As in the proof of Lemma 3.1, it suffices to observe that mj; ~ MmUY as
k — +o0. O

The linearized stability principle (see, e.g., [21, Sect. 9.1.1]) and the results in
Theorem 3.1 yield the following stability analysis.

Corollary 3.1 Let y, be given by (3.7).

(@) If y <y, then the null solution to (3.5) is (orbitally) stable, with an asymptotic
phase, with respect to sufficiently smooth and small perturbations.
®) If y > v, then the null solution to (3.5) is unstable.

4 Rigorous Asymptotic Derivation of the K-S Equation

The second question that we address is the link between (3.5) and (K-S). As in
Sect. 2, we consider the small perturbation parameter ¢ > 0 defined by

y=1+¢

(see (2.1)). Moreover, we perform the same change of dependent and independent
variables as in (2.2), namely,

f= T n _8‘¢j
“avr YT v YTu”

The key-idea is to link the small positive parameter ¢ and the width of the strip
which will blow up as ¢ — 0. For fixed £ > 0, we take £ of the form,

= NG

Hence y. (see (3.7)) converges to 1 as ¢ — 0.

In view of Corollary 3.1, in order to avoid a trivial dynamics, we assume that
¥c > 1. This means that we take the bifurcation parameter £( larger than 47 and
obtain that y, € (1,1 +¢).

e
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For the new variables, % is replaced by the operator %, = U?,/T — 4e Dy,
Lemma 3.1 applies to this operator and guarantees that, for any fixed ¢ > 0, the
realization By : Hﬁ1 — L? of %, is bounded. However, the perturbation is clearly

singular as & — 0, since obviously B, — U?I. Therefore, it is hopeless to take the
limit & — O in the third-order equation (3.5). Fortunately, the fourth-order equation
(3.4) is more friendly, since, after the division by ¢3 and U3, it comes that

0
E(‘” —4eDy)¥
= —4Dyym¥ — Dy
1 3
+ 4_1{(1 —4eDpy)?2 —3(I —4eDyy) — 4 +e)(/1 —4e Dy, — I)}(D,,l/f)z,
4.1
which is the perturbed equation that we are going to study, with periodic boundary

conditions at n = j:%“.
Mimicking (3.4), we rewrite (4.1) in the abstract way,

d
BV =LV + T (), 4.2)
where the symbols of the operators ., .Z and .%, are
bex = Xe ks Sk =—Ak(4rr — 1),
1 3 2
fex = Z(Xs’k —3X; — 40+ )Xo i + 4+ 4e)
for any k > 0, respectively, and
Xek =+ 144k, k=0.
Writing (4.2) in the discrete Fourier variable gives infinitely many equations

bex e (. K) = =i (4 — DT K) + For (Yr)2(2.K)

for any k > 0. Note that the leading terms (namely, at order 0 in ¢) of b, x and f; x
are 1 and —%, respectively.
Fix T > 0. For &g € H;” (m > 4), the Cauchy problem

Do(1,1) = =4y (1. 1) — Pyy(z, 1) — $( @y (. m)?, 720, [n] <,
Dio (T, —4) = Dko(r, ), 20, k<m—1,
®(0, ) = Po(n). Inl <%

admits a unique solution @ € C([0, T']; Hg”) such that @, € C([0, T]; Hn’”%) (see,
e.g., [6, Appendix B]).
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Through @, we split ¥ = @ + ¢p,. For simplicity, we take zero as the initial

condition for p;, and to avoid cumbersome notation, in the sequel, we write p for p;.
If 4 solves (4.2), then

d
E«% (0) + He(®r) = L(p) + Me (D)) + £.Fe((py)°) + 2T (Pypy), (43)

where the symbols of the operators J# and . are

1 1
hep=—Xex =1, mex= E(Xg»k —3X2, —4(1+ &) Xo +6+4e)

for any k > 0.

Proposition 4.1 There exists a positive constant Cy such that the following prop-
erties are satisfied for any ¢ € (0, 1]:

(a) Forany s =2,3, ..., the operators B, and H; admit bounded realizations B,
and H,, respectively, mapping Hg into Hus -2, Moreover,

”BE ”L(Hg,H;iz) + ” HS ||L(H§,Hg72) =< C*

Finally, the operator B is invertible from Hﬁs to H; -2,
(b) Forany s =3,4, ..., the operators %, and M, admit bounded realizations F,
and My, respectively, mapping H® into H*~3. Moreover,

||Fg||L(Hg,H§73) + ||M8||L(Hé,H§73) <Cs.

Proof The statement follows from an analysis of the symbols of the operators %,
Fe, I and M. Without much effort, one can show that

3
|he k] < 4Ag, Ime x| <207 + 25Xk
for any k > 0 and any ¢ € (0, 1]. These estimates combined with the formulas 0 #

ber =¢her + 1 and fi =emep — %, for any k > 0 and any ¢ € (0, 1], yield the
assertion. ]

Instead of studying (3.4), we find it much more convenient to deal with the equa-
tion satisfied by ¢ := py, i.e.,

d
ST B Q)+ AW = L)+ Me(92),) +676((62),) + 27 (VD).
(4.4)

which we couple with the initial condition ¢ (0, -) = 0. Here, ¥ = &,,.
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4.1 A Priori Estimates

Foranyn=0,1,2,...and any T > 0, we set
Xu(T) = {¢ € C(10. T): HF") N C' ([0, T1: L?) : & € C([0, T HY D),

where a V b := max{a, b}.

1
For any ¢ > 0, we introduce in sz the norm

+00 1
161}, =2 VI+dendE®1, ¢ eHy.
k=0

1
Note that, for any fixed ¢ > 0, || - |1 , is a norm, equivalent to the usual norm in sz .
oL

The main result of this subsection is contained in the following theorem, where
we set Yy = (Po)y.

Theorem 4.1 Fix an integer n > 0 and T > 0. Further, suppose that ¥y € HéH_é.
Then, there exist 1 = e1(n,T) € (0,1) and K, = K,(T) > 0 such that, if { €
X, (T1) is a solution on the time interval [0, T1] to (4.4) for some T) < T, then

sup [|D)¢(z, )7 | < Kn, 4.5)
t€[0,T1] 2’

whenever 0 < e <egq.

Note that the assumptions on ¥, guarantee that ¥ € C([O, T];H:’;“) N

Cl ([0, T); H!™?).
The proof of Theorem 4.1 heavily relies on the following lemma.

Lemmad4.1 Let Ay, ¢, c1, ¢2, ¢3, &, Ty be positive constants, and let Ty be such
that 0 < Ty < Ty. Further, let f, and A. : [0, Ti] — R be a positive continuous
function and a positive continuously differentiable function respectively such that

AL(T) + (co — 2(Ae(1))?) fe(T) < €1 + 246 (T) + c38(Ac(1))?, T €[0, T,
A (0)=0.

Then, there exist ¢ = €1(Ty) € (0,1) and a constant K = K(Ty) such that
Ae(t) <K forany t €0, T1] and any € € (0, &1].

Proof When f; identically vanishes, the proof follows from [2, Lemma 3.1], which
shows that we can take

305 4cpec2To

T)=——2
e1(l0) = e e — 1) =36
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Let us now consider the general case when f; does not identically vanish in
[0, T7]. We fix

2
3¢5

—eo(Tg) < ———2_
g0 =0(To) < T e 1)

such that 9coc§ — 12¢1cpe2Togg — 16c%e262T08(% > 0, and ¢ € (0, g9]. We claim that
co — (*;"Z(Ag(r))2 > 0 for any 7 € [0, T1].

Let (0, T;) be the largest interval (possibly depending on ¢), where co — €A, —
82(Ag)2 is positive. The existence of this interval is clear, since A, vanishes at 0.
The positivity of co — e2(A,)? in (0, T:) shows that A, < ¢ + 2 A + C38A2 i
such an interval. From the above result we can infer that A,(7) < % for any

T € [0, T], so that ¢y — 82(A8(T8))2 > (. By the definition of T, this clearly implies
that T, = T7. O

4cpe2
3¢

Proof of Theorem 4.1 Throughout the proof, we assume that 77 < T is fixed, and ¢
and t are arbitrarily fixed in (0, 1] and in [0, T1], respectively. Moreover, to avoid
cumbersome notations, we denote by ¢ almost all the constants appearing in the
estimates. Hence, the exact value of ¢ may change from line to line, but we do not
need to follow the constants throughout the estimates. We just need to stress how
the estimates depend on ¢. As a matter of fact, all the ¢’s are independent not only
of ¢ but also of 7, ¥ and ¢. On the contrary, they may depend on n (and, actually,
in most cases they do). Finally, we denote by K (¥) a constant, which may depend
on n and also on ¥. As above, K (¥) may vary from estimate to estimate.

The first step of the proof consists in multiplying both sides of (4.4) by

(D" D,2,"§, and integrating by parts over (— Y L) This yields

272

lo

B (8 (r.))(=1)" D} ¢ (x, )dn+4/ |Dp+2¢(x, )Py

)
2

S

S

b

2
— / ID" e (2, ) 2dn
[ n

2

14

0
2
= [, () = M((22), 7)) (-1 D, o
2
70
2 nn2n
te [ F((6), ()1 Do an
2
70
+2 / o F((0),(0,0) (=" DY ez, ), “6)
2



158 C.-M. Brauner et al.

Using Parseval’s formula and the definition of the symbol b, ;, one can easily
show that

o

2 n n2n _li n A2
f_ Be (6 (7. ) (=1)"Dy"¢ (z, Ndn =S IDyE (@Il - .7

I\J‘O

We now deal with the other terms in (4.6). Integrating n-times by parts and, then,
using Poincaré-Wirtinger and Cauchy-Schwarz inequalities, jointly with Proposi-
tion 4.1, it is not difficult to show that

‘ /  (He (W (r. ) = Me((92), (7)) ()" DY (x.
7

< KW)+|D}¢(x, )3 (4.8)

for any ¢ € X, (T1).
Estimating the other two integral terms in the right-hand side of (4.6) demands
much more effort. The starting point is the following estimate:

'/ (s (7. 9) (= 1" D2 (2, )y
7

3
<ce2| DIy (x, )| Dp e (t, ) + ce| DY x (1, )2 DT e (T, )

+ el Dy x (x, )l Dy e (x, Y2 + el Dy x (x, Val DY e (x, ), (4.9)

which holds for any x € C([0, T1]; ngz”). Such a formula follows by observing
that

‘/ Fe (o (x, ) (= 1" D" (x, -)dn
7

+00

<Y K ferllT @ DI @ 0|

k=0

+oo
<cZ,\k sz,\z +sxk+ezx2 )15 (T, DI (T, k).
k=0

Then, by using Young inequality, we estimate the terms in the round brackets.
Now, we plug x =¢ 2 into (4.9), and use the estimates

D12 (¢ (x.))?], < (1D 0 (@ )l DyE (2. )2 + 1DpF e )B). (4.10)

B

|Dy(2(x, H)? |, <clDie(r. )3, 4.11)
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which can be obtained by using the Poincaré-Wirtinger inequality and Leibniz for-

mula, the Cauchy-Schwarz inequality. Again, by using the Poincaré-Wirtinger in-
equality, we obtain

‘/ ), (2. 9) (=1 D¢ (z, )y
7

3 3
<ce2|DPe(T, )l DE e (r, )3 + ce2 | DI e (x, ) BI DI e (2, )
+cel Dy ey (T, Yl Dy ez, )2 DY (x, )2 + el Dp e ()
1
+ee2 (148)| D (x, VRID) ez, o+ el Dy (x, VB ez, )l
3 3
<ce2|DRe(t, )2 DI (T, )3 + e DI g (2, ) BIDE e (T, )2
n+1 21 yn+2 n+1 2 n+2
+ce| DI e (2, )BT (T, Yo + ce| DI e () B3I DR (7, )
1 n 21 yn+2 n 21 yn+2
+ce2| DI (T, )BIDI2e(z, o + el D (r. ) BIDF e (z, )l
<3 [D2E(z, Ml DI20 (1, )3 + eI DI £ (2, [ + ce DI (7, ) 3
+elDRe(r. )3 + el Dy e (r. )3
3
<ce2|DRe(t, )2 DETE (T, )3 + ce? D e (r, )13
+¢|DIPe(r, )3 + el D (T, )3 (4.12)
In the similar way, using the estimate
1D (W) (T, )2 <c| DY e(r, )l Dy (r, )2

(with m € {n, n 4+ 2}) in place of (4.10)—(4.11), from (4.9), we get
‘ / o Fe((@0)n(r.0)(=1)" D"t (z. )dy
7

3
<ce2|DPP2W (z, )| Dp e (1, )3 + ce| DY (v, )| D e (2, )13
+ce| Dy PPw (z, )| Dp e ()3 + c| Dy (1, ) 2 D (1. )3
+ ce| DI (T, ) 2| D2 (T, )3 + e8 7 DEW (r, ) 31D (7. )13

+c8| Dy (T, )3 (4.13)
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for any § > 0. We just mention the inequality

|D"W¥(z, )2 D" (T, )2 D" e (T, ) a

<cs7 D" (7, )3ID" ¢ (T, )3+ 8ID" ¢ (x, )3,

obtained by means of Young and Poincaré-Wirtinger inequalities, which we use to

estimate one of the intermediate terms appearing in the proof of (4.13).
Now, taking ¢6 = %, we get the estimate

)

I

L F((W0)y(r. ) (=1)" D"t (x, )dy

¢
2

< K@) (el Dy, )3 + el Dy e, )3 +107¢ (7, 1) + 51D, 20z, )5,
(4.14)
From (4.6)—(4.8), (4.12), (4.14) and the interpolative inequality

1
Dy e(e ) < 1Dje ()3 + 21Dy e (),
we can infer that

d
S 105 @I A (1= eK (W) = ce? | Dje (v, ) 2) Dy 24 (7 ) 3
< KW)+ KW)IDje(r. )3 +eK @)Dy e, )3 + el Dyg(r, )l
+ce?|Die(r )3

<KW)+KW)IDyt(x, )5 +eK @)Dy e (z, )3

+ee|Dpe(T, )3 +ce’ | Dl (r, ) BIDI e (x, )13,

which we can rewrite in the form

d
G 1PRE@ I+ (2= eK W) = ce?IDje(r. )l )IDy (Tl

= K@)+ KWIDGe(w )l +eellDie(e ol

<
& —

by estimating 2||DZ;“(t, ~)||% ||DZ§(t, I3 . + 1 and recalling that ¢ € (0, 1].
jv
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Up to replacing (0,1] by a smaller interval (0, eg], we can assume that
eK (W) < 1 for any ¢ € (0, g9]. Hence, applying Lemma 4.1 with

co=1, c1=KW), c=KW), a=c,
— n 2 _ 1 pn+2 2
A@=IDje@ I . S =10 R,
we complete the proof. O

Now, taking advantage of the previous a priori estimates, which can be extended
also to variational solutions ¢y to (4.4) belonging to the space spanned by the func-
tions wi, ..., wy (with constants independent of N € N), and using the classical
Faedo-Galerkin method, the following result can be proved.

Theorem 4.2 Fix T > 0. Then, there exists an go(T) > 0 such that, for any 0 <
e <g&o(T), (4.4) has a unique classical solution ¢ on [0, T], vanishing at T = 0.

4.2 Proof of Theorem 1.1

Since the unique solution ¢ to (4.4) is the candidate to be the n-derivative of the
solution p to (4.3), p should split into the sum p(z, n) = (Z(¢))(t, n) + v(t) for
some scalar valued function v, where

, ~ n 1 570 1 2s
( (5))(77’7)—/«20“‘?)“_5/@“”( —%)ds.

Imposing that p in the previous form is a solution to (4.3) and projecting along
T1(L?), we see that p is a solution to (4.3) if and only if v solves the following
Cauchy problem:

Y = —[T(He(P:)) — 5el1(5?) — I(Py0),
v(0) =0.
Since this problem has in fact a unique solution, and &(¢) + v vanishes at T =0,
we conclude that problem (4.3) is uniquely solvable.

To complete the proof, we should show that there exists an M > 0 such that

sup  |p(t,mI =M (4.15)
7€[0,T]

£y €
nel-2, 9]

uniformly in 0 < & < g9(T"). Once this estimate is proved, coming back from (4.3)
to (1.11), we see that the latter one has a unique classical solution ¢ : [0, ﬁ] X
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R — R, which is periodic (with respect to the spatial variable) with period ¢, =
%, and satisfies

9(0,) =eU ' dy(/eU>),

as well as the estimate

2
_1 2.0 &M
||(p(t, ) —eU <D(t8 U "‘/EU)”C([—%,%])ST’ t €0, T¢],

as is claimed.

So, let us prove (4.15). For this purpose, it is enough to use the a priori estimate
(4.5) jointly with the Poincaré-Wirtinger inequality to estimate ¢, and to use (4.5)
to estimate v. This completes the proof of Theorem 1.1.

5 Numerical Experiments

In this section, we intend to solve numerically (4.1) for small positive € and illustrate
the convergence to the solution to (K-S).
In order to reformulate (4.1) on the interval [0, 27 ] with periodic boundary con-

ditions, we set x = ﬂv, where Eo = f It comes that
(-~ p. )
T o
3
1 1 1 e 2 e
- xxxxw xx’;”"_—z 1_~_2Dxx -3 I_~_2Dxx
450 Eo 16£g £o Lo

—4(1 +8)< I - NLZDxx - 1)}(Dx17”)2~
\ £o

Next, we define the bifurcation parameter § = 4%2 as in [7, 12]. After multiplica-
tion by ,32, it comes that

a
E(‘/ B4 — 43 D)y

—_4D D Pl(1_%p
- Xxxxl//l_ﬁ Xxlp—"_z{( _F xx)

/ 4e 2
_4(1+8)< ]_EDX)C_I>}(DXI/I) .

[S1[o8)

(r=%0)
=31 ——Dx
B
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x

Finally, we rescale the time by setting ¢ = 52

ad 4e
1o
B 4e

4e :
= —4Dyxxx¥y — BDxx =1\ — — Dxx —3( 1 — —Dyy
ey G (1= Fo) 31 - o)

(1= 5=t

By setting ¢’ = %, with the prime being omitted hereafter, we obtain

%(V I —4eDy )y

= _4Dxxxx1/f - ﬂDxxl/f

g{(l —4eDyy)? —3(I — 4eDyy) — 4(1 + &) (/T — 46Dy — DHDy)*.

5.1

+

The initial condition is given by (0, -) = ¥, where v is periodic with period 2.
Note that, in contrast to [7, 12], we do not subtract the drift.
Equation (5.1) in the discrete Fourier variable gives

%(\/1 + 4ek2) Y (1, k)

— 4K, k) + BEET (1, )

+ g{(l +4sk2)% —3(1 +4ek?) — 401+ &) (V1 + 42k — 1) 201, ).

We use a backward-Euler scheme for the first-order time derivative to treat implic-
itly all the linear terms and to treat explicitly the nonlinear terms. The implicit treat-
ment of the fourth- and second-order terms reduces the stability constraint, while
the explicit treatment of the nonlinear terms avoids the expensive process of solving
nonlinear equations at each time step. For simplicity, in the rest of this section, we
use the notation ﬁ instead of f(k). It comes that

e A
1+ 4ek?) "k
(V14 4ek?) <
— _4k41’p\£+1 +,3k21$;(1+1

+ g{(l +4sk2)% —3(1 +4ek?) — 41 + o) (V1 + 4ek? — D}{[W0)" T,
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Fig. 1 Front propagation 6.28
with 8 =10, ¢ = 0.1 and
Yo (x) = sin(x)
8
0
-2 0 2 4 6 8 10 12
t
Fig. 2 Front propagation 6.28
with 8 =10, ¢ =0.01 and
Yo(x) = sin(x)
8

lo

14

where {(¥)?}x represents the k-th Fourier coefficient of (). This method is of
the first order with respect to time. From the previous equation, it is easy to compute
the k-th Fourier coefficient 1,0,’:“. One gets

1

it = ((14+46K)? +4k4Ar — B AT) <(1 +46k%) TP

+ %{(1—#4%2)

3
2

—3(1+4ek?) — 41 +o)[(1 +4sk2)% —1]}

<Al P), ) 62

Practical calculations hold in the spectral space. We use an additional FFT to recover
the physical nodal values ; from 1’/7/{, where j stands for the division node in the
physical space.

The numerical tests aim at checking the behavior of the solutions to (5.1) for
values of ¢ close to 0, and comparing them to those for the Kuramoto-Sivashinsky
equation. In Figs. 1, 2, 3,4 and 5, 6, 7, 8, we plot consecutive front positions com-
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Fig. 3 Front propagation 6.28 ‘ : ;
with 8 =10, ¢ =0.001 and
Yo (x) = sin(x)
8
0 0 2 4 6
t

-9 14
Fig. 4 Front propagation 6.28 : ‘ ‘
with 8 =10, ¢ =0 and
Yo(x) =sin(x)
8
92 0 2 4 6 14
t
Fig. 5 Front propagation 6.28
with 8 =20, ¢ =0.1 and
Yo (x) = sin(x)
8
9 12

puted by using (5.2), taking 8 = 10 and 20 respectively, and giving to ¢ the follow-
ing values: 0.1, 0.01, 0.001 and O (which correspond to Eq. (K-S)).

We now investigate the dynamics of (5.1) with respect to the parameter 8. For
this purpose, we fix ¢ = 0.001.
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Fig. 6 Front propagation
with 8 =20, ¢ =0.01 and
Yo (x) = sin(x)

Fig. 7 Front propagation
with g =20, ¢ = 0.001 and
Yo(x) = sin(x)

Fig. 8 Front propagation
with B =20, ¢ =0 and
Yo (x) = sin(x)

The numerical simulations confirm that, as for Eq. (K-S), O turns out to be a
global attractor for the solution to (5.1), for any g € [1, 4]. A non-trivial attractor
is expected for larger 8’s. In Figs. 9, 10, 11, 12, we can see the front evolutions
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Fig. 9 Front propagation 6.28 \
with 8 =30, ¢ =0.001 and
Yo (x) = sin(x)
8
L 0 4 8 lé 1
t

-2 6

Fig. 10 Front propagation 6.28
with 8 =30, ¢ = 0.001 and
Po(x) = cos(x)
8
% 0 4 8 12
t
Fig. 11 Front propagation 6.28
with 8 =60, ¢ = 0.001 and
Yo (x) = sin(x)
8
%

generated by (5.2) with B = 30, 60 for two different initial conditions. In all the
figures below, the periodic orbit is clearly observed.

Summing up, our numerical tests confirm that (5.1) preserves the same structure
as Eq. (K-S). Larger B generates an even richer dynamics (see Fig. 13) where the
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Fig. 12 Front propagation 6.28
with g =60, ¢ =0.001, and
Yo (x) = cos(x)

8
% 0 4 8 12
t
Fig. 13 Front propagation 6.28
with 8 =108, ¢ =0.0001
and Yo (x) =0.1(cos(x) +
cos(2x) + cos(3x))
8
95 0 4 8 12

~

front propagation is captured from a computation with g = 108. As predicted in
[12], the front evolves toward an essentially quadrimodal global attractor.
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Implicit Sampling, with Application to Data
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Alexandre J. Chorin, Matthias Morzfeld, and Xuemin Tu

Abstract There are many computational tasks in which it is necessary to sample
a given probability density function (or pdf for short), i.e., to use a computer to
construct a sequence of independent random vectors x; (i = 1,2, ...), whose his-
togram converges to the given pdf. This can be difficult because the sample space
can be huge, and more importantly, because the portion of the space where the den-
sity is significant, can be very small, so that one may miss it by an ill-designed
sampling scheme. Indeed, Markov-chain Monte Carlo, the most widely used sam-
pling scheme, can be thought of as a search algorithm, where one starts at an ar-
bitrary point and one advances step-by-step towards the high probability region of
the space. This can be expensive, in particular because one is typically interested in
independent samples, while the chain has a memory. The authors present an alter-
native, in which samples are found by solving an algebraic equation with a random
right-hand side rather than by following a chain; each sample is independent of the
previous samples. The construction is explained in the context of numerical integra-
tion, and it is then applied to data assimilation.
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1 Implicit Sampling

Suppose that one wants to evaluate the integral

1=/g(X)f(x)dx,

where x is a vector variable, and f(x) is a probability density function (or pdf for
short). If the dimension of x is large, it is natural to do so by Monte Carlo. Write
I = E[g(x)], where E[-] denotes an expected value and x is a random variable
whose pdf is f(x), x ~ f(x). The integral can then be approximated through the
law of large numbers,

1 n
I~I,=- j
j=l1
where the X; are n independent samples of the pdf f, and the error is proportional
ton~7 (see [1,2]).
To perform this calculation, one has to find samples X ; of a given pdf f, which

is often difficult. One way to proceed is to find an “importance” density fj, whose
support contains the support of f, and which is easier to sample. Write

1= / g(x) ]{; ((fc)) fordx = E[g0wx)],

where
AC)
fo(x)

is a “sampling weight” and x ~ fo(x). We can approximate this integral through the
law of large numbers as above, so that

w(x)

1 n
I, = ;J;g(xj)w(X,-)

converges almost surely to / as n — oco. One requirement for this to be a practical
computing scheme is that the ratio L be close to a constant, and in particular, that
fo be large where f is large; otherwise, one wastes one’s efforts on samples that
contribute little to the result. However, one may not know in advance where f is
large—indeed, in the application to data assimilation below, the whole purpose of
the computation is to identify the set where f is large.

We now propose a construction that makes it possible to find a suitable impor-
tance density under quite general conditions. Write

F(x) = —log f (x),
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and suppose for the moment that F is convex. Pick a reference variable & such that
(1) & is easy to sample, (ii) its pdf g(£) has a maximum at & = 0, (iii) the logarithm
of g is convex, (iv) it is possible to write the variable with pdf f as a function of €. It
is often convenient to pick & as a unit Gaussian variable, & ~ A (0, I), where [ is the
identity, and N (i, X) denotes a Gaussian with mean x and covariance matrix X,
and we will do so here. This choice does not imply any Gaussianity assumption for
the pdf f we wish to sample.
Then proceed as follows: find

¢ =min F,

the minimum of F, and pick a sequence of independent samples & ~ N'(0, I). For
each one, solve the equation

1
F(X)—¢=55Ts, (1.1)

i.e., equate the logarithm of f, the pdf to be sampled, to the logarithm of the pdf of
the reference variable, after subtracting ¢, the minimum of F. Subtracting ¢ ensures
that solutions exist. Pick the solutions so that the map & — x is one-to-one and onto.
The resulting samples X are independent, because the samples & of the reference
density are independent. This is in contrast to Markov-chain Monte Carlo schemes,
where the successive samples are dependent. Moreover, under the assumptions on &,
most of the samples of & are close to the origin; the corresponding samples X are
near the minimizer of F, and therefore near the mode of f. The minimization of F
guides the samples of x to where the probability is high.

It is important to note that this construction can be carried out even if the pdf of x
is not known explicitly, as long as one can evaluate f for each value of its argument
up to a multiplicative constant. The normalization of f need not be known because
a multiplicative factor in f becomes an additive factor in F = —log f, and cancels
out when the minimum ¢ is subtracted.

To calculate the sampling weight, note that, on one hand, Eq. (1.1) yields f(x) =
e ? g(&), where g is the Gaussian N'(0, I). On the other hand, by the change of
variable theorem for integrals, the pdf of x is @, where J is the Jacobian of the
map & — x. The sampling weight is therefore

woce .

The assumption that F is convex is too strong. Nothing changes if F is merely
U-shaped. A function f of a single scalar variable is U-shaped if it has a single
minimum ¢, has no local maxima or inflection points, and tends to co as |x| — oo.
A function of many variables is U-shaped if the intersection of its graph with every
vertical plane through its minimum is U-shaped. If F is not U -shaped, the construc-
tion above can still be carried out. Often one can write F' as a union of U-shaped
functions with disjoint supports, and then a compound reference density directs the
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samples to the various pieces in turn. One can also approximate F' by an approx-
imation of its convex hull. For example, one can expand F around its minimizer
m =argmin F (i.e. F(m) = ¢),

1 T
F=¢+§(x—m) Hx—-m)+---,

where a superscript T denotes a transpose, and H is the Hessian of F which may be
left over from the minimization that produced ¢. One defines

1
Fo=¢+ 5 (c=m) H(x —m),
and replaces F by Fy in Eq. (1.1), so that it becomes
(x=m) H(x —m)=¢",

where the left-hand side is now convex. This still maps the neighborhood of the
maximum of g onto the neighborhood of the maximum of f. The sampling weight
becomes w ox e~ J, where ¢pg = F(x) — Fo(x).

There remains the task of solving Eq. (1.1) and evaluating the Jacobian J. How
onerous this task is depends on the problem. Observe that Eq. (1.1) is a single equa-
tion while the vector x has many components, so that there are many solutions,
but only one is needed. One may, for example, look for a solution in a random di-
rection, reducing the problem of solving Eq. (1.1) to a scalar problem and greatly
simplifying the evaluation of J. This is a “random map” implementation of implicit
sampling (for details, see [3, 4]).

One may worry that the minimization that produces ¢ may be expensive. How-
ever, any successful sampling in a multi-dimensional problem requires a search for
high probability areas and, therefore, includes an unacknowledged maximization of
a pdf. One may as well do this maximization consciously and bring to bear the tools
that make it efficient (see also the comparison with variational methods below).

2 Filtering and Data Assimilation

There are many problems in science and engineering, where one wants to identify
the state of a system from an uncertain model supplemented by a stream of noisy
and incomplete data. An example of this situation is shown in Fig. 1.

Imagine that a ship sank in the Pacific ocean. Its passengers are floating in a
dinghy, and you are the coast guard and want to send a navy ship to the rescue.
A model of the currents and winds in the ocean makes it possible to draw possible
trajectories, but these are uncertain. A ham radio operator spoke to someone in the
dinghy several times, but could not locate it without error. These are the data. The
most likely position of the dinghy is somewhere between the trajectories and the
observations. Note that the location of the highest probability area is the unknown.
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Initial position

of the dinghy
Ml N

Possible trajectories based
on wind and current model

Position of dinghy

W)

Data

Actual trajectory

Fig. 1 A dinghy in the Pacific ocean: the floating passengers can be located by combining the
information from an uncertain model of the currents and winds with the information from a ham
radio operator

In mathematical terms, the model is often a Markov state space model (often a
discretization of a stochastic differential equation (or SDE for short) (see [5])) and
describes the state sequence {x”; n € N}, where x" is a real, m-dimensional vector.
To simplify notations, we assume here that the noise is additive, so that the model
equations are

XM= ) o 2.1

where f” is an m-dimensional vector function, and {v"‘l, n € N} is a sequence of
independent identical distributed (or i.i.d. for short) m-dimensional random vectors
which, in many applications, are Gaussian vectors with independent components.
One can think of the x" as values of a process x(¢) evaluated at times n§, where &
is a fixed time increment. The probability density function of the initial state x° is
assumed to be known.

The model is supplemented by an observation (or measurement) equation, which
relates observations {b";n € N}, where b" is a real, k-dimensional vector and
k < m, to the states x”. We assume here that the observation equation is

b = 1" (x") + 2" 22)

where A" is a k-dimensional, possibly nonlinear, vector function, and {z",n € N}
is a k-dimensional i.i.d. process, independent of v”. The model and the observation
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equations together constitute a hidden Markov state space model. To streamline
notation, we denote the state and observation sequences up to time n by

10 = {xo,...,x"} and b = {bl,...,bn},

respectively.

The goal is to estimate the sequence x%" based on (2.1) and (2.2). This is known
as “filtering” or “data assimilation”. We compute the estimate by sequential Monte
Carlo, i.e., by sampling sequentially from the conditional pdf p(x%” | b'") (called
the target pdf), and using these samples to approximate the conditional mean (the
minimum mean square error estimator (see [2])) by the weighted sample mean. We
do this by following “particles” (replicas of the system) whose empirical distribution
weakly approximates the target density. For simplicity of presentation, we assume
that the model equation (2.1) is synchronized with the observations (2.2), i.e. ob-
servations b" are available at every model step (see [3] for an extension to the case
where observations are sparse in time). Using Bayes’ rule and the Markov property
of the model, we obtain the recursion

(0t pranty o PO pC BT
p - p(br+1 | bl : :

At the current time ¢ = n + 1, the first term in the numerator of the right-hand side
of (2.3) is known from the previous steps. The denominator is common to all parti-
cles and thus drops out in the importance sampling scheme (where the weights are
normalized, so that their sum equals 1). All we have to do is sampling the right-hand
side of this expression at every step and for every particle. We do that by implicit
sampling, which is indifferent to all the factors on the right-hand side other than
p™ XM p™ | x" ) (see also [3, 4, 6, 71). The factor p(x™+1|x™) is deter-
mined by the model (2.1), while the factor p(b"!|x"*!) represents the effect of
the observation (2.2). We supplement the sampling by a resampling after each step
which equalizes the weights, and gets rid of the factor p(x%" | 5'"") and of many of
the particles with small weights (see [1, 8] for efficient resampling algorithms).

We claim that the use of implicit sampling in data assimilation makes it possible
to improve on what other algorithms can do in this problem. We therefore compare
the implicit sampling algorithm with other methods of data assimilation in common
use.

3 Comparisons with Other Data Assimilation Algorithms

3.1 The Standard Bayesian Filter

Suppose that the observations are highly consistent with the SDE—for example, in
Fig. 1, the observations may be somewhere in the middle of the pencil of solutions
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to the model. There is really no need to explicitly look for the maximum of the
pdf, because the model (2.1) already generates samples that are in the high proba-
bility region. Therefore, one can set ¢ = log p(b"+! | x"*1) in Eq. (1.1), and then
solving (1.1) is simply sampling a new location determined by the SDE, to which
one subsequently assigns a weight determined by the proximity of the sample X
to the observation. This sampling scheme is often called the sequential importance
sampling with a resampling (or SIR for short) filter. The SIR filter is widely used,
and is less expensive than what we propose, but may fail if the data are not close to
what the model alone would predict. As the dimension of the vector x increases, the
neighborhood of the observations and the pencil of solutions to the SDE occupy an
ever decreasing fraction of the available space, so that with SIR, guaranteeing that
at least a few samples hit the high probability area requires more and more sam-
ples (see [9, 10]). In contrast, with implicit sampling, the observations affect not
only the weights of the samples but also their locations. For more on the SIR, see
[1, 8, 11-14].

3.2 Optimal Filters

There is a literature on “optimal” particle filters, defined as particle filters in which
the variance of the weights of each particular particle (not the variance of all the
weights) is zero (see [8, 12, 15]). In general, a filter that is “optimal” in this sense
requires a precise knowledge of the normalization of the pdf to be sampled, which
is not usually available (see the formulas for the pdf to be sampled, remembering
that [ fdx =1, [gdx =1, do not imply that [ fgdx =1.)

To see why in general the optimal filter can not be implemented without knowing
the normalization constants exactly, consider first the problem of sampling a given
pdf f, and carry out the following construction (in one dimension for simplicity): let
g(&) be the pdf of a reference variable £. Define F = —log f as before and find the
region of high probability through minimization of F, i.e. compute m = argmin F.
To find a sample X, solve the differential equation fdx = gds, or

dx g

ds  f
with the initial condition x (0) = m, for s € (0, &£]. This defines a map & — x (&) with
fx)=g&)J (&), where J = |§—; |. One can check that the weight is independent of
the sample. This sampling scheme fails unless one knows the normalization constant
with perfect accuracy, because if one multiplies f in the differential equation by a
constant, the resulting samples are not distributed correctly.

In the data assimilation problem one has to sample a different pdf for each parti-
cle, so that the application of this sampling scheme yields an “optimal filter” with a
zero-variance weight for each particle, provided that one can calculate the normal-
ization constants exactly, which can be done at an acceptable cost only in special
cases. In those special cases, the resulting filter coincides with our implicit filter.
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The implicit filter avoids the problem of unknown normalization constants by tak-
ing logs, converting a harmful unknown multiplicative constant in the pdf into a
harmless additive constant.

3.3 The Kalman Filter

If the observation function £ is linear, the model (2.1) is linear, the initial data are
either constant or Gaussian, and the observation noise z” in (2.2) is Gaussian, then
the pdf we are sampling is Gaussian and is entirely determined by its mean and
covariance. It is easy to see that in this case a single particle suffices in the implicit
filter, and that one gets the best results by setting £ = 0 in the formulas above. The
resulting filter is the Kalman filter (see [16, 17]).

3.4 The Ensemble Kalman Filter

The ensemble Kalman filter (see [18]) estimates a pdf for the SDE by a Monte Carlo
solution to a Fokker-Planck equation, extracts from this solution a Gaussian approx-
imation, and then takes the data into account by an (approximate) Kalman filter step.
The implicit filter on the other hand can be viewed as a Monte Carlo solution to the
Zakai equation (see [19]) for the conditional probability p(x%” |b'™), doing away
with the need for an expensive and approximate Kalman step.

3.5 Variational Data Assimilation

There is a significant literature on variational data assimilation methods (see [20—
25]), where one makes an estimate by maximizing some objective function of the
estimate. Clearly the computation of ¢ = min F' above resembles a variational esti-
mate. One can view implicit sampling as a sampling scheme added to a variational
estimate. The added cost is small, while the advantages are a better estimate (a least
square estimate rather than a maximum likelihood estimate, which is particularly
important when the pdf’s are not symmetric), and the addition of error estimates,
which come naturally with a particle filter but are hard to obtain with a variational
estimate. For a thorough discussion, see [26].

4 An Example

As an example, we present a data assimilation calculation for the stochastic
Kuramoto-Sivashinksy (or SKS for short) equation presented earlier in [3],

Up +Uly + Uyy + Vityror =gW(x, 1),
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where v > 0 is the viscosity, g is a scalar, and W (x, ¢) is a space-time white noise
process. The SKS equation is a chaotic stochastic partial differential equation that
has been used to model laminar flames and reaction-diffusion systems (see [27,
28]) and recently, has also been used as a large dimensional test problem for data
assimilation algorithms (see [29, 30]).

We consider the m-dimensional It6-Galerkin approximation of the SKS equation

dU = (L) + N (U))dt + gdW;",

where U is a finite dimensional column vector whose components are the Fourier
coefficients of the solution and W;" is a truncated cylindrical Brownian motion (see
[31]), obtained from the projection of the noise process W (x,t) onto the Fourier

modes. Assuming that the initial conditions u(x, 0) are odd with 170(0) = 0 and that
g is imaginary, all Fourier coefficients Uk () are imaginary for all 7 > 0. Writing
Uy = iUy and subsequently dropping the hat gives

L(U) = diag(w} — va)U,

WOl =-5 ¥ Ul
k'=—m

where wj, = 2’5—" (k=1,...,m), and {N'(U)}x denotes the k-th element of the vec-
tor A'(U). We choose a period L = 167 and a viscosity v = 0.251, to obtain SKS
equations with 31 linearly unstable modes. This set-up is similar to the SKS equa-
tion considered in [30]. With these parameter values there is no steady state as in
[29]. We choose zero initial conditions U (0) = 0, so that the solution evolves solely
due to the effects of the noise. To approximate the SKS equation, we keep m =512
of the Fourier coefficients and use the exponential Euler scheme (see [32]), with
time step § = 2~12 for time discretization (see [3] for details).

We are solving the SKS equations in Fourier variables, but we choose to observe
in a physical space (as may be physically reasonable). Specifically, we observe the
solution u(x, #) at 7 equidistant locations and at every model step through the non-
linear observation operator 4 (x) = x + x> . The minimization of F ; was done by
using Newton’s method (see [33, 34]), initialized by a model run without noise. To
obtain samples, we solve the algebraic equation (1.1), which is easy when the func-
tions F; are nearly diagonal, i.e., when the linearizations around a current state are
nearly diagonal matrices. This requires in particular that the variables that are ob-
served coincide with the variables that are evolved by the dynamics. Observing in
physical space while computing in Fourier space creates the opposite situation, in
which each observation is related to the variables one computes by a dense matrix.
This problem was overcome by using the random map algorithm, presented in [3],
for solving (1.1).

To test the resulting filter, we generated data by running the model, and then
compared the results obtained by the filter with these data. This procedure is called
a “twin experiment” and we define, for each twin experiment, the error at time ¢ as

" = |Ugs — Ugll,
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Fig. 2 Filtering results for 4.5 T
the SKS equation: the error
statistics are shown as a 4r o 1
function of the number of a5
particles for the SIR filter ’
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where the norm is the Euclidean norm, Ur’éf denotes the set of Fourier coefficients
of the reference run and U}, denotes the reconstruction by the filter, both at the fixed
time ¢". The error statistics of 500 twin experiments are shown in Fig. 2.

We observe from Fig. 2 that the implicit particle filter produces accurate state
estimates (small errors and small error variances) with a small number of particles.
The SIR filter on the other hand requires thousands of particles to achieve a similar

accuracy and therefore, is impractical for filtering the SKS equation.

5 Conclusions

We have presented an importance sampling procedure in which the importance den-
sity is defined implicitly through a mapping guided by a minimization rather than be
given by an explicit formula. This makes it possible to sample effectively a variety
of pdfs that are otherwise difficult to work with. In particular, in the data assimila-
tion problem, implicit sampling makes it possible to incorporate the information in
the data into the sampling process, so that the target density is sampled efficiently.
We are confident that this construction will find wide applicability in the sciences.
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Fig. 1 A 2-dimensional
cross-section £2* obtained
from a bounded open set §2
perforated by a finite number
of regular closed subsets
(which have a nonempty
interior) s, 82, ...

1 Introduction

The periodic unfolding method was introduced in [4] (see also [5]). It gave an ele-
mentary proof for the classical periodic homogenization problem, including the case
with several micro-scales (a detailed account and proofs can be found in [5]).

In this paper, we show how it can be applied to the periodic homogenization
of the general problem of equi-valued surfaces with corresponding assigned to-
tal fluxes. Two examples of this type of problems are the elastic torsion problem
of an infinite 3-dimensional rod with a multiply-connected cross section (where
the equations are set in a 2-dimensional domain) and, in any dimension, the
electro-conductivity problem in the presence of many isolated perfect conduc-
tors.

In the linear elastic torsion problem (see [13, 15] for the setting of the problem),
the material is an infinite cylindrical bar with a 2-dimensional cross-section §2*
obtained from a bounded open set §2 perforated by a finite number of regular closed
subsets (which have a nonempty interior) S, S, ... (see Fig. 1). The stress function
of the elastic material is shown to be the solution to the following problem:

(XS HO1 (§2) with fig; (an unknown constant) for each j,

—1 inQ*
—Ap=1 1in 27", (1.1)

a . .
f —wdo(x) =|8/| (the measure of S/) for each ;.
987 on

The electric conductivity problem arising in resistivity well-logging is set in any
dimension with the same type of geometry (£2, £2* and S/’s). The conductivity
tensor A can vary with the position in £2*, the right-hand side is an L? function f
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defined on £2*, and the total fluxes on the 35/ are given numbers g/.

RS HO1 (£2) with fl s; (an unknown constant) for each j,
—div(A(x)Ve(x)) = f in Q%

9 .
/ 2 4o (x) =g’ foreach j.
a5/ 0vA

(1.2)

Here we refer to [14, 15] written by Li et al. on the subject. They also include an
exposé of the torsion problem.

Here, we consider the periodic homogenization for these problems. We refer to
[7] for the first proof of the elastic torsion problem (via extension operators and
oscillating test functions), where regularity assumptions are made for the boundary
of the inclusions. In [3], this question is addressed, but still with some geometric
conditions and by the same use of oscillating test functions. Moreover, some related
results can be found in [1, 2, 8, 10-12].

One advantage of the unfolding method is that it requires no regularity for the
boundary of the inclusions whatsoever. Actually, there is no need to introduce sur-
face integrals, except if one wants to see the “usual” strong formulation, valid for
Lipschitz boundaries. Another advantage of the method is that an immediate conse-
quence is a corrector result which is completely general (without the need for extra
regularity).

The plan is as follows. In Sect. 1, we introduce the notations, and set the ap-
proximate problem as one which encompasses both the aforementioned problems.
Section 2 gives a brief summary of the results of the periodic unfolding method. In
Sect. 3, we establish the convergence to the unfolded problem. In Sect. 4, we obtain
the homogenized limit. Section 5 is devoted to the convergence of the energy and the
construction of correctors. In the last section, we consider variants of the problem,
and state the corresponding results.

General Notations (1) In this work, ¢ indicates the generic element of a bounded
subset of R in the closure of which 0 lies. Convergence of ¢ to 0 is understood in
this set. Also, ¢ and C denote generic constants, which do not depend upon &.

(2) As usual, 1p denotes the characteristic function of the set D.

(3) For a measurable set D in R", | D| denotes its Lebesgue measure.

(4) For simplicity, the notation L?(Q) will be used for both scalar and vector-
valued functions defined on the set O, since no ambiguity will arise.

2 Setting of the Problem

We use the general framework of [5] and the notations therein.
Letb=(by,...,b,) be a basis of R"”. We denote by

G=1EeR"|E=) kibj, (ki,....ky) € Z" 2.1)
i=1

the group of macroscopic periods for the problem.
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Fig. 2 Definition of [z]y and

o ///////

Fig.3 The sets Y and Y*

Let Y be the open parallelotope generated by the basis b, i.e.,

{yeR”|y=Zyibl~,(y1,...,yn>e(o,n"}. 22

i=1

More generally, Y can be any bounded connected subset of R” with Lipschitz
boundary, having the paving property with respect to the group G.

For z € R", [z]y denotes the unique (up to a set of measure zero) integer com-
bination Z;': 1 kjbj of the periods, such that z — [z]y belongs to Y. Now set (see
Fig. 2)

{Zly=2—1[zlyeY ae. forzeR".

Let S be a given compact subset in Y, which is the finite disjoint union of S/ for
j=1,...,J (with the same property). The only condition on the S/’s is that they
are pair-wise separated with the strictly positive measure. For the two examples, we
consider that the sets S/ are naturally assumed to be connected (although this is not
necessary for the treatment given here). The set Y \ S is denoted by Y* (see Fig. 3).

Let now £2 be an open bounded subset of R”. We define the “holes” in §2 as
follows.
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Fig. 4 The sets §2; (in green) vTen [ou]s
and S; (in yellow) Zle Yolo Yolo Yoo Yoo Yolo Yolo Yofv

LY~ - T T - I A S I - Y W~ I A T~ Y I - ) -
2[o ®ofo Yolo Yoo Yolo Cofo Yoo Yolo Yolo Yoo

LI B T~ I I - - A~ A Y~ Y T < A S N - A Y~ I A Y~ B A L~ )
/@0/9 "o/v *o/n “p/o q’a/o "’o/ﬂ Qo/o “p/n Q’a/o @,/D Q’o/o “’p/nqx
ov /o9 ov[ov|ov|/ov/av[ov[ov oV av oW oj
oo Yofo Colo oo Yolo Yoo Cofo Colo Yolo Yoo Yoo Colo @

Qlow /o OV [oV /o [0V [0V [Q0V [0V [0V [OR[Q0
20 %olvo Yole Yoo ol Yofp Yoo Cofo Yoo Yolo Yoo Yolo Yo

Definition 2.1 (See Fig. 4)

Sgi{xeﬂ,{i} ES},

&)y

Sfe{xefz,{f} esf}, (23)
& e Y

2, =2\ S..

Remark 2.1 1t is well-known that the characteristic function of the sets Ssj con-

verges weakly-x* to ||S—YJ|‘ in L°°(£2). This is a simple consequence of the properties

of the unfolding operator given in the next section.

In this paper, we consider a boundary value problem, which generalizes both
cases and does not require consideration of surface integrals. It applies as long as the
“inclusions” S7 have the strictly positive measure (so that requiring the restriction
of an HO1 function to each of them to an arbitrary constant almost everywhere makes
sense).

We make no regularity assumption regarding the sets S/. We only make the nat-
ural assumption that they are well separated from each other and from 9Y in Y (if
some are not well separated, then they should be merged into a single one).

Whenever needed, the functions in HO1 (£2) will be extended by 0 in the whole
of R" (where they belong to H'(R")). Similarly, the functions of L2(£2) will be
extended by 0 to the whole of R”.

We introduce the following two families of subspaces, where G, denotes the
elements &€ € G, such that the corresponding cell ¢§ + ¢Y intersects £2.

Definition 2.2

Wy = {v € H(} (£2); V& €Geand j €{l,..., J} vjge .5/ 18 a constant function,
the value of which depends on (£, j)}, 2.4)



188 D. Cioranescu et al.

L, = {w e L*(2); V& e€Geand je{l,..., J} wey,q is aconstant function,
the value of which depends on (&, j )}. 2.5)

Note that a condition, such as v, .; being a constant function, is taken in the
sense of almost everywhere, which makes sense because each & + ¢/ is of positive
measure.

It also follows that Wé is a closed subspace of HO1 (£2). On the other hand, clearly,
L is a finite dimensional subspace of L2(£2). Note that L, is the image of L2(£2)
under the local average map M, (defined below).

Concerning the conductivity matrix field A®, it is assumed to belong to
M («, B, §2;) which is traditionally defined as follows.

Definition 2.3 Let «, 8 € R, such that 0 < ¢ < 8. M(«, B, O) denotes the set of
the n x n matrices B = B(x), B = (b;j)1<i,j<n € (L®(0))"*", such that

(B(x)k, k) > a|k|2, |B(x)A| < B|A| forany A € R" and a.e. on O.

Let f; be given in L2(.Q£), and gg inLfforj=1,...,J.
The problem we consider is given in the variational form as

Find u. in W, such that Vw € W,

(Pe) | fo, AVuVwdy = [o fowdx+6" ¥ gl w0 (26)
Ge
fin
Using the obvious formula
_ j
e Zgghéﬂy legresi = 57| f gl () w(x)dx, 2.7)
£eg
this problem can be written as
Find u, in WO, such that Yw € WO,
(Pe) . (2.8)
f_Q A*Vu,Vwdx = [, Fowdx,
where
Fo=filg, + > |S/|gg<x)lsj
£e gs
j=1,...

This problem has a unique solution by the Lax-Milgram theorem applied in the
space W because of Poincaré’s inequality in H(} (£2).
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The “strong” formulation of problem (P, ), assuming at least Lipschitz regularity
for the boundaries involved, is

Find u. € Wy, such that —div(A*Vu,) = f; in £,
VE€Ge, Vi=1,...,J, (AVuy -n,1) | gl

H 2 HI(sb+e0Si)  OF legter”

(2.9)

where n(x) is the outward unit normal to £ + £3S/. Under the regularity assump-
tion above, it is classical that the duality pairing makes sense, because, since f;
belongs to L%(£2,), A®Vu, -n is an element of H’%(eé + £357). The pairing is
often (somewhat incorrectly) written as

/ A®Vug - n(x)do (x).
eE+e0S/

Making use of the Lax-Milgram theorem, one gets the following estimate.

Proposition 2.1 There is a constant C depending only upon o and the Poincaré
constant for HO1 (£2) (but not upon ¢), such that, for every ¢,

1

. 2
|ue|H3(9)sc|Fs|Lz<ga)=C<|fe|iz(98)+ > 82|gg<x>|sg|2) . (210
£eg;

Consequently, assume that the right-hand side of (2.10) is bounded, so is the
sequence {u,} in H(} (£2).

The homogenization problem is to investigate the weak convergence of this se-
quence and the possible problem satisfied by its limit under suitable assumptions on
the data.

Remark 2.2 The sequence {u.} in HOl (£2) does not usually converge strongly in
HOl (£2), because, when it does, its limit is the zero function. More generally, if
ve is in W and converges strongly to vo in HO1 (£2), then vy = 0. The proof is
elementary. Going to the limit for the product 0 = 15, Vv,, which, as a consequence

of the assumptions, converges weakly to %Vvo, implies that Vyy = 0, and hence
the result is obtained.

3 A Brief Summary of the Unfolding Method in Fixed Domains
We recall the following notations used in [5]:
2, = interior{ | | e(.§+7)}, A =2\ 2., (3.1)
§el

where
g.={teg.e+Y)C 2} (3.2)
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Fig. 5 The sets £, (in grey)
and A, (in green)

(see Fig. 5). The set 58 is the interior of the largest union of (£ 4 Y) cells included
in §2. Here, the set = is slightly smaller than G, as defined previously.

Definition 3.1 For ¢ Lebesgue-measurable on 2., the unfolding operator 7 is
defined as follows:

#(elly +ey), ae. for(x,y) e Q. xY,

3.3)
0, a.e. for (x,y) € A x Y.

Te(@)(x,y) ={

The properties of the unfolding operator are summarized here.

Theorem 3.1 Let p belong to [1, +00).

(1) Te is linear continuous from LP(§2) to LP(§2 x Y). Its norm is bounded by
1
Y|e.
(i1) For every w in LY(9),

f w(x)dx = L Te(w)(x, y)dxdy +/ w(x)dx.
17} Y| Joxy Ag

(iii) Let {w¢} be a sequence in LP(§2), such that w, — w strongly in L? (£2). Then
Te(we) = w  strongly in LP (2 x Y).

(iv) Let {wg} be bounded in LP(S2), and suppose that the corresponding To(wy)
(which is bounded in LP (2 x Y)) converges weakly to w in LP (2 x Y).

Then

1
we = My (W) = m / w(-, y)dy weaklyin L?(£2).
Y

Here, the operator My is the average over Y.
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Definition 3.2 The operator M, = My o7, is the local average operator. It assigns
to a function, which is integrable on 2 its local average (associated with the e-cells
e& +¢€Y).

Theorem 3.2 Let {w,} be in WP (§2) with p € (1, +00), and assume that {w,}
is a bounded sequence in WP (2). Then, there exist a subsequence (still denoted
by {&}) and functions w in WP (§2) and W in LP (£2; Wplé;U(Y)) with My (w) =0,
such that

Te(we) = w  weakly in Lp(.Q; Wl""(Y)),

3.4
Te(Vwe) =~ Vw + Vyw  weakly in LP (£2 x Y). S

Furthermore, the sequence %(7} (wg) — Mg (wg)) converges weakly in LP (82,
WLP(Y)) to yy - Vw + W, where yy =y — My (y).

Here, W;érp (Y) denotes the space of the functions in WIL’CP (R™), which are
G-periodic. It is a closed subspace of Wl”’(Y), and is endowed with the corre-
sponding norm.

We end this section by recalling the notion of the averaging operator {f. This
operator is the adjoint of 7, and maps L”(§2 x Y) into the space L7 (£2).

Definition 3.3 For p in [1,+o0], the averaging operator U, : LP (2 X ¥Y) —
LP(£2) is defined as follows:

U (D) (x) = ‘IT‘fY(p(E[g]Y"'SZ’{%}Y)dZ, a.e.forxefz\g’
’ o

) a.e. forx € Ag.
The main properties of U, are listed in the next proposition.

Proposition 3.1 (Properties of U;) Suppose that p is in [1, +00).

(1) The averaging operator is linear and continuous from LP (2 x Y) to LP($2),
and

_1
U (P)llr2y <1 Y [ ?IIPlLr(2xy)-
(ii) If ¢ is independent of y, and belongs to L (£2), then
U (p) = ¢ strongly in L (£2).

(iii) Let {@.} be a bounded sequence in LP (§2 x Y), such that @, — @ weakly in
LP (2 xY). Then

U (D) =~ My (D) = %/ @ (-, y)dy weaklyin LP(£2).
Y

In particular, for every ® € L?(£2 x Y),
U (D) — My (D) weakly in LP(£2).
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(iv) Suppose that {w.} is a sequence in LP (52). Then, the following assertions are
equivalent:

(@) Ts(wg) — W strongly in LP (2 x Y) and fAe |we|Pdx — 0,
(b) we — U (W) — 0 strongly in LP(£2).

We complete this section with a somewhat unusual convergence property involv-
ing the averaging operator U, which is applied in Corollary 6.3.

Proposition 3.2 For p € [1,+400), suppose that o is in LP(§2) and B in
L% (82; LP(Y)). Then, the product U (a)U (B) belongs to LP ($2) and

U (aB) — U (@)U (B) — 0 strongly in LP ($2). (3.5)

4 The Unfolded Limit Problem

In order to use the unfolding operator 7, in S;, we extend f, by zero and A® by
al without changing the notation. This implies that 7 ( f¢)|@2xs = 0, and similarly,
7;(A8)|§£QX5 =auol.

,,,,,

We make the following assumptions concerning the data, for ¢ converging to 0:

T+ (A?) converges in measure (or a.e.) in 2 x Y to A,
(H) { 7:(fe) converges weakly to fp in L2(2 xY), 4.1)

g;g converges weakly to gé inL2(2)for j=1,...,J.

Note that from the definition of A® and f, fy vanish on £2 x S while Alloxs=al.
Since A¢ belongs to M («a, B, §2.), it follows that A° belongs to M («, B, 2 x Y).
It follows from the last hypothesis that Te(G¢) converges weakly in L2(2 xY)

to the function Go =3 _;_;
also implies that 7, (F;) converges weakly in the same space to Fyp = fy + Go.

7 ﬁ gé (x)1g;(y) (it is actually an equivalence). It

Proposition 4.1 Under hypothesis (H), up to a subsequence (which we still denote
by {&}), there exist ug € H} (2) and i € L*(£2; le (Y)), such that

cr
Te(ue) — ug weakly in L2(.Q; Hl(Y)),
T (Vue) — Vug + Vi weakly in L*(2 x Y),

1
—(7}(148) — Mg(ug)) converges weakly in Lz(Q; H' (Y)) to yy - Vug + 1, 42)
& .

fe = 7;(A8)7;(VM6) —no=A"Vug + V,u) weakly in L2(2 x Y),
no vanishes almost everywhere in 2 x S,

yu - Vg + @ is independent of y on each 2 x 8, j=1,...,J.
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Proof The existence of a subsequence of ug and u satisfying the first three condi-
tions follows from Theorem 3.2. The next convergence follows from the fact that
convergence in measure (or a.e.) is a multiplier for strong as well as for weak con-
vergence in L2(£2 x Y). The last property follows from the fact that Ug|ettesi 18
independent of x, which implies that e~ N (Taug) — M (ug))loysi is a function
only of x. This property is preserved by weak limit, and holds for yu; - Vug +u. A
similar proof implies that 7 vanishes a.e. on £2 x S. 0

From now on, we use the notation 7, for A¢(Vu,) (and o for A%(Vug + Vyu)),
so that 7, (n.) converges weakly to 7.

Definition 4.1 Let ngr denote the subspace of HI}er(Y), consisting of functions

which are constant on each S/ (with independent constants for each j).

S
per

Proposition 4.2 For almost every x € §2, and for every & € L*(2; H
tor field ng satisfies

), the vec-

/ no(x, y) - Vy@(y)dy =0. (4.3)
2xY

The corresponding strong formulation, under regularity assumptions, is
—divyno=0 inD'(Y*),

(no-n,1) =0 forj=1,...,J, (4.4)

H™Y 2 (3))
and periodicity conditions of the normal flux of no on opposite faces of Y.

Proof Let w be fixed in D(£2), ¥ in D(Y) N ngr and ¢ in CSSI(Y) vanishing on S.
The function v, defined as

o) = S(Ms(wxx)t/f({%}y) + w<x)¢’<{§}y>>

belongs to the space W, since v vanishes near Y. Furthermore, it converges to
zero uniformly. Using v, as a test function in Problem (P;) gives, for € going to zero
according to the established subsequence,

f A®*Vu, Vv.dx — 0. 4.5)
¢
The gradient of v, is given by

V”s“)EMs(w)(nywqf} )+w<x>vy¢<{f} >+gw<x>¢><{f} )
€y ey efy

Consequently,

Te(Vve) = M (w)()Vy ¥ () + Te(w) Vyd (y) + e Te (Vw) g (y).
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From the fact that 7.(w) and M, (w) both converge uniformly to w (in £2 x Y
and £2, respectively), it follows that

Te(Vve) = w@)Vy (¥ (y) + 6 (3)).
Applying Theorem 3.1(ii) to the left-hand side of (4.5), this gives

1
/ AV Voede = | T )T (Vrdsdy — 0
. xY

By Proposition 4.1, this implies

/Q M0 D () + 6 (1)) drdy =0,

Now, by a partition of the unity argument, every ¥ € ngr )N ngr can be writ-
ten as a sum of a function ¥ of the first case and a function ¢ of the second case.
Therefore, for every w € D(£2) and every ¥ € C2.(Y) NHS_ | (4.3) is satisfied. Fi-

per per>

nally, by a totality argument, (4.3) holds for all ® € L>(£2; HS,), since 7o belongs

per

to L2(2 x Y). O

We now turn to the task of obtaining a relevant formula for |, oxy NoVwdxdy

for w in HO1 (£2). To this end, we use the following lemma (in [3, Proposition 2.1],
a similar argument is used but only to obtain the first statement).

Lemmad4.1 LetV¥ bein ngr(Y) withW =1o0n S. For every w in D(§2) and every
g, there exists a vg in Wg, such that, as € — 0,

ve converges uniformly to w in §2 as well as weakly in H(; (£2),

4.6)
T (V) converges strongly in L2 xY)t0oVw — Vy((ym - V)W (¥)).

Proof 1t s clear that the function x = w(x)(1 — ¥ ({Z}y) + M (w)¥ ({7}y)) be-
longs to the space Wj. Furthermore, note that

Te(ey =Te(w)(1 =¥ () + McW)¥ (y) > w1l =¥ +¥)=w

uniformly in £2 x Y.

Similarly,

owmsuo{f] ) smoms(f])

1
Te(Vue) =T (Vw) (1 = ¥ () — g(ﬁ(w) — M (W) Vy ¥ ().

4.7

We can now show that the latter one converges strongly in L2(£2 x ).
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Indeed, it is enough to show the strong convergence of %(7} (w) — Mg(w)) in
the same space. We claim that it converges to yys - Vw. Indeed, set

1
ze = ~(Te(w) = Me(w) = yu - Vu.

Clearly, V,z, = T.(Vw) — Vw, which converges strongly to zero in L*(2xY).By
the Poincaré-Wirtinger inequality in Y, and since My (z.) =0, z. itself converges
to 0in L2(2; H'(Y)).

We conclude with the identity

VW) + (v - V) Vy¥ = Vy (v - V)& (). O

Choosing such a v, as a test function in Problem (P;) gives

/ Ungsdx:/ (fele, + Ge)vedx. 4.8)
2 2

Unfolding the right-hand side of this relation gives the convergence

1
(6 + To(Go) e(wadndy — - /Q s yw(didy. @9)

The left-hand side of (4.8) is also unfolded to obtain the convergence

Y| Joxy

1
— Te (M) Te(Vve)dxdy — — no(Vw — Vy((yar - V)@ (y)))dxdy.
Y| Joxr Y| Joxy
(4.10)
Regrouping (4.9) and (4.10), we get
1

— no(Vw — Vy((yar - Vw)¥ (y)))dxdy
Y| Joxy

= — Fo(x, y)w(x)dxdy. “4.11)
Y1 Jexy

By a density argument, this still holds for every w in HO1 (£2).
We have proved the following proposition.

Proposition 4.3 For every w € HO1 (£2),

1

|Y| 2xY

= L/ Fo(x, y)w(x)dxdy. (4.12)
Yl Joxy

no(Vw — Vy ((var - Vw)¥ (»)))dxdy
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Remark 4.1 (1) Because n satisfies (4.3), formula (4.12) does not depend upon the
choice of ¥. Indeed, for such another ¥ for a.e. x € §2, by (4.3), one has

/Ynovy((yM Vuw)(¥ — ¥))dy =0. 4.13)

(2) If 95 is assumed regular, in view of (4.3), the term

1
—f noVy((yy - Vw)¥)dxdy
Y] Joxy

can be interpreted as

: f
(mo-n,ym-Vw) _
Yl Ja
because ¥ is identically 1 on S.

Definition 4.2 Let W be the following space:
W = {(w, D); w € Hy (2), D € Hp, (Y), My () =0,
W+ (ym - Vw)|g; is a constant (depending on j) for j = 1,...,J}.
(4.14)
It is a closed subspace of HOl (£2) x Hp]er(Y), and hence it is a Hilbert space.

We can now state the limit unfolded problem.

Theorem 4.1 Under Hypothesis (H), the whole sequence {u.} converges weakly in
HOl (£2) to a function ug. There also exists a W in L*>($2; Hr}er(Y)), such that (ug, )
is the unique solution to the following problem:
Find (ug,w) € W, such thatV(w, w) € W,
ﬁ Jo oy A°(Vug + Vyi)(Vw + Vy0)dxdy (4.15)
= |17| Joxy Fo(x, y)w(x)dxdy.
Proof Tt has already been established that (g, %) belongs to the space W. Combin-

ing Propositions 4.2 and 4.3 gives that for all w € H] (2), ® € L*(£2; ngr(y)), the
following holds:

— A’ (Vug + V@) (Vw + Vy (@ — (yu - Vw)¥))dxdy
Y| 2xY

_ L / Fox, y)w(x)dxdy. (4.16)
Y| Joxy
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Every element (w, w) of W can be written in the form

(w, D — (yy - Vw)¥ — ./\/ly(<1§ —(ym - Vw)lll)) with
Vyb = Vy (@ — (ym - Vw)¥), 4.17)

with (w, @) in Hj (£2) x L*(82; H3., (Y)), by setting @ = W + (yp. Vw)¥. This
shows that (4.15) is equivalent to (4.16).

To prove the existence and the uniqueness of the solution, we show that the Lax-
Milgram theorem applies to (4.15). It is enough to show that the bilinear form on
the left-hand side of (4.15) is coercive.

Since A9 belongs to M («, B, £2 x Y), it follows that

1

Y| Joxy

—~ —~ o —~
A%(Vug + Vyit) (Vug + Vyit)dxdy > 7 | Vo + Vyuniz(gxy).

But since ug is independent of y and % is Y -periodic, the latter one is just

1 —~
a(IIVUOIIiz(m + 17 IVyu ”%Z(QXY))'

One concludes by using the Poincaré inequality in H(% (£2) and the Poincaré-
Wirtinger inequality in leer(Y ) (since My @) =0). O

5 The Homogenized Limit Problem

For a given vector . € R”, consider the cell-problem for a.e. x € £2,

Find x;. € Hpe,(Y), such that My (x1) =0,
O+ yM.)\.)lsj is independent of y for j =1,..., J, (5.1)
Jy A ) (Vyxa(3) + M) Vye(y)dy =0, Vo e H, .

This problem itself is not variational. Introducing a fixed function ¥ in D(Y)
with ¥|g =1 and My (yy¥) =0, the function U, = x, + (y - A)¥ belongs to HS

per
with My (U,) =0, and is the unique solution to the following variational problem

in the same space:

Find U, € H3,;, such that My (U3) =0,

Jy A%, ) (VyUr () Vyg(y)dy (5.2)
= [y A% = Da+ (ym - WV, ¥)Vy0(3)dy, Yo € H,.

Note that the Lax-Milgram theorem applies to (5.2).
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Once U, is obtained, set x;, = U — (¥ - L)¥. We now show that it is independent
of the choice of ¥. Indeed, this corresponds to having uniqueness in (5.1). The
difference V of two solutions to (5.1) belongs to ngr and satisfies in particular

fY AOVyVVdey = 0, which by ellipticity, implies V,V =0 so that V = 0 (since
My (V) =0).

Using U, as a test function in (5.2) for a.e. x € §2, it is straightforward to see that

IVyxolp2iry = Cla, B, Y) A, (5.3)

with a constant C(«, 8, Y), which depends only upon «, 8 and Y.
For simplicity, we write x (1) for y;.
Going back to (4.15) with the solution (ug, ), it follows that

~ ;)
@(x, y) = £(Vuo) <= > S0 y)>. (5.4)

i=1 "
Then, (4.15) becomes

Find ug € H} (£2), such that Yw € HJ (),
71 Jaxy A°(Vuo + Vy x (Vug)) Vwdxdy

I 0 (5.5)
— 1771 Jaxy A" (Vuo + Vyx (Vuo) Vy((yu - Vw)¥ (y))dxdy
= 17 Jaxy Folx, Mw(x)dxdy.
Definition 5.1 Set
1
AP ) = 7 fy AYOu+ V) (4 Vyx)dy. (5.6)
Proposition 5.1 The homogenized limit problem is
Find ug € Hy(R2), such thatVw € H} (£2), 57
[ AN (Vug)Vwdx = [, My (Fo)wdx. '

The matrix field A"™ belongs to M (a, B(1 + C(a, B, Y)), £2), so that (5.7) is well-
posed.

Proof From (5.5), the homogenized problem (5.7) holds with

1
AP, ) = 7 fy A0+ Yy ) (k= Vy(Gm - ¥))dy — (5.8)

for A, u € R" and for a.e. x € £2. However, by (5.1), since y, + (yy - w)¥ is in
HS

per>

/ A0h £ V3 )V ey = — / A0+ Yy 1)V (O - 0% )dy.,
Y Y
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so that

hom . 1 0
A, ) = 17 AY(A + Vy ) (u+ Vyx)dy, (5.9)
Y
which is formula (5.6).
From the coerciveness of A?, we getforae. x € 2

o
AP > L VXl 72y

As before, since y; is Y-periodic, |A + VyXAﬁz(Y) =|Y||r]® + |V},XA|22(Y), which

shows the a-coerciveness of Ahom,

Finally, by (5.3), it follows that |AP™ (W) u| < (B8(1 +C(a, B, Y)))?|A|| |, which
completes the proof. d

6 Convergence of the Energy and Correctors

Proposition 6.1 Under the hypotheses of the preceding sections, the following
holds:

lim | A®(Vu,)Vu.dx = / APO™ (7 30) Vigdx. 6.1)
e—0Jy Y

Proof By the definition of Problem (P,),

/AS(Vug)Vugdxzf Feugdx.
Y 2

Using the established convergences, it is straightforward to see that the right-hand
side, once unfolded, converges to | o My (Fo)updx. We conclude by comparing
with (5.7). 0

Corollary 6.1 The following strong convergence holds:

{TS(VME) — Vuo+ Vyu strongly in L2(2 x Y), 62)

Ja, 1Vuel*dx — 0.
Proof By definition of APo™,

1 _ N
/ AP (Vug)Vugdx = — A%(Vug + Vyit)(Vug + Vyit)dxdy.
Y Yl Joxy

On the other hand, by the coercivity of A,

/ A®(Vug)Vugdx > % Te(A%) To(Vue) Te (Vue)dxdy —i—a/ |Vaue|*dx.
2

2xY* Ag

(6.3)



200 D. Cioranescu et al.

Therefore, by (6.1),

limsupif 7}(A8)7}(Vu5)7}(Vu5)dxdy
2xY*

£—0 |

< A% (Vug + Vyi)(Vug + Vit )dxdy. (6.4)
Y| Joxy ’

Since T (A®) converges a.e. to A%, and Tz (Vu,) converges weakly to Vug + Vit in
L%(2 x Y), if follows from [6, Lemma 4.9] that

Te(Vug) — Vug + Vyu  strongly in L2 (2 x Y).

In turn, this, together with (6.3) implies

/ |Vig|*dx — 0.

Ag

0

Classically in the unfolding method, the convergences of Corollary 6.1 imply the
existence of a corrector as follows.

Corollary 6.2 Under the hypotheses of the preceding sections, as ¢ — 0,
|Vue — Vug — Ue (Vyt)|12() = O. (6.5)

Making use of formula (5.4) for % and Proposition 3.2, we get the following
result.

Corollary 6.3 Under the hypotheses of the preceding sections, as € — 0, the fol-
lowing strong convergence holds:

— 0. (6.6)
L2(2)

n
aug
H Vu, — Vug — Zug(_>us(vy)(i)
i=1

ax,‘

In the case where the matrix field A does not depend on x, the following corrector

result holds:
" BT .
we-w-e o (Fe)u(:])

Proof By construction, fori =1, ..., n, the function x; belongs to L>(£2; H'(Y)).
By (6.5),

— 0. 6.7)
H(2)
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S2

S3

(b)

Fig. 6 The various cases of cracks and fissures (S, $% and $3) as limits of thick inclusions

By Proposition 3.1(ii), this implies

n
0
Vie —Vug— Y U (ﬂvy Xi) 0. (6.9)
, ox;
i=1 L2(2)
Hence (6.6) follows directly from Proposition 3.2.
Convergence (6.7) follows from (6.6) as in [5]. O

7 Other Connected Problems

7.1 Cracks and Fissures

One can consider the case when some of the sets S/ are cracks or fissures, i.e.,
they are Lipschitz submanifolds of codimension one in Y. The case of a submani-
fold without boundary corresponds to the case of the boundary of a compact subset
Y/ in Y. The case of a submanifold with a boundary corresponds to a crack in Y.
A combination of the two can also occur (see Fig. 6(a) for the various cases).

Each of these cases can be seen as limits of thick inclusions (see Fig. 6(b)).

The corresponding conditions for regular cracks (which have two sides) in the
strong form are as follows:

{ The solution u is an unknown constant on each fissure £ + eS/,
(7.1)

f£$+8Sj[3aT"A]8$+ssjda(x) = 8¢ |c¢ ey~ 2 given number,

where [337’:] et tess denotes the sum of the two outward conormal derivatives from
both sides of the crack (it can be considered as the jump of the conormal derivative
across the fissure €& + ¢S/, and hence it is denoted by the notation).
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In the definition of the space W, there is the requirement that the functions
be constant almost everywhere with respect to the surface measure on the fissures
(equivalently the (n — 1)-dimensional Hausdorff measure). In the variational formu-
lation, the term associated with the fissure £& + £S5/ is

n

. 1 .
-1
"7 8l \egyey Wietesi = ﬁ/gé-{-gw gl wdo (x).

From then on, the proofs are the same, and the statements of the results are mod-
ified in an obvious way.

The homogenized matrix field is given by the same definition (5.6), where the &;
are given as solutions to (5.1). The homogenized problem is (5.7). The only modifi-
cation is in the definition of the space ngr, where the conditions on the fissures are
taken in the sense of traces (i.e., almost everywhere for the corresponding surface
measures).

7.2 The Global Conductor 1

In the global conductor case, the situation is the same as in the previous cases, but all
the conductors are somehow connected, so that the solution takes the same unknown
constant value on all of S;. The problem is therefore set in the smaller subspace

We. = {w e Hyj (2); wls, is constant}, (7.2)
and is defined for given A® and f; as before and for a given real number g, as

~ Find u. € W, such that for all w € W,

(Pe) [ A*VuVwdx = [, frwdx + gowls, . 73)

It is easy to see that if f; is bounded in H™1(£2), and ge 1s bounded in R, so
is ug in HOl (£2). By compactness of the Sobolev embedding, it follows that {u.}
is compact in L?(£2). Since ls, converges weakly-x in L>°(£2) to 6 = % >0, in
view of the identity u. 15, = C. (€ R), which converges weakly in L2(£2), it follows
that the whole sequence {u,} converges to a constant (namely, 6! lim C,). But the
only constant in HO1 (£2) is 0. Therefore, u, also converges weakly to 0 in HOl (£2),
and C, converges to 0.

Here we use the obvious variant of Theorem 3.2, where the sequence %(7} (ug) —
C,) instead of %(7} (ug) — Mg (uy)) is used to obtain the limit . This is valid be-
cause of the existence of the corresponding Poincaré-Wirtinger inequality in the
space

H5(Y) = {y € H'(Y) with 5 =0}. (7.4)
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Proposition 7.1 There exists a positive real number Cp, such that for every { €
H(Y),

Wiy = CrIVy ¥y (7.5)

Proof This is a straightforward consequence of the existence of a Poincaré-
Wirtinger constant Cpw for H 1(Y), which implies that for every ¢ € H L(y),

W — My (W)l 2y < Cowl Vo ¥l 2.

Assuming that ¥ vanishes on S and taking the average over S (which is a positive

. 1
Lebesgue measure) imply | My (¥)|2y) = [My (WIIY |2 < Cpw|Vy ¥l 2y, Com-
bining with the previous inequality, this implies inequality (7.5) with Cp = 2Cpw. U

We denote by Hlfer(Y ) the subspace of HS(Y) consisting of its Y -periodic ele-
ments.

It then follows that, up to a subsequence, %(7} (us) — C,) converges weakly to
some 7 in L?(£2; H'(Y)). Furthermore, i belongs to L2(£2; Hlfer(Y))- Under the
same hypothesis on T (A9 as before, To(A%) Tz (Vuy) converges weakly to ng =
A%V, @in L2(2 x Y).

Considering as before a w € D(£2) and a ¢ in ngr(Y) which vanishes on S, one
gets

/ 770(35’ y)w(x)vy¢(y)dXdy =0.
2xY

By the same totality argument,

/ no(x,y) - Vy@(y)dy =0
2xY

holds for every ® € L?(£2; le

<), Which vanishes on £2 x S. However, u is itself in
L2(.Q; H;er), and therefore, one concludes that Vyi[ = (, and since # vanishes on
£2 x S, this implies that u itself is 0.

The interesting question is to determine the next term in the expansion of u, in
powers of ¢. This requires more estimates, both for C, and for |Vu,| L2(2)

If S; intersects 92 on a set of non-zero capacity (which may well happen quite
often), then clearly, C; = 0 (see Remark 7.3). When this is not the case, we use
the well-known Hardy inequality in H(} (£2), which requires that 92 be Lipschitz.
Denote by §(x) the distance of x to 92, and by 2 the set {x € £2,6(x) <d}. The
Hardy inequality states that there exists a constant Cy independent of d, such that

Yw e H& (£2), Yd > 0 and d is small enough, ‘E

< C[-] |V7.U|L2(Qd).
L2(£29)
(7.6)



204 D. Cioranescu et al.

Choosing d = d, so that £2% contains the boundary layer A, as well as all neigh-
boring e-cells, and applying the Hardy inequality to u., one gets

|Cel

&

Ug

1
S N 242 <

< CHlVM5|L2(_Qd5). (77)

L2(24)

Since 0£2 is Lipschitz, |.Qd€| is of order d., and d; is of order ¢, it follows that
|Se N £2% |, which is of order 0]£2%], is itself of order . This implies that

1
|Cel < ce2|Vug|p2(odey- (7.8)
A similar computation gives
|M5|L2(_ng) §C8|VM5|L2(Q¢1;). (79)

We return to the first estimate of [Vue|;2 ), letting F, denote felge, + g:1s, and
using the unfolding formula as follows:

alVuelEsig, = [ Rt [
As Q

By the Proposition 7.1, it follows that

Fe(up — Cp)dx + c8/ Fedx. (7.10)

\ e 2\ Ag

lue — Cale(Q\As) =|Te(ue) — CalLZ(QxY) = C|Vy7:?(us)|L2(.QxY)
:C8|7;(Vug)|L2(Qxy):C8|VM8|L2(_Q). (7.11)

Since 2% contains A, combining (7.8)—(7.9) and (7.11) with (7.10) gives

/ F.dx ) (7.12)
2\A,

Suppose that | F¢ |2 () is bounded. Then, by (7.12), [Vue |2 (o) is an 0(8%), so that
by (7.8), Ce is an O(e). Together with (7.9) and (7.11), this shows that |ue|;2 (o)
is also an O(e). Inequality (7.11) also implies that |u, — Cglle @) is an 0(8%).
These estimates do not suffice to obtain the next term in the expansion if C; is not
zero. We need the extra hypothesis

1
a|Viel 2.0y < C<8|f£|L2(Q) te2

(Ho) For the values of ¢, such that C, # 0, ‘ f F.dx| is an 0(8%). (7.13)
2

\ e

Proposition 7.2 Under (Hp), |u£|H01 @) is an O(e). Furthermore, |ug|2 gy and

C. are O(¢?) and |u, — Celyz (o) is an O,

Proof This is a consequence of (7.12), and then of (7.8)—(7.9) and (7.11). O
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Remark 7.1 Since 052 is assumed Lipschitz, it follows that | f A, F.dx| is bounded

above by |Fel2(0)lAel > , which is itself an O(s%). Consequently, in the condition
(Hp) above, |f9\Ag Fgdx| can be replaced by | [, Fydx|.

One can now apply the variant of Theorem 3.2 to the sequence U, = ”s—F Up to
a subsequence, there exist two functions Uy in H(; (£2) and U in L2(£2; Hlir(Y ),
such that

U, converges weakly to Uy in HO1 (£2),
Te(VU,) converges weakly to VUy + Vyﬁ in LZ(Q xY),

1 ~

—(7}(U5) — S_ICS) converges weakly to yys - VUp + U in LZ(SZ; HS(Y)).

€

(7.14)
Because of Proposition 7.2, a simplification Up = 0 occurs.
Consequently, %(7}(U8) —e71cy) converges weakly to U in L?(2; HS(Y)).
We complete the assumptions with
T (A®) converges in measure (or a.e.) in £2 x ¥ to A,
(ﬁ) Te(fe) converges weakly to fj in L2(Q x Y*),

ge converges to go in R.

Note that under the condition of Remark 7.1, f_Q «y+ Jo(x, y)dxdy + go[£2]|S|=0.

Theorem 7.1 Under assumptions (Hy) and (ﬁ), 7;((}2 (ug — Cg)) converges weakly
in L*(2; HS(Y)) to U, which is the unique solution of the following variational

problem:
{(7 € L2(82; H3, (V). YW € L*(2; H3, (V).
Joxy A%x, y)Vyﬁ(x, WV (x, y)dxdy = [, 5 folx, »)¥(x, y)dxdy.
(7.15)

Proof Consider a ¢ in ngr(?), which vanishes on §. Again let ¢ be in D(§2). Then,

we(x) =¢g¢ (x)gﬁ({i—‘}y) is in the space W, so it is an acceptable test function. As
in the previous computation, this gives at the limit

/9 . A(x, y)VylAf(x, V@) Vy (y)dxdy ng . Solx, ) () (y)dxdy.

By the usual totality argument, this implies (7.15). The existence and uniqueness
of U follow from the application of the Lax-Milgram theorem. g
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The strong formulation of Problem (7.15) is as follows: Ue L?(£2; Hpser(Y)) and

—divy (A%, )V, U (x, 3)) = folx,y) forae. (x,y) € 2 x Y*.

The result obtained here can be seen as a sort of expansion of order 2 in ¢.

From the weak convergence of ﬁ(giz(us —Cy)) to U in L%(82; HS(Y)), it fol-
lows that ;—z(ug — C¢) converges weakly to My(fj) in L2(£2).

These are not completely satisfactory, because we do not know if, in general, C,
is of order &2 itself.

Remark 7.2 If one assumes a stronger condition than (Hp), namely, | f o Fedx| is

1 . . .
an o(e2), then one can show the convergence of the energy, which implies that

\% ~
Te <&> converges strongly in L2([2 xY)toV,U. (7.16)
e

In turn, this gives the following corrector result:
Vi = U (Vy0) + 0,20 (e).

There remains a boundary layer, if one wants a corrector for u, itself, as well as
the open question of the behavior of %

Remark 7.3 1In the case where S, intersects d£2 in a set of non-zero capacity, it
follows that C, is 0. Assuming that this is the case for all ¢’s of the sequence,
this problem reduces to that of a homogeneous Dirichlet condition in S;. The cor-
responding problem was originally studied for the Stokes system by Tartar in the
appendix of [18] and for the Laplace equation by Lions [16]. The nonlinear case
was later studied in [9].

7.3 The Global Conductor 2

The presentation of the previous section is not necessarily realistic because of the
unpredictability of the fact that S, intersects the boundary of §2. It may be more
realistic to consider that the conductor is restricted to a compact subset £ of £2,
ie., SS = S, N £20. We make this hypothesis in this section. We shall also assume
that 852 is a null set for the Lebesgue measure, and denote £2 \ 29 by £ (see
Fig. 7).

In this case, the variational space for the original problem is

WOSCS = {w € HOl (£2); W) 50 isa constant}. (7.17)
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Fig. 7 The global conductor

. IQ“ !6" IQ ]o e’v *o’ ! .w., o u!wootloq:lawilb ®
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@ sofp ®p o 3 ]

Ql. QO|Z| SgD

The variational formulation is for given A® and f, as before and for a given real
number g, as

~ Find u, € WSS, such that for all w € W>* ,
{ € Oc Oc (7.18)

(Pe)
¢ Jo A®Vu Vwdx = [, fewdx + gswlg0.

It is easy to see that if f; is bounded in L2(£2) (actually H “1(2) is enough!),
and g, is bounded in R, so is u; in HO1 (£2). By compactness of the Sobolev em-
bedding, it follows that {u,} is compact in L?(£2). Since 1 s0 converges weakly-*
in L®(2) to 6 = lyll Ig, > 0. and in view of the identity u; 15 = C, € R, which
converges weakly in LZ(.Q), it follows that the whole sequence {u, 150} converges

to a constant (namely, % lim C,). Consequently, every weak limit point of {u} is

constant on 50.

By Theorem 3.2, it follows that, up to a subsequence, u, converges weakly
to some ug in Hl(.Q) and 1(’7'(u8) — My (ug)) converges weakly to some % in
L2(§2; H'(Y)). Furthermore, 7 u belongs to L%(£2; H, 10er(Y)) and My (@) =0. Also
note that, as before, (yp - Vo + )|, xs is a constant. Since uq is a constant on
£20, this reduces to that # 1|y § 1 a constant.

Let ‘H denote the subspace of HO1 (£2), consisting of the functions, which are
constant a.e. in £2.

Now, the pair (1, %) belongs to the space

={(w, D)y weH, e L*(2; Hy(Y)),

per

My (w) =0 and {ElﬁoxS isa constant}. (7.19)
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Under the same hypothesis on 7;(A®) as before, Te(A®)Te(Vue) converges weakly
to no = AOV),ZZ in L2(£2 x Y) (of course, 1o vanishes on §2¢ x S).

We assume that g. converges to go in R, while 7.(f;) converges weakly to fy
in L?(£2 x Y) (they vanish on £2( x §). Consequently, F, = T;(f:) + g 1§0><S
converges weakly to Fop = fo + golﬁoxs inL>(2xY).

Now let (w, W) be an element of W N (D(£2) x D(§2; C'(Y))), and set as the
test function ¢, (x) = w(x) + ew(x, {f}y).

Making use of the unfolding formula and using the standard density argument,
one can get the unfolded limit problem as follows:

Find (uo, %) € WV, such that V(w, w) € W,
‘17‘ Joxy A°(Vug + VyiD) (Vw + Vy@)dxdy (7.20)
- ﬁ Jaxy Folx, y)w(x)dxdy.

Since Vug vanishes in £2y, this implies that % is also zero on 2o x Y.
Therefore, the left-hand side in (7.20) is computed only on £21 x Y.
For a given vector A € R", the cell-problem is defined for a.e. x € £2 as

Find x, € Hp,(Y), such that My (x,) =0,
Jy A%, O+ V. () Vye()dy =0, Vo € Hy,,.

This is actually the “standard” corrector for periodic homogenization in §21. The
corresponding homogenized matrix is the standard one, namely,

1
7 [ A%+ Va4, 0dy. (7.22)
Y

(7.21)

AP (h, ) =
Proposition 7.3 The homogenized limit problem takes the following form:

Find ug € H, such thatVw € H,
(7.23)

Ja, A" (Vug)Vwdx = [, My (Fo)wdx.

The strong formulation can be given here, and if 9£2 is Lipschitz as a problem
on §21,

— div(AM™Vug) = My (fo) in £21,
10352, is an unknown constant, (7.24)

Jagy 7o (1) = [ My (Fo)dx.

Remark 7.4 (1) The convergence of the energy holds in this situation, which im-
plies the existence of a corrector.

(2) This result holds in the more general situation, where the sequence of ma-
trix fields A® H-converges to A"™ in §2 (for the definition and properties of H-
convergence, see [17]).
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1 Introduction

‘We study the null controllability of the 1-dimensional nonlinear slow diffusion equa-
tion, sometimes referred to as the Porous Media Equation (or PME for short), using
both internal and boundary controls. The methods we used need such a combination
of controls due to the degenerate nature of this quasilinear parabolic equation.

The PME belongs to the more general family of nonlinear diffusion equations of
the form

i —Ad(y) =1, (1.1)

where ¢ is a continuous nondecreasing function with ¢ (0) = 0. For the PME, the
constitutive law is precisely given by

p(y)=Iy" 1y (1.2)

with m > 1.

This family of equations arises in many different frameworks and, depending on
the nature of ¢, it models different diffusion processes, mainly grouped into three
categories: “slow diffusion”, “fast diffusion” and linear processes.

The “slow diffusion” case is characterized by a finite speed of propagation and
the formation of free boundaries, while the “fast diffusion” one is characterized by a
finite extinction time, which means that the solution becomes identically zero after
a finite time.

If one neglects the source term, i.e., f = 0, and imposes the constraint of non-
negativeness to the solutions (which is fundamental in all the applications where
y represents for example a density), then one can precisely characterize these phe-
nomena. In fact, it was shown in [12] that the solution of the homogeneous Dirichlet
problem associated to (1.1) on a bounded open set 2 of R satisfies a finite extinc-
tion time if and only if

U ds n
—— < 400,
0o ¢(s)
which corresponds to the case m € (0, 1) for constitutive laws given by (1.2). On
the contrary, if

L ds —
0 d(s)

(which is the case for m > 1) then, for any initial datum yp € H~'(£2) N LY (2)
with (—A)~! yo € L*°(£2), there is a kind of “retention property”. This means that,
if yo(x) > 0 on a positively measured subset 2’ C £2, then y(-, ) > 0 on £2’ for any
t > 0. In addition to (1.3), if ¢ satisfies

1 47
/‘ @' (s)ds <400,
0 N

00, (1.3)
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(i.e., m > 1 in the case of (1.2)) then the solution enjoys a finite speed of propagation
and generates a free boundary given by that of its support (3{y > 0}).

Most typical applications of “slow diffusion” are as follows: Nonlinear heat prop-
agation, groundwater filtration and the flow of an ideal gas in a homogeneous porous
medium. With regard to the “fast diffusion”, it rather finds a paradigmatic applica-
tion to the flow in plasma physics. Many results and references can by found in the
monographs [2, 23].

As already said, the aim of this paper is to show how a combined action of bound-
ary controls and a spatially homogeneous internal control may allow the global ex-
tinction of the solution (the so-called global null controllability) in any prescribed
temporal horizon 7 > 0. We shall prove the global null controllability for the fol-
lowing two control problems:

Yt — (ym)xx Zu(f)Xl(t), (xat) € (Oa 1) X (07 T)a

0,1) = , 0,7),

Pop y(0,8) =vo() x1 (1) te(0,7T) (14)
y(, 1) =v1(@) X1 (@), t€(0,T),
y(x,0) = yo(x), x€(0,1),

and

yi— (OMxx=u@)x1(t), (x,1)€(0,1) x(0,7T),

(") (0, 1) =0, 1€(0.7),

P 1.5
PV v n = vi@ox ), 1€(0,T), (1)

y(x,0) = yo(x), x€(0,1),

where I := (t;, T) with t; € (0,T), m > 1 and x; is the characteristic function
of I. In both problems, y represents the state variable and Upy = (uxy, 0, vi x1),
respectively Upp := (uxz, voxr, vixr), is the control variable. The function y™
should be more properly written in form (1.2), but as we shall impose the constraint
y > 0, it makes no real difference.

We emphasize the fact that the internal control u(¢) has the property to be inde-
pendent of the space variable x and that all the controls are active only on a part
of the time interval. Moreover, as we shall show later, the systems are null control-
lable in arbitrarily fixed time, and then the localized form of the control u(¢) x;(¢)
(the same for the boundary controls) on a subinterval of [0, 7] is more an emphatic
difficulty than a real difficulty. It serves mostly to underline that the controls are not
active in the first time lapse. In the same way, it could be possible to take a control
interval (¢, 7) withz,7 € (0, T) or, even more generally, three different intervals, one
for each control vy, v1, u, such that the intersection of the three is not empty.

The main results of this paper are contained in the following statement.

Theorem 1.1 Let m € [1, +00).

(1) For any initial data y € H~0, 1) such that yo > 0 and any time T > 0, there
exist controls vo(t), vi(t) and u(t) with vo(t)x;(t), vi(t)x1(t) € H' (0, T),
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vo, V1 > 0 and u € L*°(0, T) such that the solution y of Ppp satisfies y > 0
on (0,1) x (0, T),and y(-,T)=0o0n (0, 1).

(ii) For any initial data yy € H=Y0, 1) such that yo > 0 and any time T > 0,
there exist controls vi(t) and u(t) with vi(t)x;(t) € H'(0,T), vi > 0 and
u € L°°(0, T) such that the solution y of Ppy satisfies y > 0on (0,1) x (0, T),
and y(-,T)=0o0n (0, 1).

Notice that since H~1(0, 1) = (H} (0, 1))’ and H] (0, 1) C C([0, 1]), we have
H~10,1) > M(0, 1), where M(0, 1) is the set of bounded Borel measures on
(0, 1); for instance, the initial datum can be a Dirac mass distribution at a point
in (0, 1). As said before in the case of “slow diffusion” (m > 1), the solution may
present a free boundary given by the boundary of its support (whenever the support
of yp is strictly smaller than [0, 1]). Nevertheless, our strategy is built in order to
prevent such a situation. Indeed, on the set of points (x,#) where y vanishes (i.e.,
on the points (x,t) € (0,1) x (0,T) \ supp(y)), the diffusion operator is not dif-
ferentiable at y = 0, and so some linearization methods which work quite well for
second order semilinear parabolic problems (see, e.g., [13, 17, 19, 20]) can not be
applied directly. Moreover, the evanescent viscosity perturbation with some higher
order terms only gives some controllability results for suitable functions ¢, as the
ones of the Stefan problem (see [13-15]).

Here we follow a different approach which is mainly based on the so-called re-
turn method introduced in [9, 10] (see [11, Chap. 6] for information on this method).
More precisely, we shall prove first the null controllability of problem (1.4) by ap-
plying an idea appeared in [8] (for the controllability of the Burgers equation). In the
second step, we shall show, using some symmetry arguments, that the same result
holds for (1.5).

Our version of the return method consists in choosing a suitable parametrized
family of trajectories @ which is independent of the space variable, going from
the initial state y = 0 to the final state y = 0. We shall use the controls to reach one
of such trajectories, no matter which one, in some positive time smaller than the
final 7. Once we fix a partition of the form 0 < #; <1, <3 < T, we shall choose a
function a(¢) satisfying the following properties:

(i) a € C*([0, T]);

(i) a(t)=0,0<t<tandt=T;
(iii) a(t) >0,t e (11, T);
(iv) a(t) =1, <t <t3.

Then, the solution y of problem Ppp can be written as a perturbation of the
a(t)

explicit solution - of the same equation with the control U := (@, @, “fs—')) in
the following way:
a(r
y(x,t) = <% +z(x,t)). (1.6)

Now, our aim is to find controls such that z(-, #3) = 0, which means that we have
controlled our solution y(-, t) to the state % at time ¢ = 3; this will be done by using
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a(t)

Yo

0 & b ts T t

Fig. 1 Solution profile

a slight modification of a result in [4]. On the final time interval (3, T'), we shall
use the same trajectory y(-, 1) = @ to reach the final state y(-, 7) = 0. An ideal
representation of the trajectory can be seen in Fig. 1.

One can see that the central core of our procedure is to drive the initial state to
a constant state in a finite time thanks to the use of a boundary and internal control
which only depends on the time variable.

On the first interval (0, ¢1), we shall not make any use of the controls. So we
let the solution y(#) := y(-, ) regularize itself from an initial state in H~1(0, 1)
to a smoother one in H(} (0, 1) for t = ¢1. Then, as the degenerate character of the
diffusion operator neglects the diffusion effects outside the support of the state, we
move y(t) away from the zero state by asking z(z) := z(-, #) to be nonnegative at
least on the interval (#1, #2). With this trick, the solution y(#) will be far enough
from zero. On the interval (1, £3) the states y(#) will be kept strictly positive even if
the internal control u () will be allowed to take negative values.

As already mentioned concerning the local retention property, we point out that
the presence of the control u(¢) is fundamental for the global null controllability. To
be more precise, notice that if we assume u(#) = 0 then we can find initial states
which can not be steered to zero at time 7 just with some nonnegative boundary
controls. As a matter of fact, one can use the well-known family of Barenblatt solu-
tions (see [3, 23]) (also known as ZKB solutions) to show it. Indeed, if we introduce
the parameters

! ol i«
s = s T .
m+1 2m(m + 1)

and choose C such that (%)% (T+1)* < %, then the function

1

m—1

—a 12 —2a
Ym(x, 1) = +7) (C—klx——l (t+1) >
2 +
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is a solution of system (1.4) with u =0, vp = v =0 and y,,(-, T) # 0. Any other
solution of system (1.4) with the same initial datum and vy, v; > 0 would be a super-
solution of y,,, which implies that y,, (-, 0) can not be connected with y(-, T) = 0.

Remark 1.1 1t would be very interesting to know if, in the case of the problem
Ppp, one could take vi = 0 in Theorem 1.1 as it has been done in [22] for a viscous
Burgers’ control system.

2 Well-Posedness of the Cauchy Problem

For the existence theory of problem (1.4), we refer to [1, 5-7, 21, 23]; in particular,
we shall use a frame similar to the ones in [1, 6]. More precisely, we adopt the
following definition.

Definition 2.1 Let (vg, v1) € L0, T)? and vp = (1 — x)vo(r) + xv1(r) and let
u € L*(0, T). Assume that yg € H=10,1). We say that y is a weak solution of

ye — (¥ ) =u@), (x,1)€(0,1) x (0, T),

0,1) = v (1), te(0,7),
Fop iil,t; = v?it; te EO, T;, @D

y(x,0) = yo(x), x€(0,1),

if

yeC%[0,T1; H'(0,1)) and y(0)=yo, in H (0, 1), (2.2)
yeL®(r,T;L'(0,1)), VYre(0,T], (2.3)
dyeL*(t, T; HT'(0, 1)), Vre(,T], (2.4)
Iy™ "y e lvp™tvp + L3 (¢, T; Hy (0, 1)), V€ (0, T, (2.5)

and for every 7 € (0, T1, & € L*(0, T; H, (0, 1)),

T T 1 T 1
/‘@»am+f /oﬂWHmamm=/ /umma 2.6)
T T 0 T 0

where the symbol (-, -) stands for the dual pairing between H -1(0, 1) and H(} 0, 1).

Remark 2.1 We have changed the definition of weak solution given in [1] in order
to handle the case where yg is only in H~'(0, 1), instead of Yo € L"t10,1) as
assumed in [1].
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The modifications to extend the previous definition to the case of problem Py p
are straightforward (see [1]). For instance, the extension to the interior of the bound-
ary datum can be taken now as vp = (c1 + c2x?) v (7).

With this definition, one has the following proposition.

Proposition 2.1 The boundary-value problem (1.4) has at most one weak solution.

The proof of Proposition 2.1 is the same as in [1, Theorem 2.4] due to the regu-
larizing effect required in Definition 2.1 (see also [5]).

The next two propositions follow from results which can be found in [1, Theo-
rems 1.7 and 2.4] and [7].

Proposition 2.2 Suppose that (vo,v1) € H L0, T)2 and vanishes in a neighbour-
hood of t =0, then there exists one and only one weak solution of problem (1.4).

Proposition 2.3 Suppose that (v, v1) € H'(0, T)? and that yo € L™, then there
exists one and only one weak solution y of problem (1.4). Moreover, this solution
satisfies

yeL®(0,T; L1 (0, ), (2.7)
dyeL*(0,T; H'(0, 1)), (2.8)
IyI" 'y € lup|"vp + L*(0, T; Hy (0, 1)). (2.9)

Now, we emphasize that the solution of problem Ppp enjoys an additional semi-
group property (we will need it to construct the final trajectory), which directly
follows from Definition 2.1, Propositions 2.2 and 2.3.

Lemma 2.1 (Matching) Suppose that yi, respectively y», is a weak solution of
(1.4) on the interval (0, T1), respectively (T1, T), with y2(T1) = y1(T1) € LZ(O, 1).
If we denote

o [0 e,
YW o, rem.,

then y is a weak solution of (1.4) in the interval (0, T).

3 Proof of the Main Theorem: First Step

In the interval (0, ¢;] the solution with no control evolves as in [7], hence 0 <
y™(t) € H}(0,1) for all ¢ € (0, #;]. Due to the inclusion Hj (0, 1) C L>(0, 1), we
get that yj(x) := y(x, #1) is a bounded function. We call the solution on the first
interval yo, ie.,
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Y0, =Y. (3.1)

In order to be able to apply the null controllability result in [4] to the function
z(x,t), given in the decomposition (1.6), on the interval (#;, 13) we need the H e
norm of z(#;) to be small enough. We want to find some estimates of the solution z
of

7= m(A2 42" 120 =0, (x,0) €0, 1) x (11, 12),
2y (t,0) =2z,(t,1) =0, te(t, ), (3.2)
7(x,0) = y1 (%), x € (0, 1).

For the existence, regularity and comparison results for this problem, we re-
fer to [18], where the equation is recast in the form (|Y|$ sign(Y)); — Yyx = %,
From the maximum principle, we deduce that y; € L°°(0, 1) and y; > 0 imply
that z € L*®((0,1) x (t1,%)) and z > 0. In fact, we have 0 < z < M, where
M := |ly1llL=(,1) is a solution of the state equation of (3.2), and in particular a
super solution of (3.2).

To study the behaviour of z, we will actually make use of rescaling.

3.1 Small Initial Data and a priori Estimates

For § > 0, we define 7 := §z. Then Z satisfies

Zo— m(“2 4 1zym1z0)0 =0, (0,0 €0, 1) x (11, 12),
x(,0) =2 (1, 1) =0, te(t,n), (3.3)
Z(x,0) = dy1, x€(0,1).

After collecting the factor % and rescaling the time 7 := s# we get

m—1°

m—1
z,—<m(a(r)+§z> zx> —0.

=@ with 0 < & < 1, the system can be written in the following

Choosing § :=¢
form:

Ze— (m@a(t) + )" '2,), =0, (x,7)€(0,1) x (11, 7),

Zx(1,0) =2 (7, 1) =0, T € (11, 2), (3.4)
2,0 =¢"yi, x € (0. 1),
where 7 := 5"’%1 For simplicity, we take o = %
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Thus, the null controllability of system (3.2) is reduced to the null controllability
of system (3.4). As we can see, the initial datum in (3.4) are now depending on ¢
and tend to 0 as ¢ — 0.

3.2 Hl-Estimate

We recall that, according to regularity theory for linear parabolic equations with
bounded coefficients, Z(z) € H2(0, 1) for > 0 (see, e.g., [16, pp. 360-364]). Mul-
tiplying by Z, the first equation of (3.4) and integrating on x € (0, 1), we get

1 1
|| zetuar = [l + ez 15
0 0
Then, integrating by parts and using the boundary condition in (3.4), we are led to

1 d !
Zmdfo

1
Zrdr=— fo (a(@) +/62)" 22 dx

_ 1
_ (’”3 1)\/5/0 (a(r) +/e2)" (), d
1
=—/ (a(r)+ﬁ2)m_12§xdx
0

_ _ 1
+ WS/ (a(t) + \/Ei)m732idx.
0

We denote by
1
ITy = —f (a(r) + Vez)" ™ 22 dx,
0

_ _ 1
IT) = Wt‘;/ (a(r) + \/EZ)m_%idx.
0

We observe that IT; < 0. Let us look at the term I7>. For m € (1, 2), we have that
IT, <0. Otherwise,

< (m —1)(m —2)

IT
2 3

1
(a(0) + ﬁ||2||m)m‘3s/() #dr.

The fact that the L°°-norm of Z is finite comes from that z = §z and that the supre-
mum of z is bounded, as already pointed out. We now use a well-known Gagliardo-
Nirenberg’s inequality in the case of a bounded interval.

Lemma 3.1 Suppose z € L°°(0, 1) with z,, € L%(0, 1) and either z(0) = z(1) =0
or 2y(0) =z, (1) = 0. Then

1 1
lzxllzs < V3lzexll 21121 o
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Proof Integrating by parts and using the boundary conditions, we obtain

1 1 1
/ Zhdx 2/ Dzpdx = —3/ 22z zdx.
0 0 0

Then, using Cauchy-Schwarz’s inequality, we get

4 2
lzxll7a < 3llzxllyallzllzoe lzxxll 2,
L L
and the result follows immediately. g

2

12> We have

Setting C' := C||Z||~ and considering that [|Z, [}, < C’[|Zx |

1 d [l 1 am—1~
o dt ), zﬁdxg—[o (a(r) +e2)" 22,dx
—DHm -2 . _ L
+%(a(r)+\/§nznm)"’ %f Fdx
0
m—1 !
< —(a@)"" [ B
0
—D(m=2 . _ L
+C’(m)3¢(a(r)+\/gllzlloo)m 38/0 z%xdx
1
=C”(m,7:,8)/ 72 dx,
0
where

,(m —1)(m —2)

C'"(m,t,e):=|C
(m,t,¢) ( 3

(a(0) + VelElo) " e - (au))'"—l).

For t > 0, we have
C'(m,t,¢) <0,

if & is small enough.
From these estimates, we deduce that the H'-norm is non-increasing in the
interval (71, 72). Hence, for all p > 0, we can choose ¢ small enough to get

||Z(T2)||H1(0,1) < 8||)’1||H1(0,1) <p.

4 The End of the Proof of the Main Theorem

Now, we go back to problem (3.4) but with Dirichlet boundary conditions and initial
data z(72). We apply an extension method that can be found for instance in [19,
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Chap. 2]. It consists in extending the space domain from (0, 1) to E :=(—d, 1 4+ d)
and inserting a sparse control in @, a nonempty open interval whose closure in R is
included in (—d, 0). We look at the following system:

w; — (m(1+ Vew)" 'wy)y = xoll, (x,7)€Q,
w(—d,t)=w(l+d,1)=0, T € (1, 13), “.1)

w(x, 2) = wa(x), xekLk,

where Q' := E X (12, 73) and 13 := 8,2—3,1 The function wy € Hy (E) N H*(E) is an
extension of Z(72) to E which does not increase the H'-norm, i.e., lwall gigy <
klz@)lgro.1) < Jek| yi l 51 (0.1)> for some k > 0 independent of zZ(12).

Proposition 4.1 There exists a p > 0 such that, for any initial datum wy with
lwall g1 < p and for any ¢ sufficiently small, system (4.1) is null controllable, i.e.,
there exists a il € LQ(Q’) such that w(tz) =0.

Sketch of the Proof 1t is substantially the same as in [4]. We just have to choose p
sufficiently small such that the solution of the control problem satisfies, for suitable
value of &, ||w||z~ < ﬁ O
Remark 4.1 Note that, combining the results in [4] and [16, pp. 360-364], the so-
lution of (4.1) satisfies w(0, -), w(l, ) € H' (12, 13).

Proof of Theorem 1.1 We consider the function

Y, t€(0.n),
a(t) . _a@®) | G0
O I (42)
= T 1€ (n2,13),
a0, te(, 1),
which is a solution of system (1.4) with controls given by
_a
u(ty:=——-, te(,7), 4.3)
€
0, t€(0,11),
a@) 4 20,0
- t . LE(n, 1),
v():=1 ° Ve (4.4)

W 20D re ),

ar te(n.T),
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0, 1€(0,11),
a(t) z(1,1)
-+ . te(t,n),
uO=1 0 @.5)
- T ﬁ . 1E (2, 13),
a0, 1€, T).

The function satisfies y € C([0, T]; H -1 (0, 1)), and, as one can check using the
improved regularity of the solution when it is strictly positive, (v, v2) € H'(0, T)?.
Combining Propositions 2.2-2.3 and Lemma 2.1, it is easy to see that the function
given by (4.2) is the solution in the interval (0, T') of problem (1.4) with nonhomo-
geneous term (4.3) and boundary conditions given by (4.4)—(4.5).

To conclude, we have from construction that y(-, T) = 0.

The proof of part (ii) follows the common argument of extension by symmetry.
First, one notices that, using the smoothing property of (1.5) when u =0 and v; =0,
we may assume that yg is in L?(0, 1). Then, we consider the auxiliary problem

ye = (M =u@®xr(0), (x,0)€(=1,1) x(0,7),

—-1,1) = , 0,7),
P y(=L1)=vo()x1(r) 1€(0,7) 4.6)
y(L, 1) =vi(@)x1 (1), 1€(0,7),

y(-x70):5}0(x)7 xe(_lvl)
with 3o € L?(—1, 1) defined by

Jo(x) =yo(x), Yo(—x)=yo(x), Vxe(0,1), 4.7

and with vo(¢) = v1(¢). We apply the arguments of part (i) to PSD p with (0, 1) re-
placed by (—1,1) and adjusting the formulation of (4.1) in such a way that the
control region w is now symmetric with respect to x = 0. Then, as we will show
later, the restriction of the solution of P}, to the space interval (0, 1) is the sought
trajectory for system Ppy . O

Lemma 4.1 Let w be a nonempty open subset of [—1 —d, 1 +d]\ [—1, 1] which
is symmetric with respect to (w.r.t.) x = 0. Then, if wy is symmetric w.r.t. x =0, we
can find a control ug, symmetric w.r.t. x = 0, such that the solution w of system (4.1)
satisfies

(1) w is symmetric w.r.t. x =0,
(2) w(, ) =0.

Proof The proof follows almost straightforwardly from [4, Theorems 4.1-4.2]. We
just have to minimize the functional which appears in [4, Theorems 4.1] in the space
of L? functions which are symmetric w.r.t. x = 0.

The symmetry of the initial value implies, as a consequence, the symmetry of the
solution w.
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To conclude the proof of part (ii) of Theorem 1.1, we note that as the solution

y(-, 1) of (4.6) belongs to H%(—1,1) forall € (0, T), we see that y, (0, ) = 0 for

all r € (0, T) and so, the conclusion is a direct consequence of part (i). O
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1 Introduction
The following interpolation inequality holds on the sphere:

2
-2 n

P2 [ vubaus [ wlanz ([ wiran)”. veen'(an)
d Sd Sd sd

forany p € (2,2*] with 2* = dz—flz if d > 3, and forany p € (2,00) ifd =2.1In (1.1),
du is the uniform probability measure on the d-dimensional sphere, that is, the
measure induced by Lebesgue’s measure on S¢ ¢ R4+ up to a normalization factor
such that u(S%) = 1.

Such an inequality was established by Bidaut-Véron and Véron [21] in the more
general context of compact manifolds with uniformly positive Ricci curvature. Their
method is based on the Bochner-Lichnerowicz-Weitzenbock formula and the study
of the set of solutions to an elliptic equation, which is seen as a bifurcation problem
and contains the Euler-Lagrange equation associated to the optimality case in (1.1).
Later, in [12], Beckner gave an alternative proof based on Legendre’s duality, the
Funk-Hecke formula, proved in [27, 31], and the expression of some optimal con-
stants found by Lieb [33]. Bakry, Bentaleb and Fahlaoui in a series of papers based
on the carré du champ method and mostly devoted to the ultraspherical operator
showed a result which turns out to give yet another proof, which is anyway very
close to the method of [21]. Their computations allow to slightly extend the range
of the parameter p (see [7, 8, 14-20] and [34, 37] for earlier related works).

In all computations based on the Bochner-Lichnerowicz-Weitzenbock formula,
the choice of exponents in the computations appears somewhat mysterious. The
seed for such computations can be found in [28]. Our purpose is on one hand to give
alternative proofs, at least for some ranges of the parameter p, which do not rely on
such a technical choice. On the other hand, we also aim at simplifying the existing
proofs (see Sect. 3.2).

Inequality (1.1) is remarkable for several reasons as follows:

(1) It is optimal in the sense that 1 is the optimal constant. By Holder’s inequality,
we know that ||ully2gey < llullprse), so that the equality case can only be achieved
by functions, which are constants a.e. Of course, the main issue is to prove that the
constant ”T_z is optimal, which is one of the classical issues of the so-called A-B
problem, for which we primarily refer to [30].

(2) If d > 3, the case p = 2* corresponds to the Sobolev’s inequality. Using the
stereographic projection as in [33], we easily recover Sobolev’s inequality in the
Euclidean space R? with the optimal constant and obtain a simple characterization
of the extremal functions found by Aubin and Talenti [5, 36, 37].

(3) In the limit p — 2, one obtains the logarithmic Sobolev inequality on the
sphere, while by taking p — oo if d = 2, one recovers Onofri’s inequality (see [25]
and Corollary 2.1).
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Exponents are not restricted to p > 2. Consider indeed the functional
p—2 Ja |VulPdu

4 (fou lulPd) 7 = o |u2dp
for pe[1,2)U(2,2*]ifd >3,0r pe[1,2)U(2,0)if d =2, and

Jga IVul*du

2
_ 2
4 foa luPlog (g du

Qplul:=

Qlu] =

ludu

for any d > 1. Because dy is a probability measure, ([ |u|”du)% — Joa lul?dp
is nonnegative if p > 2, nonpositive if p € [1,2), and equal to zero if and only
if u is constant a.e. Denote by A the set of H! (Sd, du) functions, which are not
a.e. constants. Consider the infimum

1y:= u]gf4 Qplul. (1.2)

With these notations, we can state a slight result more general than the one of (1.1),
which goes as follows and also covers the range p € [1, 2].

Theorem 1.1 With the above notations, I, = 1 for any p € [1,2*] if d > 3, or any
pell,oo)ifd=1,2.

As already explained above, in the case (2, 2*], the above theorem was proved
first in [21, Corollary 6.2], and then in [12], by using the previous results of Lieb
[33] and the Funk-Hecke formula (see [27, 31]). The case p = 2 was covered in [12].
The whole range p € [1,2*] was covered in the case of the ultraspherical operator
in [19, 20]. Here we give alternative proofs for various ranges of p, which are less
technical and interesting in themselves, as well as some extensions.

Notice that the case p = 1 can be written as

2
/Sd VulPdp = d[/g Juldp — (fs Iuldu> } Vu e H'(89, dp),

which is equivalent to the usual Poincaré inequality

/|Vu|2duzd/ lu —w)*dp, VueH'(S?,du) withﬁ:/ udp.
Sd Sd Sd

See Remark 2.1 for more details. The case p = 2 provides the logarithmic Sobolev
inequality on the sphere. It holds as a consequence of the inequality for p # 2 (see
Corollary 1.1).

For p # 2, the existence of a minimizer of

dz
2 14 2 2
U /;d |VM| d,bL + p— Z[HMHLZ(Sd) - ”u”Lp(Sd)]
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in {u e H'(S?,dp) : fgd |u|Pdu = 1} is easily achieved by variational methods, and
will be taken for granted. The compactness for either p € [1,2) or 2 < p < 2* is
indeed classical, while the case p = 2*, d > 3 can be studied by concentration-
compactness methods. If a function u € H!(S?, dy) is optimal for (1.1) with p # 2,
then it solves the Euler-Lagrange equation

de
p—2

2— _
—Agatt = [||u||Lp(‘”Sd)up P —u], (1.3)

where Ages denotes the Laplace-Beltrami operator on the sphere se.

In any case, it is possible to normalize the L” (S%)-norm of u to 1 without restric-
tion because of the zero homogeneity of Q. It turns out that the optimality case is
achieved by the constant function, with value u = 1 if we assume de lu|Pdu =1,
in which case the inequality degenerates because both sides are equal to 0. This
explains why the dimension d shows up here: the sequence (u,),eN, satisfying

u,(x)=1+ lv()c)
n

with v € H! (Sd, du), such that de vdu =0, is indeed minimizing if and only if

f|W|2duzd/ vPPdu,
Sd Sd

and the equality case is achieved if v is an optimal function for the above Poincaré
inequality, i.e., a function associated to the first non-zero eigenvalue of the Laplace-
Beltrami operator —Ags on the sphere S?. Up to a rotation, this means

v(E) =&1, VE= (&, E1,...,&) €S cRITL,

since —Agav = dv. Recall that the corresponding eigenspace of —Agu is d-dimensional
and is generated by the composition of v with an arbitrary rotation.

Remark 1.1 Some related results can be found in [4, 6, 13, 22, 26, 32, 35].

1.1 The Logarithmic Sobolev Inequality

As the first classical consequence of (1.2), we have a logarithmic Sobolev inequality.
This result is rather classical. Related forms of the result can be found, for instance,
in [9] or in [3].

Corollary 1.1 Letd > 1. For any u e H' (S, du) \ {0}, we have

/ |u|zlog('”—'22>du53f Vuld.
s Joa lul?dp d Jsa

Moreover, the constant % is sharp.
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Proof The inequality is achieved by taking the limit as p — 2 in (1.2). To see that
the constant % is sharp, we can observe that

. 1+ 20 / o
1 1 1 =2 —v|“d
sl—%f 1+ evl? og(fgd|1+£v|2du du Sd|v vldu

with v = de vdu. The result follows by taking v(§) = &,. g

2 Extensions
2.1 Onofri’s Inequality

In the case of dimension d = 2, (1.1) holds for any p > 2, and we recover Onoftri’s
inequality by taking the limit p — oo. This result is standard in the literature (see
for instance [12]). For completeness, let us give a statement and a short proof.

Corollary 2.1 Letd =1 ord =2. Forany v € H (S%,du), we have (Fig. 1)
ev—ﬁdﬂ < eﬁfsd [Vo|2du
s4 - ’

where v = de vdu is the average of v. Moreover, the constant ﬁ in the right-hand
side is sharp.

Proof In dimensiond =1 or d =2, (1.1) holds for any p > 2. Take u =1 + < and
consider the limit as p — o0o. We observe that

1
/|Vu|2du:—2f [Vv|?de  and hm lu|Pdpu = /e”du,
Sd P Jsd Sd

sd

so that

2
7 2 2
</ |u|pdu>p—l~—log<[ e”d,u) and /|u|2du—1~—/ vdu.
Sd P Sd Sd P Jsd

The conclusion holds by passing to the limit p — oo in (1.1). Optimality is once
more achieved by considering v = evy, v1(§) = &4, d = 1 and Taylor expanding
both sides of the inequality in terms of ¢ > O small enough. Notice indeed that
—Agav] = Ajvy with A =d, so that

VUl 2o, = 21V 0120y = 7 N1 2 501

Jsav1dp =71 =0, and

2
v—T L& —2 _12 2
éde du —1 E/Sdh}_v' d,u—28 ||U1||L2(Sa’)' O
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2.2 Interpolation and a Spectral Approach for p € (1,2)

In [10], Beckner gave a method to prove interpolation inequalities between the log-
arithmic Sobolev and the Poincaré inequalities in the case of a Gaussian measure.
Here we shall prove that the method extends to the case of the sphere and therefore
provides another family of interpolating inequalities, in a new range: p € [1,2),
again with optimal constants. For further considerations on inequalities that inter-
polate between the Poincaré and the logarithmic Sobolev inequalities, we refer to
[1,2,9, 10, 23, 24, 27, 33] and the references therein.
Our purpose is to extend (1.1) written as

2
1 ulPdp)? — [ |u)?d
—/ |Vu|2duz(f8d| Pd)? — Jou lu"dpe vueH (S dp) Q1)
d Jsd p—2

to the case p € [1, 2). Let us start with a remark.

Remark 2.1 At least for any nonnegative function v, using the fact that u is a
probability measure on S¢, we may notice that

2
/|v—v|2du=f |v|2du—(/ vdM)
Sd Sd Sd

can be rewritten as

2
P

/ lv—v|*du = Jsa 012 — (Ja [0]Pdp)
sd 2-p

for p = 1. Hence this extends (1.1) to the case ¢ = 1. However, as already noticed
for instance in [1], the inequality

2
1
f|v|2du—(/ Ivldu) s—f VolPdu
Sd Sd d Sd

also means that, for any c € R,

2
1
/|v+CI2du—(/ |v+6|du> s—f Vol
gd Sd d S‘l

If v is bounded from below a.e. with respect to v and ¢ > —essinf, v, so that
v+ ¢ > 0 u a.e., and the left-hand side is

2
/|v+c|2du—</ |v+c|du>
sd sd
2
=c2—|—2c/ vd,u—l—/ |v|2du—<c+/ vd,u) =/ |v—5|2d,u,
S Sd Sd Sd
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so that the inequality is the usual Poincaré inequality. By density, we recover that
(2.1) written for p = 1 exactly amounts to Poincaré inequality written not only for
|v|, but also for any v € H! (S, dp).

Next, using the method introduced by Beckner [10] in the case of a Gaussian
measure, we are in the position to prove (2.1) for any p € (1, 2), knowing that the
inequality holds for p =1 and p =2.

Proposition 2.1 Inequality (2.1) holds for any p € (1,2) and any d > 1. Moreover,
d is the optimal constant.

Proof Optimality can be checked by Taylor expanding u = 1 4 ev at order two in
terms of ¢ > 0 as in the case p = 2 (the logarithmic Sobolev inequality). To establish
the inequality itself, we may proceed in two steps.

Step 1 (Nelson’s Hypercontractivity Result) Although the result can be established
by direct methods, we follow here the strategy of Gross [29], which proves the
equivalence of the optimal hypercontractivity result and the optimal logarithmic
Sobolev inequality.

Consider the heat equation of s, namely,

af
A
o1 sd f

2
with the initial data f(r =0,-) =u € L7 (S%) for some p € (1,2], and let F(r) :=
£ (#, )ILp) sy The key computation goes as follows:

Fd a1
= — N P©
Foalef=g [p(t) log</sd 7)) dM)]

P/ 2 v? P_I/ 2
__r_ tog( ——— )du +4 Vol2d
szP[/st Og(fswzd/) HEE Sd| vidu

. . 0] . p—1 2 .
with v :=|f| 2 . Assuming that 4 = that is,

/

p
p—1

t)—1
log(&) =2dt,
p—1

if we require that p(0) = p < 2. Let ¢, > 0 satisfy p(#,) = 2. As a consequence of
the above computation, we have

=2d,

we find that

. 1 2dty
17 Mzt <l 3 o i~ = (2.2)
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Step 2 (Spectral Decomposition) Let u = ), . ux be a decomposition of the ini-

tial datum on the eigenspaces of —Agu, and denote by Ay = k(d + k — 1) the or-
dered sequence of the eigenvalues: —Agaur = Aruy (see for instance [20]). Let
ay = ||\ug ”12} - As a straightforward consequence of this decomposition, we know

that ]2, ) = Ypen s V122 0 = Ygeny haax and

1f e Mgy = Y are™ 0,
keN
Using (2.2), it follows that

2
g llPdp)? = foa lulPdp _ (Jga ludp) = foa | f (b, ) Pdp
p—2 - 2-p

—2 it

1 1—e
= — Z Ay ————.
2P M

Notice that Ag = 0 so that the term corresponding to k¥ = 0 can be omitted in the

series. Since A — ﬂ is decreasing, we can bound % from above by
% for any k > 1. This proves that
2
(Joa ulPdp)? — foa lul*du 1= e Pt N e Mt IVl
= kak = — .
p=2 Q-ph &, Q—prPED

The conclusion follows easily if we notice that Ay = d and e 2Mlx — p — 1, so that

1 —e 2t ]

Q-pr1 d

The optimality of this constant can be checked as in the case p > 2 by a Taylor
expansion of u = 1 4 ev at order two in terms of ¢ > 0 small enough. U

3 Symmetrization and the Ultraspherical Framework

3.1 A Reduction to the Ultraspherical Framework

We denote by (&, £1,...,&s) the coordinates of an arbitrary point £ € S¢ with
Z;l:o |‘§l-|2 = 1. The following symmetry result is a kind of folklore in the litera-
ture, and we can see [5, 11, 33] for various related results.
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Lemma 3.1 Up to a rotation, any minimizer of (1.2) depends only on &;.

Proof Let u be a minimizer for Q. By writing « in (1.1) in spherical coordinates
0 €[0,m], 01,902, ...,04—1 € [0, 27) and using decreasing rearrangements (see, for
instance, [24]), it is not difficult to prove that among optimal functions, there is one
which depends only on 6. Moreover, the equality in the rearrangement inequality
means that u has to depend on only one coordinate, i.e., §; = sin6.

Let us observe that the problem on the sphere can be reduced to a problem in-
volving the ultraspherical operator as follows:

(1) Using Lemma 3.1, we know that (1.1) is equivalent to

2
p—_Z/ Iv/(9)|2da+f |v(9>|2doz</ |v<e)|f’do)”
d Jo 0 0

for any function v € H! ([0, 7], do), where

reé
rh

in@ d—1
do (0) := %de with Zg := /7
d

(2) The change of variables x = cosf and v(f) = f(x) allows to rewrite the
inequality as

_a ! 1 1 2
s |f’|2vdw+/ |f|2dvdz</ |f|Pdvd),
—1 —1 ~1

where dvy is the probability measure defined by

ré

vg(x)dx = dvg(x) := Z;lv%71M withv(x):=1—x2, Z;= ﬁp(dﬂ 5
2

We also want to prove the result in the case p < 2, to obtain the counterpart of The-
orem 1.1 in the ultraspherical setting. On [—1, 1], consider the probability measure
dvg, and define

v(ix):=1-— x2,

so that dvy = Z;lv%_ldx. We consider the space L%((—1, 1), dvg) with the scalar
product

1
o o) = f fifadva

and use the notation
1

1 V4
£l = (ﬁlfpdvd) .
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On L2((— 1, 1), dvg), we define the self-adjoint ultraspherical operator by

d
EfZZ (l—xz)f”—dxf/zvf”+§v’f/,
which satisfies the identity
1
(f1,Lf) = _/lfl/fz/‘)dvd-
Then the result goes as follows.

Proposition 3.1 Let p € [1,2*],d > 1. Then we have

1 2 )
_<f’£f>=/ |f’|2vdvdsz
if p#2;and
d (! Ik
= [ e Lo
(. Lf) 2/_1'f' oe(111 Jou
if p=2.

., VfeH ([—1,1],dvy),

J. Dolbeault et al.

3.

We may notice that the proof in [21] requires d > 2, while the case d = 1 is also
covered in [12]. In [20], the restriction d > 2 was removed by Bentaleb et al. Our
proof is inspired by [21] and also [14, 17], but it is a simplification (in the particular
case of the ultraspherical operator) in the sense that only integration by parts and

elementary estimates are used.

3.2 A Proof of Proposition 3.1

Let us start with some preliminary observations. The operator £ does not commute

with the derivation, but we have the relation

0
|:—, £i|u =(Lu) — Lu' =—2xu" —du'.
ax

As a consequence, we obtain

1

1 1
(Lu, Lu) = —/ w' (Lu)'vdyy = —/ u' Lu'vdyg +/ W' (2xu” + du)vdvy,
_ 1 _

1 1

1
(Lu, Lu) :/ lu”>v2dvy — d{u, Lu)
-1
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and
1 1 1
[ (Lu)*dvg = (Lu, Lu) :/ lu” |2v2dv, —|—d/ [’ Pvdvg.
-1 ~1 -1

On the other hand, a few integrations by parts show that

72 1 N4 1 n2,,m
d d—1
] vLu —_— ] vzdvd—Z—/ Mvzdvgz,
u d+2 1 u? d+2J1 u

where we have used the fact that vv'v; = dLH(VZVd)/~
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(3.2)

(3.3)

Let p e (1,2)U(2,2%).In H! ([—1, 1], dvg), now consider a minimizer f for the

functional

2 _
f'—>/ TR ”f”p_!f'b = GLf],

made of the difference of the two sides in (3.1). The existence of such a minimizer
can be proved by classical minimization and compactness arguments. Up to a mul-

tiplication by a constant, f satisfies the Euler-Lagrange equation
-2
e R

Let B be a real number to be fixed later and define u by f = u?, such that

72
Lf= ﬂuﬂl<cu+(ﬁ l ' )

Then u is a solution to
|u '|2 d
(p—28

—Lu — (B —1)—v+ru =)' TFP~2  with 1 :=

If we multiply the equation for u by |” ‘ v and integrate, we get
1 |u/|2 1 |u/|4 1

—/ Lu vdug — (B — 1)/ 3 v2duy +Af lu'|>vdvg
—1 u 1 u -1

1
= )\/ uP P21 Podyy.
—1

If we multiply the equation for # by —Lu and integrate, we get

1 1 |u/|2 1
f (Lu)>dvg + (B — 1)] Lu——vdvg + k/ lu'Pvdug
-1 -1 u —1

1
:(A+d)/ uPP=2 1 Podyy.
-1
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Collecting terms, we find that

1 1 72 1 74
/ (Lu)zdvd+(ﬁ+z>/ cul] vdvd—i—(ﬁ—l)(l—i—i)/ Mvzdvd
-1 A -1 u A -1 u?

1
— d/ lu'[>vdvg = 0.
-1

Using (3.2)—(3.3), we get

/1 [u”[*v3dv, + ﬂ+é L/I wvzdvd —2u[1 Mlﬂdud
1 AJld+2 ) u? d+2 J_ u

d 1 N4
rp-n(1+2 / W 240, =0,
A u?

-1

that is,

1 1 |u/|2u// 1 |u/|4
a/ lu” |>v2dv, +2b/ —v2dvd+c/ S-vdvg =0, (3.4)
-1 -1 u 1 u

where

a=1,

- d\d—1
——(“x)m’

d\ d d
C=<'B+X)d—+2+(ﬂ_l)(l+X)'

Using % = (p — 2)B, we observe that the reduced discriminant
§=b’>—ac<0

can be written as

d—1)?
(d +2)?

dip—1

—p+2andB=p—-3—
p+2an p 72

§=AB>+BB+1 withA=(p—1)°

If p < 2*, B> — 4A is positive, and therefore it is possible to find 8, such that § < 0.

Hence, if p < 2*, we have shown that G[ f] is positive unless the three integrals
in (3.4) are equal to 0, that is, u is constant. It follows that G[ f] = 0, which proves
(B.1)if pe (1,2) U (2,2%). The cases p =1, p =2 (see Corollary 1.1) and p = 2*
can be proved as limit cases. This completes the proof of Proposition 3.1.
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4 A Proof Based on a Flow in the Ultraspherical Setting

Inequality (3.1) can be rewritten for g = f?,i.e., f = g% witha = %, as

Il — Ig*Ih
—(f.Lf)=—(g" Lg") = T[g] = dlpf2 =: Flgl.
4.1 Flow
Consider the flow associated to £, that is,
g
= =Lg, 4.1
Y g 4.1)
and observe that
d d 20 ! 72
5”8”1 =0, Ellg lh==-2(p=2)(f,Lf)=2(p—2) 1 [f17vdvg,

which finally gives

d . d d o .
d_t]:[g(t")]__ﬁd_t”g I =—2dZ[g(,)].

4.2 Method
If (3.1) holds, then

d
aJf[g(z, )] = —2dF[g(, 9], 4.2)

and thus we prove
Fle, 9] < F[g00,)]e >, vi>o.

This estimate is actually equivalent to (3.1) as shown by estimating %}' [g(z,-)] at
t=0.

The method based on the Bakry-Emery approach amounts to establishing first
that

d
aI[g(t, )] = —2dZ[g(, )] (4.3)

and proving (4.2) by integrating the estimates on ¢ € [0, 00). Since

%(f[g(t, )] -I[g.)]) =0
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and lim;_, 5o (F[g(t, )] — Z[g(¢, -)]) = 0, this means that

Fle@, )] —-Z[gt. )] <0, Vi>0,
which is precisely (3.1) written for f(z,-) for any # > 0 and in particular for any

initial value (0, -).
The equation for g = f7 can be rewritten in terms of f as

f Vs
§_£f+(p—1) 7 V.
Hence, we have
1d ' ., 1d B £
ST A vdvd—55<f,£f>—<£f,£f>+<p—1)< 7 v,£f>.

4.3 An Inequality for the Fisher Information

Instead of proving (3.1), we will established the following stronger inequality, for
_ 2d%+1 .
T @-n*

any p € (2, 2], where 2° :

712
(LfLF) +(p— 1><'f f'

v,£f>+d(f,ﬁf)20. 4.4

Notice that (3.1) holds under the restriction p € (2, 2%], which is stronger than p €
(2, 2*]. We do not know whether the exponent 2% in (4.4) is sharp or not.

4.4 Proof of (4.4)

Using (3.2)—(3.3) with u = f, we find that

d 1 1
— | 1fPvdvg + de Lf/Pvdvg
dr J_4 -1

1 d |f/|4 d_l|f/|2f//
_ 2 I § Y . R D S DL A T
= 2/_1<If|+(p D ~ M-V )vdvd

The right-hand side is nonpositive, if

N A P e NV
P AP =D~ 2 = s
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is pointwise nonnegative, which is granted if

d—17? d
|:(P— l)m} <(p-— l)d——}—Z’

a condition which is exactly equivalent to p < 2°.

4.5 An Improved Inequality

For any p € (2, Zﬁ), we can write that

e d I =TI
717+ (p 1)d+2 7 2(p 1)d+2 7
o v, P—1d—1 " |f/|22 1”2
=alf"P 4 gl VAT Pz el
where
B (d —1)?

is positive. Now, using the Poincaré inequality

1 1
/Jﬂ%WHZW+D/|f—ﬁ%WH
— -1
where
. 1 1
f ::/ f’dvd+2:—d/ xfdvy,
-1 —1
we obtain an improved form of (4.4), namely,

TS
f

(ﬁf,ﬁf)+(p—1)<

u,£f>+[d+a(d+2)](f,/:f)zo,
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if we can guarantee that f” = 0 along the evolution determined by (4.1). This is the
case if we assume that f(x) = f(—x) for any x € [—1, 1]. Under this condition, we

find that

LFI% = 1F113
—

1
/‘mesz+au+m] >
—1 -

As a consequence, we also have

2

d d+2 P

/|vm%u+/'wﬁmz—iiﬂ—il(/|m%w)”
sd sd p—2 sd
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Fig. 1 Plot of 604 p
dr 28 = fjj;'z and : 4
drs2r =24 50 : p=2
|
40} : ————— p=2"
|
30 ll -------- p=2
|
20 |
10
d
0 2 4 6 8 10

for any u € H! (Sd ,du), such that, using spherical coordinates,

M(Q, @192, ..., (ﬂa'—l) = M(T[ _97 @1, 92, .. ’(ﬂd—1)7
V0,91, 92. ... 9a-1) €0, 7] x [0, 2m)""".

4.6 One More Remark

The computation is exactly the same if p € (1, 2), and henceforth we also prove the
result in such a case. The case p = 1 is the limit case corresponding to the Poincaré

inequality
1 1 1
/1 |f’|2dvd+2zd(/l|f|2dvd— |/ ded|2>
- - -1

and arises as a straightforward consequence of the spectral properties of L. The
case p = 2 is achieved as a limiting case. It gives rise to the logarithmic Sobolev
inequality (see, for instance, [34]).

4.7 Limitation of the Method

The limitation p < 2% comes from the pointwise condition

/14 _ N2 g1
A P PYSN bt U ot PN

1 £12 _
=l =S s a+2 [ -

Can we find special test functions f, such that this quantity can be made negative?
Which are admissible, such that 4v? is integrable? Notice that at p = 2% we have
that f(x) = |x|'=%, such that 4 = 0, but such a function or functions obtained by
slightly changing the exponent, are not admissible for larger values of p.
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By proving that there is contraction of Z along the flow, we look for a condition
which is stronger than one of asking that there is contraction of F along the flow. It
is therefore possible that the limitation p < 2% is intrinsic to the method.
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On the Numerical Solution to a Nonlinear Wave
Equation Associated with the First Painlevé
Equation: An Operator-Splitting Approach

Roland Glowinski and Annalisa Quaini

Abstract The main goal of this article is to discuss the numerical solution to a
nonlinear wave equation associated with the first of the celebrated Painlevé tran-
scendent ordinary differential equations. In order to solve numerically the above
equation, whose solutions blow up in finite time, the authors advocate a numerical
methodology based on the Strang’s symmetrized operator-splitting scheme. With
this approach, one can decouple nonlinearity and differential operators, leading to
the alternate solution at every time step of the equation as follows: (i) The first
Painlevé ordinary differential equation, (ii) a linear wave equation with a constant
coefficient. Assuming that the space dimension is two, the authors consider a fully
discrete variant of the above scheme, where the space-time discretization of the lin-
ear wave equation sub-steps is achieved via a Galerkin/finite element space approxi-
mation combined with a second order accurate centered time discretization scheme.
To handle the nonlinear sub-steps, a second order accurate centered explicit time
discretization scheme with adaptively variable time step is used, in order to follow
accurately the fast dynamic of the solution before it blows up. The results of numer-
ical experiments are presented for different coefficients and boundary conditions.
They show that the above methodology is robust and describes fairly accurately the
evolution of a rather “violent” phenomenon.
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1 Introduction

Although discovered from purely mathematical considerations, the six Painlevé
“transcendent” ordinary differential equations arise in a variety of important physi-
cal applications (from plasma physics to quantum gravity), motivating the Painlevé
project presented in [1], whose goal is to explore the various aspects of the six
Painlevé equations. There is an abundant literature concerning the Painlevé equa-
tions (see [2—4] and the references therein). Surprisingly, very few of the related
publications are of numerical nature, with notable exceptions being [4, 5], which
also contain additional references on the numerical solution to the Painlevé equa-
tions. Our goal in this article is, in some sense, more modest, since it is to associate
with the first Painlevé equation

d?y

— =6y? +1, 1.1

a2 = (1.1)
and the following nonlinear wave equation:

3%u

e AViu=6u*+1t in 2 x (0, Tmax), (1.2)

and to discuss the numerical solution to (1.2). Actually, we are going to consider
the numerical solution to two initial/boundary value problems associated with (1.2),
namely, we supplement (1.2) with initial conditions and pure homogeneous Dirich-
let boundary conditions (resp. mixed Dirichlet-Sommerfeld boundary conditions),
that is

u=>0 on 382 X (0, Tmax),
" (1.3)
u0)=uo, %0 =uy,
resp.
u:o on FO X (05 Tmax)’
%%4-2—3:0 on I'1 x (0, Timax), (1.4)
u@©=uop, 20 =u.

In (1.2)—(1.4), we have

(1) c (> 0) is the speed of the propagation of the linear wave solutions to the equa-
tion

9%u

— — Vi =o.
912

(ii) £2 is a bounded domain of R?, and 92 is its boundary.
(iii) Ip and Iy are two disjoint non-empty subsets of 952 satisfying o U I'1 = 952.
(iv) ¢(¢) denotes the function x — ¢ (x, 1).

The two problems under consideration are of multi-physics (reaction-propagation
type) and multi-time scales nature. Thus, it makes sense to apply an operator-
splitting method for the solutions to (1.2), (1.3) and (1.2), (1.4), in order to decouple
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the nonlinearity and differential operators and to treat the resulting sub-initial value
problems with appropriate (and necessarily variable) time discretization sub-steps.
Among the available operator-splitting methods, we chose the Strang’s symmetrized
operator-splitting scheme (introduced in [6]), because it provides a good compro-
mise between accuracy and robustness as shown in [7-9] (and references therein).
The article is structured as follows. In Sect. 2, we discuss the time discretization
of the problems (1.2), (1.3) and (1.2), (1.4) by the Strang’s symmetrized scheme. In
Sects. 3 and 4, we discuss the solution to the initial value subproblems originating
from the splitting, and the discussion includes the finite element approximation of
the linear wave steps and the adaptive in time solution to the nonlinear ODE steps.
In Sect. 5, we present the results of numerical experiments validating the numerical
methodology discussed in the previous sections. In this section, we also investigate
the influence of ¢ and of the boundary conditions on the behavior of the solutions.

Remark 1.1 Strictly speaking, it is the solutions to the Painlevé equations which are
transcendent, not the equations themselves.

Remark 1.2 This article is dedicated to J. L. Lions. We would like to mention that
one can find, in Chap. 1 of his book celebrated in 1969 (see [10]), a discussion
and further references on the existence and the non-existence of solutions to the
following nonlinear wave problem:

u _ Viu=u> in 2 x (0, Tnax),

o2
u=0 on 32 x (0, Tmax), (1.5)
u(0) = uo, 0) =u,

which is a related and simpler variant of problem (1.2), (1.3). The numerical meth-
ods discussed in this article can easily handle problem (1.5).

Remark 1.3 The numerical methodology discussed here can be applied more or less
easily to other nonlinear wave equations of the following type:

92 B
au — AV = f(u, —u,x,t).
at

2 Application of the Strang’s Symmetrized Operator-Splitting
Scheme to the Solution to Problems (1.2), (1.3) and (1.2), (1.4)

2.1 A Brief Discussion of the Strang’s Operator-Splitting Scheme

Although the Strang’s symmetrized scheme is quite well-known, it may be useful to
present briefly this scheme before applying it to the solution to problems (1.2), (1.3)
and (1.2), (1.4). Our presentation follows closely the ones in [7, Chap. 6] and [11].
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Let us consider thus the following non-autonomous abstract initial value problem
(taking place in a Banach space, for example):

2.1)

{ 96 A1)+ B@.) =0 in (0, Ty,
$(0) = .

where the operators A and B can be nonlinear and even multivalued (in which case
one has to replace = 0 by 30 in (2.1)). Let Az be a time-step (fixed, for simplicity),
and let us denote (n + ) At by "% When applied to the time discretization of
(2.1), the basic Strang’s symmetrized scheme reads as follows:

Step 1 Set
0" = ¢o. 2.2)

For n > 0, ¢" being known, compute d)”“ as below.

Step 2 Set ¢”+% = ¢(t”+% ), where ¢ is the solution to

{i—‘f’+A(¢,t)=0 in (1", 1"+7), 03
") = 9"
Step 3 Set 5’”% = ¢ (At), where ¢ is the solution to
{%—?+B(¢,t”+%)=0 in (0, A1), o
$(0) =2,
Step 4 Set ¢"t1 = ¢ (1"+1), where ¢ is the solution to
. 1
L LAG.D=0 in@TH o, )
¢(tn+%) =$f’l+%

If the operators A and B are smooth functions of their arguments, the above
scheme is second order accurate. In addition to [6-9, 11], useful information about
the operator-splitting solution to partial differential equations can be found in [12—
16] (and references therein).

2.2 Application to the Solution to the Nonlinear Wave Problem
(1.2), (1.3)

In order to apply the symmetrized scheme to the solution to (1.2), (1.3), we refor-
mulate the above problem as a first order in time system by introducing the function
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p= %—’;. We obtain that

%—';—pzo iH-QX(Oy Tinax), (26)
W2V =6u’+1 in 2 % (0, Trnax) '
with boundary and initial conditions
M=O on B-Q X (0, Tmax)v (2 7)
u0) =ug, pQO)=u;. .

Clearly, (2.6), (2.7) is equivalent to (1.2), (1.3).
With At as in Sect. 2.1, we introduce «, B € (0, 1) such that « 4+ 8 = 1. Applying
scheme (2.2)—(2.5) to the solution of (2.6), (2.7), we obtain the following:

Step 1 Set

W =uy, p’=u. (2.8)

For n > 0, {u", p"} being known, compute {"+!, p"*1} as below.
Step 2 Set Wty = u(t’”'%), p’“‘% = p(t”+%), where {u, p} is the solution to
%—‘t‘ —ap=0 in 2 x (", t"+%),
W = 6u® +1 in £ x (", "), (2.9)
u(")y=u",  p@")=p".
Step 3 Set At = u(Ar), [’7\"+% = p(At), where {u, p} is the solution to

W_gp=0  in2x(0,An,

at

%_I;_czvzu:() in.QX(O, At)r 210
©=0 on 382 x (0, A1), 210
wO =u"t3,  p(0)=prth.

Step 4 Set u"t! = y(t"t1), p*t! = p(t"+1), where {u, p} is the solution to

W_gp=0  in@2x @,
W_6u2 41 in2x (", 2.11)

1 1 1
u@) =TI, pait) = pria.

By the partial elimination of p, (2.8)—(2.11) reduces to the following:

Step 1 Asin (2.8).
For n > 0, {u", p"} being known, compute {u" !, p"*1} as below.
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du

1 1 1 1 . .
Step 2 Setu"t2 =u(1"*2), p"T2 = 541" 2), where u is the solution to

1
o

az2 Y — q6u?+1) in 2 x (t",t"+%),

) (2.12)
u(t") =u", ") =ap".
Step 3 Set s = u(At), p"+2 =3 8—“(At) where u is the solution to
AVZu =0 in £ x (0, At),
31‘2 13
u=0 on 052 x (0, At), (2.13)
1 ; 1
u(0) =u"t2, ) =pp"ta.
Step 4 Set u"t! =y (t*t1), prt! éa—”(t”“) where u is the solution to
Ph—a(ou?+1) in2x (@), (2.14)
I,t(l‘”+2)=bt +2, %(ﬂﬁ*%):aﬁrhk%.

2.3 Application to the Solution to the Nonlinear Wave Problem
(1.2), (1.4)

Proceeding as in Sect. 2.2, we introduce p = %—’; in order to reformulate (1.2), (1.4)
as the first order in time system. We obtain the system (2.6) supplemented with the
following boundary and initial conditions:

u(0)=0 on Iy x (0, Timax),
%“rg—Z:O on It x (0, Timax), (2.15)
u)=ug, pO) =uj.
Applying scheme (2.2)—(2.5) to the solution to the equivalent problem (2.6),
(2.15), we obtain the following:
Step 1 Asin (2.8).
For n > 0, {u", p"} being known, compute {u"*!, p"*1} as below.

Step 2 Asin (2.12).

Step 3 Set = u(Ar), 'ﬁ”% = %%—’;(Az), where u is the solution to

ﬂ _ ﬁczvzu =0 inf2 x (09 At)’

a2
u=0 on Iy x (0, Ar),
(2.16)
ﬁc Bt + 2 W L'=0 on I] x (0, At),
- 1
w(0) = umts, 0)=pp"Ta.

Step 4 As in (2.14).
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3 On the Numerical Solution to the Sub-initial Value Problems
(2.13) and (2.16)

3.1 Some Generalities

Since problem (2.13) is the particular case of (2.16) corresponding to I'1 = #J, we are
going to consider the second problem only. This linear wave problem is a particular
case of

P9 _BAV2=0 in£2 x (10, 1f),

ot

$=0 on Iy X (fo, tf), 31
L9 00 _ r ‘ 3.1)
Bear Ton = on It x (to,1f),

¢ (o) = do, 39 (t9) = ¢1.

Assuming that ¢g and ¢ have enough regularity, a variational (weak) formula-
tion of problem (3.1) is given by the following: Find ¢ (¢) € Vp, a.e. on (to, 1), such
that

(4.0)+ B2 [, Vo - VOdx +c [, 20dr =0, VO € Vp,

912"

(3.2)
¢ (10) = o, %(Io) =¢1,
where
(i) Vo is the Sobolev space defined by
Vo=1{016€ H'(2), 6 =0o0n I}, 3.3)

(i1) (-, -) is the duality pairing between V(; (the dual of Vj) and Vj, coinciding with
the canonical inner product of LZ(Q) if the first argument is smooth enough,
>iii) dx =dx;---dxg.

3.2 A Finite Element Method for the Space Discretization
of the Linear Wave Problem (3.1)

From now on, we are going to assume that £2 is a bounded polygonal domain of R?.
Let 7, be a classical finite element triangulation of £2, as considered in [17, Ap-
pendix 1] and related references therein. We approximate the space Vp in (3.3) by

Vo =1{016 € C°(2), 61, =0, 0lx €P1, VK € T}, (3.4)

where IP; is the space of the polynomials of two variables of degree < 1. If I} # ¢,
the points at the interface of Iy and '] have to be (for consistency reasons) vertices
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of Ty, at which any element of Vo, has to vanish. It is natural to approximate the
wave problem (3.2) as follows: Find ¢ (t) € Vop, a.e. on (o, t ¢], such that

2
fQ %de +/3€2f9 Ve, - VOdx +Cf1‘1 %er =0, VeV,

(3.5)
&n(to) = ¢on, 0 (19) = i,

where ¢o and @15, belong to Vo, and approximate ¢ and ¢y, respectively.
In order to formulate (3.5) as a second order in time system of linear ordinary

differential equations, we introduce first the set Xo, = {P; };.Vi”l of the vertices of Ty,
which do not belong to T, and associate with it the following basis of Vyy:

N
Bon = {w;}; 2],

where the basis function w; is defined by
wj € Von, wj(Pj))=1, w;j(P)=0, Vke{l,...,Non}, k#j.
Expanding the solution ¢y to (3.5) over the above basis, we obtain

Non

en(t) =Y dn(Pj, w;.

j=1

Denoting ¢ (Pj, t) by ¢;(t) and the Nop-dimensional vector {¢; (t)}?/i"l by @5 (),
we can easily show that the approximated problem (3.5) is equivalent to the follow-
ing ordinary differential system:

M, @), + Bc2A, @), + cCp®, =0 on (19, tr),
. 3.6)
®),(10) = @on (= (on(P}2),  Bilto) = Pui (= ($1a (P2,
where the mass matrix My, the stiffness matrix Ay, and the damping matrix Cj, are
defined by
M), = (m;j)1<i,j<Ny, Withm;; =/ w;w;dx,
Q

Ay, = (aij)lfi,jSNOh with ajj 2/ Vw; -ijdx,
2

C, = (Cij)lfi,jSNo}l with Cij =/ w,-wde,
I

respectively.

The matrices My, and Aj, are sparse and positive definite, while matrix Cy, is
“very” sparse and positive semi-definite. Indeed, if P; and P; are not neighbors,
i.e., they are not vertices of a same triangle of 7, we have m;; =0, a;; =0 and
¢ij = 0. All these matrix entries can be computed exactly, using, for example, the
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two-dimensional Simpson’s rule for the m;; and the one-dimensional Simpson’s rule
for the ¢;;. Since Vw; and Vw are piecewise constant, computing a;; is (relatively)
easy (see [7, Chap. 5] for more details on these calculations).

Remark 3.1 Using the trapezoidal rule, instead of Simpson’s one, to compute the
m;; and c;; brings simplification as follows: The resulting M, and C;, will be di-
agonal matrices, retaining the positivity properties of their Simpson’s counterparts.
The drawback is some accuracy loss associated with this simplification.

3.3 A Centered Second Order Finite Difference Scheme for the
Time Discretization of the Initial Value Problem (3.6)

Let Q be a positive integer (> 3, in practice). We associate with Q a time discretiza-
tion step 7 = Y20 After dropping the subscript 4, a classical time discretization
scheme for problem (3.6) reads as: Set

o' = @, o' — o =200, (3.7)

then for g =0, ..., Q, compute ®¢*! by
M(O7+! 4+ @77 —207) + BPTARY + 2 C(7F — @1 ) =0.  (39)
It follows from [7, Chap. 6] that the above second order accurate scheme is stable if

the following condition holds:

2
T< m, (39)

where Amax 1S the largest eigenvalue of M IA.

Remark 3.2 To obtain 91! from (3.8), one has to solve a linear system associated
with the symmetric positive definite matrix

M+ %cc. (3.10)

If the above matrix is diagonal from the use of the trapezoidal rule (see Remark 3.1),
computing ®9*! is particularly easy and the time discretization scheme (3.8) is
fully explicit. Otherwise, scheme (3.8) is not explicit, strictly speaking. However,
since matrix (3.10) is well conditioned, a conjugate gradient algorithm with diagonal
preconditioning will have a very fast convergence, particularly if one uses ®¢ to
initialize the computation of ®77+!,
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Remark 3.3 In order to initialize the discrete analogue of the initial value problem
(2.14), we will use

a ®2+1 _ 21
o2 and T (3.11)
T

Remark 3.4 As the solution to the nonlinear wave problem under consideration gets
closer to blow-up, the norms of the corresponding initial data in (3.7) will go to
infinity. In order to off-set (partly, at least) the effect of round-off errors, we suggest
the following normalization strategy:

(1) Denote by ||@onllon and ||¢14 lon the respective approximations of

(/ |¢0h|2dx>2 and (/ |¢1h|2dx)2
2 2

obtained by the trapezoidal rule.
(2) Divide by max[1, \/ igonlI3), + llg1ll3,] the initial data ®¢ and @1 in (3.7).

(3) Apply the scheme (3.8) with normalized initial data to compute ®¢~!, ¢
and @21,
(4) Prepare the initial data for the following nonlinear sub-step by multiplying

(3.11) by the normalization factor max|[1, \/Ilqﬁoh II(Z)h + $1n IISh].

4 On the Numerical Solution to the Sub-initial Value Problems
(2.12) and (2.14)

4.1 Generalities

From n = 0 until blow-up, we have to solve the initial value sub-problems (2.12)
and (2.14) for almost every point of §2. Following what we discussed in Sect. 3
(whose notation we keep), for the solution to the linear wave equation subproblems,
we will consider only those nonlinear initial value sub-problems associated with the
Noy, vertices of T, not located on T'¢. Each of these sub-problem is of the following

type:

d? i
{ L =a(6¢”+1) in(to.1f), (4.1)

¢ (10) = ¢o, L (t0) =
with the initial data for (4.1) as in algorithms (2.8), (2.12), (2.16) and (2.14), after

space discretization. A time discretization scheme of (4.1) with automatic adjust-
ment of the time step will be discussed in the following section.
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4.2 A Centered Scheme for the Time Discretization of (4.1)

Let M be a positive integer (> 2 in practice). With M, we associate a time dis-
cretization step o = i A;to. For the time discretization of the initial value problem

(4.1), we suggest the following nonlinear variant of (3.8): Set

=0, ¢'—¢ ' =204,
then for m =0, ..., M, compute ¢" ! by
¢m+] + ¢mfl _ 2¢m :a62(6|¢m|2 4 tm) (42)

with 1" =10 + mo.

Considering the blowing-up properties of the solutions to the nonlinear wave
problems (1.2), (1.3) and (1.2), (1.4), we expect that at one point in time, the solution
to problem (4.1) will start growing very fast before becoming infinite. In order to
track such a behavior, we have to decrease o in (4.2), until the solution reaches some
threshold at which we decide to stop computing (for the computational experiments
reported in Sect. 5, we stop computing beyond 10). A practical method for the
adaptation of the time step o is described below.

4.3 On the Dynamical Adaptation of the Time Step o

The starting point of our adaptive strategy will be the following observation: If ¢
is the solution to (4.1), at a time ¢ before blow-up and for o sufficiently small, we
have (Taylor’s expansion)

2 3
Pt +0) =) +0d()+ %&(r) + ‘%kii(t +60)

2
= o) +od(t) + %a(6|¢<r)|2 +1)

. 1
+a3a(2¢(t +00)p(t +00) + 6) 4.3)

with 0 < @ < 1. Suppose that we drop the o3-term in the above expansion, and that
we approximate by finite differences the resulted truncated expansion at r = ¢™.
Then we obtain

¢m+l _¢m—l 02
o— ©

m+1 _ pm —al6 m,2 M
¢ =9 + 5o T 5«6l F+ "),
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which is the explicit scheme (4.2). Moreover, from the expansion (4.3), we can
derive the following estimate of the relative error at r = "1

m+1__om
3a|(¢m+l+¢m)(¢ = ¢ )|+%

7 max[1, [" 1]

Another possible estimator would be

m~+1__ om
03a|(¢m+1+¢m)(¢ . ¢ )|+%
max[1, 31¢™ + ¢ +1]]

In order to adapt o by using E”*!, we may proceed as follows: If ¢"+1 obtained
from the scheme (4.2) verifies

E"™F! < tol, (4.4)

keep integrating with o as a time discretization step. If criterion (4.4) is not verified,
we have two possible situations, one for m =0 and one form > 1. If m = 0:

— Divide o by 2 as many times as necessary to have

tol
<

1 —_—
E° < 5 4.5)

Each time o is divided by 2, double M accordingly.

— Still calling o the first time step for which (4.5) holds after successive divisions
by 2, apply scheme (4.2) to the solution to (4.1), with the new o and the associ-
ated M.

Ifm>1:

_ tm—% s [0, ¢m712+¢m N ¢0’ d)m_jm—l N ¢1‘

-o— 7.

-2M-m)+1—-> M.

— Apply scheme (4.2) on the new interval (¢, 7). If criterion (4.4) is not verified,

then proceed as in the case of m = 0.

For the numerical results reported in Sect. 5, we use tol = 1074,

Remark 4.1 In order to initialize the discrete analogues of the initial value problems
(2.12), (2.13), we will use

¢M+1 _ ¢M_l
20
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Fig. 1 A uniform z
triangulation of §2

I

and

/3 ¢M+l _ ¢M—1
;7

M
¢ 20

)

respectively.

S Numerical Experiments

5.1 Generalities

In this section, we are going to report on the results of numerical experiments con-
cerning the solutions to the nonlinear wave problems (1.2), (1.3) and (1.2), (1.4). The
role of these experiments is two-fold as follows: (i) Validate the numerical method-
ology discussed in Sects. 2—4, (ii) investigate how ¢ and the boundary conditions
influence the solutions.

For both problems, we took 2 = (0, 1)2. For the problem (1.2), (1.4), we took
I' = {{x1, x2},x1 = 1,0 < x < 1}. The simplicity of the geometry suggests the
use of finite differences for the space discretization. Actually, the finite difference
schemes which we employ can be obtained via the finite element approximation
discussed in Sect. 3, combined with the trapezoidal rule to compute the mass matrix
M;, and the damping matrix Cj. This requires that the triangulations which we
employ are uniform like the one depicted in Fig. 1.

5.2 Numerical Experiments for the Nonlinear Wave Problem (1.2),
(1.3)

Using well-known notation, we assume that the directional space discretization steps
Ax1 and Ax, are equal, and we denote by /4 their common value. We also assume
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that h = Ilﬁ, where [ is a positive integer. For 0 < i, j < I 4+ 1, we denote by

M;; the point {ih, jh} and u;;(t) >~ u(M;;, t). Using finite differences, we obtain

the following continuous in time, discrete in space analogue of the problem (1.2),

(1.3):

uij(0) =uo(Mi;), 0=<i,j<I+1,

uij(0)=u1 (M), 1=<i,j=<I,

i (1) + (£)*(4uij — uit1j — ui—1j — uij41 — uij—1)(t) (5.1)
= 6luij (N> +1 on (0, Timax), 10, j <1,

ug () =0 on (0, Thax) if My € 052.

In (5.1), we assume that u (resp. u1) belongs to C*(2) N H} (£2) (resp. CO(2)).
The application of the discrete analogue of the operator-splitting scheme (2.8),
(2.12)—(2.14) to problem (5.1) leads to the solution at each time step of:
(i) a discrete linear wave problem of the following type:

¢ij(to) = po(M;j), 0=<i,j<I+1,

$ij(to) =1 (M), 1<i,j<I,

Gij (1) + B2 (4pij — i1 — Bio1j (5.2)
—¢ij+1 —¢ij—1)(®) =0 on(t,ty), 1 <i,j=<I,

G (t) =0 on (ty, t7) if My € 382.

(i) 272 nonlinear initial value problems (2 for each interior grid point M;;) like
4.1).

The numerical solution of the problem (4.1) has been addressed in Sects. 4.2
and 4.3. Concerning problem (5.2), it follows from Sect. 3 that its time discrete
analogue reads as follows: Set

¢ =¢o(Mij), O0<i,j<I+1 and @} —¢; =2t1(M;), 1<i,j<I,
then, forg =0, ..., 0,1 <i, j <I, wehave

ST ol =200 + BEO APL — bl — L — bl — 8 =0,

I =0 if My €092
(5.3)

with 7 = £ ;0. In the particular case of scheme (5.3), the stability condition (3.9)

takes the following form:
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Fig. 2 Case ¢ = 0: results 100
obtained by our methodology

80f

60

401

201

For the numerical results presented below, we took

(i) up=0and u; =0.

(ii) c ranging from O to 1.5.

(i) a =B = 3.

(iv) 0 =3.

(v) For h = 1§5: At =1072 for c € [0,0.6]; At =8 x 1073 for c = 0.7, 0.8; At =
5% 1073 forc=0.9,1,1.25; At =103 forc = 1.5.

(vi) For h = 1k5: At =6 x 1073 for ¢ € [0, 0.6]; At =4 x 1073 for ¢ = 0.7,0.8;
At=3x 103 forc=0.9,1,1.25; At =6 x 10~ for c = 1.5.

We initialize with M = 3 (see Sect. 4.2), and then adapt M following the proce-
dure described in Sect. 4.3.

We consider that the blow-up time is reached as soon as the maximum value of
the discrete solution reaches 10%. Let us remark that the numerical results obtained
with h = fm and h = 1;—0 (and the respective associated values of At) are essentially
identical.

In Fig. 2, we report the results obtained by our methodology when ¢ = 0. They
compare quite well with the results reported by Wikipedia.'

In Fig. 3, we visualize for c = 0.8 and ¢ € [0, 14.4] (the blow-up time being close
to Tmax = 15.512) the evolution of the computed approximations of the functions

un = sgn(u) In(L 4 |u[) and  pn = sgn(p) In(1 + |p|) (5.5

restricted to the segment {{x1,x2}, 0 <x; <1, xp = %}. The oscillatory behavior
of the solution appears clearly in Fig. 3(b). In Fig. 4, we report the graph of the
computed approximations of u# and p for ¢ = 0.8 at t = 15.512, very close to the
blow-up time.

Uhttp://en.wikipedia.org/wiki/Painlevé_transcendents.
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— =16
--=1=32
o g =48
-= =64
—— (=8

—— =96
—— =112
— =128
—h— - 144

02 04 06 08 1

)

(a) evolution of uyy,. (b) evolution of pyy,. (c) caption.

Fig. 3 Case ¢ = 0.8, pure Dirichlet boundary conditions: evolution of quantities (a) uj, and
(b) pin. The caption in (c) is common to (a) and (b)

Fig. 4 Case ¢ = 0.8, pure Dirichlet boundary conditions: computed approximations for (a) u and
(b) p atr=15.512

In Fig. 5, we show for ¢ = 1 the approximated evolution for ¢ € [0, 35.03] of the
function

t— max u(xy,xp,t). (5.6)
{x,1,x2}e2

The computed maximum value is always achieved at {0.5, 0.5}. The explosive na-
ture of the solution is obvious from this figure.

In order to better understand the evolution of the function (5.6), we analyze its
restriction to the time interval [0, 28] in both the time and frequency domains (see
Fig. 6). Actually, concerning the frequency domain, we specially analyze the mod-
ulation of the above function, that is the signal obtained after subtracting its convex
component from the function in (5.6). Figure 6(b) indicates that the modulation ob-
served in Fig. 6(a) is quasi-monochromatic, with f >~ 0.9 Hz.

Finally, Fig. 7 reports the variation of the blow-up time of the approximated
solution as a function of ¢. As mentioned above, the results obtained with # = 1%

and h = ﬁ match very accurately.
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Fig.5 Case ¢ =1, pure 10000
Dirichlet boundary
conditions: Evolution of the
computed approximation of 8000¢
the function in (5.6) for
t €10,35.03] < 6000f
S
e
& 4000}
20001
0 H
0 10 20 30 40
t
0.03
£ 0025
0
g
— < 0.02
3 g
£ 0015
= S
A 3
£ o001
Q
[}
& 0.005 L
0
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t Frequency (Hz)
(a) Zoom of Figure 5. (b) Spectral power density for (a).

Fig. 6 Case ¢ = 1, pure Dirichlet boundary conditions: (a) evolution of the computed approxima-
tion of the function in (5.6) for ¢ € [0, 28], (b) spectrum of the modulation

Fig. 7 The blow-up time as a
function of ¢ (semi-log scale)

——h = 1/100
—e—h = 1/200
——slope 2

0 0.5 1 15
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5.3 Numerical Experiments for the Nonlinear Wave Problem (1.2),
(1.4)

The time discretization by operator-splitting of the nonlinear wave problem (1.2),
(1.4) has been discussed in Sect. 2.3, where we showed that at each time step, we
have to solve two nonlinear initial value problems such as (4.1) and one linear wave
problem such as (3.1).

The simplicity of the geometry of this test problem (see Sect. 5.1) suggests the
use of finite differences for the space discretization. Using the notation in Sect. 5.2,
at each time step, we will have to solve 27 (I + 1) initial value problem such as
(4.1), that is two for each grid point M;; (1 <i <1+ 1,1 < j <I). The solution
method discussed in Sect. 4 is still valid. By discretizing problem (3.1) with finite
differences, we obtain the following scheme:

¢ =o(Mij), 0<i,j<I+]1,

¢ — o =2t (M), 1<i<I+1,1<j<I,

then, forg =0,...,0,1<i<I+1,1<j<I,

1 1
B 400 200 4 BEOP @Y — 81,1, — B — 0y — 8% =0,
¢Zl+1 =0 if My € I,

I pa—1 q q
1 ¢(III]17¢/+U ¢/+2[7¢” —
m 2T + 2h - 07 1 S l S 19
(5.7)
where 7 = EO and the “ghost” value ¢ ,, is introduced to impose the Som-

merfeld condition at the discrete level. Upon elimination of ¢>7 427 WE can derive a
more practical formulation of the fully discrete problem, namely, for ¢ =0, ..., Q,
1<i<lI, 1<j<I,instead of (5.7), we have
1 1
¢ ol =20+ BGO @ — gl el e — el =0,
¢q+l—0 if My € Iy

(5.8)
andforg=0,...,0,i=1+1,1<j<I,
+1
(l-l— —C)¢7+1] ( >¢1+1] 2¢;I+1j
T\ q q q q
i <EC> (46741 = 207 = Sr1jr = Pla1jor) =0 (59)

Via (5.9), the discrete Sommerfeld boundary condition is included in the discrete
wave equation.
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14r 1

— =08
12¢ 0.8 --<t=16
17 i =324
= 08 £ 06 --1=32
S 06 Y ——i-14
04+t —&— =48
02} 02 —— =56
0 0 — =64
(a) evolution of uyy,. (b) evolution of pyy,. (c) caption.

Fig. 8 Case ¢ = 0.8, mixed Dirichlet-Sommerfeld boundary conditions: evolution of quantities
(a) ujy and (b) pin. The caption in (c¢) is common to (a) and (b)

(b) p

Fig. 9 Case ¢ = 0.8, mixed Dirichlet-Sommerfeld boundary conditions: computed approxima-
tions for (a) u and (b) p atr =7.432

We chose the same values for ug, ui, ¢, o, 8, Q, h and At as in Sect. 5.2. Once
again, the results obtained with iz = 1]W and h = 1;—0 match very accurately.

In Fig. 8, we visualize for ¢ = 0.8 and ¢ € [0, 6.4] (the blow-up time being close
to Tmax = 7.432) the evolution of the computed approximations of the quantities in
(5.5) restricted to the segment {{x1, x2}, 0 <x; <1, xp = %}. These results (and the
ones below) show that the blow-up occurs sooner than in the pure Dirichlet boundary
condition case. In Fig. 9, we report the graph of the computed approximations of u
and p for c = 0.8 at t = 7.432, very close to the blow-up time.

Figure 10 reports the graph of the computed approximations of u and p for ¢ =
0.3 at r = 2.44, very close to the blow-up time. Figures 9 and 10 show that for ¢
sufficiently small (resp. large), the blow-up takes place inside £2 (resp. on I7).

In Fig. 11(a), for c = 1, we report the approximated evolution of the function in
(5.6) for r € [0, 15.135]. In order to have a better view of the expected modulation
of the above function, we report in Fig. 11(b) its evolution for ¢ € [0, 13.5]. These
figures show the dramatic growth of the solution as ¢ gets closer to Tiax.
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00

(a) u

Fig. 10 Case ¢ = 0.3, mixed Dirichlet-Sommerfeld boundary conditions: computed approxima-
tions for (a) # and (b) p att =2.44

10000 2
8000
1.5f
< 6000 S
g '
% g 1
g 4000f g
0.5
2000}
0 0
0 5 10 15 0 5 10 15
t t
(a) function (5.6). (b) zoom of (a).

Fig. 11 Case ¢ = 1, mixed Dirichlet-Sommerfeld boundary conditions: (a) evolution of the com-
puted approximation of the function in (5.6) for ¢ € [0, 15.135], (b) zoomed view for ¢ € [0, 13.5].

Finally, we report in Fig. 12 the variation versus ¢ of the blow-up time for both
the pure Dirichlet and the mixed Dirichlet-Sommerfeld boundary conditions. It is
interesting to observe how the presence of a boundary condition with (rather) good
transparency properties decreases significantly the blow-up time, everything else
being the same. Also, the above figure provides a strong evidence of the very good
matching of the approximate solutions obtained for & = ﬁ and h = ﬁ (and the
related time discretization steps).

6 Further Comments and Conclusions

The methods discussed in this article can be generalized to the coupling of the lin-
ear wave equation with other Painlevé equations, or other nonlinearities, such as
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Fig. 12 The blow-up time as 200
a function of ¢ for both the —+— I =35 Dirichlet
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v — eV. Actually, this claim is already validated by the results of numerical exper-
iments, which we are performing with these other models. Another generalization
under investigation is the application of the methods discussed here to the numer-
ical solution to those nonlinear wave equations of the Euler-Poisson-Darboux type
discussed in [18]. This application will require a 5-stage splitting scheme, instead
of the 3-stage one, which we employed in this article.

We would like to conclude with the following two comments:

(1) When it goes to the numerical simulation of multi-physics phenomena, there
are two possible approaches, namely, the monolithic (that is, un-split) methods and
the operator-splitting methods. We think that the splitting methods discussed in this
article are better suited for the solution to problems (1.2), (1.3) and (1.2), (1.4) than
the monolithic ones.

(2) The splitting methods discussed in this article have good parallelization prop-
erties that we intend to investigate in the near future.
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1 Introduction

Let 2 C RY be a bounded domain and f € L*(£2) (more regularity on the right-
hand side will be needed later on). We consider the problem

—div[A;(0)Vu®]=f inf2, u®=0 ond, (1.1)

where A, is a highly oscillatory, uniformly elliptic and bounded matrix. To fix the
ideas (and this will in fact be a necessary assumption for the analysis which we
provide below to hold true), one might think of A.(x) = Aper()s—(), where Aper is
74 periodic. The approach which we introduce here to address problem (1.1) is
a multiscale finite element type method (henceforth abbreviated as MSFEM). As
any such method, our approach is not restricted to the periodic setting. Only our
analysis is. Likewise, we will assume for simplicity of our analysis that the matrices
A, which we manipulate are symmetric matrices.

Our purpose is to propose and study a specific multiscale finite element method
for the problem (1.1), where the Galerkin approximation space is constructed from
ideas similar to those by Crouzeix and Raviart in their construction of a classical
FEM space [14].

Recall that the general idea of MSFEM approaches is to construct an approxi-
mation space by using precomputed, local functions, that are solutions to the equa-
tion under consideration with simple (typically vanishing) right-hand sides. This is
in contrast to standard finite element approaches, where the approximation space is
based on generic functions, namely piecewise polynomials. To construct our specific
multiscale finite element method for the problem (1.1), we recall the classical work
of Crouzeix and Raviart [14]. We preserve the main feature of their nonconforming
FEM space, i.e., that the continuity across the edges of the mesh is enforced only
in a weak sense by requiring that the average of the jump vanishes on each edge.
As shown in Sect. 2.1 below, this “weak” continuity condition leads to some natural
boundary conditions for the multiscale basis functions.

Our motivation for the introduction of such finite element functions stems from
our wish to address several specific multiscale problems, most of them in a nonperi-
odic setting, for which implementing flexible boundary conditions on each mesh ele-
ment is of particular interest. A prototypical situation is that of a perforated medium,
where inclusions are not periodically located and where the accuracy of the numer-
ical solution is extremely sensitive to an appropriate choice of values of the finite
element basis functions on the boundaries of elements when the latter intersect in-
clusions. The Crouzeix-Raviart type elements which we construct then provide an
advantageous flexibility. Additionally, when the problem under consideration is not
(as (1.1) above) a simple scalar elliptic Poisson problem but a Stokes type problem,
it is well-known that the Crouzeix-Raviart approach also allows—in the classical
setting—for directly encoding the incompressibility constraint in the finite element
space. This property will be preserved for the approach which we introduce here in
the multiscale context. We will not proceed further in this direction and refer the
interested reader to our forthcoming publication (see [25]) for more details on this
topic and related issues.
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Of course, our approach is not the only possible one to address the category
of problems we consider. Sensitivity of the numerical solution upon the choice of
boundary condition set for the multiscale finite element basis functions is a classical
issue. Formally, it may be easily understood. In a one-dimensional situation (see for
instance [26] for a formalization of this argument), the error committed by using a
multiscale finite element type approach entirely comes from the error committed in
the bulk of each element, because it is easy to make the numerical solution agree
with the exact solution on nodes. In dimensions greater than one, however, it is im-
possible to match the finite dimensional approximation on the boundary of elements
with the exact, infinite dimensional trace of the exact solution on this boundary.
A second source of numerical error thus follows from this. And the derivation of
variants of MSFEM type approaches can be seen as the quest to solve the issue of
inappropriate boundary conditions on the boundaries of mesh elements.

Many tracks, each of which leads to a specific variant of the general approach,
have been followed to address the issue. The simplest choice (see [21, 22]) is to use
linear boundary conditions, as in the standard P1 finite element method. This yields
a multiscale finite element space consisting of continuous functions. The use of
nonconforming finite elements is an attractive alternative, leading to more accurate
and more flexible variants of the method. The work [12] uses Raviart-Thomas finite
elements for a mixed formulation of a highly oscillatory elliptic problem similar to
that considered in the present article. Many contributions such as [1, 2, 5, 7] present
variants and follow-up of this work. For non-mixed formulations, we mention the
well-known oversampling method (giving birth to nonconforming finite elements,
see [16, 20, 21]). We also mention the work [11], where a variant of the classical
MSFEM approach (i.e., without oversampling) is presented. Basis functions also
satisfy Dirichlet linear boundary conditions on the boundaries of the finite elements,
but continuity across the edges is only enforced at the midpoint of the edges, as
in the approach suggested by Crouzeix and Raviart [14]. Note that this approach,
although also inspired by the work [14], differs from ours in the sense that we do
not impose any Dirichlet boundary conditions when constructing the basis functions
(see Sect. 2.1 below for more details).

In the context of an HMM-type method, we mention the works [3, 4] for the
computation of an approximation of the coarse scale solution. An excellent review
of many of the existing approaches is presented in [6], and for the general develop-
ment of MSFEM (as of 2009) we refer to [15].

Our purpose here is to propose yet another possibility, which may be useful in
specific contexts. Results for problems of type (1.1), although good, will not be
spectacularly good. However, the ingredients which we employ here to analyze the
approach and the structure of our proof will be very useful when studying the same
Crouzeix-Raviart type approach for a specific setting of particular interest: the case
for perforated domains. In that case, we will show in [25] how extremely efficient
our approach is.

Our article is articulated as follows. We outline our approach in Sect. 2 and state
the corresponding error estimate, for the periodic setting, in Sect. 3 (Theorem 3.2).
The subsequent two sections are devoted to the proof of the main error estimate. We
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recall some elementary facts and tools of numerical analysis in Sect. 4, and turn to
the actual proof of Theorem 3.2 in Sect. 5. Section 6 presents some numerical com-
parisons between the approach which we introduce here and some existing MsFEM
type approaches.

2 Presentation of Our MSFEM Approach

Throughout this article, we assume that the ambient dimension is d =2 or d = 3 and
that £2 is a polygonal (resp. polyhedral) domain. We define a mesh Tz on £, i.e.,
a decomposition of §2 into polygons (resp. polyhedra) each of diameter at most H,
and denote £ the set of all the internal edges (or faces) of Ty. We assume that the
mesh does not have any hanging nodes. Otherwise stated, each internal edge (resp.
face) is shared by exactly two elements of the mesh. In addition, 7y is assumed to
be a regular mesh in the following sense: for any mesh element T € Ty, there exists
a smooth one-to-one and onto mapping K : T — T, where T C R is the reference
element (a polygon, resp. a polyhedron, of fixed unit diameter) and ||VK | <
CH, ||VK*1 [[poe < CH™!',C being some universal constant independent of T, to
which we will refer as the regularity parameter of the mesh. To avoid some technical
complications, we also assume that the mapping K corresponding to each T € Ty
is affine on every edge (resp. face) of 37 In the following and to fix the ideas, we
will have in mind the two-dimensional situation and a mesh consisting of triangles,
which satisfies the minimum angle condition to ensure that the mesh is regular in
the sense defined above (see [10, Sect. 4.4]). We will repeatedly use the notations
and terminologies (triangle, edge, ...) of this setting, although the analysis carries
over to quadrangles if d = 2, or to tetrahedra and parallelepipeda if d = 3.

The bottom line of our multiscale finite element method a la Crouzeix-Raviart
is, as for the classical version of the method, to require the continuity of the (here
highly oscillatory) finite element basis functions only in the sense of averages on
the edges, rather than to require the continuity at the nodes (which is for instance
the case in the oversampling variant of the MSFEM). In doing so, we expect more
flexibility, and therefore better approximation properties in delicate cases.

2.1 Construction of the MsFEM Basis Functions
Functional Spaces We introduce the functional space
Wy = {u € L*(£2) such that u|7 € H'(T) forany T € Ty,

/[[uﬂ:OforalleeSH andu:OonB.Q},
p
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where [u] denotes the jump of u over an edge. We next introduce its subspace

Wg:{ueWH such that /u:Oforalleeé’H}
e

and define the MSFEM space a la Crouzeix-Raviart
Vg = {u € Wy such that ag (u, v) =0 forallv e WIO{}

as the orthogonal complement of Wg in Wy, where by orthogonality we mean
orthogonality for the scalar product defined by

ap(,v)= Y /(VU)TAE(X)Vudx. 2.1)
TeTu T

We recall that for simplicity we assume all matrices are symmetric.

Notation For any u € Wy, we henceforth denote by

lullg :==+vanu,u)

the energy norm associated with the form ag.

“Strong” Form To get a more intuitive grasp on the space Vi, we note that any
function u € Vg satisfies, on any element 7 € Ty,

/(W)TAgvM:o forallve H(T) s.t. /v:O foralli=1,...,Np,
T I;

where I; (with i =1,..., Nr) are the Ny edges composing the boundary of T
(note that, if I; C 052, the condition fﬂ v =0 is replaced by v =0 on [7; this is a
convention which we will use throughout our article without explicitly mentioning
it). This can be rewritten as

Nr
/(VU)TASVM = in/ v forallve HY(T)
r i=1 i

for some scalar constants Ay, ..., Ay,.. Hence, the restriction of any u € Vg to T is
a solution to the boundary value problem

—div[A;(x)Vu]=0 inT, n-A.Vu=»%; oneachl .

The flux along each edge interior to £2 is therefore a constant. This of course defines
u only up to an additive constant, which is fixed by the “continuity” condition

/[u]]:O foralleeéy and u=0 onds2. (2.2)
e



270 C.Le Bris et al.

Remark 2.1 Observe that, in the case A, = Id, we recover the classical noncon-
forming finite element spaces:

(1) Crouzeix-Raviart element (see [14]) on any triangular mesh: on each T, u|r €
Span{1, x, y}.

(2) Rannacher-Turek element (see [29]) on any rectangular Cartesian mesh: on each
T, u|r € Span{l, x, y,x2 — y2}.

Basis Functions We can associate the basis functions of Vg with the internal
edges of the mesh as follows. Let e be such an edge and let 77 and 7, be the two
mesh elements that share that edge e. The basis function ¢, associated to e, the
support of which is 77 U T3, is constructed as follows. Let us denote the edges
composing the boundary of 7} (k =1 or 2) by Fik (withi =1, ..., Nr), and without
loss of generality suppose that Fll = F12 = e. On each Ty, the function ¢, is the
unique solution in H'!(T) to

—div[A;(x)V@.] =0 inT;,
/ ¢.=6;1 fori=1,...,Np,
Fik
n-AVeo =1k onrki=1,... Nr,

where §;1 is the Kronecker symbol. Note that, for the edge Fll = F12 = e shared by
the two elements, the value of the flux may be different from one side of the edge to
the other one: A} may be different from )L%. The existence and the uniqueness of ¢,
follow from standard analysis arguments.

Decomposition Property A specific decomposition property based on the above
finite element spaces will be useful in the sequel. Consider some function u € Wg,
and introduce vy € Vg such that, for any element T € Ty, we have vy € H Ly,
and

—div[A;(x)Vvy] =0 inT

/vyz/u fori=1,...,N,
I; I;

n-AVog = A; onl;,i=1,...,Np.

0

Consider now v’ =u — vy € Wg. We see that, for any edge e,

/vozfu—/vH:O,
e e e

and thus v € WI(_)I. We can hence decompose (in a unique way) any functionu € Wy
as the sum u = vy + v°, with vy € Vg and v° W?I.
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2.2 Definition of the Numerical Approximation

Using the finite element spaces introduced above, we now define the MSFEM ap-
proximation of the solution u® to (1.1) as the solution ugy € Vg to

aH(uH,v)=/fv for any v € Vg, 2.3)
Q

where ay is defined by (2.1). Note that (2.3) is a nonconforming approximation
of (1.1), since Vi ¢ Hj (£2).

The problem (2.3) is well-posed. Indeed, it is finite dimensional so that it suffices
to prove that f = 0 implies uy = 0. But f = 0 implies, taking v = uy in (2.3)
and using the coercivity of A, that Vuy = 0 on every T € Tg. The continuity
condition (2.2) then shows that g =0 on £2.

3 Main Result

The main purpose of our article is to present the numerical analysis of the method
outlined in the previous section. To this end, we need to restrict the setting of the
approach (stated above for, and indeed applicable to, general matrices A;) to the
periodic setting. The essential reason for this restriction is that, in the process of
the proof of our main error estimate (Theorem 3.2), we need to use an accurate
description of the asymptotic behavior (as ¢ — 0) of the oscillatory solution u®.
Schematically speaking, our error estimate is established using a triangle inequality
of the form

1 1
lu® —upll < llu® —u® |+ u®" —ugl,

where %! is an accurate description of the exact solution u® to (1.1), for & small.

Such an accurate description is not available in the completely general setting where
the method is applicable. In the periodic setting, however, we do have such a descrip-
tion at our disposal. It is provided by the two-scale expansion of the homogenized
solution to the problem. This is the reason why we restrict ourselves to this setting.
Some other specific settings could perhaps allow for the same type of analysis, but
we will not proceed in this direction. On the other hand, in the present state of our
understanding of the problem and to the best of our knowledge of the existing liter-
ature, we are not aware of any strategy of proof that could accommodate the fully
general oscillatory setting.

Periodic Homogenization We henceforth assume that, in (1.1),
X
As(x)ZAper E s 3.D

where Ape, is 74 periodic (and of course bounded and uniformly elliptic). It is then
well-known (see the classical textbooks [8, 13, 24], and also [17] for a general,
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numerically oriented presentation) that the solution u® to (1.1) converges, weakly in
H'(£2) and strongly in L?(£2), to the solution u* to
—div(A* Vu*) =f inf2, u'=0 onds, (3.2)

per

with the homogenized matrix given by, forany 1 <i, j <d,
* T
(Aper)ij = /(‘O e (ei + Vuw, (.V)) Aper(¥) (ej + Vwej (Y))dy:

where, for any p € RY, w » 18 the unique (up to the addition of a constant) solution
to the corrector problem associated to the periodic matrix Ape;:

—div[Aper(p + Vw,)] =0,  w), is Z?-periodic. (3.3)

The corrector functions allow to compute the homogenized matrix, and to obtain a
convergence result in the H'! strong norm. Indeed, introduce

d
e, 1 ok { u*
u> (x)=u*(x)+e¢ izg 1 We; (8) o (x). (3.4)

Then, we have the following proposition.
Proposition 3.1 Suppose that the dimension is d > 1, that the solution u* to (3.2)
belongs to W>°°(2) and that, for any p € R?, the corrector w), solution to (3.3)

belongs to W (R?). Then

||MS - “8'1”111(9) = C\/EHVM*HWI,OO(_Q) (3.5)

for a constant C independent of € and u*.

We refer to [24, p. 28] for a proof of this result. Note that, in dimension d = 1,
the rate of convergence of u® — u®! to 0 is even better.

Error Estimate We are now in a position to state our main result.

Theorem 3.2 Let u® be the solution to (1.1) for a matrix A, given by (3.1). We
furthermore assume that

Aper Is Holder continuous (3.6)

and that the solution u* to (3.2) belongs to C2($2). Let uy be the solution to (2.3).
We have

& *
lu* —uplle < CHI fll 2 +C<\/E+ H+,/ ﬁ)”vu ey (3.7

where the constant C is independent of H, ¢, f and u*.
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Two remarks are in order, first on the necessity of our assumption (3.6), and next
on the comparison with other, well established variants of MSFEM.

Remark 3.3 (On the regularity of Ape;) We recall that, under assumption (3.6), the
solution w, to (3.3) (with, say, zero mean) satisfies, for any p € R4,

wp € C(R?)  for some § > 0. (3.8)

We refer to [19, Theorem 8.22 and Corollary 8.36]. Thus, assumption (3.6) implies
that w, € Ww1.20(R?), which in turn is a useful assumption in Proposition 3.1. The
regularity (3.8) is also a useful ingredient in the proof of Theorem 3.2 (see (5.11)
and (5.14)).

Remark 3.4 (Comparison with other approaches) It is useful to compare our error
estimate (3.7) with similar estimates for some existing MSFEM-type approaches in
the literature. The classical MSFEM from [22] (by “classical”’, we mean the method
using basis functions satisfying linear boundary conditions on each element) yields

an exactly similar majoration in terms of /¢ + H + ./ 47+ It is claimed in [22]

that the same majoration also holds for the MSFEM-O variant. This variant (in the
form presented in [22]) is restricted to the two-dimensional setting. It uses boundary
conditions provided by the solution to the oscillatory ordinary differential equation
obtained by taking the trace of the original equation (1.1) on the edge considered.

The famous variant of MsFEM using oversampling (see [16, 21]) gives a slightly
better estimation, in terms of /¢ + H + % The best estimation which we are aware
of is obtained by using a Petrov-Galerkin variant of MSFEM with oversampling
(see [23]). It bounds the error from above by /¢ + H + ¢, but this only holds in the
regime 7 < C'¢ and for a sufficiently (possibly prohibitively) large oversampling
ratio. All these comparisons show that the method which we present here is guar-
anteed to be accurate, although not spectacularly accurate, for the equation (1.1)
considered. An actually much better behavior will be observed in practice, in par-
ticular for the case of a perforated domain that we study in [25].

A comparison with other, related but slightly different in spirit approaches, can
also be of interest. The approaches [27, 28] yield an error estimate better than that
obtained with the oversampling variant of MSFEM. The computational cost is how-
ever larger, owing to the large size of the oversampling domain employed.

4 Some Classical Ingredients for Our Analysis

Before we get to the proof of our main result, Theorem 3.2, we first need to collect
here some standard results. These include trace theorems, Poincaré-type inequali-
ties, error estimates for nonconforming finite elements and eventually convergences
of oscillating functions. With a view to next using these results for our proof, we
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actually need not only to recall them but also, for some of them, to make explicit
the dependency of the constants appearing in the various estimates upon the size of
the domain (which will be taken, in practice, as an element of the mesh, of diam-
eter H). Of course, these results are standard, and their proof is recalled here only
for the sake of completeness.

First we recall the definition, borrowed from [18, Definition B.30], of the H!/2
space.

Definition 4.1 For any open domain w C R” and any u € L*(w), we define the
norm

2 2 2
”u”Hl/Z(w) = ”u”Lz((z)) + |M|H1/2(a))’

2
2 — |u(x) —u(y)|
|M|H|/2(a)) —\/w\/w |x — y|”+1 dxdy,

H'(w) == {u e L*(®), ull 12y < o0}

where

and define the space

4.1 Reference Element

We first work on the reference element T, with edges e C T (we recall that our
terminology and notation suggest that, to fix the ideas, we have in mind triangles in
two dimensions). By the standard trace theorem, we know that there exists C, such
that

voe H'(T), VecaT. [vlmre <Clvlgig. .1
In addition, we have the following result.

Lemma 4.2 There exists C (depending only on the reference mesh element), such
that

17 . = a7
Yve H (T) with /Ev=0 for somee C 0T, ||v||H1(7)§C||Vv||L2(7).
“4.2)

The proof follows from the following result (see [18, Lemma A.38]).

Lemma 4.3 (Petree-Tartar) Let X, Y and Z be three Banach spaces. Let A €
L(X,Y) be an injective operator and let T € L(X, Z) be a compact operator. If
there exists ¢ > 0, such that c||x||x < ||Ax|ly +|T x|z, then Im(A) is closed. Equiv-
alently, there exists « > 0, such that

VxeX, alxlx =<I[Ax]y.
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Proof of Lemma 4.2 Consider an edge e C dT. We apply Lemma 4.3 with Z =
LAX(T), Y = (LX(T)",

X= {veHl(T) with /v:O}

equipped with the norm H'(T), Av = Vv (which is indeed injective on X), and
Tv = v (which is indeed compact from X to Z). Lemma 4.3 readily yields the
bound (4.2) after taking the maximum over all edges e. g

4.2 Finite Element of Size H

We will repeatedly use the following Poincaré inequality.

Lemma 4.4 There exists C (depending only on the regularity of the mesh) inde-
pendent of H such that, forany T € Ty,

Yv e HI(T) with /v =0 forsomeeC T, ol L2y < CH||VU||L2(T).
e
4.3)

Proof To convey the idea of the proof in a simple case, we first assume that the
actual mesh element 7 considered is homothetic to the reference mesh element 7'
with a ratio H. We introduce vy (x) = v(H x) defined on the reference element. We
hence have v(x) = vy (57). Thus,

X
lv)l? :/ vz(x)dxzf v2 <—>dx=de vZ (y)dy
2~ |, AV Vi
and

2
2 _ 20 g2 X _ pd—2 2
||Vv||L2(T)_/T|Vv(x)| dx=H /T‘Vv[-]<ﬁ>‘ dx=H /TWUH(y)' dy.

‘We now use Lemma 4.2, and conclude that

101720y = HN0m 72, < CHONV ORI ) = CHAIV VI 7
which is (4.3) in this simple case. To obtain (4.3) in full generality, we have to
slightly adapt the above argument. We shall use, here and throughout the proof
of the subsequent lemmas, the notation A ~ B when the two quantities A and B
satisfy ciA < B < ¢ A with the constants ¢ and ¢, depending only on the reg-
ularity parameter of the mesh. Let us recall that for all 7 € Ty, there exists a
smooth one-to-one and onto mapping K : T — T satisfying ||[VK||z~ < CH and
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||VK_l Lo < CH™'. We now introduce vy (x) = v(K (x)) defined on the refer-
ence element. We hence have

72y = /T v (x)dx = /T v (K~ (x0))dx ~ HY /7 v (y)dy

and
_ _ 2
||Vv||§2m=fT|vU(x)|2dx~H ZfT}vUH(K '(x))|"dx
~ g2 f_ Vor()I2dy.
T

Using Lemma 4.2 (note that fg vy (y)dy = 0 since the mapping K is affine on the
edges, hence, is of constant Jacobian on e ), we obtain

101727y ~ H o 172, < CHANV I, < CHP VOIS

which is the bound (4.3). 0
We also have the following trace results.

Lemma 4.5 There exists C (depending only on the regularity of the mesh) such
that, for any T € Ty and any edge e C 9T, we have

Voe HU(T), Ivljay, < C(H Wl + HIVVIT ). (44

Under the additional assumption that |, . V=0, we have

Ivl72(, < CHIVVIZ, 4.5)

()"

Iffev=0andH§ 1, then
0l312) < CIVVIT207- (4.6)

These bounds are classical results (see [10, p. 282]). We provide here a proof for
the sake of completeness.

Proof of Lemma 4.5 We proceed as in the proof of Lemma 4.4 and use the same
notation. We use vy (x) = v(K (x)) defined on the reference element. We have

0172, =/v2(x)dx=/v§,(1<—1(x))dx~Hd—1/_v%i(y)dy

e e e

—1 2
= H'  onll7 -
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By a standard trace inequality, we obtain

10172y < CHY (Il 32 ) + VORI 2 )

<o (Lt - —— Vo
- Hd LXT) " gd-2 LX(T) )’

where we have used some ingredients of the proof of Lemma 4.4. This shows that
(4.4) holds.
We now turn to (4.5):
101320y ~ H o2 < CH vl ) < CHO VR 7

< CH|Vvl 727

where we have used (4.1)—(4.2). This proves (4.5).
We eventually establish (4.6). We first observe, using Definition 4.1 with the
domain w = e C R?1, that

lo(x) —v(y)?
lv]? =f —  —~ dxdy
H!/2(e) ede lx — )’|d

NL/ o (K~ 00) —vg (KT
7). ). KT — KTl '
= [ [ lvE) —va )P

~ Hd72|UH|§.11/2@-
Hence, using (4.1)—(4.2) and since H <1,

2 2 2 —1 2 -2 2
I3y = 10172y + 1005120y ~ HY a2 ) + HO 2 om0
d—2 2 d-2 2
= CH ”vH”Hl/Z(E) = CH ”UH”HI(T)
d—2 2 2
=< CH ”VUH “LZ(T) ~ C”Vv”LZ(T)

This proves (4.6) and concludes the proof of Lemma 4.5. U
The following result is a direct consequence of (4.5) and (4.6).

Corollary 4.6 Consider an edge e € Ey, and let T, C Ty denote all the triangles
sharing this edge. There exists C (depending only on the regularity of the mesh),
such that

YoeWs, |[v] |}i2(8) <CH Y IVol2ap. (4.7)
TeT,
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If H <1, then

Yoe W, 10|50 <C Y V02 (4.8)
TeT,

Proof We introduce c, = le|~! [ ", v, which is well-defined since [, [v] = 0. On each
side of the edge, the function v — ¢, has zero average on that edge. Hence, us-
ing (4.5), we have

2 2
0D 2oy = 110 = cel [ 20y = @1 =€) = (@2 = €72y,
<2l|vi = cellFag,y + 202 = cellfag,

< CH(IVvill7aq,, + V020727,

=CH ) IVoll7s ),
TeT,

where we have used the notation vy = v|r;. The proof of (4.8) follows a similar
pattern, using (4.6). 0

4.3 Error Estimate for Nonconforming FEM

The error estimate which we establish in Sect. 5 is essentially based on a Céa-
type (or Strang-type) lemma extended to nonconforming finite element methods. We
state this standard estimate in the actual context we work in (but again emphasize
that it is of course completely general in nature).

Lemma 4.7 (See [10, Lemma 10.1.7]) Let u® be the solution to (1.1) and uy be
the solution to (2.3). Then

lag u® —ug,v)|

lu® —ugllg < inf |u®—v|lg+ sup ———. 4.9)
veVy veVi\{(0} lvlle

The first term in (4.9) is the usual best approximation error already present in
the classical Céa Lemma. This term measures how accurately the space Vg (or, in
general, any approximation space) approximates the exact solution u®. The second
term of (4.9) measures how the nonconforming setting affects the result. This term
would vanish if Vg were a subset of H(} (£2).

4.4 Integrals of Oscillatory Functions

We shall also need the following result.
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Lemma 4.8 Let e € £y, T1 and T, be the two elements adjacent to e and t € R4,

|t| < 1, be a vector tangent (i.e., parallel) to e. Then, for any function u € H' (T U
T»), any v € Wy and any J € C1(RY), we have

u(x) [[v(x)ﬂ T- VJ(%)‘

= C,/ ||J||c1 (R9) |U|H1(T)(||M||L2(T) + H|U|H1(T)) (4.10)
T=T,T»

with a constant C which depends only on the regularity of the mesh.

As will be clear from the proof below, the fact that we consider in the above
left-hand side the jump of v, rather than v itself, is not essential. A similar estimate
holds for the quantity f Ju@v)T - VJ (’8—‘), where u# and v are any functions of
regularity H'!(T) for some T € Ty and e is an edge of 37T

Proof of Lemma 4.8 Let ¢, be the average of v over e and denote v; = v|r;. Since
[v] = (vi — ¢ce) — (v2 — ¢.), we obviously have

2

=2

j=1

() o]z - w(E)

/u(x)(vj(x) —c))t- w(%)‘. (@.11)

e

Fix j. We first recall that there exists a one-to-one and onto mapping K :
T —> T; from the reference element T onto T; satisfying ||[VK|~ < CH and
IVK™ 1 o < CH™!. In particular, there exists an edge & of T such that K (¢) =e.

We introduce the functions ug (y) = u(K(y)), va(y) = v;(K(y)) — c. defined on
the reference element, and observe that

/u(x)(vj(x) —ce)t . VJ(%)dx
~Hd—1/uH(y)vH(y)r w( (y)) (4.12)

We now claim that

[ unwn e VJ( (y)> y‘

&
<€\ 1 e lusll e vl - (4.13)

This inequality is obtained by interpolation. Suppose indeed, in the first step, that
ug and vy belong to H'(e). Using that the mapping K is affine on the edges and
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thus is of constant gradient, we first see that

/uH(y>vH<y)r W( m)

L€ K(y)
_Cﬁ ugMvg(y)t-V|[J| —— ) [dy. 4.14)
e &

By integration by parts, we next observe that

K
%fm(y)vﬂ(y)rV[J(ﬁ)}dy
= £

H/ wn (E ()T - vJ( (y))

&

K
s ( i”)r V(s (»)vr (0))dy, 4.15)

where v is the outward normal unit vector to de tangent to e. Collecting (4.14)—
(4.15), and using the Cauchy-Schwarz inequality, we obtain that

[unon v (% i”) ’

= C% ||]||c0(Rd)[||MH||L2(a§) lve ||L2(az) + 2||MH||H1(E)||UH||H1(§)]

< C= I leogea Il gy o i o, (4.16)
where the last inequality above follows from the trace inequality which is valid with

a constant C depending only on e. On the other hand, for uy and vy that only
belong to L2(e), we obviously have

O
MH(y)vH(y)T VJ(
<IVJllcowayllurll 2@ lvE 12)- (4.17)

By interpolation between (4.16)—(4.17) (see [9, Theorem 4.4.1]), we obtain (4.13).
The sequel of the proof is easy. Collecting (4.12)—(4.13), we deduce that

u(x)(vj(x) — ce)r . VJ(%)dx‘

d—3
<CH 2«/EHJ||C1(]Rd)||MH||Hl/2(z) lva | g1/2@)

_3
< CH 2 Vel Nyl ll g iy | Vol 2y (4.18)
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where we have used in the last line the trace inequality (4.1) and Lemma 4.2 for vy
(recall that fg vy = 0, since, on the one hand, f o Vj—Ce= 0 and, on the other hand,
the mapping K is affine on e, and hence is of constant gradient).

To return to norms on the actual element 7; rather than on the reference ele-
ment T, we use the following relations, established in the proof of Lemma 4.4:

d
||M||L2(Tj) ~ H? ”’/LH”LZ(T),
4
lulgrry ~ H2 lunl g ),
41
lilaray ~H2 " valg )

We then infer from (4.18) that

/u(x)(vj(x) — )T VJ<§>’

_3 _d _d _d
< CH 2l lcrgray [H 2 Nl paryy + H™ 2l ooy JH 2 01

[e
<C E||]||C1(Rd)[||u”L2(Tj) + Hlul gl

Inserting this bound in (4.11) for j = 1 and 2 yields the desired bound (4.10). [

5 Proof of the Main Error Estimate

Now that we have reviewed a number of classical ingredients, we are in the position,
in this section, to prove our main result, Theorem 3.2.

As announced above, our proof is based on the estimate (4.9) provided by
Lemma 4.7. To bound both terms in the right-hand side of (4.9), we will use the
following result, the proof of which is postponed until Sect. 5.2.

Lemma 5.1 Under the same assumptions as those of Theorem 3.2, we have that,

foranyv e Wy,
8 *
< C(JE+ H +,/ﬁ)||v||E||w lery:

2 [+ (ae(E))
5.1)

TeTy

where the constant C is independent of H, ¢, f, u* and v.

Remark 5.2 A more precise estimate is given in the course of the proof (see (5.23)).
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5.1 Proof of Theorem 3.2

Momentarily assuming Lemma 5.1, we now prove our main result.

We argue on estimate (4.9) provided by Lemma 4.7. In the right-hand side
of (4.9), we first bound the nonconforming error (the second term). Let v € V.
‘We use the definition (2.1) of ay and (2.3) to compute:

aH(ue—uH, Z /(Vv) Aper(8>Vu€—[(zfv

L)
—Tez;/udw< per< ) u‘s)—fgfv

TEZT/ ( per< )vu8)~n,

using (1.1) and the regularity of u®. Observing that, by definition, v € Vg C Wy,
we can use Lemma 5.1 to majorize the above right-hand side. We obtain

a MS—M , U & *
sup Mfc(ﬁ+y+ /ﬁ>||w lerg  (5.2)

veVy\(0) vl e

We now turn to the best approximation error (the first term of the right-hand side
of (4.9)). As shown at the end of Sect. 2.1, we can decompose u® € H(} (£2) Cc Wgy
as

MEZUH-FUO, vy € Vg, UOEWI(?I.
We may compute, again using (1.1) and the regularity of u®, that
lu® — vl = ap (u — vy, u® —vn)
&

=apy(u® — vy, °) (by definition of v?)

=ap(u®,v ) (by orthogonality of Vi with W}_)I)

5 fan(e o
5 onl2oe) e 5 e

TeTy
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Since v € Wg, we may use (4.3) and bound the second term of the right-hand side
of (5.3) as follows:

> [

< Z ||v0”L2(T)||f”L2(T) (Cauchy Schwarz inequality)

TeTy TeTy
<CH Z IVl 20 I 2y
TeTy
<CHIY el fll2e2) (5.4)

where we have used in the last line the Cauchy Schwarz inequality and an equiva-
lence of norms. The first term of the right-hand side of (5.3) is bounded by using
Lemma 5.1 (since v° € Wg C Wpg), which yields

X &
Z[ v0<Aper<—>Vug)-n 5c<ﬁ+H+‘/—)||u°||E||w*||C1(Q).
arT € H

TeTn
(5.5)

Inserting (5.4)—(5.5) in the right-hand side of (5.3), we deduce that

&
lu® — vy |z < CHIV el £l 20y + c<ﬁ+ H +,/ﬁ)||v°||E||w*||cl(§).

0

Since v = u® — vy, we may factor out ||v°| £ and obtain

&
|t — v lle < CHIfll 200 + C<ﬁ+ H+ ‘/E>'|V”*||C‘<§)'

By the definition of the infimum, we of course have inf,cy, ||u® — vlg < ||u® —
vy ||, and thus

. € *
nf uf —vllp < CH fll ) + c(ﬁ+ H ”E) Vit lerg. (5.6)

Inserting (5.2) and (5.6) in the right-hand side of (4.9), we obtain the desired
bound (3.7). This concludes the proof of Theorem 3.2.

5.2 Proof of Lemma 5.1

We now establish Lemma 5.1, actually the key step of the proof of Theorem 3.2.
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Let v € Wy. Using (1.1) and (3.2), and inserting in the term we are estimating
the approximation u®! defined by (3.4) of the exact solution u®, we write

= [ o)

TeTy
—Z/Uf+2/(vv) Aper( )
TeTu TeTy
=> / vdiv(A%, Vu*) + > / (Vv) Aper( ) (uf — u"
TeTy TeTy
+ > /(Vv) Aper(8>w€’1
TeTy
Z/ v(Ape Vi) -n + Z /(W) Aper( > (u = u®")
TeTy TeTu
+ > / (V) <Aper< >w“ A;erw>
TeTu &
=A+B+C. (5.7)

We now successively bound the three terms A, B and C in the right-hand side
of (5.7). Loosely speaking:

(1) The first term A is macroscopic in nature and would be present for the analysis
of a classical Crouzeix-Raviart type method. It will eventually contribute for O (H)
to the overall estimate (5.1) (and thus to (3.7)).

(2) The second term B is independent from the discretization: it is an “infinite
dimensional” term, the size of which, namely O(4/¢), is entirely controlled by the
quality of approximation of u® by u®!. It is the term for which we specifically need
to put ourselves in the periodic setting.

(3) The third term C would likewise go to zero if the size of the mesh were much

larger than the small coefficient ¢; it will contribute for the O( /%) term in the
estimate (5.1).

Step 1 Bound on the first term of (5.7) We first note that
> / V(Ape Vi) - / [V] (Afe, Vu®) -
TeTy eefy

We now use arguments that are standard in the context of Crouzeix-Raviart fi-
nite elements (see [10, p. 281]). Introducing, for each edge e, the constant ¢, =
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le|™" [,(Ate;Vu*) - n, and using [, [v] =0 with v € Wy, we write

Z / A;erVu

TeTy

Zlﬂﬂ@@w)

6651-1
< Z A;erVu ) ‘n —ce)

(,651-1
<> H [0 L2 [ (Aper Vu*) - = e 12,

eEgH

2 . 2 3

<[5 0 [ T 2 Waga®) n el |

ecfy ecy

successively using the continuous and discrete Cauchy-Schwarz inequalities in the
last two lines. We now use (4.5) and (4.7) to respectively estimate the two factors in
the above right-hand side. Doing so, we obtain

E /aT A;erVu
5 5
§ E 2 § : 2 x
C|: H ||Vv||L2(T)i| [ H”v u ||L2(T):|

ecEy TeT, ecfy
choose one 7' € Tg

We hence have that

Z / A;erVu

TeTy
C[H > ||W||izm} [Z H|Vu* Mm}
TeTy TeTy
< CH[[EIIV2u*ll120). (5.8)

Step 2 Bound on the second term of (5.7) We note that

7§/W”%<)W“ﬁw

<MAperllzee D V0l 2 |V (0 =) | 2,
TeTy
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< Cllvlg] V(e - MS'I)HLZ(Q)
= C\/E”U”E”V”*HWLOO(Q)» (5.9)

eventually using (3.5).

Step 3 Bound on the third term of (5.7) To start with, we differentiate u*! de-
fined by (3.4):

8‘(x)—Zau (x)(e,—l—Vwel( ))+ezwe,( )a Vu* (x).

i=1

The third term of (5.7) thus writes

> / (V) (Aper( ) A;erw)
TeTy

_82 3 f(w) Aper< )a Vu* (x)wel<§>

i=1TeTy

Ty * (*
+ Y Z/(vw u <x)Gl<8>, (5.10)
TeTy i=1
where we have introduced the vector fields

Gi(x) = Aper(x) (ei + Vg, (x)) — Apgei, 1<i<d,

which are all Z¢ periodic, divergence free and of zero mean. In addition, in view of
the assumption (3.6), which implies (3.8), we see that

G; is Holder continuous. (5.11)

We now successively bound the two terms of the right-hand side of (5.10). The
first term is quite straightforward to bound. Using Cauchy-Schwarz inequalities and
that w, € L™ (see (3.8)), we simply observe that

/ (Vv) Aper<(9 )3,~Vu*(x)we,. (g)‘

2
< del| Aperll oo max flwe, 1 Y IV0l2e V26" L2y
TeTy

i=1TeTy

< Celvll el VZu*ll 2q)- (5.12)

The rest of the proof is actually devoted to bounding the second term of the right-
hand side of (5.10), a task that requires several estimations. We first use a classical
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argument already exposed in [24, p. 27]. The vector field G; being Z¢ periodic,
divergence free and of zero mean, there exists (see [24, p. 6]) a skew symmetric
matrix J¢ € RY%4_guch that

(5.13)

and

dxd

Jhe (HL(RY)) J1is 24-periodic, / Ji=0.

(0,1)
In the two-dimensional setting, an explicit expression can be written. We indeed
have

0 _‘Ci(-xlv-xz)
i (x1, x2) 0

Ji(xl,x2)=( > x = (x1,x2) € R?,

with
) . 1
o (1, x2) = (0) + fo (2l G111 (x) — x1[GiTa (1),

where 7 (0) satisfies f(o 2 7! = 0. In view of (5.11), we in particular have that
Jhe (c'(rY))". (5.14)

A better regularity (namely J I e (CL3(RY))4*d for some & > 0) actually holds, but
we will not need it henceforth.

The same regularity (5.14) can be also proven in any dimension d > 3, although
in a less straightforward manner. Indeed, the components of J/ constructed in [24,
p. 7] using the Fourier series can be seen to satisfy the equation

i AGilp  3[Gila
_A[J ]ﬁot = £

00Xy 0xg

complemented with periodic boundary conditions. Hence the function [J | Bas @S
well as its gradient, is continuous due to the regularity (5.11) and general results on
elliptic equations (see [19, Sect. 4.5]).

In view of (5.13), we see that the a-th coordinate of the vector Biu*(~)Gi(§)
reads
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=e[Bf ()], — ¢[Bf ()], (5.15)

where the vector fields Ef (x) €e R4 and Bf(x) e R? are defined, for any 1 <o <d,
by

d
Bs(x) Z ( ) ipu”(x) and

p=1

d
9 4
[B: )], Za_< 7 (g)aiu*(x))

p=1

The vector field Ef is divergence free as J' is a skew symmetric matrix.
The second term of the right-hand side of (5.10) thus reads

> Z/(Vv)Ta u*(x)G; < )

TeTy i=1
=e Y Z/ Vv(x) (Bf (x) — Bf (x))
TeTy i=1
—¢ Z Zf v(x)BS(x) -n—¢ Z Z/ Vo)) BE(x),  (5.16)
TeTy i=1 TeTy i=1

successively using (5.15) and an integration by parts of the former term and the
divergence-free property of BY. An upper bound for the second term can easily be
obtained, given that J© € (L% (R9))?*4 (see (5.14)):

£y Z/Bv(x) (),ﬁu(x)

TeTy i,a,p=1

ey Z/ (Vo))" BE(x)| =

TeTy i=1

<demax || L= Y IVl 2 IVl 20y
' TeTn

< Celvllell ViUl 12g)- (5.17)
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We are now left with bounding the first term of the right-hand side of (5.16), which
reads

d
€ Z Z/aTv(x)Ef(x)w

TeTy i=1
d
=e ) Zf[[v(x)]]ﬁf(x) n
ecfy i=1 e

d
a ; X
: e (U (2o
eeez&li’mzﬁzl e[[vx]]n ™ [ ]ﬁ S Joi (x
X
<—)8,~u*(x)
&

d .
— a[Jl]ﬁa
= Z Z /[[v(x)ﬂna T
d ; X
e Z Z /[[v(x)ﬂ”a[fl]ﬂa< >3iﬁu*(X)- (5.18)

ecEy i, f=1"¢
e
ecEyia,p=1"¢

Our final task is to successively bound the two terms of the right-hand side of (5.18).
We begin with the first term. Considering an edge e, we recast the contribution

of that edge to the first term of the right-hand side of (5.18) as follows, using the
skew symmetry of J:

d i
> [ owlng e (f)afu*u)
P pel e 3X5 £
d i i
> )] <naa[; Jpe —n,ga[‘] M“)(f)za,-u*(x)
l_%é;] e xg 0Xgy &
d
> [ @] (rp - V[7],) <§)Biu*(x), (5.19)
g Bl

where T8 € R¢ is the vector with a-th component set to —n g» B-th component set
to 1y, and all other components set to 0. Obviously, 7g is parallel to e. We can thus
use Lemma 4.8, and infer from (5.19) that

d .
o[J ga [ x .
> o] =5t (E)aiu (x)

ia,p=1"¢

=CJq Yo MV N pallcrmay Do Wl (18 2y + HIdiu® 11y )-
i,a,f=1 TeT,
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Using the regularity (5.14) of J, we deduce that the first term of the right-hand side

of (5.18) satisfies
X
(—) 8,~u*(x)'
e

d 01J 1pa
DS / o] F
<C £ 2 %
= \/E[Z Z”V””LZ(T)]

eefyi,a,p=1
ecEy TeT,

2
2 : § : *12 2 2 %2
X |: ||VM ||L2(T) + H ”V u ||L2(T)i|

6651-1 TeT,
&
=C, I W ENVE* 20y + CVeH DI ENV Ul 12(0)- (5.20)

We next turn to the second term of the right-hand side of (5.18), which satisfies

ey Xd: /[[v<x>}]na[f"],sa(g)amu*m

ecEy i, p=1"¢

< d*s(max 1 oo, )1V oy Y 1000 11,

EEEH
> >
2 2 2
<Cellv M*||c0(§)|:z 101 Hm] [Z ||1||L2<e>]
ecEy ecEn
1
2
< Ce||v2u*||co(m[ YoHY ||Vv||iz(7)}
eefy TeT,
1
2
X |: Z Hl””liZ(T)]
eefy
choose one T € Te
1
< Cel| V2| o 011 £19212, (5.21)

where we have used (4.7) of Corollary 4.6 and (4.4) of Lemma 4.5.
Collecting the estimates (5.10), (5.12), (5.16)—(5.18) and (5.20)—(5.21), we
bound the third term of (5.7):

3 / (VU)T<Aper<§)Vu8’l —A;ervu*>
TeTn T

&
< CVeH | I V20"l 20y + C\ [ 2 IWIENVH" Il 2
+ Ce| Vi | oy IV 2, (5.22)

where C is independent of ¢, H, v and u* (but depends on £2).
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Fig. 1 Reference solution 1
for (1.1) with the choice (6.1)

u
0.00242407
0.00226247
0.00210086
0.00193926
0.00177765
0.00161605
0.00145444
0.00129284
0.00113123
0.00096963
0.000808025
0.00064642
0.000484815
0.00032321
0.000161605

0.5

Step 4 Conclusion Inserting (5.8)—(5.9) and (5.22) in (5.7), we obtain

2 L)) o

TeTu

< CVelvlle(IVu*llwrecig)y + VEIViU*llcog)

&
+C(H + VeIV 2y + €\ HIVIENVH 2y (523)

which yields the desired bound (5.1). This concludes the proof of Lemma 5.1.

6 Numerical Illustrations

For our numerical tests, we consider (1.1) on the domain £2 = (0, 1), with the
right-hand side f(x, y) = sin(x) sin(y).

First Test-Case We first choose the highly oscillatory matrix
Ac(x,y) =as(x, )Ida, ag(x,y) =1+ 100cos>(150x)sin>(150y)  (6.1)

in (1.1). This matrix coefficient is periodic, with period & = {35 ~ 0.02. The refer-
ence solution #® (computed on a fine mesh 1024 x 1024 of §2) is shown in Fig. 1.

We show in Fig. 2 the relative errors between the fine scale solution u® and its
approximation provided by various MsFEM type approaches, as a function of the
coarse mesh size H.

Our approach is systematically more accurate than the standard (meaning, with-
out the oversampling technique) MSFEM approach. In addition, we see that, for
large H, our approach yields an error smaller than or comparable to the best other
methods. Likewise, when H is small (but not sufficiently small for the standard
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© © ooooo
W D O1ONOOL

H' error
o
S

0.1

Fig. 2 Test-case (6.1): relative errors (in L2 (left) and H'-broken (right) norms) with various
approaches: FEM—the standard Q1 finite elements, lin—MSsFEM with linear boundary conditions,
OS—MSFEM with oversampling, OSPG—Petrov-Galerkin MSFEM with oversampling, CR—the
MSFEM Crouzeix-Raviart approach we propose

FEM approach to be accurate), our approach is also more accurate than the other
approaches. For intermediate values of H, our approach is however less accurate
than approaches using oversampling (for which we used an oversampling ratio equal
to 2). Note that this will no longer be the case for the problem on a perforated domain
considered in [25]. Note also that our approach is slightly less expensive than the
approaches using oversampling (in terms of computations of the highly oscillatory
basis functions) and, much more importantly, has no adjustable parameter.

A comparison with the MSFEM-O variant (described in Remark 3.4) has also
been performed but is not included in the figures below. On the particular case con-
sidered in this article, we have observed that this approach seems to perform very
well. However, it is not clear, in general, whether this approach yields systemati-
cally more accurate results than the other MSFEM variants. A more comprehensive
assessment of this variant will be performed for the case of perforated domains
in [25].

Higher Contrast We now consider the cases

As(x,y) =a.(x, PIda,  ag(x,y) =1+ 10° cos?>(150x) sin®(150y)  (6.2)
and

Ac(x,y) =ag(x, NIy, ae(x,y) =1+ 10%cos?(150x) sin®(150y)  (6.3)

in (1.1). In comparison with (6.1), we have increased the contrast by a factor 10 or
100, respectively. Results are shown in Fig. 3, top and bottom rows respectively.

We see that the relative quality of the different approaches is not sensitive to
the contrast (at least when the latter does not exceed 103). Of course, each method
provides an approximation of ©? that is less accurate than in the case (6.1). However,
all methods seem to equally suffer from a higher contrast.
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Fig. 3 Test-cases (6.2) (top row) and (6.3) (bottom row) for higher contrasts: relative errors
(in L2 (left)y and H ! broken (right) norms) with various approaches: FEM—the standard Q1 fi-
nite elements, lin—MsFEM with linear boundary conditions, OS—MsFEM with oversampling,
OSPG—Petrov-Galerkin MsFEM with oversampling, CR—the MSFEM Crouzeix-Raviart ap-
proach we propose
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Exact Synchronization for a Coupled System
of Wave Equations with Dirichlet Boundary
Controls

Tatsien Li and Bopeng Rao

Abstract In this paper, the exact synchronization for a coupled system of wave
equations with Dirichlet boundary controls and some related concepts are intro-
duced. By means of the exact null controllability of a reduced coupled system, under
certain conditions of compatibility, the exact synchronization, the exact synchro-
nization by groups, and the exact null controllability and synchronization by groups
are all realized by suitable boundary controls.

Keywords Exact null controllability - Exact synchronization - Exact
synchronization by groups

Mathematics Subject Classification 35B37 - 93B05 - 93B07

1 Introduction

Synchronization is a widespread natural phenomenon. Thousands of fireflies may
twinkle at the same time; audiences in the theater can applaud with a rthythmic beat;
pacemaker cells of the heart function simultaneously; and field crickets give out a
unanimous cry. All these are phenomena of synchronization.

In principle, synchronization happens when different individuals possess like-
ness in nature, that is, they conform essentially to the same governing equation, and
meanwhile, the individuals should bear a certain coupled relation.

The phenomenon of synchronization was first observed by Huygens [4]. The
theoretical research on synchronization phenomena dates back to Fujisaka and Ya-
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mada’s study of synchronization for coupled equations in 1983 (see [2]). The previ-
ous studies focused on systems described by ODEs, such as

dx; ad

1 .

o Zf(Xi»t)+ZAinj, i=1,...,N, (1.1
j=1

where X; (i =1, ..., N) are n-dimensional vectors, A;; (i, j=1,...,N)aren xn

matrices, and f(X,t) is an n-dimensional vector function independent of n. The
right-hand side of (1.1) shows that every X; (i = 1,..., N) possesses two basic
features, that is, satisfying a fundamental governing equation and bearing a coupled
relation among one another.

In this paper, we will consider the synchronization of the following hyperbolic
system:

PU _AU+AU=0 inS,

02
U=0 on Iy, (12)
U=H onl1,
t=0:U=Up, W=u,
where U = (u, ..., u™)T is the state variable, A € MV (R) is the coupling ma-

trix, and H = (hV, ..., h™)T is the boundary control. Different from the ODE
situation, the coupling of PDE systems can be fulfilled by coupling of the equations
or (and) the boundary conditions. Our goal is to synchronize the state variable U
through boundary control H. Roughly speaking, the problem is to finda T > 0, and
through boundary control on [0, T'], we have that from time ¢t = T on, the system
states tend to be the same. That is to say, we hope to achieve the synchronization of
the system state not only at the moment ¢ = T under the action of boundary controls
on [0, T'], but also when ¢t > T withdrawing all the controls. This is forever (instead
of short-lived) synchronization, as is desired in many actual applications. Obviously,
if the system has the exact boundary null controllability, it must have the exact syn-
chronization, but this is a trivial situation that should be excluded beforehand.

The exact synchronization is linked with the exact null controllability. In fact,
let W =W, ..., w¥NT with w® =4+ — 4@ G =1,...,N —1). Then
under some conditions of compatibility on the coupling matrix A, the new state W
satisfies a reduced system of N — 1 equations as follows:

PW _AW+AW =0 in£2,

Ea
W=0 on [y,

_ (1.3)
W=H on 7,

r=0:W =W, W=w,
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where A is a matrix of order N — 1. Under such conditions of compatibility, the
exact synchronization of system (1.2) of N equations is equivalent to the exact null
controllability of the reduced system (1.3) of N — 1 equations. Our study will be
based on two key points. We will first establish the exact null controllability of
system (1.3) via the boundary control H of N — 1 components. We next find some
conditions of compatibility on the coupling matrix A to guarantee the reduction of
system (1.2) to system (1.3).

There are many works on the exact controllability of hyperbolic systems by
means of boundary controls. Generally speaking, one needs N boundary controls
for the exact controllability of a system of N wave equations. In the case of less
controls, we can not realize the exact controllability in general (see [8]). However,
for smooth initial data, the exact controllability of two linear wave equations was
proved by means of only one boundary control (see [1, 11]). Li and Rao [9] intro-
duced the asymptotic controllability and established the equivalence between the
asymptotic controllability of the original system and the weak observability of the
dual system. Moreover, in [12], the optimal polynomial decay rate of energy of dis-
tributed systems with less boundary damping terms was studied by means of Riesz
basis approach.

The exact synchronization is another way to weaken the notion of exact null
controllability. In fact, instead of bringing all the states of system to zero, we only
need to steer the states of the system to the same, which is unknown a priori. In
terms of degree of freedom, we will use N — 1 boundary controls to realize the
exact synchronization for a system of N equations.

Now we briefly outline the contents of the paper. In Sect. 2, using a recent re-
sult on the observability of compactly perturbed systems of Mehrenberger [13], we
establish the exact null controllability for (1.3). In Sect. 3, we consider the exact
synchronization for the coupled system (1.2). We first give necessary conditions of
compatibility on the coupling matrix A for the exact synchronization. We next prove
that under these conditions of compatibility, the system (1.2) of N equations can be
exactly synchronized by means of N — 1 boundary controls. In Sect. 4, we general-
ize the notion of synchronization to the exact synchronization by groups. Section 5
is devoted to a mixed problem of synchronization and controllability. In Sect. 6,
we study the behaviors of the final synchronizable state for a system of two wave
equations.

2 Exact Controllability for a Coupled System of Wave Equations

Let £2 C R" be a bounded open set with smooth boundary I" of class C 2 letl =
I'1 U I be a partition of I', such that I"'| N I"g = @. Furthermore, we assume that
there exists an xo € R”, such that, by setting m = x — x¢, we have

(m,v) >0, Vxel, (m,v) <0, Vxely, (2.1)

where v is the unit outward normal vector, and (-, -) denotes the inner product in R”.
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Let
W=, .. w '=G,. "), AeMM®).

Consider the following mixed problem for a coupled system of wave equations:

W

W—AW—i—AW 0 in $2, (2.2)

W=0 on Iy, 2.3)

W=H onljy, 2.4
ow

f:O:W:W(), §:W1 (25)

If the coupling matrix A is symmetric and positively definite, the exact controlla-
bility of (2.2)—(2.5) follows easily from the classical results (see [4, 10]). In this
section, we will establish the exact controllability for any coupling matrix A. We
first establish the observability of the corresponding adjoint problem, and then the
exact controllability follows from the standard HUM method of Lions.

Now let

®=(¢p",..., "),

Consider the corresponding adjoint problem as follows:

3’® .

vy A<D+A @ =0 in$2, (2.6)

®=0 onl, 2.7
0D

l=0:@=¢0, ¥=®1 (28)

It is well-known that the above problem is well-posed in the space V x H.:
M M
V=(Hy(2)", H=(L*)". (2.9)
Moreover, we have the following direct and inverse inequalities.

Theorem 2.1 Let T > 0 be suitably large. Then there exist positive constants ¢
and C, such that for any given initial data (®gy, 1) € V X H, the solution @ to
(2.6)—(2.8) satisfies the following inequalities:

A

Before proving Theorem 2.1, we first give a uniqueness result.

dth (2.10)

dth <|l®oll}, + P13, < C
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Lemma 2.1 Let B be a square matrix of order M, and ® € H*(82) be a solution

to the following system:
AP =B® inS2.

Assume furthermore that

foke]

=0, — =0 only.
av
Then we have @ = 0.
Proof Let
bu 0 ... 0
B=pPBP ' = .,  &=rPo,
EM] EMZ “e EMM

@2.11)

(2.12)

where B is a lower triangular matrix of complex entries. Then (2.11)—(2.12) can be

reduced to
AP = Zl;:l Ekpg(p) in 2,
~ 5k
o =0, —a‘gv =0 on I
fork=1,..., M. In particular for k = 1, we have

ApD =DM in 2,

~ pO)
oV =0, % =0 onl/7.
Thanks to Carleman’s uniqueness result (see [3]), we get
G =o0.
Inserting (2.14) into the second set of (2.13) leads to

AFY—Bnf®  ine,

~ o)
@ =0, —3‘gv =0 onl7,

(2.13)

(2.14)

and we can repeat the same procedure. Thus, by a simple induction, we get succes-

sively that
dP =0, k=1,....,M.
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This yields that
$=0=d=0.

The proof is complete. O

Proof of Theorem 2.1 We rewrite (2.6)—(2.8) as

() DE) (G () (2)-+(0),

(2.15)

where I = I is the unit matrix of order M. It is easy to see that A is a skew-adjoint
operator with compact resolvent in V x #, and B is a compact operator in V x H.
Therefore, they generate respectively C° groups in the energy space V x H.
Following a recent perturbation result of Mehrenberger [13], in order to prove
(2.10) for a system of this kind, it is sufficient to check the following assertions:
(1) The direct and inverse inequalities

VA

hold for the solution & = § 4(t) (Do, @1) to the decoupled problem (2.6)—(2.8) with
A=0.

(ii) The system of root vectors of A + BB forms a Riesz basis of subspaces in
V x ‘H. That is to say, there exists a family of subspaces V; x H; (i > 1) composed
of root vectors of A + B3, such that for all x € V x H, there exists a unique x; €
V; x H; (i > 1), such that

dth (2.16)

4rd < 2ol + 913, < / /F
1

+o00o +00
2 2 2
x=Y xi, alxlP< )Y Ixl* <elxl?
i=1

i=1

where c1, ¢y are positive constants.
@1ii) If (@,¥) € V x H and A € C, such that

A+B)(@,¥)=A(DP,¥) and 38220 on Iy,
v

then (@, ¥) =0.

For simplification of notation, we will still denote by V x H the complex Hilbert
space corresponding to V x H.

Since the assertion (i) is well-known (see [9]), we only have to verify (ii) and

(iii).
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Verification of (ii). Let M,-2 > ( be an eigenvalue corresponding to an eigenvector
e; of —A with homogeneous Dirichlet boundary condition:

—Ae; = ,ul.ze,' in £2,
e =0 onl.
Let
Hi x Vi = {(aei, Bei) 1o, p € CM ).
Obviously, the subspaces H; x V; (i =1,2,...) are mutually orthogonal, and
HxV=EH x V. 2.17)
i>1

In particular, for any given x € H x V (i > 1), there exists an x; € H; x V; (i > 1),
such that

+00 +00
x=Y"x,  lxlP=) xR (2.18)
i=1 i=1

On the other hand, H; x V; is an invariant subspace of .A + I3 and of finite dimension
2M. Then, the restriction of 4 + B in the subspace H; x V; is a linear bounded
operator, and therefore, its root vectors constitute a basis in the finite dimensional
complex space H; x V;. This together with (2.17)—(2.18) implies that the system of
root vectors of A + 3 forms a Riesz basis of subspaces in H x V.

Verification of (iii). Let (@, ¥) € V x H and XA € C, such that

)]
A+ B)(D,¥)=A(D,¥) and aa—=0 onI7y.
v

Then we have
W=D, AD—A & =1¥,

namely,

AD =2 +AND inf,
=0 on [

(2.19)

It follows from the classic elliptic theory that @ € H?(£2). Moreover, we have

0P
— =0 onT. (2.20)
av
Then, applying Lemma 2.1 to (2.19)—(2.20), we get @ =0, then ¥ = 0. The proof
is then complete. g
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By a standard application of the HUM method, from Theorem 2.1 we get the
following result.

Theorem 2.2 There exists a positive constant T > 0, such that for any given initial
data

Woe (LX), wie(H (@)Y, 2.21)
there exist boundary control functions
H e (L*0,T; L2 ()", (2.22)

such that (2.2)—(2.5) admits a unique weak solution
0 2 M Al 0 1 M
W e (C°([0,T1; L7 (2))) ", = € (C°(l0,T1, H'(2)))",  (2.23)

satisfying the null final condition

aW
(=T:W=0, —=-=0. (2.24)

Remark 2.1 Note that we do not need any assumption on the coupling matrix A in
Theorem 2.2.

Remark 2.2 The same result on the controllability for a coupled system of
1-dimensional wave equations in the framework of classical solutions can be found
in [7, 14].

3 Exact Synchronization for a Coupled System of Wave
Equations
Let
U=@u®,...,u™T’  AeMV®).

Consider the following coupled system of wave equations with Dirichlet boundary
controls:

U AU+ AU =0 in$2 3.1
_— = mn s .
912

U=0 only, 3.2)

U=H onl}, (3.3)
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t=0:U =Uj, &:Ul, (3.4)
ot
According to the result given in the previous section, we have the exact null
controllability of the problem (3.1)—(3.4) by means of N boundary controls. If the
number of boundary controls is less than N, generally speaking, we can not realize
the exact controllability (see [7], for more general discussion).

Definition 3.1 Problem (3.1)-(3.4) is exactly synchronizable at the moment 7 >
0, if for any given initial data Uy € (L?(£2))" and U; € (H~'(£2))V, there exist
suitable boundary controls given by a part of H € (L2(0, +o00; L2(I')))N, such
that the solution U = U (¢, x) to (3.1)—(3.4) satisfies the following final condition:

[ZT:M(I)EMQ)E-“EM(N)ZZM, 3.5
where u = u(t, x) is called the synchronizable state.

Remark 3.1 1f problem (3.1)—(3.4) is exactly null controllable, then we have cer-
tainly the exact synchronization. This trivial situation should be excluded. There-
fore, in Definition 3.1, we should restrict ourselves to the case that the number of
the boundary controls is less than N, so that (3.1)-(3.4) can be assumed to be not
exactly null controllable.

Theorem 3.1 Assume that (3.1)—(3.4) is exactly synchronizable, but not exactly
null controllable. Then the coupling matrix A = (a;;) should satisfy the following
conditions of compatibility:

N
> ap:=d, k=1.....N, (3.6)
p=1

where d is a constant independent of k =1, ..., N.

Proof By synchronization, there exists a T > 0 and a scalar function u, such that
u®@, x)y=u@t,x), t>T, k=1,2,...,N.
Then for ¢ > T, we have
92u N
5~ dut (Zak,,)u=o in2, k=1,2,...,N.
p=1
In particular, we have

N N
t>T: (Zak,,>u= (Za,p>u in2,k,l=1,...,N.

p=1 p=1
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By the non-exact null controllability, there exists at least an initial datum (Uy, Uj)
for which the corresponding solution U, or equivalently «, does not identically van-
ish for t > T', whatever boundary controls H are chosen. This yields the conditions
of compatibility (3.6). The proof is completed. g

Theorem 3.2 Assume that the conditions of compatibility (3.6) hold. Then the
problem (3.1)—(3.4) is exactly synchronizable by means of some boundary controls
H with compact support on [0, T] and h'V = 0.

Proof Let
w® =D _ @ =1 N—1. (3.7)

We will transform the problem (3.1)-(3.4) to a reduced problem on the variable
W=D, ..., wN"D)T By (3.1), we get

N
—AwD + > (aip1,p —aipu? =0, i=1.. N-1. (3.8)
p=1

92w®
912

Noting (3.7), we have

i—1
W =3 w 4 =1 N,
j=1

Then a direct computation gives

N
Z(ai+l,p - aip)u@)

p=1

N p—l .
p=l1 j=1

=

p—1 N
Z(Cll-i-l p alp) Z w(]) + Z(al+l p— atp)”( ).
Jj=1 p=1

p=l1

Because of (3.6), the last term vanishes, and then it follows from (3.8) that

32 (i)
8“’ <:)+Za wd =0, i=1,...,N—1, (3.9)
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where

N J
@ij= Y (@s1p—ap) =Y (@p—aiy1p). i j=1....N—1 (3.10)
p=j+1 p=1

Correspondingly, for the variable W, we set the new initial data as

w(()')—ugH) u(()'), (1)—145’“) u%’), i=1,...,N—1, (3.11

and the new boundary controls as
RO G+ _p o i N1 (3.12)

Noting (3.9)—(3.12), the new variable W satisfies the reduced problem (2.2)—
(2.5) (in which M = N — 1). Then, by Theorem 2.2, there exist boundary controls
He L2(0 T; L2(F1))N I such that the corresponding solution W = W (¢, x) to
the reduced problem (2.2)—(2.5) satisfies the null final condition. Moreover, taking
H=0fort>T,itis easy to see that

t>T:w?=0, i=1,...,N—1. (3.13)

In order to determine 1) (i =1, ..., N) from (3.12), setting 1) =0, we get

i
R =70 4O =3V =1, N1 (3.14)
j=1
which leads to H = 0 for ¢ > T. Once the controls 4 (i=1,...,N) are chosen,

we solve the original problem (3.1)—(3.4) to get a solution U = U (¢, x). Clearly, the
exact synchronization condition (3.5) holds for the solution U. Moreover, from the
expression (3.14), we see that KD =0 and H are with compact support on [0, T'],
since H are with compact support on [0, T']. The proof is complete. d

Remark 3.2 In Definition 3.1, the synchronization condition (3.5) should be re-
quired for all > T'. In fact, assuming that (3.5) is realized only at some moment
T > 0, if we set hereafter H =0 for ¢t > T, then the corresponding solution does
not satisfy automatically the synchronization condition (3.5) for ¢t > T. This is dif-
ferent from the exact null controllability, where the solution vanishes with H =0
for t > T'. To illustrate it, let us consider the following system:

Pu_Ay=0 ingQ,

at2

v _Av=u ing2,
dl (3.13)
u=0 onl,

v=nh onl.
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Since the first equation is separated from the second one, for any given initial data
(ug, u1), we can first find a solution u. Once u is determined, we look for a boundary
control &, such that the solution v to the second equation satisfies the final synchro-
nization conditions

t=T:v=u, 8_v=8_u (3.16)
atr ot

If we set h =0 for t > T, generally speaking, we can not get v=u fort > T. So,
in order to keep the synchronization for ¢t > 7', we have to maintain the boundary
control 4 in action for ¢ > T. However, for the sake of applications, it is more in-
teresting to get the exact synchronization by some boundary controls with compact
support. Theorems 3.1 and 3.2 guarantee that this can be realized if the coupling

matrix A satisfies the conditions of compatibility (3.6).

Remark 3.3 In the reduction of the problem (3.1)-(3.4), we have taken w® =
wG+D — ) with w(()i) = ugH) — u(()i) and w?) = MY—H) — ugi) fori=1,...,N—1,
but it is only a possible choice for proving Theorem 3.2. Since the boundary con-
trols E(l) i=1,...,N — 1) for the exact controllability of the reduced problem
depend on the initial data (w{’, w\”’) (i =1,..., N — 1), we should find a suit-
able permutation o of {1,2,..., N}, such that, setting w® = @+ — 4@ for
i=1,..., N—1,the corresponding initial data (w(()i), wii)) (i=1,...,N—1)have
the smallest energy. On the other hand, in the resolution of (3.12), we have chosen
hM =0 as a possible choice. A good strategy consists in finding some o, such that,
by setting 40) = 0, the final state u has the smallest energy. These problems would
be very interesting.

Theorem 3.3 Assume that the conditions of compatibility (3.6) hold. Then the set
of the values (u, u;) at the moment t = T of the synchronizable state u = (t, x) is
actually the whole space L*($2) x H~Y(2) as the initial data Uy and U, vary in
the space (L*(£2))N x (H~'(2))V.

Proof For t > T, the synchronizable state u = u(z, x) defined by (3.5) satisfies the
following wave equation with homogenous Dirichlet boundary condition:

?;—Z—Au+5u=0 in £2,
! (3.17)
u=>0 on [,

where @ is given by (3.6). Hence, the evolution of the synchronizable state u =
u(t, x) with respect to ¢ is completely determined by the values of (u, u;) at the

moment t =T:

t=T:u=1uy, u;=muj. (3.18)
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Now for any given (ug, 1) € L?(£2) x H ' (£2), by solving the backward prob-
lem (3.17)—(3.18) on the time interval [0, T'], we get the corresponding solution
u = u(t, x) with its value (u, u;) at t =0,

t=0:u=ug, ur=uj. (3.19)
Then, under the conditions of compatibility (3.6), the function
Ut,x)= (..., u)"(t,x) (3.20)
is the solution to (3.1)—(3.3) with the null control H = 0 and the initial condition
t=0:U=Uy= (ug,uo...,u0)", U =Ui=@i,uy...,uj’. (3.21)

Therefore, from the initial condition (3.21), by solving (3.1)—(3.3) with null bound-
ary controls, we can reach any given synchronizable state (i1p,%]) at the moment
t = T. This fact shows that any given state (i1g, %1) € L>(£2) x H~'(£2) can be
expected to be a synchronizable state. Consequently, the set of the values (g, u1)
of the synchronizable state u = (z, x) is actually the whole space L?(£2) x H~'(£2)
as the initial data Uy and U vary in the space (L2(£2))N x (H~'(£2))V. The proof
is complete. O

Definition 3.2 Problem (3.1)—(3.4) is exactly anti-synchronizable at the moment
T > 0, if for any given initial data Uy € (L*(£2))" and U; € (H~'(£2))", there
exist suitable boundary controls given by a part of H € (L%(0, +00; L2(I))Y,
such that the solution U = U (¢, x) to (3.1)—(3.4) satisfies the final condition

t>T:uWV=...=ym=_—ym+tD = ... = V) (3.22)

Theorem 3.4 Assume that (3.1)—(3.4) is exactly anti-synchronizable, but not ex-
actly null controllable. Then the coupling matrix A = (a;j) should satisfy the fol-
lowing conditions of compatibility:

S ay —ZN: ar, =d, k=1,...,m,
{ p=1"kp p=m-+1“kp (3.23)

> 1 Akp —ZgzmHakp:—Ei, k=m+1,...,N,
where d is a constant independent of k=1, ..., N.
Inversely, assume that the conditions of compatibility (3.23) hold, and then (3.1)—

(3.4) is exactly anti-synchronizable by means of some boundary controls H with
compact support and h™V = 0.

Proof Let us define



308 T. Li and B. Rao

and

ajj, 1<i,j<morm—+1<i,j<N,

G =
Y \ag, 1<i<smom4+1<j<Norm+1<i<N,1<j<m.

Then U = @V, ..., a7 satisfies (3.1)~(3.4) with the coupling matrix A = (@;;)
instead of A. By Theorems 3.1 and 3.2, we obtain that

m N
Y ap,+ Y ap=a. k=12,...N (3.24)
p=1 p=m+1

are necessary and sufficient for the exact synchronization of U by means of N — 1
boundary controls with compact support. Using the definition of the coefficients @,
we see that (3.24) is precisely (3.23). The proof is complete. 0

4 Exact Synchronization by Groups

In this section, we will study the exact synchronization by groups. Roughly speak-
ing, let us rearrange the components of U, for example, in two groups, and we look
for some boundary controls H, such that @D, u™yand @™t u™)y are
independently synchronized.

Definition 4.1 Problem (3.1)—(3.4) is exactly synchronizable by 2-groups at the
moment T > 0, if for any given initial data Uy € (L?(£2))" and U; € (H~1(2))V,
there exist suitable boundary controls given by a part of H € (L?(0, 00; L2 ()N,
such that the solution U = U (¢, x) to (3.1)—(3.4) satisfies the final condition

ull =...=um =y,
t>T: 4.1)
WD = = )y

and U = (u,v)T is called to be the synchronizable state by 2-groups.

Our object is to realize the exact synchronization by 2-groups by means of N —2
boundary controls. Of course, generally speaking, we can divide the components of
U into p groups, and consider the exact synchronization by p-groups. Here we focus
our attention only on two groups, but the results obtained in this section can be easily
extended to the general case. On the other hand, it is clear that any given exactly
synchronizable system is exactly synchronizable by 2-groups. In what follows, we
study only the case that the problem is independently synchronizable by 2-groups,
and thus the linear independence of components of the synchronizable state (i, v)T
excludes the exact synchronization of (3.1)—(3.4).
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Theorem 4.1 Assume that (3.1)—(3.4) is exactly synchronizable by 2-groups. Fur-
thermore, assume that at least for some initial data Uy and Uy, the synchronizable
states u and v are linearly independent. Then the coupling matrix A = (a;;) should
satisfy the following conditions of compatibility:

m m N N
D=2 ap, 2 oap= ) ap 42)
p=1 p=l1

p=m+1 p=m+1
fork,l=1,....mandk,l=m+1,..., N, respectively.
Proof Since (3.1)—(3.4) is exactly synchronizable by 2-groups, for any given initial
data Uy and Uy, there exists a boundary control H, such that (4.1) holds. It follows
that for ¢t > T, we have
2 .
St — Aut (0 ap)u+ (i akp)v =0 in 2, k=1,....m,
2 .
&t —Av+ (O agpu+ (N ap)v=0 inQ2, k=m+1,....N.

Therefore, we have

N

m m N
tzT:(Zakp—Zalp)u—i-( Z Qkp — Z alp)vzo in 2 (4.3)
p=1 p=1

p=m+1 p=m+1

fork,l=1,...,m and k,l =m +1,..., N, respectively. Since at least for some
initial data Ug and Uy, the synchronizable states u and v are linearly independent,
(4.2) follows directly from (4.3). O

Theorem 4.2 Assume that the conditions of compatibility (4.2) hold. Then (3.1)—
(3.4) is exactly synchronizable by 2-groups by means of some boundary controls H
with compact support and 'V = h"+D =0,

Proof Let
w) =y U+ 3y () ji=1...,m—1, )
w =4+ U = N =2 '
Then we have
; i—1 .
u =377 w® 4y, ji=1,...,m, “3)
u® =372 @ Ly D = 1, N,

By (3.1), it is easy to see that for | <i < N — 2, we have

N
— Aw' + Z(aH_l,p — aip)u(p) =0.
p=1

52
at?
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By a direct computation, noting (4.2), we have

N
> (@iv1p —aip)u'?
p=1
m
Z(at+1 p _alp)u(p) + Z (al+1 p _azp)u )
p=1 p=m+1
m p—1
=Y (@it1,p a,,,)(Z w® +u<1>)
p=1 s=1
+ Z (@is1.p — a,p)(2w<v>+u(m+n>
p=m+1

(a!+1 p — Qip) Z w® + Z (@it+1,p — aip) Z w

p=m+1

m N
+ Y @irip—aipu® + Y @iy —apu™t

I
I Ms

p=1 p=m-+1
m—1 m N-2 N
“Y Y - apu® + YD @y — apu.
s=1 p=s+1 S=m p=s+2
Then
92w® LNz
_ @) = an(s) — ; _
o~ Aw + > a@uw=0, 1<i<N-2, (4.6)
s=1
where
_ Y psi1(@ivip—aip), 1<i<N-=2,1<s<m-—1, @7
s — .
i@ty —ap), 1<i<N-2 m<s<N-2.
Corresponding to (4.4), for the variable W = w®, ..., w(N_z))T, we put
G+ _ () - _
) _ ht h'J), j=1,....,m—1, “8)
RU+D _pU+D | j=m, . N -2, '
and set the new initial data as follows:
G+ @) .
(]) 0 —wy', j=1,...,m—1, 49)
0 - . .
w(()'/+2) —w(()"+l), j=m,...,N =2,
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G+ () . _
ng): w; w, j=1...,m—1, “.10)
wiﬁz)—wiﬁ_l), j=m,...,N —2.

Noting (4.6)—-(4.10), we get again a reduced problem (2.2)—(2.5) on the new vari-
able W with N — 2 components. By Theorem 2.2 (in which M = N — 2), there exist
boundary controls He (L2(0, T; L2(F1)))N_2, such that the solution W = W (z, x)
to the reduced problem (2.2)—(2.5) satisfies the null final condition. Moreover, tak-
ing H =0 for ¢t > T, we have

t>T: w0, x)=0, i=1,...,N—2. (4.11)
In order to determine 2®) (i =1, ..., N) from (4.8), setting
WD =pm+D =, (4.12)
we get

h(i+1)=23~=1ﬁm’ i=1,....m—1,

" =) (4.13)
11— .

ROTD =3 R, i=m4 1, N1,
which leads to H =0 for ¢ > T. Once the controls i (i=1,...,N) are cho-
sen, we solve the original problem (3.1)—(3.4) to get a solution U = U (¢, x), which
clearly satisfies the final condition (4.1). Thus the proof is complete. g

Theorem 4.3 Assume that the conditions of compatibility (4.2) hold. Then the set
of the values (u, v, uy, v;) of the synchronizable state (u,v) = (u(t,x), v(t,x)) of
(3.1)—(3.4) is actually the whole space (Lz(.Q))2 x (H™Y(§2))? as the initial data
Uy and Uy vary in the space (L22)Y x (H Y Q). In particular, there exist
initial data (Uy, Uy) and boundary controls H with compact support and h'") =
R+ =0, such that the synchronizable states by 2-groups u and v of the problem
(3.1)—~(3.4) are linearly independent.

Proof Let A= (a; ) be the 2 x 2 matrix with the entries

~ ~ N
an=y"_1akp, AQ12= p i1 kp, k=1,....m,
! p=1%kp p=m+1“kp (4.14)

~ m ~ N
a21:Zp:1ak,,, a2222p2”1+1akp, k=m+1,...,N.

For t > T, the synchronizable state by 2-groups U= (u,v)T defined by (4.1) satis-
fies the following coupled system of wave equations:

3 ~ ~ o~

WU—AU+AU=O in 2 (4.15)

with the homogeneous boundary condition

U=0 onT. (4.16)
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Thus, the evolution of U=0 (t, x) with respect to ¢ is completely determined by
the value of (U, U;) at the time 7 = T'. In a way similar to that of Theorem 3.3, we
get that the set of values (U, U;) at the moment 7 = 7' of the synchronizable state
by 2-groups U = (u, v)T is actually the whole space (L2(£2))% x (H~Y(£2))2. The
proof is complete. g

Remark 4.1 Under the condition that, at least for some initial data Uy and Uy, the
synchronizable states u and v are linearly independent, we have shown that the con-
ditions of compatibility (4.2) are necessary and sufficient for the synchronization
by 2-groups of the problem (3.1)—(3.4). These conditions are still sufficient for the
synchronization by 2-groups of the problem (3.1)—(3.4) without the linear indepen-
dence of u and v. But we do not know if they are also necessary in that case. This
seems to be an open problem to our knowledge.

5 Exact Null Controllability and Synchronization by Groups

In general, a system of N wave equations is not exactly controllable by means of
less N boundary controls (see [7, 10]). By Theorem 3.2, (3.1)—(3.4) is exactly syn-
chronizable by means of N — 1 boundary controls. These results are quite logical
from the viewpoint of the degree of freedom system and the number of controls.
It suggests us to consider the partial controllability for a system of N equations
by means of less boundary controls. Since this is still an open problem in the gen-
eral situation, we would like to weaken our request by asking if it is possible or
not, based on the idea of synchronization, to realize the exact null controllability of
N — 2 components of the solution to a system of N equations by means of N — 1
boundary controls. This is the goal of this section, in which we will discuss this
problem in a more general situation.

Definition 5.1 Problem (3.1)—(3.4) is exactly null controllable and synchronizable
by 2-groups at the moment T > 0, if for any given initial data Uy € (L*(£2))" and
U €(H -1 (£2))V, there exist suitable boundary controls given by a part of H €
(L2%(0, +00; L2(I')))V, such that the solution U = U (¢, x) to (3.1)—(3.4) satisfies
the final condition

t>T:uV=...=24M=0, u"V=...=2,M .=y, (5.1)
and u = u(t, x) is called the partially synchronizable state.

Theorem 5.1 Assume that the problem (3.1)—(3.4) is exactly null controllable and
synchronizable by 2-groups, but not exactly null controllable. Then the coupling
matrix A = (a;;) should satisfy the following conditions of compatibility:

N
Zp:m+1akp=0, k=1,...,m,

" . (5.2)
Zp:m—i—l Akp = Zp:m-i—l aip, k’ I=m + 1’ cee N.
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Proof By the exact null controllability and synchronization by 2-groups, there exist
a T > 0 and a scalar function u, such that

u® @, x)=0, k=1,...,m,

t > :
u(k)(t,x)zu(t,x), k=m+1,...,N.

Then for t > T, we have

(N1 @kp)t =0 in 2, k=1,....m,

2 .
S — Au+ (N @p)u=0 in 2, k=m+1,...N.
Since the problem is not exactly null controllable, we may assume that u % 0 and
this yields the conditions of compatibility (5.2). g

Theorem 5.2 Assume that the conditions of compatibility (5.2) hold. Then the
problem (3.1)—(3.4) is exactly null controllable and synchronizable by 2-groups

by means of some boundary controls H with compact support on [0,T] and
Rt =0,

Proof Let
wl) = (), j=1,...,m,
. ' . (5.3)
w =y U+D D j=m4+1,...,N—1.
We have
j—1
WD = 5" w® gy 1N, (5.4)
s=m+1

Then the first m equations of (3.1) become

92w S Al
52 —Aw(’)+Zail,w(1’)+ Z ai,,u(l”:o, i=1,...,m.
! p=1 p=m+1

Using (5.4) and the first condition in (5.2), we have

N N p—1 N
Y oauP= 3 % aipw<s)+< > aip)u(m-H)
p=m+1 p=m+1s=m+1 p=m+1

N-1 N
= Z Z ai‘gw(p).

p=m+1s=p+1
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Then
82 @) ) N-—1
= 2w 4 Y a@u” =0, 1<izm, (5.5)
t o
where
_ aip, I<i<m,1<p=<m,
aip = N . (5.6)
D ptibis, 1<i<m,m+1<p<N-1

Next, by (3.1) and noting the first part of (5.3), form + 1 <i < N — 1, we have

azw(,’) ) m N
o = w4y ey —apw? 4 Y @iy —aip)u” =0.
p=1 p=m+1

By a direct computation, noting the second condition in (5.2), we have

N
Y (@i p —aipu?
p=m+1

N p—1
=y, (ai+1,p—dip)( > w(s)+u(”’+”>

p=m+1 s=m—+1

N p—1 N
= Z (@it+1,p — aip) Z w® + Z (ait1.p — aip)u™*h

p=m-+1 s=m+1 p=m+1
N-1 N
= D D @y p—apw®.
s=m+1 p=s+1
Then
92w® ; N_l_ .
Py —AawD 4+ Y @,w? =0, m+1<i<N-I, (5.7)
p=1
where
_ ai+1,p — Qip, m+1<i<N-1,1<p<m,
aip = (5.8)

Y @ips—ai), m+1<i<N—1 m+1<p<N-1
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Corresponding to (5.3), for the variable W = D, w™ T we put
o [r?, 1<i<m,
h = . ‘ 5.9
REFD —p@ 1 <i<N -1,

and set the new initial data as follows:

(i) .
; uy’s 1<i<m,
w(()):{ (+) @ : (5.10)
ug —uy’, m+1<i<N-—-1,
@) u(ll), 1<i<m,
YN a0 : .11)
uy —u;’, m+1<i<N-—-1.

Noting (5.5), (5.7) and (5.10)—(5.11), we get again a reduced problem (2.2)—
(2.5) on the new variable W with N — 1 components. By Theorem 2.2 (in which
M = N — 1), there exist controls H € (L2(0, T; L>(I'})))N =1, such that the solution
W = W(t, x) to the reduced problem (2.2)—(2.5) satisfies the null final condition.
Moreover, taking ‘H=0fort> T, we have

t>T: w9, x)=0, i=1,....,N—1. (5.12)

In order to determine /) (i =1, ..., N) from (5.9), setting h™"+1 =0, we get

RO =7® i=1,....m,

(5.13)

h<i+1)=z;:m+1_(j)’ i=m+1,...,N—1,

which leads to H =0 for t > T. Once the controls h() (i=1,...,N) are cho-
sen, we solve the original problem (3.1)-(3.4) to get a solution U = U(t, x), which
clearly satisfies the final condition (5.1). Then the proof is complete. d
Remark 5.1 Let

N
Z akp:aa k:m+1,...,N, (5'14)
p=m+1

where @ is a constant independent of k =m + 1, ..., N (see (5.2)). For t > T, the

partially synchronizable state u = u(t, x) satisfies the following wave equation:
Pu_ Yau=0 in® (5.15)
— —Au+au=0 in .
a2

with the homogeneous boundary condition

u=0 onl. (5.16)
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Hence the evolution of u = u(t, x) with respect to ¢ can be completely determined
by its initial values (u,u;) at the moment t = 7. Moreover, in a way similar to
that of Theorem 3.3, the set of values (u, u;) at the moment ¢t = T of the partially
synchronizable state u is actually the whole space L%(£2) x H~'(£2) as the initial
values Uyp and Uj vary in the space (LE22)N x (H L)V,

Remark 5.2 Taking m = N —2 in Theorem 5.2, under the corresponding conditions
of compatibility, we can use N — 1 (instead of N — 2!) boundary controls to realize
the exact null controllability for N — 2 state variables in U.

6 Approximation of the Final State for a System of Vibrating
Strings

Once the exact synchronization is realized at the moment 7', the final state u =
u(t, x) for t > T will be governed by a corresponding wave equation with homoge-
neous Dirichlet boundary condition (see also (3.17))

PuAu+Gu=0 in2,
' 6.1)
u=>0 on I,

where the constant @ is given by (3.6). However, for lack of the value of the final
state at the moment 7', we do not know how the final state u# will evolve henceforth.
The goal of this section is to give an approximation of the final state u = u(¢, x) for
t > T for a coupled system of vibrating strings with a perturbation of a synchroniz-
able state as the initial data.

Let 0 < a < 1. Consider the following 1-dimensional problem:

U — U —av=0, O0<x<m,

V' — vy —au =0, O0<x<m,

u(t,0)=u(,m)=0, (6.2)
v(t,0) =0, v(t,m) =h(t),
t=0:(u,v)=(uo,vo), (s, vr)=uy,vy).

Using the spectral analysis as in [8], we can prove that (6.2) is asymptotically
controllable, but not exactly controllable. By Theorem 3.2, this problem is exactly
synchronizable by means of boundary control /. More precisely, by setting

y=v—u, (6.3)
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for T > 2m, there exists a boundary control 4 € L?(0, T), which realizes the exact
null controllability at the moment T for the following reduced problem:

' =y +ay=0, O<x<m,
y(t,0) =0, y(t, ) = h(t), (6.4)

t=0:y=v9g—ug, y =v—uj.

Moreover, by the HUM method (see [9]) or the moment method (see [6]), there
exists a positive constant C > 0, such that

70l 20,7y < Cll(vo — wo, vi —u) L2007y H-1(0.7)- (6.5)

In what follows, we will give an expression of the final state u = v of the problem
(6.2) for t > T. To this end, setting

w=u-+v, wo = ug + vo, w) =uy + vy, (6.6)
we consider the following anti-synchronization problem:

w' —wy —aw=0, 0<x<m,
w(t,0)=0, w(t,m)=h(), 6.7)

t=0:w=uwyp, w' =w;.

Assume that wy € L%(0, ) and w; € H~1(0, 7), whose coefficients a? and

b(} (j > 1) on the orthonormal basis (\/gsin(jx))jZl in L2(0, ) and (\/g] X
sin(jx)) i1 in H~1(0, ) are respectively given by

a? = \/2/77 wo(x) sin(jx)dx, jb? = \/z/n wi(x)sin(jx)dx.  (6.8)
7 Jo 7 Jo

Correspondingly, for any given ¢ > T, the coefficients a;(¢) and b;(t) (j > 1)
of the final state u(¢, x) and u’(¢, x) on the orthonormal basis (\/g sin(jx))j>1 in

L%(0, ) and (\/g] sin(jx))jZl in H~1(0, ) are respectively given by
2 (" 2 ("
aj(t):\/j/ u(t, x)sin(jx)dx, jbj(t)z\/j/ u'(t, x) sin(jx)dx.
7 Jo 7 Jo
(6.9)

Now let u; = v j% —a (j > 1). Multiplying the equation in (6.7) by sin(j js) X
sin(jx) and integrating with respect to s and x on [0, 7] x [0, 7], by integration by
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parts, we get

t t

|:/n w'(s, x) sin(ujs) sin(jx)dxi| — [Mj /ﬂ w(s, x)cos(ujs) sin(jx)dx]
0 0

0 0

T T

t t
_ |:/ wy (s, x)sin(w js) sin(jx)dsi| + [j / w(s, x) sin(i s) Cos(jx)dsi|
0 0

0 0

b4 t
+(—u§+j2—a)f / w(s, x) sin(u js) sin(jx)dsdx = 0.
0 0
It follows that

sin(,ujt)/ w' (¢, x) sin(jx)dx — cos(ujt)/ w(t, x) sin(jx)dx
0 0

b4 . t
+uj / wo (x) sin(jx)dx + (—l)fj/ h(s)sin(u js)ds =0. (6.10)
0 0
Noting that w(z, x) = 2u(¢, x) and w’(¢, x) = 2u’ (¢, x) for t > T, by (6.9), we have

/n w(t, x)sin(jx)dx = 2/” u(t, x)sin(jx)dx = v2ma; (1), (6.11)
0 0

[ﬂ w'(t, x)sin(jx)dx = Z/N u'(t, x)sin(jx)dx = \/Ejbj @). (6.12)
0 0

Inserting (6.12)—(6.11) into (6.10) and noting (6.8), we get

1 1t
aj(t)pjcos(u;t) — jbj(t)sin(ut) = E,uja? + (=17 E/O h(s)sin(u js)ds.
(6.13)

Similarly, multiplying the equation in (6.7) by cos(us)sin(jx) and integrating
with respect to s and x on [0, 7] x [0, ], by integration by parts, we get

t t

|:/ﬂ w'(s, x) cos(iLjs) sin(jx)dx} + I:/Lj /ﬂ w(s, x)sin(u ;s) sin(jx)dx]
0 0

0 0

/g b/

t t
— |:/ wy (s, X) cos(,ujs)sin(jx)ds} + [1/ w(s,x)cos(ujs)cos(jx)ds:|
0 0

0 0

g t
+(—uj +j° —a)/ / w(s, x) cos(u;s) sin(jx)dsdx = 0.
0 0
It follows that

cos(i jt) /n w'(t, x) sin(jx)dx + wjsin(i t) /ﬂ w(t, x)sin(jx)dx
0 0



Exact Synchronization for a Coupled System of Wave Equations 319

t

— / w1 (x) sin(jx)dx + (—l)jjf h(s)cos(u;s)ds =0. (6.14)
0 0

Then noting (6.12)—(6.11) and (6.8), we get

1 N
aj(t)pjsin(u t) + jbj(t)cos(ujt) = Ejb(]? —(=17/j E/o h(s)cos(ujs)ds.
(6.15)

It follows from (6.13) and (6.15) that

a’ 1)+ jb%sin(u it
aj(t)zll]aj cos(pjt) + jbj sin(u 1) _])] Jj |1 /h(s)sm (s — D]ds,

20
' (6.16)
0 210
—pja;sin(u;t) 4+ jbs cos(ujt) (1 ot
bj(t) = — ’2], / d —(—1)/,/§/0 h(s)cos[pu (s — 1)]ds.
(6.17)

Now assume that (vg, v1) is a small perturbation of (uq, u1), so that by (6.5), the
optimal control / is small in L2(0, T'). Then

~ u]a COS(MJI)-’,-jbO sin(ujt)

~ —Mj a sin M +] COS M
E]([) J 12] J

provide an approximation of the coefficients a;(t) and b;(t), respectively. Indeed,
let

+o00 +00
(e, x) =Y @;(t)sin(jx), W'(t,.x)=_ jb;j(t)sin(jx). (6.19)
j=1 j=l

(&1, u") would be a good approximation of the final state (u,u”) for ¢ > T. In fact,
we have the following result.

Theorem 6.1 Let T > 2. Assume that
(o, u1) € L*(0,m) x H'(0,7), (v, v1) € L*(0, ) x H~'(0, 7). (6.20)
Then for all t > T, we have
|,y =), w'@) =i @) L2(0.7)x H=(0,7)

< C|l(vo — uo, v1 —ul)”LZ(O,n)XHfl(o,ﬂ)« (6.21)
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Proof Define
t t
sj(t)=/ h(s)sin[u (s — 1)]ds, cj(t)=/ h(s)cos[uj(s —1)]ds. (6.22)
0 0

Noting that the reals {x;};>1 are distinct, and for all j > 1, we have the following
gap condition:

2j+1 - 2j+1 - 3 0
Hj+1 — j= = =z > U,
A —a /P —a 2/ r )2 —a 2VA—a
(6.23)
where the last inequality is due to the growth of the function x — ﬁ

(x > 0). Then for any fixed t > T, the system {sin[i; (s — )], cos[u j (s — )]} jen is
a Riesz sequence in L*(0, T). Consequently, there exists a positive constant C > 0
independent of ¢, such that the following Bessel’s inequality holds for all # > T (see
[5, 15]):

+o00
Y (i OF +1e;OP) < ClAl g ) < CIl0 = 0, v1 = 413 202y -1 00y
j=1

(6.24)

where the last inequality is due to (6.5). Then, it follows from (6.16)—(6.17) that

+o00
> (laj@) =a;0F +1b; ) = b))
j=1
+o0
<CY (IsiOP +1e;P) = Cllwo = uo, vi = uD 320 0 1-10.0y 6:25)
j=1
which yields (6.21). The proof is complete. O

Remark 6.1 Let (vg, v1) be a perturbation of (uq, u1). Then the norm of their differ-
ence [|(vo — uo, vi — u)ll2(0,7x)xH-1(0,7) 1S @ small quantity, so that (6.21) shows
that (i, u’) is indeed a good approximation of the final state (u, u"). Furthermore,
noting that ML, ~ 1 for j large enough, we have

- ~ 1
@O + 155 (0 ~ 7 (151 +165P). (6.26)

Noting that a? (j = 1) are the coefficients of wo = ug + vo in L?(0, ) and
b? (j = 1) are the coefficients of w; = u; 4 v; in H_l(O,JT), (6.26) shows that

the approximate final state (i, ') has the same norm as that of the average of the
initial data for high frequencies.
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Mixing Monte-Carlo and Partial Differential
Equations for Pricing Options

Tobias Lipp, Grégoire Loeper, and Olivier Pironneau

Abstract There is a need for very fast option pricers when the financial objects are
modeled by complex systems of stochastic differential equations. Here the authors
investigate option pricers based on mixed Monte-Carlo partial differential solvers
for stochastic volatility models such as Heston’s. It is found that orders of magni-
tude in speed are gained on full Monte-Carlo algorithms by solving all equations
but one by a Monte-Carlo method, and pricing the underlying asset by a partial
differential equation with random coefficients, derived by Itd calculus. This strat-
egy is investigated for vanilla options, barrier options and American options with
stochastic volatilities and jumps optionally.

Keywords Monte-Carlo - Partial differential equations - Heston model - Financial
mathematics - Option pricing

Mathematics Subject Classification 91B28 - 65060 - 82B31

1 Introduction

Since the pioneering work has been achieved by Phelim Boyle [6], Monte-Carlo
(or MC for short) methods introduced and shaped financial mathematics as barely
any other method can compare. They are often appreciated for their flexibility and
applicability in high dimensions, although they bear as well a number of drawbacks:
error terms are probabilistic and a high level of accuracy can be computationally
burdensome to achieve. In low dimensions, deterministic methods as quadrature and
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quadrature based methods are strong competitors. They allow deterministic error
estimations and give precise results.

We propose several methods for pricing basket options in a Black-Scholes frame-
work. The methods are based on a combination of Monte-Carlo, quadrature and par-
tial differential equations (or PDE for short) methods. The key idea was studied by
two of the authors a few years ago in [14], and it tries to uncouple the underlying
system of stochastic differential equations (or SDE for short), and then applies the
last-mentioned methods appropriately.

In Sect. 2, we begin with a numerical assessment on the use of Monte-Carlo
methods to generate boundary conditions for stochastic volatility models, but this is
a side remark independent of what follows.

The way of mixing MC and PDE for stochastic volatility models is formulated
in Sect. 3. A numerical evaluation of the method is made by using closed form solu-
tions to the PDE. In Sects. 6 and 4, the method is extended to the case of American
options and to the case where the underlying asset is modeled with jump-diffusion
processes.

In Sect. 5, a method reducing the number of samples is given based on the smooth
dependence of the option price on the volatility.

Finally, in Sect. 7, the strategy is extended to multidimensional problems like
basket options, and numerical results are also given.

Moreover, some related results can be found in [5, 8, 9, 16-18].

2 Monte-Carlo Algorithm to Generate Boundary Conditions
for the PDE

The diffusion process that we have chosen for our examples is the Heston stochastic
volatility model (see [12]). Under a risk neutral probability, the risky asset S; and
the volatility o; follow the diffusion process

ds, = S (rdt + o, dW}'), 2.1)
dv, = k(0 — v,)dr + 8/v,dW2, (2.2)

and the put option price is given by
P=e"TDE[(K — ST)TIS;, vi]. (2.3)

where v, = a,z, I[-E(dW[1 -dW,z) = pdt, E(-) is the expectation with respect to the risk
neutral measure, and r is the interest rate on a risk less commodity.

The pair (W!, W?) is a two-dimensional correlated Brownian motion, with the
correlation between the two components being equal to p. As it is usually observed
in equity option markets, options with low strikes have an implied volatility higher
than that of options at the money or with high strikes, and it is known as the smile.
This phenomenon can be reproduced in the model by choosing a negative value
of p.



Mixing Monte-Carlo and Partial Differential Equations for Pricing Options 325

The time is discretized into N steps of length §¢. Denoting by T the maturity of
the option, we have T = N§¢. Full Monte-Carlo simulation (see [10]) consists in a
time loop starting at Sy, vo = crg of

Vit1 = Vi + k(0 — v))8t + 0;v/85t NG 18 with 07 = /vy (2.4)
Siv1 = Si(1+rdt +0iv/61 (N 1o+ NE /1 = p2)). 2.5)

where N({ 1 (j = 1,2) are realizations of two independent normal Gaussian vari-

ables. Then set Py = e;f Y (K —S%HT, where {SI’(’,}M | are M realizations of Sy .

The method is slow, and at least 300000 samples a’;le necessary for a precision of
0.1 %. Of course acceleration methods exist (quasi-Monte-Carlo, multi-level Monte-
Carlo etc.), but alternatively, we can use the PDE derived by It6 calculus for u# below
and set Py = u(Sop, vg, T).

If the return to volatility is O (i.e., zero risk premium on the volatility (see [1])),
then u(S, y, 7) is given by

y$? Ay
0ru — Tagsu — pASydgyu — Tayyu —7rSosu — k(@ — y)oyu +ru =0,

u(S,y,00=(K —-9".
(2.6)

Now instead of integrating (2.6) on R x RT x (0, T), let us integrate it on £2 x
(0,T), 2 C RT x RT, and add Dirichlet conditions on 352 computed with MC by
solving (2.4)—(2.5).

Notice that this domain reduction does not change the numerical complexity of
the problem. Indeed to reach a precision ¢ with the PDE, one needs at least 0@
operations to compute the option at all points of a grid of size ¢ with a time step of
size &. Monte-Carlo needs O (¢2) per point Sp, vo, and there are O points on
the artificial boundary, when the number of discretization points in the full domain
is O(¢72). However, the computation shown in Fig. 1 validates the methodology,
and it may be attractive to use it to obtain more precision on a small domain.

3 Monte-Carlo Mixed with a 1-Dimensional PDE

Let us rewrite (2.1) as

dS; = §,[rdt + 01/ 1 = p2dW," + 0, pdW,?], (3.1)

where W,!, W? are now independent Brownian motions.
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.Isoﬁlfaluz 34

W10717
(a) The computational domain is (0, Yymax) X (0, Umax) with Neumann condition at v = vmax-

IsoWalue
- 00357913

(b) The computational domain is the half circle shown on (a); the Dirichlet boundary
condition on the circle is obtained by a spline approximation (shown at the bottom) of the

solution to Heston’s model solved by MC on a few points on the circle.
1.20€+00
1.00E+00 -
y =-0.08352" + 0.26852 + 0.09227 - 1.0843x + 0.984
&8.00€E-01
6.00E-01

4.00E-01

2.00E-01

0.00E+00 |
0 0.5 1 15 2 25
-2.00E-01
(c) Computation result.

Fig. 1 Put option with Heston’s model computed by solving the PDE by implicit Euler + FEM
using the public domain package freefem++ (see [11])
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Drawing a trajectory of v, by (2.4), with the same §¢ and the same discrete tra-

jectory Wl.(er)l = Wl.(z) + N§1 8t, we consider

dS; = 8§ [pedt + 071/ 1 = p2dW "], (3.2)

@ _w®
W; B Wi 1 2 2

He=r +P@T - 510 of, telt, i1l (3.3)

Proposition 3.1 As§t — 0, S; given by (2.4) and (3.2)—(3.3) converges to the solu-
tion to Heston’s model (2.1)—(2.2). Moreover, the put P = e "TE(K — S7)* is also
the expected value of u(So, 0), with u given by

1
du+ E(l — p?)o?S%dssu + Spdsu —ru=0, u(S,T)=(K —S5* (3.4
with o given by (2.4) and i, given by (3.3).

Proof By It6’s formula, we have

2
dlog(s) = S 4 L(og ) (s202(1 — p)dt) = o — T (1 - p?)ar
Sy 2 Sy 2

2
= juedt + /1 = p2odW — (1 - pz)%dt

2 ,0202 = (1 o
~ 18t + pordWP — T’(St +/1=p2e6WP — (1- ,02)7’8[

2
~rdt + pordW® + /1 — p2ad WP — %dt. (3.5)
Consequently,
t t 1 t 1
S; =S exp(/ wedet +/ V1= ,oza,dW,( ) —/ 5(1 — pz)atzdt). 3.6)
0 0 0
O

Proposition 3.2 [Ifwe restrict the MC samples to those that give 0 < o, < 0y <oy,
for some given oy, oy, then equations (2.4) and (3.3)—(3.4) are well-posed.

Proof Let

T S
A= / peds, y=—et®. (3.7
T—-t K

Then u(t, S) =v(T —1t, %e"(f)), where v is the solution to

1
3 v — 5(1 — p2)oF_ Vv =0, v(0,y)=(1-y»T. (3.8)
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Table 1 Precision versus p

o —0.5 0 0.5 0.9
Heston MC 11.135 10.399 9.587 8.960
Heston MC+BS 11.102 10.391 9.718 8.977
Speed-up 42 44 42 42

If 0 < 0y < 07 < o) almost surely and for all ¢, then the solution exists in the sense
of Barth et al. [3]. O

Remark 3.1 Note that (3.6) is also

w210 Ty, T w2 —w), 39
o= ) o, ar, m_r_7+F2i:6”( tiv1 My )’ (3.9)

T
St(x) = Soexp(mT + o Tx). (3.10)
Therefore,
_a
E[u(So,0)] =e™"7T /w (K — SoemT+ETx)+%dx. (3.11)

There is a closed form for this integral, namely the Black-Scholes (or BS for short)
formula with the interest rate r, the dividend m + r and the volatility &.

3.1 Numerical Tests

In the simulations, the parameters are Sop = 100, K = 90, r = 0.05, 09 = 0.6, 6 =
0.36, k =5,2=0.2, T =0.5. We compared a full MC solution with M samples to
the new algorithm with M’ samples for u; and o; given by (2.4). The Black-Scholes
formula is used as indicated in Remark 3.1.

To observe the precision with respect to p (see Table 1), we have taken a large
number of Monte-Carlo samples, i.e., M =3 X 10° and M’ = 10*. Similarly, the
number of time steps is 300 with 400 mesh points and Spyax = 600 (i.e., §S = 1.5).

To study the precision, we let M and M’ vary. Table 2 shows the results for
5 realizations of both algorithms and the corresponding mean value for Py and
variance.

Note that one needs many more samples for pure MC than those for the mixed
strategy MC+BS. This variance reduction explains why MC+BS is much faster.
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Table 2 Precision study with respect to M and M. Five realizations of pure MC and MC+PDE

for various M’ and M

MC+BS: M’ = MC: M =

100 1000 10000 3000 30000 300000
P! 10.475 11.129 11.100 11.564 11.481 11.169
P2 10.436 11.377 11.120 11.6978 11.409 11.249
p3 11.025 11.528 11.113 11.734 11.383 11.143
p* 11.205 11.002 11.113 11.565 11.482 11.169
P> 11.527 11.360 11.150 11.085 11.519 11.208
P:%ZP" 10.934 11.279 11.119 11.529 11.454 11.187
+/ % Z(Pi — P)? 0.422 0.188 0.0168 0.232 0.0507 0.0370

4 Lévy Processes

Consider Bates model (see [4]), i.e., an asset modeled with stochastic volatility and

a jump process,
dv; = k(0 — v)dt + EJ0,dW2, o, = /vy,
2
ax, = (r - %)dt +oi (1= p2dW D + pdWP) + ndn,,

where X; =In S; and N; is a Poisson process. As before, this is

dX, = [dt + 014/ 1 — p2 AW + ndN;,

- a,2+ SW?
=r——= or———.
Mt B POt St

By It6, a put on S; with u(T) = (K —e*)* satisfies
1 ~
o —ru+ 5(1 — ,02)0[28”14 + 0y

= —/ [(u(x +2) —ux))J (@) — deux)(e* —1)J (2)]dz.
R

“.1)

4.2)

4.3)

4.4)

4.5)

Let us apply a change of variables t =7 — ¢, y =x — fTT_T ,dr with @, = i, —

Jr(€* = 1)J(z)dz, and use

T

v(y, 1) = e(rJrf]RJ(z)dz)ru(y +/ wde, T — ‘L'>.
T

—-T

(4.6)
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Table 3 9 realizations of (% fOT atzdt)% for M" =100 and 500

M Tl T2 T3 T4 T5 T6 T7 T8 T9 Mean

100 0.3470 0.3482 0.3496 0.3484 0.3474 0.3548 0.3492 0.3492 0.3502 0.3493 £0.002
500 0.3490 0.3481 0.3488 0.3493 0.3502 0.3501 0.3501 0.3489 0.3488 0.3493 £ 0.0007

Proposition 4.1

1
8‘[1) - 5(1 - ,02)0']2"71’8}')71) — / U(y + Z)J(Z)dZ :0, v(y’ O) — (K _ ey)+.
R

4.7
Proof Let7 =r + [ J(z)dz. Then
dv=e" |:— (r + / J(z)dz)u + Wr_ Oyt — 3:14}
R
dyv=e"Tdcu, dyyv=e"Tdpyu. (4.8)
Therefore,
. 1
e T [a,v -5(1- p?)oldyyv — f v(y + z)J(z)dz]
R
o2
= <r +/ J(z)dz)u + L, 0xu — Opu — (1 — p2)7taxxu —/ u(x +z)J(z)dz,
R R
which is zero by (4.5). Il

Remark 4.1 Once more, we notice that the PDE depends on time integrals of i,
and oy, and integrals damp the randomness and make the partial integro-differential
equation (or PIDE for short) (4.7) easier to solve. Table 3 displays 9 realizations of

VxS aldr for M’ =100 and 500.

Remark 4.2 Let 7, = % fTT_T f()dt. From (4.6), we see that the option price is
recovered by

)
u(S,t) = e_(”+fRJ(Z)dZ)(T_’)v(lnS — (r - U;_|z — / (eZ — l)J(Z)dZ
R

2
)(T—t),T—t),
t

SW®
+ po; 57
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where v is the solution to (4.7). For a European put option, with the standard
diffusion-Lévy process model and the dividend ¢, the formula is

2

u (S, 1) = e—“*fR”Z)dZ“T‘”v(lns - <r e
’ 2

- / (- 1)J(Z)dz)(T -0,T - t), (4.9)
R
arU — %gzayyv — / v(y +Z)J(Z)dZ = O, U(y, 0) — (K _ ey)+.
R

It means that any solver for the European put option, with the standard diffusion-
Lévy process model and the dividend ¢, can be used provided that the following
modifications are made:

(1) In the solver, change o2 into (11— pz)?h.
g '

. - ®
(2) Change g into ¢ + p*a |, — Pat(”gt 2

4.1 The Numerical Solution to the PIDE by the Spectral Method
Let the Fourier transform operators be

F(u) = / e %y (x)dx and F“(ﬁ):i / e (w)dw. (4.10)
R 2n Jr

Applying the operator I to the PIDE (4.7) for a call option gives

3 0—-¥0=0 inR, V(w0 =FE"—-K)", (4.11)
where ¥ is
0'2 :
v =-(1- A% g, =[Py @
R

So, with m indicating a realization, the solution is

T
u<x —/ ﬁ,dt)
T-t

1

=2 e T (K-F" [{Fv"}(w)e—ﬂwﬁ—wz#fﬁf ot (413)
m

with 1i; given by (3.3) and 7z, = li; + [p(e* — 1) J (z)dz.
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Remark 4.3 The Car-Madan trick in [7] must be used, and v” must be replaced by
e NS (S — K)™T, which has a Fourier transform, in the case of a call option. Then in
(4.13) F~'¥ must be changed into

K"

OO/ —iwS =
)y R(e™ X (& +1in))dé.

Remark 4.4 As an alternative to the fast Fourier transform (or FFT for short) meth-
ods, following Lewis [13], for a call option, when Jw > 1,
In K (io+1)

Fo® =F(e’ —K) = —S (4.14)

w? —iw

Using such extended calculus in the complex plane, Lewis obtained for the call

option,
i d
u(s, T)_S——f 9| e pp(u— L) | (4.15)
2/ ur+ 1
with k = In %, where ¢; is the characteristic function of the process, which, in the
case of (4.7) with Merton Kernel (see [15])
_ —w?
52
Jx)=A
282

is

1 2,2 .
or(u) = eXp(iuwT — EHZEZT + T)L(e_ST'H/W _ 1))

2
with X2 = £ fOT 2dr and w = %22 — A(eT " — 1). The method has been tested
with the following parameters:

T=1, pn=-05 +»=0.1, 6=04, K=1, r=003, o9=0.4,
0=04, k=2, p=-05 &=025 M =10000, &t=0.001.
(4.16)

Results for a put are reported in Fig. 2. The method is not precise out of the money,
i.e., S > K. The central processing unit (or CPU for short) is 0.8” per point on the
curve.

4.2 Numerical Results

The method has been tested numerically. The coefficients for the Heston+Merton-
Lévyare T=1,r=0,£=03,v=0.1,0 =0.1, k =2, . =0.3, p = 0.5. This
gives an average volatility 0.27. For the Heston and the pure Black-Scholes for
comparison, T =1,r =0,0 =03, . =5, m = —0.01, v =0.01.

The results are shown in Fig. 3.
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Fig. 2 Put calculated with 0.8 —
Bates’ model by mixing MC 07l |
with Lewis’ formula (see ’
(4.15)) 06l ]
0.5F b
0.4f R
0.3F b
0.2 . B
.
0.1} — i
of T :
-0.1 . . . . . . .
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
Fig. 3 Call calculated by a 0.5
Heston+Merton-Lévy by 045! i
mixed MC-Fourier (see the 04l |
blue curve), and compared '
with the solution to the 0.35r A
2-dimensional PIDE 0.3 i
Black-Scholes+Lévy (see the 025l ]
red curve), and a pure
Black-Scholes (see the green 0.2y |
curve) 0.151 ]
0.1 ,
0.05 b
0 L 4
005 02 04 06 08 1 12 14 16

5 Conditional Expectation with Spot and Volatility

If the full surface og, So — u(oop, So,0) is required, MC+PDE becomes pro-
hibitively expensive, much like MC is too expensive if Sy — u(Sp, 0) is required
for all S.

However, notice that after some time #; the stochastic differential equation (or
SDE for short) for o; will generate a large number of sample values o;. Let us take
advantage of this to compute u (o1, S1, #1).

5.1 Polynomial Fits

Let t =T — t; for some fixed #;.
Instead of gathering all u(-, ) corresponding to the samples ¢ with the same
initial value og at t = 0, we focus on the time interval (¢, T'), consider that o," is
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a stochastic volatility initiated by ot(lm), then search for the best polynomial fit in
terms of o for u, i.e., a projection on the basis ¢ (o) of R, and solve

inJ (@) 1 Z 1 /L
min J (&) := — —
o M L 0
m
It leads to solving, for each S; =4S,

( Zm )i (o ("”) Z S, Dgi(a™). (5.1

m

2
ds.

D )¢k (™) —u™ (S, 1)
k

5.2 Piecewise Constant Approximation on Intervals

We begin with a local basis of polynomials, namely, ¢ (o) =1 if o € (o, Ok+1)
and ¢y (o) = 0 otherwise.

Algorithm 5.1

(1) Choose oy, ou, 80, 0p.
(2) Initialize an array n[j]1=0, j =0,...,J:=

OM—Om
so

(3) Compute M realizations {cr,gm)} by MC on the volatility equation.
(4) For each realization compute u(-, T) by solving the PDE.

m)
(5) Setj= "’ —n and n[j]+ =1, and store u (-, T) in w(-)[j].

w(Sj]
nl/l

crnm

(6) The answeris u(o; S, 1) = I with j=

5.3 Polynomial Projection

Now we choose ¢y (o) = ok,

Algorithm 5.2
(1) Choose oy, 0y, 80, 0.
(2) Set A[-][1=0, b[-][-1=0.
(3) Compute M realizations {a,gm) } by MC on the volatility equation and for each
realization.
(i) Compute u(-, t) by solving the PDE.
(i) Do A[j1lkl+ = 1 3, (™)K, jk=1,..., K
(i) Do bli1k]+ = fu(isS, )™)Y k=1,....,K

(4) The answer is found by solving (5.1) foreachi =1,..., N.
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5.4 The Numerical Test

A Vanilla put with the same characteristics as in Sect. 3.1 has been computed by
Algorithm 5.2 for a maturity of 3 years. The surface S;,, 0y, — u is shown after
t; = 1.5 years in Fig. 4. The implied volatility is also shown.

6 American and Bermudan Options

For American options, we must proceed step by step backward in time as in the
dynamic programming for binary trees (see [2]).

Consider M’ realizations [{a,m}[e(oj)]fr‘:’/:l, giving [{MT}[E(O,T)];{Z[,:I by (3.3). At
time t, = T, the price of the contract is (K — 1. Attime t,_; =T — 8t it is given
by the maximum of the European contract, knowing S and o at#,_; and (K — )™,
ie.,

Un_1(S) = max{ Dol (8). (K — S)+}, (6.1)

Mol

where u)"_| is the solution at 7, 1 to

(SO'tm 2

Btu + (1 — p2)

dssu 4+ Sp dsu —ru=0, 1€ (t_1,tn), 62)

un = M(Ss tn)a

where u,, is known, and M, is the set of trajectories which give a volatility equal to
o attime ¢.

Here we have used the piecewise constant approximation intervals to compute
the European premium. Alternatively, one could use any projection method, and the
backward algorithm follows the same lines.

As with American options with binary trees, convergence with optimal order will
hold only if 6z is small enough. M, is built as in the previous section.

To prove the concept, we computed a Bermudan contract at %T by the above
method, using the polynomial basis for the projection. The parameters are the same
as above except K = 100. The results are displayed in Fig. 5. To obtain the price
of the option at time zero, the surface of Fig. 5, i.e., (6.1), must be used as time-
boundary conditions for the MC-PDE mixed solver for ¢ € (0, %T), while for Amer-

icans, this strategy is applied at every time step, but here it is done once only at %T.

7 Systems of Dimension Greater than 2

Stochastic volatility models with several SDEs for the volatilities are now in use.
However, in order to assess the mixed MC-PDE method, we need to work on a
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1
2

Put at 57 with Heston model by mixed MC-PDE T=3, N=100000.

(a) Local volatility of a vanilla put with 3 years maturity after 1.5 years, computed with a
Heston model by the mixed MC-PDE algorithm with polynomial projection.

"vssig.txt" matrix

"vssig0.txt" matrix

25 0

(b) Comparison on the price of the put computed with full MC Heston.

Fig. 4 Both surfaces (a) and (b) are on top of each other, indistinguishable
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Fig. 5 A Bermuda option at %T with Heston’s model compared with (K — )™

systems for which an exact or precise solution is easily available. Therefore, we
will investigate basket options instead.

7.1 Problem Formulation

We consider an option P on three assets whose dynamics are determined by the
following system of stochastic differential equations:

dS;, =S (rdt +dW;,), t>0,i=1,2,3 (7.1)

with initial conditions S; ;—o = S; 0, Si.,0 € RT. The parameter r (r € R>() is con-

stant, and W; := Z:;:] a;jBj are linear combinations of standard Brownian mo-

tions B, such that
COV[W,',;, Wj,t] = pijoiojt, > 0.

We further assume that = := (pijcrioj)?j:

| 18 symmetric positive definite with
pij=1 ({=j) or p;je(—=1,1) otherwise.
The coefficients a;; (a;; € R) have to be chosen, such that
Cov[W;,, W, 1=E[W; W;,]

= E[(ai1B1,s +ainBas +ai3B3,)(aji1Bis +ajaBa; +aj3Bs,)]
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2 2 2
=aj1a;1 E[Bl,t] + ai2aj2E[BZ,t] + a,-3aj3E[B3yt]
= (ai1aj1 +ajppajz +ajza;z)t, t>0,
or equivalently,

AAT =

o

El

where A := (a; j)? =1 Without loss of generality, we may set the strict upper trian-
gular components of A to zero and find

o1 0 0

/ 2
A= | 2o 02 1 — o1, 0

— 2 p—
03031 03 L2 /3212/031 63\/1_p31_(032 221031 Y2

1=piy 1=pf,
The option P has the maturity 7 (T € R™), the strike K (K € R™") and the payoff

function ¢ : R SR,

3 +
p(x) = <K—in) . x=(x1,x.x3)T R,
i=1

The Black-Scholes price of P at time O is

3 +
Py=e"TE* |:<K -> Si,T) ] (7.2)
i=1

where E* denotes the expectation with respect to the risk-neutral measure.

7.2 The Uncoupled System

In order to combine different types of methods (Monte-Carlo, quadrature and/or
PDE methods), we will uncouple the SDE in (7.1), we start with a change of variable
to logarithmic prices. Let s; ; :=log(S;;), i = 1,2, 3, and then It6’s lemma shows
that

ds;; =ridt +dW;,;, t>0 (7.3)

with initial conditions s; ;=9 = s; ¢ :=10g(S;,0). The parameters r; (i =1, 2, 3) have
2

2 2
been defined as r; =r — C%‘ — ‘1’72 -5 =r- %’ In the rest of the section, the time

index of any object is omitted to simplify the notation.
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We note that (7.3) can be written as

ds; — rpde arl 0 0 dB;
ds)y —rpdt | = ax1 axn O dB>
ds3z — r3dr ai|] azx asz dB3

Then, uncoupling reduces to Gaussian elimination. Using the Frobenius matrices

1 0 0 1 0 0
Fl = —% ] O , F2 = O 1 O ,
_ a3 __ a3
ary 01 az 1

we write
F> F1(ds 4 rdt) = Diag(ai1, az, a33)dB,

where s = (s1, 52, $3)%, r = (r1,r2,r3)T and B = (By, By, B3)T. We set L~} :=
F, Fy, and define

Remark 7.1 (i) The processes 571, 57 and 53 are independent of each other, and are

analogous with S1, Sy and Ss, respectively.
(i) Let 7:= L~ 'r. Then

ds'=7dr + Diag(ai1, ax, a33)dB.

(iii) The coupled system expressed in terms of the uncoupled system is s = L.
(iv) In the next section, we will make use of the triangular structure of L =
(Lij)} j=p and L™1 = ((L71)i)]

i,j=1"
1 0 O 1 0 O
_ | 1 -1 _ _@1 1
L=| 2, 0 and L™ = an 0
a1 an @idyn 43 43
ary a apjaz ary a

(v) The notation has been symbolic and the derivation heuristic.

7.3 Mixed Methods

We describe nine combinations of Monte-Carlo, quadrature (or QUAD for short)
and/or PDE methods.

Convention If Z is a stochastic process, we denote by Z™ a realization of the
process. Let M’ stand for a fixed number of Monte-Carlo samples.
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Basic Methods (i) MC3 method
Simulate M’ trajectories of (Sy, Sz, S3). An approximation of the option price P
is

B 1
P§ :=e rTﬁ Z‘/’( 1 Sy Sir)-

(i1)) QUAD3 method
In order to use a quadrature formula, we replace the risk neutral measure in

Py=e'T E*[(K _ oS _ o(Lsr)2 _ e@ﬁ)z)*]
by the Lebesgue-measure. Note
Sio~ N(wis ait), 1<i<3,
where w;; =5; 0+ 7it. Let fi; be the density of 5j , i.e.,

1 L (MM
fis(xi)=———¢ > @V xeR, 1<i<3.

V2maii/t
Due to the independence of 5] ¢, 5., and 53 ;, the density of
(K _ @S _ o(LS7)2 _ e(LAN'T)S)"—
is
(x1,%2,%3) = fL.r(x) for () f3.7(x3),  (x1,%2,%3) € R,

The formula for the option price becomes

- +
Py=c'T / (K =01 92— YT £y 1) fo 1 0) o7 (e
R

Now, a quadrature formula can be used to compute the integral.

The methods, which are based on a combination of quadrature and some other
methods, will be presented for the case, where the trapezoidal rule is used. Next we
show how the trapezoidal rule can be used to compute the integral. This allows us
to introduce the notation for the description of methods, which are combinations of
quadrature and some other methods.

To compute the integral, we truncate the domain of integration to « standard
deviations around the means 1,7, 2,7 and u3 7. Let

2
Xi,0 = M, T —Ka;;,
Xin=xXi0+ndéx;, n=1,...,Nq,

1 <i <3, where §x; = ]%,—’(‘2, Nq.
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The option price Py is then approximated by

N 3
P = e—'T Z (l—[ Xn,-fsxifi,T(xi,n,')> (K _ @)1 _ o(Lxn)2 _ e(LXn)s)"'7
ni,ny,n3=1 \i=1

._ T
where x,, := (X147, X2,n,, X3,n;)" and

0.5, ifn=0o0rn=Ng,
Xn =

1, otherwise.

(>iii) MC2-PDE1 method (combination of two methods)
Note

Py=eTE*[(K = Sir — Sor — Sy gy (TR, )T
= TEY[(K - S3.m1],
where
K:=K-S.71-ST7,
and ?3 is the solution to the stochastic initial value problem
d§3,z = §3,z(%3dt +az3dB3 ),
§3,::0 =aSs 0

~ 2 —1 —1
. ~ ~ a —2(L —(L
with parameters 73 :=73 + 32 and a = S| T( )l S, (T )32,

The method is then as follows. Simulate M’ realizations of (S7, S2) and set K" =

-1 -1
K — 8"y — 8y, and o = SI”T_Z(L )t SE”T_(L )32 Compute an approximation
of Py by

(A
—m
Pél = W Z M(X3, N K )’x3:(xm§3,()’t:T’
m=1

where u is the solution to the initial value problem for the one-dimensional Black-
Scholes PDE with the parametrized () initial condition

du  (anx3)?u ~  ou ,
E—T@—ryga—m—i—muzo anX(O,T), (743.)

u(t=0)=uy in £, (7.4b)
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where 2 = RT and

uo(xz; B):==(B—x3)", x3>0.
(iv) QUAD2-PDE1 method
Note

Py = e—rT/ E*[(K _ eL“xl _ eL21x1+L22x2
R2
— et kST 1 1(x)) fo.r (x2)dxidxa.

The option price Py is approximated by

NQ 2
Py = Z (]_[xn,@xiﬁ,r(xl-,ni)>u(x3,t; Konino)lxy=ans 0, Sy 0,0=T

ni,np=1 \i=1

where

Liix Loix Lox
Kn1n2 ::K —e 11X1,n —e 21 l,nl"l‘ 22 2,112’

. aL31x1,n, tL32x2,
Uy py i= €777 Toemaiy

and u denotes the solution to (7.4a)—(7.4b).
(v) MC1-PDE2 method
Note

- —2(L7! —(L ™ Hag \*
P():C rTE*[(K_Sl’T_SZ’T_SLT( )31S2’§" )32S3,T) ].
Simulate M’ realizations of 3’} The option price Py is then approximated by
| M

=7 u(xl,xz,t; §g'1r)|

m=1

a .
Py x1=51,0,42=82,0.t=T"

where u denotes the solution to the initial value problem for the 2-dimensional
Black-Scholes PDE with the parameterized (8) initial condition

—1 —1
Mo(xl,xz,O;,B)=(K—x1—xz—xfz(L )3'X;(L )32,3)+, x1,x2 > 0.
The problem is
2 2
au ou ou du
—— XiXi0jj—— —F xi— +ru=0 in2x(0,7), 7.5a
T A O ;‘ i ©.7), (752

u(t=0)=ug in $2, (7.5b)
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where 2 =Rt x Rt and

1 ([ & ana
0 =(0ij)ij=1.... 3=—< 1 L) (7.6)

anaz  ay +ax

(vi) QUAD1-PDE2 method
Note

Py=e""" / E*[(K = Si7— Sy — S0 s 0 02e) ] f ().
R

With the notation above, another approximation of the option price Py is

Nq
. —rT 2(L! —(L! +
P§ =Y sxsfar(ame TEN[(K — Sir— S — Sy sy y Rena)t]
n=1
Nq
= ZSX:;f&T(X}yn)M(Xl, X2, 1] -x3,n)|x1=Sly(),x2=S2w(),l=T9
n=1

where u is the solution to the initial value problem (7.5a)—(7.5b).
(vii) MC1-QUAD2 method
Reformulating (7.2), we deduce

Py = e—rTE*/ (K . e(Lx)l N e(Lx)z . eL31x1+L32x2+§3‘7)+
R2

x f1,7(x1) fo,7(x2)dx1dx2,

and obtain the following method.
Compute M’ realizations of 53 7, and approximate Py by

P(;l 7rT 1 Z Z(HXn,(szfz T(xtn, )

ny,ny=1m=1

. (K — ey _ glatxia txan, eL31x1,n1+L32x2,n2+§‘£17~)+‘

(viii) MC2-QUAD1 method
Note

-1 -1
Py :efrT/ E*[(K —S11r—S%.71— S]_’%(L )31S£(TL )326x3)+]f3,T(X3)d)C3.
R

The method is as follows. Simulate M’ realizations of (Sy, S>), and compute

M’ Nq

P ZZXn5x3f3 T (x3, n)(K S ngT

m=1n=1

-1 —(L-! +
_S{’ZT 2(L )3151211T (L )3zexs.n) .
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(ix) MC1-QUAD1-PDE1 method (combination of three methods)
Note

Py= / for(e " TEF[(K — 517 — elafirtn
R
_ (23— DnLa)sir — (L™ Dax $5.7) dxa.

Then an approximation to Py is

M’ Nq
Py 'ZLZZXszzfz (2 (x3, 13 K, )| 3
0 - M’ > M U n Jlx3=aS3,0,t=T"
m=1n=1
where
K" = K — ettt _ el2Sir+¥an,

n

o™= e(*z(Lfl)zl*(Lfl)32L21)31'f‘T*(L71)32X2,n
n " ’

and u denotes the solution to (7.4a)—(7.4b).

7.4 Numerical Results

This section provides a documentation of numerical results. We have considered
European put options on baskets of three and five assets, and used mixed methods
to compute their prices. If the method is stochastic, i.e., if a part of it is Monte-Carlo
simulation, then we have run the method with different seed values several times
(Ns) and computed mean (m) and standard deviation (s) of the price estimates. If
the method is deterministic, we have chosen the discretization parameters, such that
the first three digits of P remained fix, while the discretization parameters have
been further refined. Instead of solving the 1-dimensional Black-Scholes PDE, we
have used the Black-Scholes formula.

(i) European put on three assets

The problem is to compute the price of a European put option on a basket of three
assets in the framework outlined in Sect. 7.1.

We have chosen the parameters as follows: K = 150, T =1, r = 0.05, Sp =
(55,50, 45),

1 —-01 —02
p=|-01 1 03], o=(03 02 025)".
—02 —03 1

We have used various (mixed) methods to compute approximations to Py (see

(7.2)).
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Table 4 Pricing a European put option on a basket of three assets, i.e., estimates of the option
price at time 0. Columns 1-3: the method used to approximate Py. Columns 4—6: the discretization
parameters. M’ is the number of Monte-Carlo samples, Nq is the number of quadrature points, Ns
is the number of samples used to compute the mean (m) and the standard deviation (s). Column 9:
the computing time

MC PDE QUAD M No Ns m s CPU

3 - - 107 - 10 3.988 0.002 22.46
3 - - 25000 - 100 3.994 0.046 0.147
2 1 - 25000 - 100 3.989 0.029 0.162
1 2 - 100 2601 10 3.886 0.195 372.5

- - 3 - - - 3.984 - 0.005
- 1 2 - - - 3.987 - 0.005
- 2 1 - 2601 - 4.016 - 42.24
1 - 2 25000 - 100 3.991 0.022 2.723
2 - 1 25000 - 100 3.987 0.032 0.369
1 1 1 25000 - 100 3.990 0.023 0.514

We have used freefem++, and the rest is programmed in C++. The implemen-
tation in freefem++ requires a localization and the weak formulation of the Black-
Scholes PDE. The triangulation of the computational domain and the discretization
of the Black-Scholes PDE by conforming P1 finite elements are done by freefem++.

A reference result for Py has been computed by using the Monte-Carlo method
with 107 samples.

The numerical results are displayed in Table 4. One can see that the computa-
tional load for the PDE2 methods (i.e., MC1-PDE2, QUAD1-PDE2) is much larger
than that for the other methods. Furthermore, the results seem to be less precise
than those in the other cases. The results have been obtained very fast if just quadra-
ture (i.e., QUAD3) or quadrature in combination with the Black-Scholes formula
(i.e., QUAD2-PDEI) was used. In these cases, the results seem to be very precise
although the discretization has been coarse (Ng = 12). Comparison of the results
obtained by the MC3 method with the results obtained by the MC2-PDE1 method
shows that the last mentioned seems to be superior. The computing time is about
equal, but the standard deviation for MC2-PDE] is much less than that for MC3.

(i1) European put on five assets

Let P be a European put option on a basket of five assets, with payoff

5 +
p(x) = (K — Zx,) .
i=1

The system of stochastic differential equations, which describes the dynamics of the
underlying assets, has the usual form. We have set K =250, T =1, r =0.05,

So = (40, 45, 50, 55, 60)T,
o =(0.3,0.275,0.25,0.225,0.2)",
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Table 5 Pricing a European put option on a basket of five assets, i.e., estimates of the option
price at time 0. Columns 1-3: the method used to approximate Py. Columns 4—6: the discretization
parameters. M’ is the number of Monte-Carlo samples, Nq is the number of quadrature points, Ns
is the number of samples used to compute the mean (m) and the standard deviation (s). Columns
7-9: the numerical results. Column 7: the mean of Py. Column 8: the standard deviation of Py.
Column 9: the computing time

MC PDE QUAD M’ Nqg Ns m S T
5 - - 107 - 10 1.159 0.001 27.67
5 - - 25000 - 100 1.161 0.019 0.162
4 - 1 25000 - 100 1.156 0.015 0.174
- - 5 - 10 - 1.161 - 0.082
- 1 4 - 10 - 1.159 - 0.036
3 1 1 25000 10 100 1.158 0.013 0.442
1 —-0.37 —-0.40 -0.44 —-0.50
—0.37 1 —-0.50 —-0.46 —0.05
p=1—-040 -0.50 1 0.51 0.29

—0.44 —-0.46 0.51 1 0.20
-0.50 —-0.05 029 0.20 1

We approximated the price of P at time 0 by various (mixed) methods. The re-
sults are displayed in Table 5. One can see that for all tested methods the (mean)
price has been close (£0.003) to the reference price (1.159). Since Ng = 10 turned
out to be enough, the computational effort has been very low for QUADS and
QUADA4-PDEI. In the case, the method is stochastic, and deterministic methods
allow to reduce the variance, such as in MC4-QUAD1 and MC4-PDE1-QUADI.

8 Conclusion

Mixing Monte-Carlo methods with partial differential equations allows the use of
closed formula on problems which do not have any otherwise. In these cases, the
numerical methods are much faster than full MC or full PDE. The method works
also for nonconstant coefficient models with and without jump processes and also
for American contracts, although proofs of convergence have not been given here.

For multi-dimensional problems, we tested all possibilities of mixing MC and
PDE and also quadrature on semi-analytic formula, and we found that the best is to
apply PDE methods to one equation only.

The speed-up technique by polynomial fit has been discussed also, but we plan
to elaborate on such ideas in the future particularly in the context of reduced basis,
such as POD (proper orthogonal decomposition), ideally suited to the subproblems
arising from MC+PDE, because the same PDE has to be solved many times for
different time dependent coefficients.
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h — P Finite Element Approximation
for Full-Potential Electronic Structure
Calculations

Yvon Maday

Abstract The (continuous) finite element approximations of different orders for
the computation of the solution to electronic structures was proposed in some pa-
pers and the performance of these approaches is becoming appreciable and is now
well understood. In this publication, the author proposes to extend this discretiza-
tion for full-potential electronic structure calculations by combining the refinement
of the finite element mesh, where the solution is most singular with the increase of
the degree of the polynomial approximations in the regions where the solution is
mostly regular. This combination of increase of approximation properties, done in
an a priori or a posteriori manner, is well-known to generally produce an optimal
exponential type convergence rate with respect to the number of degrees of free-
dom even when the solution is singular. The analysis performed here sustains this
property in the case of Hartree-Fock and Kohn-Sham problems.

Keywords Electronic structure calculation - Density functional theory -
Hartree-Fock model - Kohn-Sham model - Nonlinear eigenvalue problem -
h — P version - Finite element method

Mathematics Subject Classification 65N25 - 65N30 - 65T99 - 35P30 - 35Q40 -
81Q05

1 Introduction

The basic problem in quantum chemistry starts from the postulate of the existence
of a time dependent complex function of the coordinates x called the wave func-
tion ¥ that contains all possible information about the system we want to consider.
The evolution of this wave function depends on its current state through the fol-
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lowing equation proposed by Schrodinger: It involves a potential-energy function
V that takes into account internal or external interactions as, for instance, those of
electrostatic nature; for a single particle, it takes the form

'z o,
ih 5 =HY = vaxllf + V.

The understanding of what the wave function represents was provided by Born
who postulated, after Schrodinger, that |¥ (x, 7)|>dx represents the probability den-
sity of finding at time ¢ the particle at position x. The wave function ¥ is thus
normalized in such a way that the spatial L2 norm of ¥ is 1. The strength of the
concept comes from the fact that it applies to any system, in particular to molecules;
the coordinates x are then the positions of each particle (electrons and nuclei) of the
system: hence x belongs to R3N+M) where N is the number of electrons and M is
the number of nuclei. The Schrodinger’s equations contains all the physical infor-
mation on the system it is applied to, it does not involve any empirical parameter
except some fundamental constants of physics like the Planck constant, the mass and
charge of the electrons and nuclei . ... It is thus a fantastic tool to better understand,
predict and control the properties of matter from the fundamental background. The
very simple Schrodinger equation in appearance is however set in a much too high
dimensional framework: 1 4+ 3(N + M), so that it is not tractable for most prob-
lems of interest, except that a Quantum Monte Carlo (or QMC for short) approach
is used to model and approximate the solutions. These QMC methods allow now
to have access to properties other than the energy, including dipole and quadrupole
moments, as well as matrix elements between different electronic states. Develop-
ment and implementation of linear scaling QMC, analytical forces, wave function
optimization, and embedding techniques are being pursued (see, e.g., [35, 36]).

For direct methods, though, simplifications need to be proposed to make this
much too high dimensional problem accessible to numerical discretizations and
simulations. Taking into account the time is quite easy from the principle of the
separation of variables in case where the potential V does not depend on time. As
it is classical in this approach, the problem becomes time independent and takes the
form of an eigenvalue problem:

P,
—— V¥V + V¥ =EY, (1.1)
2m

where E has the dimension of an energy.

Through the variation principle, the various solutions to this (linear) eigenprob-
lem, starting by the one associated with the smallest eigenvalue, are associated with
an Hamiltonian energy (¥ | H¥ ), and, the ground state energy of the molecule cor-
responds to the smallest eigenvalue in (1.1). This interpretation through a variation
principle does not simplify the matter but leads to tractable simplified models. The
first one—known as the Born Oppenheimer approximation (see [5])—allows to sep-
arate the behavior of nuclei and electrons taking into account their large difference
of masses. By considering the nuclei as fixed (or moving very slowly), the prob-
lem focuses on the behavior of the electrons—in the so called electronic structure
calculation—and is thus related to the wave function ¥ that depends on N variables
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in R3 (the position of the electrons) and is parametrized by the position of the M
nuclei in the associated Hamiltonian.

In order to comply with the Pauli principle of exclusion, the electronic wave
function has to be antisymmetric with respect to the electron positions. The elec-
tronic problem thus consists in the minimization of the Schrédinger’s Hamiltonian
over all L? normalized, antisymetric wave functions. By minimizing instead on a
smaller set of functions provides a tractable problem at the price of yielding to a
larger ground state energy. This is the matter of the Hartree Fock problem that con-
sists in minimizing the actual Schrodinger’s energy over all wave functions that are
written as a so called Slater determinant, i.e., a determinant: det[¢; (x ;)], where the
one electron orbitals ¢; (i =1, ..., N) are unknown functions over R3. The min-
imization problem over such Slater determinants leads to a minimization problem
involving a new energy.

Let us describe this model associated to a so called closed-shell system with an
even number A = 2N of electrons, the electronic state is described by N orbitals

=(¢1,...,0o0)T e (H (RN satisfying the orthonormality conditions

/ digjdx = §;j,
R3

and the associated electronic density

N
pa(x) =2 " | ().

i=1

The factor 2 in the above expression accounts for the spin. In closed-shell systems,
each orbital is indeed occupied by two electrons, one with spin up and one with spin
down.

We then introduce the admissible space for molecular orbitals

N
M= {@ = (¢1,.... 60" € (H{ ()" | / ¢i¢jdx =5,-,-}.
r
In the case where the molecular system we consider is in vacuo and consists of M
nuclei of charges (z1, ..., zx) € (N\ {0)M located at the positions (R, ..., Ry) €

(R3)M of the physical space, and of N pairs of electrons, the so called Hartree Fock
problem reads: Find @° such that

INE(v™e) = eHF(@0) = inf{EMF (@), & € M] (1.2)

with

al /
M ({¢i}) = Z/ Vi |*dx +f V™ ppdx + 1/ f P (X)po (X )dxdx
i1 VR R3 2 R: |x —x/|

N2
——/ f [to @, XD 4w (1.3)
r3JR3 X — x|
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N N
To(x.X) =2 " ¢i(0)pi (x)).  pax) =2 |¢ix)%

i=1 i=1

M
<k
VI'IUC [ . ].4
(x) k§1|x_Rk| (14)

An alternative formalism, different in nature but that ends up to a similar mathe-
matical problem, is based on the key result of Hohenberg and Kohn [30] that shows
that ground state properties of a system is fully described by the electronic density.
This led to the density functional theory, with the instrumental approach of Kohn
and Sham [31]. Indeed, from [30] the existence of an energy functional of the elec-
tronic density was established, this result is weakened however by the lack, even as
of today, of knowledge of its proper functional form. It follows from the Hohenberg-
Kohn theorem (see [30, 37, 38, 56]), that there exists an exact functional, that is a
functional of the electronic density p that provides the ground state electronic en-
ergy and density of the AV'-body electronic Schrédinger equation. The work of Kohn
and Sham addressed this issue by providing approximations of the energy functional
and laid the foundations for the practical application of DFT to materials systems.

The Kohn-Sham approach reduces the many-body problem of interacting elec-
trons into an equivalent problem of non-interacting electrons in an effective mean
field that is governed by the electron density. It is formulated in terms of an unknown
exchange-correlation term that includes the quantum-mechanical interactions be-
tween electrons. Even though this exchange-correlation term is approximated and
takes the form of an explicit functional of electron density, these models were shown
to predict a wide range of materials properties across various materials systems.
The development of increasingly accurate and computationally tractable exchange-
correlation functionals is still an active research area in electronic structure calcula-
tions.

In the Kohn-Sham model, also described in the closed-shell configuration, the
ground state is obtained by solving the minimization problem: Find @ such that

IXS(v) = E55(0°) = inf{ X5 (@), @ e M}, (1.5)

where the Kohn-Sham energy functional reads

N
1 li
£KS () ;:Z/ |V¢,~|2dx+/ V““Cp¢dx+—f f p‘p(x)p"’(x)dxdx
izl R3 R3 2 R3 |x — X |

+ Exc(0o)- (1.6)

The first term models the kinetic energy of @, the second term models the inter-
actions between nuclei and electrons, and the third term models the interaction be-
tween electrons. The fourth term, called the exchange-correlation functional actu-
ally collects the errors made in the approximations of the kinetic energy and of
the interactions between electrons by the first and third terms of the Kohn-Sham
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functional, respectively, as follows from the Hohenberg-Kohn theorem. The lack
of precise knowledge for the Kohn-Sham functional is localized on this exchange-
correlation term only. It therefore has to be approximated in practice. The local
density approximation (or LDA for short) consists in approximating the exchange-
correlation functional by

/ exP (p(x))dx,
R3
LDA

where e (p) is an approximation of the exchange-correlation energy per unit
volume in a uniform electron gas with density p. The resulting Kohn-Sham LDA
model is well understood from a mathematical viewpoint (see [1, 33]). On the other
hand, the existence of minimizers for Kohn-Sham models based on more refined
approximations of the exchange-correlation functional, such as generalized gradient
approximations (see [1]) or exact local exchange potentials (see [12]) in the general
case, is still an open problem.

Note that the Kohn-Sham problem can be split-up into two problems of mini-
mization, with one among them being stated as a pure density problem. We first
define the set of admissible densities:

RN={pzo,ﬁeH1(R3), v/gpdx:N}, (1.7)
R‘

then we propose the first problem

/R}¢i¢jdx:3i,j»)0=p¢>} (1.8)

followed by the pure density functional problem

1 /
TES(v) = inf} F(p) = TKS(,O)+/ Vnucdxp+—f f PLIPXE) 41 4
R3 2 R3 JR3 |x —x’|

+Exc(,0)}~ (1.9)

There are a lot of variations on the frame of the simulation of these equations.
First we may be interested in simulating a molecule alone, small or big, the molecule
may also have neighbors, and these can be taken into account exactly or in an
average manner like for molecules in solvation (see [52]). When there are many
molecules, these can be arranged in a periodic array that is exactly periodic or con-
tains some local defects then the simulation will be done on a very large box com-
posed of many cells, one of them containing the defect. In this case, the simulation
domain, sometimes referred to as the supercell, is no longer the whole space R3, as



354 Y. Maday

in (1.5); it is the unit cell I" of some periodic lattice of R3. In the periodic Kohn-
Sham framework, the periodic boundary conditions are imposed to the Kohn-Sham
orbitals (Born-von Karman PBC). Imposing PBC at the boundary of the simula-
tion cell is the standard method to compute condensed phase properties with a lim-
ited number of atoms in the simulation cell, hence at a moderate computational
cost.

Both minimization problems (1.2)—(1.5) lead to the resolution of a nonlinear
eigenvalue problem, where the eigensolutions are atomic orbitals, function over R3,
that thus become tractable to numerical simulations. In order to formulate these
eigenproblems, we have to introduce the Hamiltonian for the Hartree-Fock or Kohn-
Sham energies:

1
HI;F _ _EA + (Vnuc + V[Spoulomb _ Vixchange) =h+ Vs,

where

1 .
h = _EA + Vnuc7 Vo = Vp(;oulomb _ VE;Chdnge, (1.10)

where VCoulomb 5nq y/Exchange are defined for any by

1 Xchange ’
Vgoulombw(x): (,O*—)Iﬂ(x), VrE hang 1]D(x):/\ Mw(y)dy,

x| R3 |X — |
vx € R3. (1.11)

We notice that E7F/(9?) = 47—[';1;450 and thus the Euler equations associated
with the minimization problem (1.2) read

N
Hibe) =D a0e?. VI<iz<N, (1.12)
j=1

where the N x N matrix A(I)v = ()»?j), which is the Lagrange multiplier of the matrix
constraint [ ¢;¢;dx = §;;, is symmetric.

In fact, the problem (1.2) has an infinity of minimizers since any unitary trans-
form of the Hartree-Fock orbitals @ is also a minimizer of the Hartree-Fock energy.
This is a consequence of the following invariance property:

UpeM and EFFWU®)=E0T (@), Ve M, VU cUNN), (1.13)

where U (N) is the group of the real unitary matrices:
UN)={U eRVN 1 UTU =1y},

1 denoting the identity matrix of rank N. This invariance can be exploited to di-
agonalize the matrix of the Lagrange multipliers of the orthonormality constraints
(see, e.g., [18]), yielding the existence of a minimizer (still denoted by @Y%), such
that
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HIE ) =)o) (1.14)

0 0 0
forsomee1 <€ < <ep.

Similarly, for the Kohn Sham problem, we introduce the associated Hamiltonian

KS 1 nuc Coulomb de}%? A
H :_§A+ Vv +qu> +T(,Od>) :/’Z+Vp¢,

where & is the same as above and

Coulomb ,_ dexe
V, =y owom 4 X (p), 1.15
=V + =4 (1.15)
The same analysis leads to an eigenvalue problem. By using again the invariance
through unitary transforms (1.13), that still holds for the Kohn-Sham problem, we
get the existence of a minimizer with a set of molecular orbitals still denoted as @°,
such that

Moty =€'¢) (1.16)

0 0 0

forsome €] <€, <--- <€y

2 About Numerical Methods

2.1 Generalities

For problems set in a periodic framework (analysis of crystals), the approximation
by plane waves (Fourier) has traditionally been one of the popular approaches used
for solving the Kohn-Sham problem since it allows for an efficient computation
of the electrostatic interactions through Fourier transforms. In addition the plane
waves (Fourier) approximation is a high order method that is fully deployed if the
solutions to be approximated are very regular. Unfortunately, for full potential elec-
tronic structure calculations, the nuclear potential is not smeared out and induces
singularities in the solutions (atomic orbitals and density) at the level of the nuclei,
more precisely cusps in place of the nuclei and rapidly varying wave functions in
their vicinity (see [24, 29]). Another drawback of these methods lies in the nonlocal-
ity of the basis set that leads to a uniform spatial resolution which can be useless e.g.
for materials systems with defects, where higher basis resolution is required in some
spatial regions and a coarser resolution suffices elsewhere. In practice of such dis-
cretizations, the singular nuclear potential V"' defined by (1.4) is usually replaced
with a smoother potential V°"; this amounts to replacing point nuclei with smeared
nuclei. Not surprisingly, the smoother the potential, the faster the convergence of
the planewave approximation to the exact solution of (1.2) or (1.5) (see [8]). The
nuclear potential V"' is replaced by a pseudopotential modeling the Coulomb in-
teraction between the valence electrons on the one hand, and the nuclei and the core
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electrons on the other hand. The pseudopotential consists of two terms: a local com-
ponent Vioca1 (Whose associated operator is the multiplication by the function Vigca))
and a nonlocal component. As a consequence, the second term in the Kohn-Sham
energy functional (1.6) is replaced by

N

/F P Vioeardx +2° ([ Vaal).

i=1

The pseudopotential approximation gives satisfactory results in most cases, but
sometimes fails. Note that a mathematical analysis of the pseudopotential approxi-
mation is still lacking. Moreover, the core electrons need sometimes be considered
since they are responsible for intricate properties. The full-potential/all-electron cal-
culation is thus sometimes necessary. In order to overcome the convergence diffi-
culties of the plane wave approximations, resulting from the cusp singularities one
can augment the plane waves bases set as done in the augmented plane wave (or
APW for short) method (see [42, 50]), which is among the most accurate methods
for performing electronic structure calculations for crystals. We refer to [16] for the
numerical analysis of the convergence based on the careful analysis of the proper-
ties of the cusp that we shall recall in Sect. 2.2. These APWs provide very good
results, at the price however of two remaining drawbacks. The first one is that of the
periodic framework that does not fit for single molecules or molecules in solvent.
The second one is that the basis come from two different families and the locality
of the plane waves (orthonormal basis) is lost.

For efficient computations in the case of all-electron calculations on a large ma-
terials system, approximation methods based on Gaussian basis are among the other
most classical methods. An example is using the Gaussian package (see [25]). These
approaches initially introduced on Hartree-Fock problem, have been developed both
for reasons of accuracy and easiness of implementation due to the fact that product
of these basis functions arising in nonlinear terms of the potential are easy to eval-
uate through analytical expressions. The basis functions are centered at each nuclei
and are fitted so as to represent well the behavior of the atomic orbital at the level of
the cusp and at infinity. There exist a large amount of know how in these methods,
that benefit from highly optimized Gaussian basis functions on many molecules.
When this expertise does not exist, the approximation properties of the Gaussian
expansion are more questionable. We refer e.g. to [9, 10] for the presentation and
numerical analysis in this context.

Due to the large nonlinearities encountered in the energies involved in advanced
Kohn-Sham models, the complexity of the computations, when it turns to imple-
ment the methods, scales as O(N?), where N is the number of degrees of freedom,
and d can be pretty large (d > 3). One way is to “squeeze” at most the numerical
scheme, performing, at the mathematical level, what computational experts in sim-
ulations for electronic structure calculations design when they propose ad-hoc dis-
crete basis (e.g. contracted Gaussian bases sets). The expertise here is based on the
mathematical arguments involved in model reduction techniques (the reduced basis
approximation), and we refer to [11, 40] for a presentation of these techniques. They



h — P Finite Element Approximation 357

are based on adapted (not universal) discretizations and are shown to provide good
approximations, but are still in their infancy.

There is thus room for the development of more robust approaches for electronic
structure calculations, like for example finite element approximation of low or high
order that, in other contexts (fluid mechanics, structure mechanics, wave ...), are
of classical use. There has been already quite a lot of experiences in the domain of
quantum chemistry even though the relative number of contributions is still small.
We refer to [2, 6, 21, 34, 39, 43, 45-47, 51, 53-55, 58, 59] and the references therein
for an overview of the contributions in this direction.

In order to be competitive with respect to plane-wave basis or Gaussian type ba-
sis, though, the full knowledge and expertise in the finite element machinery has to
be requested, indeed, as appears in e.g. [6, 28], the accuracy required for electronic
structure calculation involves of the order of 100000 basis functions per atom for
P finite elements, which is far too expensive and the use of higher order finite el-
ement methods is thus the only viable way. However, the use of high-order finite
elements has some consequences on the complexity of the implementation, indeed
these require the use of higher-order accurate numerical quadrature rules with larger
stencils of points and leads also to increase in the bandwidth of the stiffness matri-
ces that grow cubically with the order of the finite-element, with a mass matrix that,
contrarily to what happens for plane wave approximation, is not diagonal. In addi-
tion, using high order methods in regions where the solution presents singularities
is a waste of resources.

The right question to raise is thus not accuracy with respect to number of degrees
of freedom but accuracy with respect to run time. In this respect, the publication
[57] analyses in full details on a variety of problems and regularity of solutions, the
accuracy achieved by low to high order finite element approximations as a function
of the number of degrees of freedom and of the run time. It appears, with respect to
this second argument that the use of degrees between 5 and 8 is quite competitive. Of
course, the answer depends on the implementation of the discretization method and
the exact properties of the solution to be approximated but this indicates a tendency
that is confirmed, both by the numerical analysis and by implementation on a large
set of other applications.

A recent investigation in the context of orbital-free DFT indicates that the use of
higher-order finite elements can significantly improve the computational efficiency
of the calculations (see [44, 51]). For instance, a 100 to 1000 fold computational
advantage was reported by using a fourth to sixth order finite element in compar-
ison to a linear finite element. This involves a careful implementation of various
numerical and computational techniques: (i) an a priori mesh adaption technique
to construct a close to optimal finite element discretization of the problem; (ii) an
efficient solution strategy for solving the discrete eigenvalue problem by using spec-
tral finite elements in conjunction with Gauss-Lobatto quadrature, and a Chebyshev
acceleration technique for computing the occupied eigenspace (see [44]).

As far as we are aware of, the current implementations of the finite element
method involve uniform degree of the polynomial approximation. This results in an
improved accuracy-per-node ratio that is still polynomial in the number of degrees
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of freedom. This is actually a bit disappointing since, as is explained in a series of
papers by Fournais, Sgrensen, Hoffmann-Ostenhof, and Hoffmann-Ostenhof [22—
24, 29] the solution is analytic (with exponential convergence to zero at infinity on
unbounded domains) at least away from the position of the nuclei, where, if exact
singular potential are used, the knowledge on singular behavior of the solution is

rather well known (this one being of the shape e™ Z ), which results that the solution

is not better than H 3 around the singularities.

In the finite element culture, such behavior—very regular except at some point
where the behavior of the pointwise singularity is known—is know to allow for an
exponential convergence with respect to the number of degrees of freedom. Indeed,
in a series of papers written by Babuska and co-authors [3, 26, 27], a careful analysis
is performed that leads to the conclusion that the 4 — P version of the finite element
method allows for an exponential rate of convergence when solving problems with
piecewise analytic data. In particular, in the three papers [3, 26, 27], the authors
focus on the approximation of the function (x — £)¢ over (0, 1) for & € (0, 1), this
simple function is a prototype of pointwise singular behavior that can be present in
the solution of regular problems in geometries with corners or edges, or for problems
with non regular coefficients. It is straightforward to check that when

1) a> —% then the function is in L2(0, 1),
2) a> % then the function is in H'! 0, 1),
3 a> % then the function is in H2(0, 1),
(4) o > 3 then the function is in H3(0, 1).
We believe that it is interesting to summarize the conclusion of these papers as
follows:

(1) For the P version of the FEM (or spectral method (see [13])): if & € (0, 1),
the convergence of the best fit is of the order of (.e., % where r is related

1
to the regularity of the function). Note that, if £ =0 (ér & = 1), the convergence of
the best fit is of the order of %. This phenomenon is know as the doubling of
convergence for singular functions (see, e.g., [4] for more results in this direction).

(2) For the h — P version of the FEM (or spectral element method): The approx-
imation is generally of the order of pmin(@z. P+,

(3) For the h — P version, with a graded mesh, i.e., the size of the mesh di-
minishes as one gets closer to the singularities and P uniformly increasing: The
approximation can be of exponential order with respect to the number of degrees of
freedom.

(4) For the optimal 7 — P version of the finite element method: The approxima-
tion can be of exponential order with a better rate (with respect to the above rate)
if the degree P that is used in the largest elements increases while the graded mesh
is refined in the neighborhood of the singularity. Starting from a uniform mesh,
the elements that contain the singularity are recursively refined; starting from the
singularity, the degree of the approximation is equal to 1 and linearly increases
with the distance to the singularities in the other elements; the error then scales like
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exp(—cN ;? ), where Nj, is the number of degrees of freedom of the finite element
approximation.

2.2 Regularity Results

The natural question is then: What is the regularity of the density, the solution to the
Hartree Fock or Kohn Sham problems?

It is proven (see, e.g., the careful analysis of [22-24]) that the solution to such
systems is analytic (with exponential convergence to zero on unbounded domains) at
least away from the position of the nuclei, where, if exact singular potential is used
there, the solution is not better than H > around the singularities (this one being of
the shape e™ Z ).

For the same reasons as the doubling of convergence, if the finite element vertices
are on the nuclei positions, then there is a doubling of convergence for the P and
h — P version of the approximation leading to a convergence rate like P~ for the
solution obtained with polynomial degree 4, if the mesh is uniform. The energy is
approximated with another doubling of accuracy, i.e., P~ .... This analysis deals
only with the polynomial approximation without taking care of any % effect and is
consistent with the analysis of the paper [20]. At this level, we want to emphasize on
two points for which we refer to [16]. The first one deals with a better understanding
of the characteristics of the singularity of the solution of the Hartree Fock problem
at the level of nuclei; indeed it appears that locally, when expressed in spherical
coordinates around the nuclei, the solution is infinitely differentiable. The second
is to indicate that, from this knowledge, it is actually possible to propose combined
approximations that allows exponential convergence with respect to the number of
degrees of freedom (see also the recent approach in [39]).

In order to be more precise on the regularity of the solutions to such systems, we
are going to place ourselves in an adapted framework. We follow [48, 49] to define,
over any regular bounded domain 2 that contains (far from the boundary) all nuclei
Rj, j=1,..., M, some weighted Sobolev spaces well suited for the numerical
analysis of adapted finite element methods (as explained in [17], these weighted
Sobolev spaces are well suited to characterize the singular behavior of solutions
of general second-order elliptic boundary value problems in polyhedra). First, we
define the subdomain £2p which is the complementary in £2 to the union of small
enough balls w; around each nuclei position R, j =1,..., M. In addition, to each
nuclei position R;, j =1,..., M, we associate an exponent §;, and the following
semi-norms for any m € N:

M
2 Bj+lal
4l = lulmca) + YN T D%, @1

j=la=m
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where r; denotes the distance to R; and norm

m
2 _ 2
ey ) = ;} st (2.2)

where D% denotes the derivative in the local coordinate directions corresponding to
the multi-index «.

The space Mg'(£2) is then the closure of C§°(£2) of all infinitely differentiable
functions that vanish on the boundary of £2.

From the results stated above, we deduce that the solutions of the Hartree-Fock
problem qblo for any i (1 <i < N) belong to such spaces (they are said asymptoti-
cally well behaved) and moreover

|¢?|M§"(9) <C"m! 2.3)

with 8; > —%. In [16], it is indicated that the same type of result can be assumed
for the solution to the Kohn-Sham problem, at least for regular enough exchange
correlation potential. In what follows we shall assume that the same regularity result
holds for those solutions.

3 Galerkin Approximation

3.1 Generalities on the Variational Approximation

Let us consider a family of finite dimensional spaces X5, with dimension Ns. We
assume that it is defined through the data of a finite basis set {x,}1<;.<n;. Let us
assume that these are subspaces of HO1 (£2) (for the time being this means that the
discrete functions should be continuous)

The variational approximations of the Hartree-Fock or Kohn-Sham problems are

INEW) = inf{sHF@,s), D5 = (P15,---,Pn.5)" € (Xs)V,

/3¢i,a¢j,sdx=5ij,1§i,j§1\/} (3.1
R
and

5V = inf{ng(q)a), Bs = (P15, .)€ (X)),

‘/W(i’i,afﬁj,adx:t?ij,lSi,jSN}- (3.2
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The solution to the Galerkin approximation procedure is determined by
Ns
¢i,6 = Z Cu.iX/L-
u=1
Hence by the determination of the rectangular matrix C € M(Ns, N) contains the

N coefficients of the molecular orbital ¢; 5 in the basis {x,}1<u<n;. It is classical
in this context to introduce the so called overlap matrix S defined as

S;UJ:/ XlLXdev (3.3)
R3

so that the constraints fR3 ¢i,sPj sdx = §;; on the discrete solutions read

Ns N
bij = Z ZCW'SWCW‘,
n=1v=1
or again in matrix form
C*SC = Iy.

Similarly,

N

1
>3 / Vi, 51%dx + / P, V™ dx
i1~ /R R?

1
(_ / et / e
2 Jr3 R3

N Ns Ns

=Y > huvCyiCui = Trace(hCC*),
i=1 p=1v=1

Ns
Z CuiXu

pn=l

2
dx)

Ns 2
V2 Cuitu
n=1

where h € Mg(Njs) denotes the matrix of the operator —%A + V™€ in the basis
{xk}:

1
hyy = 5 /1;3 Vixu - Vxudx + ./R* VI xvdx. (3.4)

Finally, we can write the Coulomb and exchange terms by introducing first the no-
tations

(uvlich) =/ / X/L(X)XU(X)XK(X/)XA(JC/)dxdx/, (3.5)
R3 JR3 lx —x']
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and, for any matrix X with size N5 x Nj

Ns

)
JXuw= Y v cMNXen,  KXuw= Y (ur|ve) X
Kk, =1 K,h=1

The Coulomb and exchange terms can respectively be expressed as

(xX) paps (x')
./R% ./R% p%x _’Oia| dvd Z Z (vl ) Cpi Cri Cicj Cj

w,v,kA=11i,j=1
= Trace(J (CC*)CC¥)

and

[Tey (X, X2, No o N
Y R P ——dxdx’ = Z Z(“MK”)CuicviCKjCAj

wov, ke, A=11, j=1

= Trace(K (CC*)CC¥).

The discrete problem, is thus written equivalently as a minimization problem over
the space

Wy = {Why; € M(Ns, N), C*SC = 1y},
as
inf{ EFF(CC*), C e Wy}, (3.6)
where for any D € Mg(Ns)

EHF(D) = Trace(hD) + % Trace(J(D)D) — %Trace(K(D)D).

The energy can also be written in term of the so-called density matrix
D=CC*
leading to the problem
inf{ E"F(D), D € Py} (3.7)
with
Py = {D € Ms(N), DSD = D, Trace(SD) = N}.

Similarly the Kohn-Sham problem (3.2) reads

INS(V) =inf| EXS(CC*), C e W} (3.8)
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with
EKS(D) =2Trace(hD) + 2Trace(](D)D) + E (D),
here E,.(D) denotes the exchange-correlation energy:

N
Eve(D) = / pe? (p())dx  with p(0) =2 Dyuy 2 () x (x).
R3

i=1

For general analysis of these discrete problems and the associated approximation
results, we refer to [7, 8, 14, 15, 20, 32, 41, 60] and the references therein.

3.2 The Adapted h — P Discrete Spaces

Part 1 Definition of the 2 — P Discrete Spaces The purpose of this section is
to introduce the class of 4 — P finite elements spaces for the approximation of the
minimization problems (1.2) and (1.5) which we want to propose and analyze in this
paper. They will be used to get an exponential convergence for the finite element
approximation of the solution to the Hartree-Fock and Kohn-Sham problems. We
start by truncating the domain R3 in a regular bounded domain £2 that, for the sake
of simplicity, we shall consider to be a ball large enough to contain largely each
nuclei, similarly as in papers where this class of approximations was proposed (see
[3, 26, 27, 48, 49]).

The first step of the discretization consists in defining an initial triangulation
79 of £2 composed of hexahedral elements K subject to the following classical
assumption:

(D) 2 =UgpoK,

(2) Each element K is the image of the reference cube (—1, 1) under a diffeo-
morphism, that, in most cases, is an homothetic transformation (except of course on
the boundary of §2, but we shall not carefully analyze the approximation there since
the solution is very regular at this level),

(3) The initial triangulation is conforming in the sense that the intersection of
two different elements K and K’ is either empty, a common vertex, a common edge
or a common face,

(4) The initial triangulation is regular and quasi uniform in the sense that there
exist two constants k7, kp > 0 with koh < hg < k1 pg, where hg denotes the diam-
eter of K, px denotes the diameter of the largest circle that can be inscribed into K
and h = maxg{hg}.

We assume in addition that the positions of the nuclei R, R, ..., Ry are the
vertices of some element in the initial triangulation 7. Starting from this initial
hexahedral triangulation 70 of §2, for the & — P procedure, we define a family of
so-called o -geometric triangulations.

First for the triangulation, we refine recursively (by partitioning into 4 hexahe-
dra) each hexahedron that admits a nuclei at the vertex. This partitioning is based
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Fig. 1 The partitioning of a hexahedron, that admits a nuclei at R; as a vertex, in a (o, 1 — o)-ratio
(the left: before the refinement, the middle: after the refinement, the right: an element created in
the refined hexahedron that maintains the conformity with adjacent elements)

on a ratio (0,1 — o) (with 0 < o < 1) of each edge starting from the vertex that
coincide at the nucleus, as explained on Fig. 1. Note that the refinement only deals
the elements that have a nuclei as a vertex, this refinement preserves the conformity
with the non refined elements. The first refinement allows to define the triangulation
denoted as 7. Next, the same process applied to 7* allows to define 7°*!. For
any element K of the new triangulations 77 (that of course are not quasi uniform
anymore), hg still denotes the diameter of K.

Concerning the degree of the approximation that is used over each elements, we
start at the level 70 by using polynomials in Q1, i.e., tri-affine, over each element.
Then each time a triangulation refinement is performed, the new elements, created
at this stage, are provided with Q| polynomials, while, on the other elements that
did not change, the degree of the polynomial is increased by 1 unit in each variable
(or by a fixed factor o > 0 to be more general). In particular, the partial degree of
the polynomial on the elements of a triangulation 77 that have never been cut is
<1+ io and is uniform in all directions.

The discrete finite element space X L— p 1s composed of all continuous such piece-
wise polynomials (associated to the triangulation 77) that vanish on the boundary
of £2. From the analysis in 1D explained in [26], exponential convergence for point-
wise singular solutions can be obtained from the combination of the o-geometric
mesh refinement and o -linear increase of the degree of the polynomials.

Part 2 Analysis of the 7 — P Approximation The difficulty in this analysis lies
in the conjunction of three facts:

(1) The problem is set in three dimensions.

(2) Neither the mesh nor the degree from one element to the other is uniform.

(3) We are interested in approximation results for functions asymptotically well
behaved.

For asymptotically well behaved functions, we modify the analysis proposed in
[49] that dealt with discontinuous finite element methods. We thus start from the
existence of one dimensional operators 7, ; defined for any integer k > 0 and any
integer p > 2k + 1: H*(—1, 1) — PP(—1, 1) such that

@)V uE) =u (£, j=0,1,....k—1. (3.9)
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Fig. 2 The reference - A
truncated pyramidal element
TP

\J

vy

These operators can actually be chosen such that the following proposition holds.
Proposition 3.1 For every k € N, there exists a constant Cy > 0 such that
17 p ull 1,1y < Cillull ey 1ys Y€ HS(=1,1), Vp =2k +1.  (3.10)

For integers, p, k € N with p>2k — 1,k = p —k + 1 and for u € H*5(—1,1)
with k <s < k, there holds the error bound

: (k —5)!
I = 70p )72 < lu®)2,

S P @3.11)

(£2)
forany j=0,1,... k.

We then notice that, on the particular mesh of interest T (except for those ele-
ments of 77 —that are actually also in 7'—that are close to the boundary and for
which there is no problem of regularity nor approximation), there are essentially
two reference elements: A perfect cube K= (=1, 1)? and a truncated pyramid TP
like the one represented in Fig. 2.

Over such a reference element 7 P, we want to propose a local reference quasi-
interpolant and we follgw, for this sake, the same construction as in [49] that is
dedicated to the cube C. It uses the tensorization of the one dimensional operator
7T p,2 that leads to the operator over C defined by

773 (X) =) A(z)
I , 2@, LR
for which it is proved (see [49, Proposition 5.2])

Theorem 3.1 For any integer 3 < s < p, the operator ﬁ;z satisfies

(p—9)!

73
||M—H 2M||Hz (C)Sﬁ“ ||HV+S(C)

(3.12)

and

H2 (C)=H*(—1,1)® H*(—1,1) ® H*(—1,1).
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In order to get the same type of result, over TP, we modifying the operator i 13),’2

defined above over C by using the affine transform from the cube to the truncated
pyramid T P. This results in an operator with range equal to the set of all polynomi-
als over 7 P with partial degree < p’ with respect to x and y but < 3p’ with respect
to the z direction. In order to be an operator of degree < p, we choose p’ = 3 , and
denote by 3 D 2.TP this operator for which the following theorem holds.

Theorem 3.2 For any integer 3 <s < p, the operator H;,Z,TP satisfies

(p—s)! 2

=3 2 N
lu — Hp,Z,TPu”Hr%ix(ﬁ) < (CTP)Cm el 75 (3.13)

where the constant c7p > 1 only depends on the shape of TP.

In order to construct a quasi-interpolant in the equivalent DG space to X 2_ P
built over 77, the operator 1’7\13)’2 was then used in [49] by scaling it on each element
of the mesh 7 with the appropriate degree to propose a discontinuous approxima-
tion of the solution. Here we need to be a little bit more cautious since we want
the approximation to be continuous since X ;l_ p is a conforming approximation of
Hy ().

We nevertheless proceed as in [49]. We first notice that every element K € 7°,
is canonically associated to a reference element K that is either C or T P. The map-
ping that allows to go from K to K is denoted as xx and is composed of a rotation,
i.e., an homothetic transformation that thus preserve the polynomial degree. From
these transformations, we first build from the operators i 13,12 and ﬁ;,Z,T p atotally
discontinuous approximation of any HO1 (£2) function u with the appropriate degree
asin X Z— p- We denote by i iD G this operator. From the analysis performed in [49]

based on the same regularity results as in (2.3), this first nonconforming approxima-
tion satisfies (see (5.21), (5.25) and (5.35) in [49]):

2
p ~ ~ 2
E hé( ”u - HiDGu||L2(K) + z : ||V(M - HiDGu) ||L2(K)

KeTi K KeT!
<C Y hglax =@, (3.14)
KeT! "

where, for any K € 7", we denote by | ik the pull back function associated with u|g
through xx. The argument of the function |k is thus points x € K.1t can thus be
projected with the appropriate reference operator 7 equal to either I7T 13 .2 OF g D 2.TP"

We have now to make the approximation conforming (contmuous) between two
adjacent elements. This is done by lifting the discontinuities one after the other
starting from the discontinuities at the vertex, then at the sides and then, finally at
the faces.
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Let us start with the vertices. We consider the set of all elements of 77 that
share a common vertex a and denote them as K. ;{ with j =1,..., J. The non con-
forming approximation i l.D Gy thus proposes J distinct, but close, values. The rec-
tification first consists in modifying this value so that the new approximation over
KJ with j =2,..., J is equal to [ﬁiDGu]mé (a). Assume that for a given K with
j=2,...,J,the associated K is a and that the associated pull back transformation
maps the vertex a onto (1, 1, 1). The rectification of ﬁ(iﬂ X g) is obtained by adding
a quantity

r’e\cta,j(i, )A” 2) = Ea,ij,l(),e)'Hp,l()A’)Hp,l(2)»

where H,, 1 is the polynomial H, 1 () = (1 — )E)L’p(i); here L, stands for the
Legendre polynomial with degree p, and « is such that H, 1 (1) = 1.

_This modification: &a j, is upper bounded by the L bound between
[HiDGu]‘KJ (a) and [HiDGu]‘K;- (a), hence bounded by

eaj| < cllig) — 7@ @ -R@ ) . G5
lea,j| < clilgy = F@xPlz, + 1y —F@ )l - (B15)

From classical considerations we know that
1
1Hp.1 ||L2(—1,1) = C;, IVH 1 ||L2(—1,1) <Cp.

Hence
1

3

The associated modification of the approximation ﬁiD Sy of u, that we denote by

”V[ea,ij,l()2)7‘[17,1@)7‘[17,1(2)] ”LZ(I?) =C

recty j over K, 4 is thus upper bounded with an additional factor ch:

Virecta 1l > s < e K
[ VIrecta, IILZ(K;)_CpKea,J.

Let us continue on the rectification. We proceed similarly with the edge values,
and then the faces values. Let us present the face rectification. We only have two
elements K and K’, that share a whole common face which we denote by Fg g-.
The two approximations (already rectified at each vertex and edge) only differ from
the internal values on this face. The difference is thus a function €(x, y) (say) that
vanishes on the boundary of the face, and that we are going to lift on the element that
has the largest degree (say K’). This lifting is again performed thanks to a function
H p,1 (2 ):

rectr, ., (X, 9,2) =&, )Hp1(2),

the norm of which satisfies

hg' Pk’
||V[reCt]-'K,K/]||L2(K/) = C[% Vea,j ||L2(]-‘K,K,) + h—K’ ll€a, ||L2(f1<.1<’> . (3.16)
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By summing up these three type of corrections, we deduce that the new conforming
approximation still satisfies:

> V= T [, <€ D hklER —F@OR, - (A7)
KeT! KeTi "

‘We finish up as in [49] where the term on the right-hand side above is bounded, with
the regularity (2.3) by upper bounding this contribution by exp(—ci), where i is the
index of the triangulation T, hence by exp(—c+/N;) where N; is the total number
of degrees of freedom of X L_ P

Let us now introduce the HOl (£2) orthogonal projection operator I7 ;11 h_p over
X 2— p thus defined as follows:
My, p@) €X)_p, Ve Hy(2) and
. ' (3.18)
/ﬂ V(e - [, p@])Vodx =0, VyeXi_,.

‘We can state as follows.

Theorem 3.3 There exists a constant Co > 0, such that, for all u that satisfies the
regularity assumption (2.3),

[T, p @]l 1 = Coexp(—e/). 6.19)

4 A Priori Analysis

4.1 The Hartree-Fock Problem

Part 1 Preliminary Analysis Let us first start with the discretization of the
Hartree-Fock problem.
Following (3.1), the h — P approximation of the Hartree-Fock problem is

. ) i N
I (V) = mf{sHF@hp), ®Bp_p=(P1h—Pr-..ONs—P) € (X)_p)".

/ Gin-pPPjn—pdx =5;, 1<i,j< N}~ “4.1)
7]

Remark 4.1 The various integrals appearing in this energy should be—and are—
generally computed through numerical quadrature. These affect (sometimes dra-
matically) the convergence of the discrete ground state to the exact one. We shall
not investigate here this effect that is well described in e.g. [7] in a more simple
settings.
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The lack of uniqueness for the minimization problem, as recalled in (1.13) is
a difficulty for the error analysis that requires the understanding of the geom-
etry of the Grassmann manifold M; this was first addressed in [41]. For each
=(¢1,...,¢0n)T € M, we denote by

T¢M={wl,...,w)Te(Hg(m)N|V1si,jsN,/(¢iw,,~+wi¢,,-)dx=0}
Q
the tangent space to M at @, and we also define
ch:{w=<w1,...,wN>Te(H&(9))N|V1si,jsN, / ¢>l-1/f,-dx=0}.
2

Let us recall (see, e.g., [41, Lemma 4]) that
ToM=AD & @J'L,

where A = {A € RV*N | AT = —A} is the space of the N x N antisymmetric real
matrices.
The second order condition associated to the minimization problem (1.2) reads

a(pO(W, W) > 0, YW e Tq)OM,

where forall ¥ = (Yy,...,¥n) T and ¥ = (vy, ..., uy)T in (H] (2)V,

N
ago(W,T) = %SHF”((DO)(II/, T)-Ze?/gl/f,»uidx
i=1
N
Z HKS wlaUZ)H lHldx

00V ()0 (V)1 s
+4Z / / b; (X)I//I(X)%(Y)v/(y)dxdy

Pyt lx =yl

_22 / / w(x)¢?(y>¢j?(x>wj(y)dx .

lx —y]

¢ (V)i (1)) ()Y ()
-2 Z / / =] dxdy. 4.2)

i,j=1

It follows from the invariance property (1.13) that
ago(W, W) =0 forall¥ e Ad°.

This leads us, as in [41], to make the assumption that ago is positive definite on
@Y%l 5o that, as in [41, Proposition 1], it follows that a4o is actually coercive on
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@9 (for the HO1 norm). In all what follows, we thus assume that there exists a
positive constant cgo such that

ago(W, W) > c¢o||wn§[01, v e %Lt 4.3)

Remark 4.2 As noticed in [8], in the linear framework, the coercivity condition (4.3)
is satisfied if and only if

1 e?, ey 61(3] are the lowest N eigenvalues (including multiplicities) of the linear

self-adjoint operator h = — % A+ Ve
(i1) there is a gap cgo > 0 between the lowest Nth and (N + 1)st eigenvalues of /.

The topology of the Grassmann manifold M quotiented by the equivalence rela-
tion through unitary transformations (see e.g. [19]) was analyzed in this context in
[41] and in [8]. In particular,

(1) Let ® € M and ¥ € M. If My, ¢ is invertible, then

_ T T \—4
Upo =My o (My,o My, 5) 2

is the unique minimizer to the problem miny ¢z |UY — @ ||(Lz(_(2))1v.
(2) The set

M? = {w eM||¥ —@ = min |UW —q>||L2},
Uel(N)

verifies
M® ={(y — My w)2®+ W |Wedk 0<Myy<ly)
Hence, for any @ € M and any ¥ € M there exists W € &1~ such that
V=0 +SW)D+ W, (4.4)

where S(W) = (1y — Mw,W)% — 1y isan N x N symmetric matrix, and the con-
verse also holds. Similarly, at the discrete level, for any &, _p € [X] _ P]N N M and
any ¥,_p € V;,N,p N M®Ph-P there exists Wj,_p € [X;'lfp]N N q)flfp such that

Upp=Pp—p+SWh_p)Pp_p+ Wi_p, 4.5)

where S(Wj,_p) = (1y — Mthp,thp)% — 1y isan N x N symmetric matrix, and
the converse also holds.

In what follows, we shall compare, as in [8], the error between the solution to
(4.1) and @9, the solution to (1.2), with its best approximation in (X 2— P)N nM
(see [8, Lemma 4.3]).

Lemmad4.1 (1) Let ® = (¢1,...,¢n)T € M. Ifi € N is such that

dim(span(T}, ,_p(@1), ... MT}5,_,(@N))) =N,
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then the unique minimizer of the problem

min 19in—p = Pllz2c2yy
CD,‘,h—PG(XZfP)NmM

is

i p® =My

L2h-pP L

I
oy o) My p®. (4.6)

In addition, nl{\ﬂpd) € (X;'lip)N nM2,

7N p @ — B2y < ﬁll]‘[iz’hipdﬁ — Dl 122 4.7)

and for all i large enough,

2

I p @ = @l < NPl @y T2, p® = @I 2o

+ ||n22!h_Pq> — @l g1 2y - (4.8)

(2) Let i € N such that dim(X}FP) > N and ®; j—p € (X;'HP)N N M. Then

oy .
(Xj—p)" M=t = {(Ay = M, p Wi )" Pinp + Win—p |

i N
Win-p € (X;’L—P) N qj#—Pv 0=<Mw,_pWipp= 1N}'
4.9)

The following Lemma 4.2 (see [8]) collects some properties of the function W +—
S(W).

Lemma 4.2 Let
K={we(L22)"10<Myw <1y},
and S : K — Rév *N (the space of the symmetric N x N real matrices) defined by
1
S(W)=Uy —Mw,w)2 — 1.

The function S is continuous on K and differentiable on the interior 1% of K. In
addition,
ISWIlF <IWIl3.. YW eK, (4.10)

where || - || denotes the Frobenius norm. For all (W1, W, Z) € K x K x (L*(£2))N
such that |Wq| 2 < % and |Wa|;2 < %,

IS(W1) = SWo)lle < 2(I|Will 2 + [ Wall2) IW1 = Wallz2,  (4.11)
1(S' W) =8 (W) - Z|p <4IWi — Wall 211 Z ]l 2. (4.12)
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I(S"(W)(Z. Z) e <4IZI13,. (4.13)

Now, we recall the following stability results that can be proved following the
same lines as in [8].

Lemma 4.3 There exists C > 0 such that
(1) forall (Y1,72,73) € (Hy (2)V)?,
(" (@0 +11) — £ (0)) (1, 73|
2 .
< C(Imlliz + ”TIHHOI)HTZHH()' ||T3||H(;,
(2) forall (1,72, 13) € (H*(2))V),
(T (@0 + 17) — EM7(20)) (12, 1) |
<C(IMllp+ 1M ||iz)||T2||L2”T3”H2'

In addition, for all (q,r,s) € Ri such that % <gq,s > % and r < min(q, s), and
all 0 < M < o0, there exists a constant C > 0 such that

(1) for all (1,72, 73) € (HI(2))N x (Hy" ()N x (H(2)N such that
17illHe < M,

|(ETF" (@0 + 17) — EM (@) (72, T3)| < CITi e I 2l gy 13 s

Following the same lines as in [8, Lemma 4.7], we deduce from Lemma 4.3 that
there exists C > 0 such that for all ¥ € M,

EMF W) = EFF(00) + 2ag0 (¥ — @°, ¥ — @°) + R(¥ — @) (4.14)
with

0 0,3 0,4
|IR(¥ —d")| <C(|¥ —o ||H&+||llf—<1> ||H3). (4.15)

Part 2 Existence of a Discrete Solution We now use the parametrization of the
manifold X;ﬁ pN M®ii-P explained in (4.9) to express a given minimizer of the
problem (4.1) close to @Y in terms of an element Wi n—p in a neighborhood of 0
expressed as W; ,—p € B; ,—p, where

Bin—p:= {Wi’h_P IS [XZ_P]N N [ﬂl%7P¢O]L [0 < Mwi.h—P’Wi,h—P < l}.
Indeed, we can define
Eijp(W=P) = eMF (M L@ + S(WH=F)r/t 00 + Wii=F) (4.16)

the minimizers of which are in one-to-one correspondence with those of (4.1). Then
the same line as in the proof of Lemma 4.8 in [8] leads to the following lemma.
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Lemma 4.4 There exist r > 0 and i° such that for all i > i°, the functional E; j,_p

has a unique critical point W(l)’h_lD in the ball

(WP e [ p]" 0 [y p@ T WP <),

Besides, Wé’hip is a local minimizer of E; ,_p over the above ball and we have the
estimate

IWo" " gy < Cllaiil p@® = @Ol (4.17)

Since the solution @ is asymptotically well behaved, i.e., satisfies (2.3), we
obtain from the accuracy offered by the & — P finite elements spaces X _, stated
in Theorem 3.3 that there exists a constant C such that

||W(§’h_P||H01 < Cexp(—cy/N;).

Then we deduce the existence and uniqueness of a local minimizer to the problem
(4.1) close to ®° which satisfies that (see [8, (4.71)—(4.72)]) for i large enough,

1 0 0 0 0

EHWi,h—P”LZ =< ||q),‘,h_1> — @72 < 2||Wi,h—P||L2’ (4.18)
1

SV pllgy <190 p = @0l <2IW7,pl - (4.19)

Hence we have proven the following theorem.

Theorem 4.1 Let ®° be a local minimizer of the Hartree-Fock problem (1.2), and
assume that it is asymptotically well behaved, i.e., satisfies (2.3). Then there exist
r0 > 0 and i° such that, for any i > i°, the discrete problem (4.1) has a unique local
minimizer @gh_P in the set

{Win-p € (X;I—P)N nm? | 1¥in—p — 450”11(}(9) <r’)

and there exist constants C > 0 and ¢ > 0, independent of i such that

19— p = @l g1 < Cexp(=cy/N;).

Finally, the discrete solution d)? s p satisfies the Euler equations

N

<H§£—P¢?’i’h_1)’ wj,i,hfP)Hfl,Hol = Z[th_p]jv(fb(v),i,h_p, wv,i,hfP)Lz,
’ v=1

Viip e [X) 1"
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where ,og h—p = Pad, and the N x N matrix Ag s p 18 symmetric (but generally
not diagonal). Of céurse, it follows from the invariance property (1.13) that (4.1)
has a local minimizer of the form U @2 n_p With U € U(N) for which the Lagrange
multiplier of the orthonormality constraints is a diagonal matrix.

In order to get more precise results on the convergence rate of the eigenvalues,
further analysis needs to be performed on the approximation properties in standard
Sobolev spaces of the discrete space X ;z— p- As far as we know, these results con-
cerning

(1) inverse inequalities,
(2) convergence properties of the L?(£2) orthogonal projection operator /T le hep
over X;FP fore.g. H'! functions,

(3) convergence properties of the HOl (£2) orthogonal projection operator 17 ;'{, hep

i 2 :
over X; _p fore.g. H* functions,

do not exist in optimal form, which is what is required to get the doubling of con-
vergence for the approximation of the eigenvalues with respect to the convergence
of ||Cl>l.0 hp— ol Y- These results will be proven in a paper in preparation.

4.2 The Kohn-Sham Problem

Following (3.2), the h — P approximation of the Kohn-Sham problem is

. ] i N
IS (V) = mf{e?“(@hp), Opp=(P1h-Ps- - dNa—P) € (X)_p)",

/ Gin—pPjn—pdx =06;;, 1 <i,j =< N}- (4.20)
7,

Following the same lines as in the proof of the previous result, and the analysis
of the plane wave approximation of the Kohn-Sham problem presented in [8], we
can prove the following theorem.

Theorem 4.2 Let ®° be a local minimizer of the Kohn-Sham problem (1.5), and
assume that it is asymptotically well behaved, i.e. satisfies (2.3), Then there exist
r0 > 0 and i° such that, for any i > i°, the discrete problem (4.20) has a unique
local minimizer <Dl.(?h_P in the set
N

{Wi,h—[J € (XZ—P) ﬁ~/\/l(po|”lpi,h—p - (DOHH(;(Q) = VO},

and there exist constants C > 0 and ¢ > 0, independent of i such that

||<P,9h_P — q>0||HOl < Cexp(—c{‘/ﬁ,-).
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Increasing Powers in a Degenerate Parabolic
Logistic Equation

José Francisco Rodrigues and Hugo Tavares

Abstract The purpose of this paper is to study the asymptotic behavior of the pos-
itive solutions of the problem

u—Au=au—bx)u’ in2 xR, u) =ug, u(@)|ye=0,

as p — +oo, where £2 is a bounded domain, and b(x) is a nonnegative function. The
authors deduce that the limiting configuration solves a parabolic obstacle problem,
and afterwards fully describe its long time behavior.

Keywords Parabolic logistic equation - Obstacle problem - Positive solution -
Increasing power, subsolution and supersolution
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1 Introduction

In this paper, we are interested in the study of the parabolic problem

oru — Au=au —b(x)u? in Q := 2 x (0, +00),
u=0 on 082 x (0, +00), (1.1)
u(0) = ug in £2,

where a > 0, p > 1, b € L°°(£2) is a nonnegative function, and §2 is a bounded

domain with a smooth boundary. Such system arises in population dynamics, where
u denotes the population density of given species, subject to a logistic-type law.
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It is well-known that under these assumptions and for very general ug’s,
Eq. (1.1) admits a unique global positive solution u, = u,(x, t). In fact, in order
to deduce the existence result, one can make the change of variables v = e ™%,
and deduce that v satisfies 3;v — Av + b(x)eP“vP =0. As v — b(x)eP |v|P~ v is
monotone nondecreasing, the theory of monotone operators (see [1, 2]) immediately
provides the existence of the solution of the problem in v, and hence also for (1.1).

One of our main interests is the study of the solution u, as p — +00. As we will
see, in the limit we will obtain a parabolic obstacle problem, and afterwards fully
describe its asymptotic limit as t — +o0.

This study is mainly inspired by the works of Dancer et al. [3-5], where the sta-
tionary version of (1.1) is addressed. Let us describe their results in detail. Consider
the elliptic problem

—Au=au—bxuf, ueH (). (1.2)

For each domain w € R, denote by A1 (w) the first eigenvalue of —A in HO1 (w).
Assuming b € C(£2), the study is divided into two cases as follows: The so-called
nondegenerate case (where ming b(x) > 0) and the degenerate one (where 20 :=
int{x € 2 : b(x) = 0} # @ with a smooth boundary).

In the nondegenerate case, it is standard to check that (1.2) has a positive solution
if and only if a > A1(£2) (see [6, Lemma 3.1, Theorem 3.5]). For each a > A{(£2)
fixed, then in [4] it is shown that u, — w in CL(2) as p — +00, where w is the
unique solution of the obstacle-type problem

—Aw=awxw<1}, w>0, wlhe=0, |wlo=1 (1.3)

It is observed in [3] that u is also the unique positive solution of the variational
inequality

weK:/ Vw~V(v—w)dx2/ aw(—w)dx, VYvek, (1.4)
Q 2
where

K={weHj(2):w<lae in2}.
In the degenerate case, on the other hand, the problem (1.2) has a positive solution
if and only if a € (A1(£2), A1(£20)). For such a’s, assuming that 29 € £2, if we

combine the results in [4, 5], we see that u;, — w in L9(£2) for every g > 1, where
w is the unique nontrivial nonnegative solution of

weKp: / Vw~V(v—w)dx>/ aw(—w)dx, YvekKy (1.5)
Q 2

with

Ko={weHj(2): w<lae.in 2\ 2}
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The uniqueness result is the subject of the paper [5]. Therefore, whenever b(x) # 0,
the term b(x)u” strongly penalizes the points where u, > 1, forcing the limiting
solution to be below the obstacle 1 at such points.

Our first aim is to extend these conclusions to the parabolic case (1.1). While
doing this, our concern is also to relax some of the assumptions considered in the
previous papers, namely, the continuity of b as well as the condition of £2¢ being in
the interior of £2. In view of that, consider the following conditions for b:

(bl) b e L*®(£).
(b2) There exists £2¢, an open domain with a smooth boundary, such that

b(x) =0 a.e. on £2p,

V' €2\ 29 open, 3Ib > 0suchthat b(x) >bae.in 2'.
Observe that in (b2), 29 = @ is allowed, and £2¢ may intersect 9£2. Continuous
functions with regular nodal sets or characteristic functions of open smooth domains

are typical examples of functions satisfying (b1)—(b2). As for the initial data, we
consider

(H1) ug € H} (£2) N L®(£2),
(H2) 0<upg<lae. in 22\ £2.

Our first main result is the following.

Theorem 1.1 Assume that b satisfies (bl)—(b2), and uo satisfies (H1)-(H2).
Then there exists a function u such that, given T > 0, u € L*°(0, T; HO1 2) N
HY(0,T: L*(2)) and

Up —>u strongly in L2(O, T; HO1 (.Q)),
Oiup — ou  weakly in L2(QT).

Moreover, u is the unique solution of the following problem:
Fora.e.t >0,u(t) € Ko,

/ Btu(z‘)(v — u(t))dx +f Vu(t) - V(v — u(t))dx > / au(t)(v — u(t))dx
2 2 2
(1.6)

for every v € Ko, with the initial condition u(0) = uyg.
Next, we turn to the long time behavior of the solution of (1.6).

Theorem 1.2 Suppose that b satisfies (b1)—(b2). Take ug verifying (H1)—(H2). Fix
a € (A (82),r1(829)). Let u be the unique positive solution of (1.6) and w be the
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unique nontrivial nonnegative solution of (1.5). Then ||w||c = 1 and
u(t) > w stronglyin Hol (£2), ast— 4oo.

Moreover, if a < A(82), then ||u(t)||H01(9) — 0; and if a > A1(820), then both
lu(t)]l 0o and ||u(t)||H0|(Q) go to 400 ast — +00.

We remark that in the case 29 =, we let A1(£29) := +00, and a > A1(§2) is a
empty condition. The case a = A1 (£2) is the subject of Remark 4.1.

Under some stronger regularity assumptions on b, ug and £2, it is known (see
[6, Theorem 3.7] or [7, Theorem 2.2]) that u (¢, x) converges to the unique positive
solution of (1.2) whenever a € (A1(£2), A1(£20)). Hence in this situation, if we com-
bine all this information together with the results obtained in this paper, then we can
conclude that the following diagram commutes:

up(x,t) positive solution of p—>+oo i foL6
—_— , .

Byt — A= au — b(x)uP u(x,t) solution of (1.6)
3 3
+ +
! !

up € Hj (£2) positive solution of p—+00 w € H (£2) nontrivial
—Au=au — b(x)u? nonnegative solution of (1.5)

The proof of Theorem 1.1 uses a different approach with respect to the works of
Dancer et al. While in [4], the authors use fine properties of functions in Sobolev
spaces, here we follow some of the ideas presented in the works [8, 9], and show
that a uniform bound on the quantity

// b(x)uﬁ“dxdt foreach T > 0,
or

implies that u(¢) € Kq for a.e. ¢ > 0 (see the key Lemma 2.4 ahead). As for the proof
of Theorem 1.2, the most difficult part is to show that when a € (A1(£2), 11($20)),
up(x,t) does not go to the trivial solution of (1.5). The key point here is to construct
a subsolution of (1.1) independent of p. It turns out that to do this one needs to get
a more complete understanding of the nondegenerate case, and to have a stronger
convergence of uj, to u as p — +00. So we dedicate a part of this paper to the
study of this case. To state the results, we start by defining for each 0 < #; < #; and
O.1, '= 82 x (11, 1), the spaces C;’O@,l,,z) and qu’l(Qt,,tz). For g > 1, the space
qu’l (Q1.1,) is the set of elements in LY(Qy, 1,) with partial derivatives 0;u, Dyu,



Increasing Powers in a Degenerate Parabolic Logistic Equation 383
D)%u in L9(Qy, 1,). It is a Banach space equipped with the norm

lull2,1:9,0,, ., = lullzaco,, 1) + I1DxutllLacoy, 1))

+ID3ulaco, ) + 1l oo, ,)-

For each @ € (0, 1), C&’O(Etl,m) is the space of Holder functions u in @,l’,z with
exponents « in the x-variable, 5 in the ¢-variable and with D u satisfying the same
property. More precisely, defining the Holder semi-norm

luCx, ) —u@x’, 1))

7. x,x' €2, 1,1 e, nl,
|[x —x/|% + |t — 1|2

[u]a,Q,] n = Sup{

(5,0 # (x',z/)},
we have that

0,1

= {u: IIMIIC(IY,O@M) = llullLeog,, 1) + I DxttllLoecg,, 1) + [Ula 0y,

+[Dyule. g, ,, < +o0}.

Recall that we have the following embedding for every 0 < #| < #, (see [10, Lem-
mas 11.3.3, 11.3.4]):

_ N +2
Wl (Qn) = C%(Qnp). YO<a<1-— - 1.7)

In the nondegenerate case, we have the following result.

Theorem 1.3 Suppose that b satisfies (bl) and the condition as follows:
(b2") there exists by > 0, such that b(x) > bg for a.e. x € 2.

Let ug satisfy (H1) and 0 < ug < 1 for a.e. x € 2. Then, in addition to the conclu-
sions of Theorem 1.1, we have that

up, —>u strongly in C;’O(E,I,,z), weakly in qu‘l(Q,lylz), as p — +oo
foreverya € (0,1),qg > 1 and 0 < t| < ta. Moreover, u is the unique solution of
du — Au=auyp<y) in Q. w®=up |ulloc < 1. (1.8)

In this case, as t — +00, we also obtain a convergence result for the coincidence
sets {u(x,t) = 1}.
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Theorem 1.4 Suppose that b satisfies (b1)—(b2'). Take ug satisfying (H1) and 0 <
ug < 1 forae. x € 2. Fix a > A (82). Let u be the unique solution of (1.8), and w
be the unique solution of (1.3). Then, as t — 400,

u(t) — w strongly in Hj ($2) N H(£2)
and
Xu=1) () = Xqw=1) stronglyin LY(2), Vg >1. (1.9)

The structure of this paper is as follows. In Sect. 2, we prove Theorem 1.1, while
in Sect. 3, Theorem 1.3 is treated. Finally, in Sect. 4, we use the strong convergence
up to the boundary of §2 obtained in the latter theorem to prove Theorem 1.4, and
afterwards, we use it combined with a subsolution argument to prove Theorem 1.2.

We end this introduction by pointing out some other works concerning this type
of asymptotic limit. The generalization of [4] for the p-Laplacian case was per-
formed in [11]. In [8, 9], elliptic problems of the type

—Au+ flx,w)] fx,w)|” =g(x)

were treated, while in the works by Grossi et al. [12, 13], and Bonheure and Serra
[14], the authors dealt with the asymptotics study of problems of the type

—Au+V(xDu=u?,

as p — +o0 in a ball or an annulus both with Neumann and Dirichlet boundary
conditions.

2 The General Case: Proof of Theorem 1.1

To make the presentation more structured, we split our proof into several lemmas.
We start by showing a very simple comparison principle which is an easy conse-
quence of the monotonicity of the operator u > |u|?~lu.

Lemma 2.1 Suppose that u is a solution of (1.1). Take v a supersolution, satisfying
v —Av=av—bx)vP inOQOr,
v(0)=vo, v(®)lse =0

with ug < vo. Then u(x,t) < v(x,t) a.e. On the other hand, if v is a subsolution
satisfying

v — Av<av—bx)w’ inQr,
v(0)=vo, v(®)lse =0

with vy < ug, then v(x,t) <u(x,t).
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Proof The proof is quite standard, but we include it here only for the sake of com-
pleteness. In the case v is a supersolution, we have

o(u—v)— Al —v) +b(x)(up — vp) <a(u—v).
Multiplying this by (u(t) — v(¢))™, we obtain

Id [(u(t) — v(0) "] dx +/ IV (u(t) — o)) Pdx
2 dt I?) Q
+/ b(x) (uP (1) — v (1)) (u(r) — v(1)) Tdx
2
< a/ [(u(t) - v(t))+]2dx.
2

As b(x)w? —vP)(u —v)*T >0, we have

4 [(u(t) —v(0) T dx < 2a/ [(u(t) — v(0)) TP dx,
2

dt Jo
whence
/ [(u(r) — v(6) ]Pdx < eZ“’/ [(wo — vo)T]?dx = 0.
2 Q2
The proof of the result for the subsolution case is analogous. U

Next we show some uniform bounds in p.

Lemma 2.2 Given T > 0, there existsan M = M(T) > 0, such that |lup| p>0r) <
M forall p > 1.

Proof Take ¥ > 0 as the unique solution of

{3r¢ — Ay =ay inQr,
¥ (0) = uo, u(®)|po =0.

Then
Y — AY —ay + b)Y’ =9 — Ay —ay =0.

Hence, v is a supersolution, and from Lemma 2.1, we have that 0 <u, <. In
particular,

luplle=cor) < I llLe(or) <400, asug e L(82),

which proves the result. g
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Lemma 2.3 Given T > 0, the sequence {u,}, is bounded in HY 0, T; L2(2) N

L>(0, T; H} (82)). Thus, there exists au € H'(0, T; L>(£2)) N L>(0, T; H} (£2)),
such that

Up —> U strongly in L2(QT), weakly in LZ(O, T, H(} (.Q)),
iup — du  weakly in L2(Q7).

Moreover, there exists a C = C(T) > 0, such that
/f byuhtldxdr <C, Vp>1. 2.1)
or
Proof Multiplying (1.1) by u,, and integrating it in £2, we have

li u (t)dx+/ [Vu, (1) dx—a/ u (t)dx—/ b(x)upﬂ(t)dx.
2dt Q

Integrating the above equation between 0 and ¢, we have
1 t
ks / u? (1)dx +f 1V, () 13d& + f/ b(x)ubt dxds
2/ 0 0

Slf u%dx—i—a// u?dxdt
2 Jo , P

1 2
< S lluoll3 +arl21(M(©))”.
Hence, for every T > 0, {up}, is bounded in LZ(QT), and (2.1) holds. Il

Now using d;u, as a test function (4, = 0 on 952 for all > 0, thus d,u,(t) €
HO1 (£2) for a.e. t > 0), we have

d ubt
/(a,u,,) dx+ f |Vup(t)|2dx——— uf,(t)dx—5/ b(x) ”+1

Again after an integration, we have

2 1 2 a 2 M§+1(l‘)
Ql(atup) dxdt—i—i Q|Vup(t)| dx~|—§ Quodx—i- Qb(x) P dx

uer]
/ |Viro[2dx +/ b

2
d +2/Qup(t)dx
bo|2] a

=+ §M2|52|, (2.2)

< EIIVuoH%—Ir

where we have used the fact that 0 < ug < 1 whenever b(x) # 0, together with the
previous lemma.
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The proofs of the following two results are inspired by similar computations
made in [8, 9].

Lemma 2.4 We have u(t) € Kg for a.e.t > 0.
Proof Let £2' € 22\ £ and take Q' := £2" x (0, T). Given m > 1, we will show

that |{(x,7) € Q% : u > m}| = 0. Denote by b the infimum of b(x) over £2', which
is positive by (b2). Recalling (2.1), we deduce the existence of C > 0, such that

0< // bu pdxdt
{up>mNQ7
1
< — / / b(x)ubt dxds
mP {up>m}NQ7

1 c
< — /f b yubht dxdr < —.
mbpP or mbpP

Hence,asm > 1 and b > 0,

lim // updxdr =0.
p—>+00 {up>mNQ7

Now observe that

0= Ilim // updxds
P=+0 J Jup,>myn 0y

T T
ZPBTOO</O /Q/upX{up>m}X{u>m}dth+/O /Q/upX{up>m}X{u<m}dde)

T
> lim / / u,,)({up>m})({u>m}dxdt.
0 Q'

p—>+00

As Up Xfup>m) X{u>m) = UX{u>m) A.C. and |upX{up>m}X{u>m}| < L on Qr, then by
the Lebesgue’s dominated convergence theorem, we have

T
pEToo/o /Q,”PX{up>m}X{u>m}dxdf

T
= / / ”X{u>m}dth
0 Q'

>m|{(t,x) € Q% : ut,x) >m}| >0.

Hence [{(x, 1) € Q% 1 u(x,1) > m}| =0 whenever m > 1. O

Lemma 2.5 Let u be the limit provided by Lemma 2.3. Then, up to a subsequence,

up, —>u strongly in L? (0, T; HO1 (Q)).
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Proof Multiply (1.1) by u,, — u, and integrate it in Q7, we have

// Btup(up—u)dxdt+// Vup - V(up —u)dxdt
or or

+ // b(x)uﬁ(up — u)dxdr
or

=// aup(up —u)dxde,
or

which, after adding and subtracting [/, or Vu - V(up — u)dxdt, is equivalent to

// a,u,,(v—u,,)dxdt+/[ IV (up — w)|*dxds
or

+// Vu - V(u,,—u)dxdt+// b(x)ub(up — u)dxds

// aup(up —u)dxdt.
or

By the convergence shown in Lemma 2.3, we have that the terms [}, oy Orupup —
wydxds, [l o, Vu-Vu, —u)dxdt and [f, au,(u, —u)dxds tend to zero as p —
+o0. Finally, observe that

// b(x)ub(u, — u)dxdt
or

:// b(x)ub(up — u)dxdt + / b(x)ub(u, — u)dxdt
<u}

{u<up}

> /f b(x)ub(u, — u)dxdt.

{0<up<u}
Asu<lae in Q7. =(0,T) x 2\ 29 (see Lemma 2.4), we have
‘ // b(x)ub(up — u)dxdt

{0 p<u}

< // b(x)uP|up — uldxdt
0<up<u}ﬁQT

// beolup —uldxdt — 0,
or

whence liminffoT b(x)ul(up — u)dxds > 0. Thus

// IV(up — u)lzdxdt —0, asp— +oo,
or

and the result follows. O
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Proof of Theorem 1.1 (1) The convergence of u, to u are the consequences of Lem-
mas 2.3 and 2.5. Let us then prove first of all that

// oru(v — u)dxdr + // Vu-V@ —u)dxdr > /[ au(v —u)dxdr (2.3)
or or or

for every v € ]Ko, where H~§0 = {v e L*0,T; H(; (£2)) : v(t) € Ko forae.t €
(0, 7)}. Fix v € Ko and take 0 < 6 < 1. Multiplying (1.1) by 6v — u,, and inte-
grating it, we have

// atup(Gv—u,,)dxdt+// Vup - V(Ov —up)dxdt
or Or

+// b(x)ub(Ov — u,)dxdt
or

:// aup(Ov —up)dxde.
or

By Lemmas 2.3 and 2.5, we have

// Oup(Ov —up)dxdt — // oru(Bv — u)dxdr,
or
// Vup-V(Ov —up)dxdt — // Vu-V(0@v — u)dxds,
// upBv — up)dxdt—>// u(@v — u)dxdz.
or or

For the remaining term, as b(x) =0 a.e.in 2pand v < l a.ein 2\ £29 x (0, T), we
have

// b(x)uﬁ(@v —up)dxde
or

= // b(x)ub(Ov — u,)dxdt + // b(x)ub(0v — up)dxdt
0<up<ov Ov<up

<// b(x)0P10v — up|dxdr — 0,
T

as p — 400, because 6 < 1. Thus

// o;u(0v — u)dxdr + // Vu-V(@v —u)dxdr > // au(@v — u)dxdt,
or or or

and now we just have to make 6 — 1.
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(2) Given v € Ko, £ € (0, T) and h > 0, take

v, tel&, &+ h],

v = {ua), {16, €+

Then, v € f{o, and from (2.3), we have

E+h &+h
/ / oru(v — u)dxdr +/ / Vu- V(@ —u)dxdt
& Q £ Q

E+h
2/ / au(v — u)dxdt.
3 2

Multiplying this inequality by % and making & — 0, we get (1.6), as required.
(3) Finally, it is easy to show that the problem (1.6) has a unique solution. In fact,
taking #1 and u; as solutions to (1.6) with the same initial data, we have

/Q 3,11 (1) — ua (1)) (w2 1) — ur(6)) + V(11 (1) — ua(D)) - V(2 t) — uy (1)) d

> /9 au1 () — ua (D)) (ua () — 1 (1)) d,

which is equivalent to

1d

5T (ul(t)—uz(t))zdx—i-/ }v(ul(t)—uz(t))\zdng a(ui () —ua(0)) dx.
tJe 2 2

The fact that u1 and u, have the same initial data now implies that

/ (ur(t) — uz(t))z(l)dx < 62‘”/ (uo — up)dx =0.
2 2

Hence, u, — u for the whole sequence {u},, not only for a subsequence. O

3 The Nondegenerate Case: Proof of Theorem 1.3

As stated, the results of the previous section are true even in the case of 29 = .
Let us check that in the nondegenerate case (b2'), we have a stronger convergence
as well as a more detailed characterization for the limit u (see (1.8)). This is mainly
due to the following powerful estimate.

Lemma 3.1 There exists a constant M > O (independent of p), such that
||Mp||€;>1(Q) < M forall p>1.
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Proof Let by = infp b > 0 and take M, > 0, such that aM, — bOle,7 = 0. Ob-
serve that as — bos? < 0 fors > M. Take N, := max{1, M,}. Multiplying (1.1) by
(up(t)— Np)T (recall that u,, = 0 on 352, whence (u, — Nj,)™ = 0 on the boundary
as well), we obtain

1d
——/ ((up—Np)+)2dx+/ IV(up — Np)t|Pdx
2dt Jo o

=/Q(aup —b(x)ug)(up — p)+dx
< / (aup — bouﬁ)(up — Np)+dx
2

:/ (aup — boug)(up — Np)dx <0.
Up>

p2=Np

Thus

d
=N <o [ (o =Ny Var< [ (w0- N ax,
tJo 2 2

which is zero because N, > 1. Then

0<u,(t, x) <max{l, M,},
1
and the result now follows from the fact that M), = (bio) T, O

Lemma 3.2 For each t; > t; >0, g > 1 and a € (0, 1), the sequence {u,}, is
bounded in qu’l(Q[l,,z) and Coll’o(a,l,tz). Thus

up, —u weaklyin qu’l(Q,l,tz),
up—u  strongly in CL°(Q,, ,,), Vae(0,1).

Proof From Lemma 3.1 we get that

e o
laup o) <C'MPT <C”, 16 )ubll o) < boaM 7T < C”.
Hence
10:up — Aupllpegy <C, Vp>1,

which, together with [10, IV. Theorems 9.1 and 10.1] (see also [15, Theo-
rems 7.22 and 7.32]), implies that for every g > 1, the sequence {u,}, is bounded
in qu’l(Qtl,tz) independently of p. Thus, we can use the embedding (1.7) to show
that {u,}, is bounded in C19(Q;, ,,). As the embedding C}-0 — Colt;o is compact
for all @ > o, we have the conclusion. O
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Observe that by Theorem 1.1 the whole sequence u;, already converges to u in
some spaces, and hence the convergence obtained in this lemma is also for the whole
sequence, not only for a subsequence.

Remark 3.1 Tt is important to assume §2 smooth (say 952 of class C?) to get reg-
ularity up to 9£2. This will be of crucial importance in the next section. Without
such a regularity assumption, we would obtain convergence in each set of the type
Q' x (t1,) with 2' € 2,0 < 1] <.

Now, in view of Theorem 1.3, we want to prove that in this case u solves (1.8).

By Lemma 3.1, we know that ||uZ_1 (o) < M for all p > 1. This implies the
existence of ¥ > 0, such that, for every T > 0,

ub™' ~ 4y weak-* in L™(Qr) and weak in L2(Q7).
Thus when we make p — +o0 in (1.1), we obtain that the limit u satisfies
oru — Au=(a —y)u.
Moreover,
luplloo < MP+1 — 1, asp— oo,

which implies, together with Lemma 3.2, that 0 < u < 1. The proof of Theorem 1.3
will be complete after the following lemmas.

Lemma 3.3 =0 a.e. in the set {(t,x) € Q : u(x,t) < 1}. In particular, this
implies that

O — Au=auyy<y ae (x,t)€Q.

Proof Take (x,t) suchthatu(x,t) < 1. Asu, — u in Cé’o, we can take § > 0 such
that u, < 1 — 8 for large p. Then,

O<u§_1 g(l—a)l’—l—>0, as p — +00,

whence ¥ (x,1) =0. Thus ¥ =0 a.e. on {(x, ) :u(t,x) < 1}.
Finally, as u € qu ! for every g > 1, we have that

du—Au=0 ae. on{(x,0):ulx,1)=1},
and the proof is complete. O

Lemma 3.4 Let w be a solution of (1.8). Then w solves (1.6).

Proof Multiply (1.8) by v — w with v € K. Then we have
/ Jrw(v — w)dx +/ Vw- -V —w)dx
Q 2

=a/ WX {w<1) (Vv — w)dx
2
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=a/ w(v—w)dx—a/ (v —1)dx
Q Q

>a/ w(v —w)dx,
Q
since v < 1in £2. O

Proof of Theorem 1.3 The convergence u,, — u strongly in C}-*(Q,, ;,) and weakly

in qu’l(Qtl,,z) for every T > 0 is a consequence of Lemma 3.2. By Lemma 3.3,
u satisfies (1.8). Finally, Lemma 3.4 and the uniqueness shown for (1.6) imply the
uniqueness of solution of (1.8). O

4 Asymptotic Behavior as ¢ — oco: Proof of Theorem 1.4

In this section, we will study the asymptotic behavior of (1.6) as ¢t — +oc0. First
we need to understand what happens in the nondegenerate case (b2'), and prove
Theorem 1.4. Then, as we will see, the convergence up to the boundary proved
in Lemma 3.2 will be crucial. Only afterwards will we be able to prove Theo-
rem 1.2.

4.1 Proof of Theorem 1.4

We start by showing that the time derivative of u vanishes as t — +o00.
Proposition 4.1 [|9;u(t)|;2(o) — 0 ast — +o0.

In order to prove this proposition, we will show that [[dup(?)|l;2() — O as
t — +o00, uniformly in p > 1. To do so, we will use the following result from [2,
Lemma 6.2.1].

Lemma 4.1 Suppose that y(t) and h(t) are nonnegative continuous functions de-
fined on [0, 00) and satisfy the following conditions:

o0 o
YO <A ahe, [ Cyoar<an [Choa<as @
0 0
for some constants Ay, Az, A3, Ag > 0. Then

lim y(t)=0.

t—>—+00
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Moreover, this convergence is uniform' for all y satisfying (4.1) with the same con-
stants Ay, Ay, Az, Ag.

With this in mind, we have the following lemma.

Lemma 4.2 Let u, be the solution of (1.1) and a > 0. Then
0;up(t)ll2 — 0, ast— +o00, uniformly in p > 1.

Proof Let us check that y(¢) := [|0;u, (t) ||% satisfies the assumptions of Lemma 4.1.
First of all, (2.2) implies that

* ) , 12| a ,
@) 13dx < [ Vuol3 + = + S M?|%2|
0

(recall that in the nondegenerate case, [|u ||~ xgr+) is bounded uniformly in p,
by Lemma 3.1). Differentiate equation (1.1) with respect to ¢

8,2141, — Adjup + pug_latul, =adiup,

multiply the above equation by 0,u, and integrate it in §2 at each time ¢. Then, we
obtain

1d _
Ed_/ (atu,,(t))2dx+/ |V(8,u,,(t))|2dx+p/ ul (0 (Bu,p (1)) dx
tJo 2 2

2
a a
:a/ (Btup(t))zdxé—(/ (Btup(t))zdx> +2.
2 2\Je 2
Thus
d 2 4
EIIBsz(t)Ilz<a||3tup||2+a-

So we can apply the previous lemma with A| =a, Ay =a, Az = ||Vuo||§ + % +
2M?|2|,and h(t) =0, A4 =0. O

Proof of Proposition 4.1 From the previous lemma, we know that, given ¢ > 0,
there exist 7 and pyp, such that

l8iup ()3 <&, ¥t>=17, ¥p> po.

Thus for every 7 < £ < fp,

1)
/||a,u,,(t)||§dt<e(t2—t1), Vi =1, Vp > po.
n

I'This uniformity is not stated in the original lemma, but a close look at the proof allows us to easily
obtain that conclusion.
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As d;up — 0,u weakly in LZ(QT) for every T > 0 (see Theorem 1.1), then taking
the liminf as p — +o00, we get

15}
/ 13u()|3dr < etz —11).
n

Hence
o u()3 <e, Vi=T7,

which gives the statement. O

Proof of Theorem 1.4 Fix a > 11($2). By taking v =0 in (1.6), we obtain

f |Vu(t)|2dx<f (=Bu(u(t) + au®)dx,
2 2

which implies that ||u(7)|| HY(2) is bounded for ¢ > 0. Therefore, up to a subse-

quence, we have u(f) — u in HO1 (£2) as t — +oo. Given a subsequence t,, — +00
such that u(t,) — u, we know that

/ du(tn) (v — u(ty))dx +/ Vu(ty) - V(v — u(ty))dx
2 2

> a/ u(t,,)(v — u(tn))dx
2
for all v € K, which, together with Proposition 4.1, implies that, as p — +o0,
/ Vu-V(—u)dx > / au(v—u)dx, YvekK
Q Q

or, equivalently,
— AU =auxm<1)

(here we are using the equivalence between these two problems, which was shown
in [3] and stated in Sect. 1). Since ||#]|co < 1 and a > A1(£2), in order to prove that
u = w (the unique nontrivial solution of (1.3)), the only thing left to prove is that
u#0.

(2) Let us then check that, for a > A, u # 0. Fix any ¢ > 0. By the maximum
principle, we have that u(7, x) > 0 in §2 and 9,u (7, x) < 0 on 3£2. By the conver-
gence in Coll'o-spaces up to the boundary of £2 (see Theorem 1.3), we have that for
p =P up(t,x)>0in §2 and d,u,(f, x) <0 on 3§2. Let ¢ be the first eigenfunc-
tion of the Laplacian in HO1 (£2) with ¢1 > 0 and ||¢1]lco = 1. Then

co1 <upt,x), Vxef2,Vp=p 4.2)
for sufficiently small ¢ (independent of p). Moreover, observe that

9 (cop1) — Alcpr) < alepr) — b(x)(cpr)?
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if and only if
b(x)cP ol <a— 2. 4.3)

Take ¢ > 0 such that (4.2)-(4.3) hold. Then, c¢; is a subsolution of (1.1) for suffi-
ciently small ¢ and for each p > p. Then, by Lemma 2.1, we have that u, (¢, x) >
co) forevery r >t and p > p. Hence as p — oo, we also have u(¢, x) > cg; (x) for
every x € £2,t >t. Thus u # 0 and u = w, the unique solution of (1.3). From the
uniqueness, we deduce in particular that u(#) — w in H(} (£2) as t — o0, not only
for some subsequence. As for the strong convergence, this is now easy to show,
since by taking the difference

du — Au(t) — w) = au(t) <1y — AW x{w<1)

and multiplying it by u(t) — w, we get

/ |V(u(t) — w)|2dx
2
=— fg du () (u(r) — w)dx + (au(®) xu<1y — awxqw<1y) (u (@) — w) — 0,

as t — oo (recall that both u(¢) and w are less than or equal to 1). Thus u(¢) — w
strongly in Hé (£2).

(3) The convergence of the coincidence sets follows as in [16]. As 0 <
Xu=1}(t) < 1, then there exists a function 0 < x* < 1 such that, up to a subse-
quence,

Xu=1)() = x* weak-* in L*(£2), ast— +o0.

Since xu=1;(1 —u) =0 a.e., we have x*(1 — w) =0 a.e. Hence x* = 0 whenever
w < 1. Moreover, from the fact that 0;u — Au = au(l — x(,=1)) a.e. in Q, we de-
duce that —Aw =aw(l — x*). As Aw =0 a.e. on {w =1} (in fact, u € W24 (£2)
for every ¢ > 1), we conclude that x* =1 on {w = 1}, whence x* = x{w=1}. Since
in general, the L°°(£2) weak-* convergence of characteristic functions implies the
strong convergence in L7(§2) for every ¢ > 1, we have proved (1.9). As a conse-
quence, actually u(r) — w in H?-norm.

(4) For a < A1(£2), the function O attracts all the solutions of (1.6) with nonneg-
ative initial data. In fact, by taking v =0 in (1.6), we obtain

a
r1(82)

/|Vu(z)|2dx<a/ u(t)zdx—/ du()u(r)dx < /|Vu(t)|2dx+o(1),
2 2 2 2

as t — +o00. Thus ||M(t)||[-1(}(!2)_)0' -



Increasing Powers in a Degenerate Parabolic Logistic Equation 397

4.2 Proof of Theorem 1.2

Fix a € (A1(£2), 21(£2p)). In this case, we have a result stronger than that in
Lemma 2.2, with a uniform L* boundin Q = 2 x R*.

Lemma 4.3 For a € (A(82), A1(820)), there exists C > 0, such that |up|l =) <
C forall p > 1.

Proof Here we follow the line of the proof of Claim 1 in [4, p. 224], to which we
refer for more details. Define §25 = {x € RN : dist(x, £2) < 8}. Since a < A1(£2p),
there exists a small § such that a < A1 (£25) (by continuity of the map 2 — A1(£2)).
Denoting by ¢s the first eigenfunction of —A in H& (£25) and ¢ any extension of
Plo;to £2 such that ming ¥ > 0, there exists a Q > 0 large enough, such that

2

—AQY) —aQy¥ +b(x)(QY) >0 in g2,

and ug < Qv in 2. Thus, Q¢ is a supersolution of (1.1) for all p > 1. By
Lemma 2.1, we have

u, < QY <M forall (x,1) € Q. O

Proof of Theorem 1.2 (1) Fix a € (A1($2), 11(£20)). Having proved Lemma 4.3, we
can repeat the proof of Proposition 4.1 word by word and show that

9u (@)l 2(q) — 0, ast— +o0.

By making v =0 in (1.6), we obtain once again by Lemma 4.3 that ||u(t)||HO1(Q)

is bounded for ¢ > 0. Take t, — 400 such that u(t,) — u in H(} (£2) for some
u € Hy(£2). Then u € Ko and

/ Vit - V(v —a)dx > a/ (v —mwdx, YvekK,. (4.4)
2 2

In [3], Dancer and Du shown that (4.4) has a unique nontrivial nonnegative solu-
tion w. In order to prove that # = w and conclude the proof for this case, we just
have to show that u s 0. This will be a consequence of Theorem 1.4. In fact, con-
sidering ¢, as the solution of

at¢p - A¢p = a¢p - ”b”oo‘pﬁ in Or,
¢p(0) = vo, op(ae =0

with v :=inf{ug, 1}, it is straightforward to see that ¢, is a subsolution of (1.1),
and

up = ¢p—>w, asp—>+oo,
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where w # 0 is the unique nontrivial solution of (1.3). This last statement is a conse-
quence of Theorem 1.4, as 0 < vg < 1 a.e. in £2. Thus u > w # 0, which concludes
the proof in this case.

(2) If a < A1(£2), the same reasoning as in the proof of Theorem 1.4 yields that
||u(t)||H01(Q) — 0. As for the case a > A1 (£2p), if either |u(?)||co or ||u(t)||H01(Q)
bounded, it is clear from the proof of Proposition 4.1 that [|0;u(7)||;2(o) — 0. Re-
peating the reasoning of the previous step, we would obtain a nontrivial solution of
(1.6) for a > X1(£2p), contradicting [3, Theorem 1.1]. O

Remark 4.1 As for the case a = A1(£2), observe that cg; is always a steady state
solution of (1.8) for all 0 < ¢ < 1, where ¢; denotes the first eigenfunction of
(—A, HO1 (£2)) with ||¢1]lco = 1. Hence, the long time limit of (1.6) in this case
will depend on the initial condition ug, and we are only able to conclude that, given
tn — 400, there exists a subsequence {t,,}, such that u(z,,) converges to cg; for
some ¢ > 0.
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Composite Waves for a Cell Population System
Modeling Tumor Growth and Invasion
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Abstract In the recent biomechanical theory of cancer growth, solid tumors are
considered as liquid-like materials comprising elastic components. In this fluid me-
chanical view, the expansion ability of a solid tumor into a host tissue is mainly
driven by either the cell diffusion constant or the cell division rate, with the latter
depending on the local cell density (contact inhibition) or/and on the mechanical
stress in the tumor.

For the two by two degenerate parabolic/elliptic reaction-diffusion system that
results from this modeling, the authors prove that there are always traveling waves
above a minimal speed, and analyse their shapes. They appear to be complex with
composite shapes and discontinuities. Several small parameters allow for analyti-
cal solutions, and in particular, the incompressible cells limit is very singular and
related to the Hele-Shaw equation. These singular traveling waves are recovered
numerically.

Keywords Traveling waves - Reaction-diffusion - Tumor growth - Elastic material

Mathematics Subject Classification 35J60 - 35K57 - 74J30 - 92C10

Project supported by the ANR grant PhysiCancer and the BMBF grant LungSys.

M. Tang ()

Department of Mathematics, Institute of Natural Sciences and MOE-LSC, Shanghai Jiao Tong
University, Shanghai 200240, China

e-mail: tangmin @sjtu.edu.cn

M. Tang - N. Vauchelet - I. Cheddadi - I. Vignon-Clementel - D. Drasdo - B. Perthame
INRIA Paris Rocquencourt, Paris, France

B. Perthame
e-mail: benoit.perthame @ljll.math.upmec.fr

N. Vauchelet - I. Cheddadi - I. Vignon-Clementel - D. Drasdo - B. Perthame
Laboratoire Jacques-Louis Lions, UPMC Univ Paris 06 and CNRS UMR 7598, 75005 Paris,
France

P.G. Ciarlet et al. (eds.), Partial Differential Equations: Theory, Control and 401
Approximation, DOI 10.1007/978-3-642-41401-5_16,
© Springer-Verlag Berlin Heidelberg 2014


mailto:tangmin@sjtu.edu.cn
mailto:benoit.perthame@ljll.math.upmc.fr
http://dx.doi.org/10.1007/978-3-642-41401-5_16

402 M. Tang et al.
1 Introduction

Models describing cell multiplication within a tissue are numerous and have been
widely studied recently, particularly in relation to cancer invasion. Whereas small-
scale phenomena are accurately described by individual-based models (IBM in
short, see, e.g., [3, 19, 24]), large scale solid tumors can be described by tools from
continuum mechanics (see, e.g., [2, 6, 15-18] and [9] for a comparison between
IBM and continuum models). The complexity of the subject has led to a number of
different approaches, and many surveys are now available [1, 4, 5, 21, 25, 32]. They
show that the mathematical analysis of these continuum models raises several chal-
lenging issues. One of them, which has attracted little attention, is the existence and
the structure of traveling waves (see [12, 15]). This is our main interest here, partic-
ularly in the context of fluid mechanical models that have been advocated recently
[29, 31]. Traveling wave solutions are of special interest also from the biological
point as the diameter of 2D monolayers, 3D multicellular spheroids and xenografts.
3D tumors emerging from cells injected into animals are found to increase for many
cell lines linearly in time indicating a constant growth speed of the tumor border
(see [30]).

In this fluid mechanical view, the expansion ability of tumor cells into a host
tissue is mainly driven by the cell division rate which depends on the local cell
density (contact inhibition) and by the mechanical pressure in the tumor (see [11,
29, 31]). Tumor cells are considered to be of an elastic material, and then respond to
pressure by elastic deformation. Denoting by v the velocity field and by p the cell
population density, we will make use of the following advection-diffusion model:

orp +div(pv) — div(eVp) = D(p, X).

In this equation, the third term in the left-hand side describes the active motion
of cells that results in their diffusion with a nonnegative diffusion coefficient €. In
the right-hand side, @ (p, X') is the growth term, which expresses that cells divide
freely. Thus it results in an exponential growth, as long as the elastic pressure X~
is less than a threshold pressure denoted by C,, where the cell division is stopped
by contact inhibition (the term “homeostatic pressure” has been used for C,). This
critical threshold is determined by the compression that a cell can experience (see
[9]). A simple mathematical representation is

@ (p) =pH(Cp— Z(p)),

where H denotes the Heaviside function H(v) =0 for v < 0 and H(v) = 1 for
v > 0, and X' (p) denotes the state equation, linking pressure and local cell density.
As long as cells are not in contact, the elastic pressure X' (p) vanishes whereas it
is an increasing function of the population density for larger value of this contact
density. Here, after neglecting cell adhesion, we consider the pressure monotonously
depending on cell population, such that

X(p)=0, pel0.1), Z'(p)>0, p=1 (1.1)
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The flat region p € [0, 1) induces a degeneracy that is one of the interests of the
model for both mathematics and biophysical effects. This region represents that
cells are too far apart and do not touch each other. When elastic deformations are
neglected, in the incompressible limit of confined cells, this leads to a jump of the
pressure from 0 to 4o at the reference value p = 1. This highly singular limit leads
to the Hele-Shaw type of models (see [28]). Finally, the balance of forces acting on
the cells leads under certain hypotheses to the following relationship between the
velocity field v and the elastic pressure (see [14]):

—CsVX(p)=—C;Av+v.

This is Darcy’s law which describes the tendency of cells to move down pressure
gradients, extended to a Brinkman model by a dissipative force density resulting
from internal cell friction due to cell volume changes. Cg and C, are parameters,
relating respectively to the reference elastic and bulk viscosity cell properties with
the friction coefficient. The resulting model is then the coupling of this elliptic equa-
tion for the velocity field, a conservation equation for the population density of cells
and a state equation for the pressure law.

A similar system of equations describing the biomechanical properties of cells
has already been suggested as a conclusion in [9] for the radial growth of tumors.
That paper proposes to close the system of equations with an elastic fluid model
to generalize their derivation for compact tumors that assume a constant density
inside the tumor with a surface tension boundary condition. Many other authors
have also considered such an approach (see, e.g., [17, 18]). In [8, 10, 13, 15] cell-
cell adhesion is also taken into account, in contrast with (1.1). Their linear stability
analysis explains instabilities of the tumor front which are also observed numeri-
cally in [13, 15]. However, many of these works focus on nutrient-limited growth,
whereas we are interested here in stress-regulated growth. Besides, most works deal
with a purely elastic fluid model. A viscous fluid model was motivated in [8, 10, 11]
and studied numerically in [8]. Here we include this case in our mathematical study
and numerical results. Moreover, we propose here a rigorous analysis of traveling
waves, which furnishes in some case explicit expressions of the traveling profile and
the speed of the wave.

From a mathematical point of view, the description of the invasive ability of
cells can be considered as the search of traveling waves. Furthermore, the study in
several dimensions is also very challenging, and we will restrict ourselves to the
I-dimensional case. For reaction-diffusion-advection equations arising from biol-
ogy, several works were devoted to the study of traveling waves (see, for instance,
[22, 23, 26, 27, 34] and the book [7]). In particular, our model has some formal sim-
ilarities with the Keller-Segel system with growth treated in [22, 27], and the main
difference is that the effect of pressure is repulsive here while it is attractive for the
Keller-Segel system. More generally, the influence of the physical parameters on the
traveling speed is an issue of interest for us and is one of the objectives of this work.
Also the complexity of the composite waves arising from different physical effects
is an interesting feature of the model at hand. In particular, the nonlinear degener-
acy of the diffusion term is an interesting part of the complexity of the phenomena
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Table 1 The outline of this paper

C,=0 e=0 Theorem 3.1
(Incompressible cell limit) Remark 3.1
€e>0 Theorem 3.2

(Incompressible cell limit) Remark 3.2
C,>0 e=0 (Incompressible cell limit, CsC,, > 2C;) Theorem 4.1
(Incompressible cell limit, CsC,, < 2C;) Remark 4.1
€e>0 (Incompressible cell limit, CsC,, > 2C;) Theorem 4.2

studied here. For instance, as in [33], we construct waves which vanish on the right
half-line.

The aim of this paper is to prove the existence of traveling waves above a minimal
speed in various situations. For the clarity of the paper, we present our main results
in the table below. As mentioned earlier, the incompressible cell limit corresponds
to the particular case, where the pressure law (1.1) has a jump from 0 to 400 when
p=1.

The outline of this paper is as follows (see Table 1). In the next section, we
present some preliminary notations and an a priori estimate resulting in a maximum
principle. In Sect. 3, we investigate the existence of traveling waves in the simplified
inviscid case C, = 0, for which the model reduces to a single continuity equation
for p. Finally, Sect. 4 is devoted to the study of the general case C; # 0 in the
incompressible cells limit. In both parts, some numerical simulations illustrate the
theoretical results.

2 Preliminaries

In a 1-dimensional framework, the considerations in the introduction lead to the
following set of equations:

{3tp+ax(pv)=@(p)+€8xxpa 2.1

—Cs0, X (p) = —C;0xxv + 0.

This system is considered on the whole real line R and is complemented with Dirich-
let boundary conditions at infinity for v and Neumann boundary condition for p.
Here C), Cs, C; stand for nonnegative rescaled constants. It will be useful for the
mathematical analysis to introduce the function W that solves the elliptic problem

—C,0uW+W=2X(p), 9,W(£oo)=0.
This allows us to set v = —Cgd W and rewrite the system (2.1) as

0rp — Cs0x(p0x W) = @(p) + €0xxp,

2.2)
—C0: W+ W=2X(p).
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We recall that the elastic pressure satisfies (1.1), and the growth function satisfies

D(p)=0, P(p)=0 for ¥(p)>Cp>0. 2.3)

2.1 Maximum Principle

The nonlocal aspect of the velocity in terms of p makes unobvious the correct way
to express the maximum principle. In particular, it does not hold directly on the
population density, but on the pressure X' (p).

Lemma 2.1 Assume that @ satisfies (2.3) and that the state equation for X satisfies
(1.1). Then, setting 21?,1 = maxyeR 2 (x,0), any classical solution to (2.2) satisfies
the maximum principle

2(p) <max(Xy,Cp) and p<IXNCH=ipu>1, if Ty <Cp. (24

However notice that, except in the case when C; vanishes, this problem is not
monotonic, and no BV type estimates are available (see [28] for properties when
C.=0).

Proof Only the values on the intervals such that p > 1 need to be considered. When
p > 1, multiplying the first equation in (2.2) by X’(p), we find

0
52(;0) — Cs3: Z(p)d:W — CspZ'(p)dxx W

=X'(0)P(p) + €3 Z(p) — X" (p)|0x 0.

Fix a time ¢, and consider a point xp, where max, X (p(x,1)) = X (p(x0,1))
(the extension to the case that it is not attained is standard [20]). We have
¢ X (p(x0,1)) =0, 9xx X (p(x0, 1)) <0, and thus we obtain that

d
3 Max Z(p(x, 1) = F'(p(x0, D) P (p(x0, ) + Cs0.Z" (p(x0, 1)) dxx W (x0, 1)

— X" (p(x0.1)[0xp(x0, D).

Consider a possible value, such that X' (o (xo, t)) > C,. Then we can treat the three
terms in the right-hand side as follows:

(i) From assumption (2.3), we have @ (p(xo, t)) = 0. Then the first term vanishes.
(if) Also, by assumption (1.1), since X'(p(xq,)) > 0 for p(xp,t) > 1, we have
dx p(xg, t) = 0. Therefore, the third term vanishes.
(iii) Moreover, since —C;0xx W (xp, t) = max, X' (p(x,?)) — W(xp,t) > 0 (by the
maximum principle W < max X'), using (ii), we conclude that the second term
is non-positive.
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We conclude that
d
— ) ,1)) <0,
5 max (p(x,0) <

and this proves the result. 0

2.2 Traveling Waves

The end of this paper deals with existence of a traveling wave for model (2.2) with
the growth term and definition

®(p)=pH(Cp—Z(p)), Cp>0,  py:=3"1Cp) > L. (2.5)

There are two constant steady states p =0 and p = py = > »), and we
look for traveling waves connecting these two stationary states. From Lemma 2.1,
we may assume that the initial data satisfy max, X (o(x,r = 0)) = C, and
maxy p(x,t =0) = py. Then, it is natural to obtain the following definition.

Definition 2.1 A non-increasing traveling wave solution is a solution to the form
p(t,x) = p(x —or) for aconstant o € R called the traveling speed, such that p’ <0,
p(—00) = pp and p(+00) =0.

With this definition, we are led to look for (p, W) satisfying

_Uaxp_CSax(paxW)sz(Cp —E(P))‘l‘G&xxP, (2.6)
—C;0:xW+W=2X(p), 2.7
p(=00)=py, p(+00)=0, W(-00)=Cp, W(+00)=0. (2.8)

When C, =0, (2.6)—(2.7) reduces to one single equation

~00:p — Csde(pd: 2(p) = pH(Cp — (p)) + €drrp. (29)

In the sequel and in order to make the mathematical analysis more tractable, as
depicted in Fig. 1, we assume that X' has the specific form given by

0 forp <1,

Cylnp forp>1. (2.10)

E(p)={

This form represents logarithmic strain assuming cells of the cuboidal shape (see
the Appendix). The choice of logarithmic strain conserves the volume of incom-
pressible cells for both small and large deformations. Hence, it is particularly useful
as cells, because they are mainly composed of water, and are incompressible on
small time scales, such that deformations leave the cell volume invariant.
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Fig. 1 The equation of state 12
as defined by (2.10) for three ol Cv=l
different values of C, | |77 G=5
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We will study in particular the case C,, — +00. We call it the incompressible cell
limit, which is both mathematically interesting (see also the derivation of Hele-Shaw
equation in [28]) and physically relevant. This limit case boils down to consider the
tissue of tumor cells as an incompressible elastic material in a confined environment.

The structure of the problem (2.1) depends deeply on the parameters € and C;.
It is hyperbolic for ¢ = C; = 0, parabolic when € # 0, C, = 0 and coupled
parabolic/elliptic in the general case. Therefore, we have to treat the cases sepa-
rately.

3 Traveling Wave Without Viscosity

When the bulk viscosity is neglected, that is C, = 0, the analysis is much simpler
and is closely related to the Fisher/KPP equation (see [7]) with the variant of a
complex composite and discontinuous wave. The unknown W can be eliminated.
Taking advantage of the state equation for the pression (2.10), we can rewrite (2.9)
as a self-contained equation on p

—03y0 — CsC,0:x Q(p) = pH(Cp —Cy(Inp)y) + €0xxp,

(3.1)
p(=00)=ppy, p(+00)=0.
Here f, denotes the positive part of f and
0 forp <1,
Q(p) = (3.2)
p—1 forp>1.

3.1 Traveling Waves for e =0

When the cell motility is neglected, we can find the explicit expression for the trav-
eling waves. More precisely, we establish the following result.
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Theorem 3.1 There exists a o* > 0, such that for all o > o*, (3.1)—(3.2) admits
a nonnegative, non-increasing and discontinuous solution p. More precisely, when
o = o™ and up to translation, p is given by

oM = exp(g—’v’), x <0,
px) =1 g(x), x € (0, xp), x0 >0,
0, X > Xxq,

where g is a smooth non-increasing function satisfying g(0) = py, g'(0) =0 and
g(x0) = 1. Its precise expression is given in the proof.

In other words, when C, = 0 and € = 0, (2.2) admits a nonnegative and non-
increasing traveling wave (p, W) for o > o*.

Notice that, by opposition to the Fisher/KPP equation, we do not have an analyt-
ical expression for the minimal speed. Relate that p vanishes for large x, a phenom-
ena already known for degenerate diffusion.

Proof Since we are looking for a non-increasing function p, we decompose the line
to be

R=ILULUL, LI={px)=pu}, L={1<pkx)<pu}, L={px)=<1}.
Notice that, equivalently ¥'(x) = C), in I;. To fix the notations, we set

I =(—00,0], Ihb=(0,x9), I3=[xp,400).
Step1 (In I U 1) p satisfies

~08:p — CsCyuxp = pH(Cp— Cy(Inp) ). (33)

Therefore, by elliptic regularity, we deduce that the second derivative of p is
bounded, and therefore p € C l(—o0, x0). On I, the function p is a constant and
by continuity of p and d,p at x = 0, we have the boundary conditions of I», such
that

p0) = pum, dxp(0) =0. (3.4)

In I, H(Cp — C,(Inp)4) = 1. Solving (3.3) with the boundary conditions in (3.4),
we find that if o > 2./CsC,, then

Vo2 —-4csC Vo2 —4CcsC
vo — sty vx)—}—Bexp(—iU 5 Ux))

e (4
PX) = pue (eXp ( 2C5C, 2C5C,

with

_ 0++/02—-4CsC, B_—O’+ 02 —4CsC,

- 2J/e?—4CsC, 2./02 —4CsC,

A
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In this case, p is decreasing for x > 0 and vanishes as x — +oc. Thus there exists
a positive xq, such that p(xp) = 1.
When o < 24,/CsC,,, the solution is

/4 — o2 /4 — g2
—CSCU i x)+Bsin<7CSCV i x))

-
p0) = pue (°°S< 2C5C, 2C5C,

(3.5)

with
o

V4CsC, —o2

By a straightforward computation, we deduce

2 _ox V4CsC, —o?
A p(x) = —¢e 2CsCy sin<54vax>.
V4CsC, —o? 2C5C,

2CsC,

/4CsC,—0?

endpoint. There exists an xo > 0, such that p(xg) = 1.
Finally, when o = 2,/CsC,,, we reach the same conclusion because

A=1, B =

Thus p is decreasing in (0, 7), and takes negative values at the largest

X

+ 1>e Vs,

X
px) :PM<m

Step 2 (On I3) In (xp, +00), we have ¥ = 0 and Q(p) = 0 from (3.2). Then
Eq. (3.1)is

—00yp = p. 3.6)
We can write the jump condition at x¢ by integrating (3.1) from x, to xar , which is
—olply, = CsCu[3: 0], =0, o(p(xg) — 1) =CsCudsp(xy)-

Here 9, p(x,) < 0 can be found, due to the expression of p on I, as computed

above. Thus, we get ,o(x(‘)Ir ), which is the boundary condition of (3.6). Then the
Cauchy problem (3.6) gives

CsC,

p(x) = (1 + axp(xo—))e—%, xel.

In summary, when € = 0, a nonnegative solution to (3.1) exists under the necessary
and sufficient condition

o> —CsCyarp(xy)- 3.7)

The right-hand side also depends on o. Therefore, it does not obviously im-
ply o >o0*. To reach this conclusion, and conclude the proof, we shall use
Lemma 3.1. 0
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Lemma 3.1 Using the notation in the proof of Theorem 3.1, the function o +—
—CsC,0yp(x, ) is nonincreasing. Therefore, there exists a minimal traveling wave
velocity o*, and (3.7) is satisfied if and only if 0 > o*.

Proof We consider (3.3) in I, = (0, x9). We notice that on this interval, p(x) is
decreasing, and therefore is one to one from (0, x¢) to (o, 1). We denote by X (p)
its inverse. Let us define V = —CgC, 0, p. In I, V is nonnegative, and (3.3) can be
written as

0xV=00p+p=—

. 3.8
Qaf+p (3.8)

Setting ‘7(/0) = V(X (p)), by definition of V, we have

~ 0,V CsC
%V:%V%X:ép:—mv VK

By using (3.8), we finally get the differential equation

apV =0 5% forpe, py),
14 3.9)

1imy .y V (pa1) = —CsCy,p(0) = 0.

This differential equation has a singularity at py. We then introduce z = py, — p
and Y (z) = 2V2(oy — 2) for z € (0, ppyr — 1). (3.9) becomes

Y'(2) =—0+/2Y(2) + CsCy(py —2) forze (0, pp — 1),
Y(0)=0.

This ordinary differential equation belongs to the class Y’ = F(z, Y) with F one
sided Lipschitz in his second variable and dy F(z, Y) < 0. Therefore, we can de-
fine a unique solution to the above Cauchy problem. Hence there exists a unique
nonnegative solution V to (3.9).

Define U(p) := 2%, and our goal is to determine the sign of U(1). We have

— 90

CEAVA CsC, 1+Qaav
=—\0 — ~ = —— 0.
dpdoc  do P V2 e

Then U (p) solves on (1, ppr),

ou CsC,
—=1 ~ U. 3.10
” +‘ﬂp (3.10)
Moreover, we have
v
U o) = 2200 _ 3.11)

do
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Assume U (1) > 0. Let us define py = sup{p2 | p € (1, p2), such that U(p) = 0}.
Then from (3.10), %—Z(p) > 1on (1, p1),and thus U (p1) > U (1) > 0. By continuity,

we should necessarily have p; = py. However, we then have %—Z(p) > 1 for all

p € (1, py), which is a contradiction to U (pps) = 0. Therefore, U (1) <0 and Vis
nonincreasing with respect to o . U

Structural Stability Theorem 3.1 shows that there is an infinity of traveling wave
solutions. However, as in the Fisher/KPP equation, most of them are unstable. For
instance, we can consider some kind of “ignition temperature” approximation to the
system (3.1), such that

~03xpp — CsCudrx Q(po) = &0 (po) H(Cp — Cy(In pp)+), (3.12)

where 6 € (0, 1) is a small positive parameter and

_Jp forpe(®, om),
axpy—{o for p € [0, ], (3.13)

Then we have the following result.

Lemma 3.2 Equations (3.12)—(3.13) admit a unique couple of solution (oy, pgp)
and oy —> o* as  — 0.

Proof As in Theorem 3.1, we solve (3.12) by using the decomposition R = I U
LU In 1 UL, p>1> 0, and therefore, p is given by the same formula as
computed in the proof of Theorem 3.1. On /3, (3.12) becomes

—090x 09 =&p(pp). (3.14)

By contradiction, if py ()caL ) > 6, then (3.14) implies pg(x) = pg ()car )e_%.
Thus, there exists an xg, such that pg(x) <6 for x > xy. Then the right-hand side of
(3.14) vanishes for x > xy, and pg is the constant for x > xy. This constant has to
vanish from the condition at infinity, which contradicts the continuity of py. Thus,
00 ()car ) < 6, and (3.14) implies that 9, py = 0. We conclude that pg = 0 on I3. The
jump condition at the interface x = x¢ gives

o6 (o (xar) —1)=CsCy0xp0(xy).
which, together with ,o(xg ) =0, indicates that

09 = —CsCydcpy(xy ).

According to Lemma 3.1, there exists a unique oy, satisfying the equality above, so
does a unique pg.

Letting & — 0 in this formula, we recover the equality case in (3.7) that defines
the minimal speed in Theorem 3.1. By continuity of the unique solution, we find
o9 — o*. O
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Remark 3.1 (Incompressible Cells Limit) In the incompressible cells limit C,, —
400, we can obtain an explicit expression of the traveling wave from Theorem 3.1.

Since py = exp(g—’v’) — 1, we have p(x) — 1in I} U I, but X carries more struc-
tural information. In the first step of the proof, for large C,,, by using (3.5), we find

2

x
Yx)=Cyln(p) —> Cp — ﬁ

We recall that the point xp is such that p(xg) = 1 or X(x9) = 0. Therefore,

x0=,/2CsC)p and

Con(ig) =0 Z(rg) = = | L. as €y oo,

S

Thus o* — ,/2C,Cs. We conclude that, on I3 = [xg,400), p(x) = (1 —
’\/zcl’cs)e—i

g

3.2 Traveling Wave when € # 0

We can extend Theorem 3.1 to the case € # 0.

Theorem 3.2 There exists a o* > 2./, such that for all o > o*, (3.1)~(3.2) admits
a nonnegative, non-increasing and continuous solution p.

Thus when C, = 0, system (2.2) admits a nonnegative and non-increasing trav-
eling wave (p, W) for o > o*.

Proof We follow the proof of Theorem 3.1 and decompose R = I1 U I, U I3. Due
to the diffusion term in (3.1), p € CY(R), and we will use the continuity of p at the
interfaces.

On I} = (—00,0], we have p = py and ¥ = C),.

In I, = (0, x¢), Eq. (3.1) implies

(CsCy+€)dxxp+odp+p=0, p0)=py, 00(0)=0.

Therefore, we get the same expressions for p on I, as in the proof of Theorem 3.1,
except that we replace CsC,, by CsC,, + €. Thus, as before, there exists a positive xg,
such that p(xp) = 1, and p is decreasing in (0, xo).

On I3 = [xq, +00), we solve

€dyxp +00xp+ p=0. (3.15)

At the interface x = xo, integrating from x,; to x(;r in (3.1) and using the continuity
of p, we get

CsCu[3:Q()],, +€ldrplx, =0,
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that is,

CsC,
€

qp(xg)= (1 + >8xp(x0_). (3.16)

Solving (3.15) with the boundary conditions ,o()céF ) =1 and (3.16), we get that if
o < 24/€, then p is the sum of the trigonometric functions, and therefore will take
negative values. Thus o > 2,/€. In the case 0 > 2./e,

—0 + Vol —4de —0 —+o?—4de
p)=Aexp[ 2 YT T (o xo) )+ Bexp[ 2T " v — o) ),
2e 2e
where
a=tp L (74 e eseninnley)
=+ —( =+ (e x5) )
2 ST A\ 2 SCv)0x P\ Xy
B=to L (74 et cseninlxy)
_ _ — — € X .
> 71\ 2 SCv)0x P\ Xy

After detailed calculation of dy o and using 9 p(x, ) < 0, we have that p is a non-
negative and nonincreasing function if and only if A > 0, that is,

Vo2 —de+0 +2(e+ CsC)ap(xy) =0, o >2e. (3.17)

In the case o0 = 2.,/€, we have

1 CsC, _ _i%
p(x)=<<ﬁ+<l+ Se )Bxp(xo))(x—xo)—{—l)e ﬁo_

Thus p is a nonnegative and non-increasing function if and only if

1 CsC, _
$+<1+ . )axp(xo)zo,

which is the same condition as (3.17) by setting o = 2,/€. Thus (3.17) is valid for
o > 2./€. Denoting U, (x) = —(e + CsC,)d, p(x), condition (3.17) can be rewritten
as

o >glo]:= max(zﬁ, min(2U€ (xg)> Ue(xg) + %)) (3.18)
Ue(x() )

By a straightforward adaptation of Lemma 3.1, we conclude that o > Ue(x, ) is
nonincreasing with respect to 0. When U, (x;’) > /€, we have
€

Slol=Ue(xy) + A
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Then §lo] is an increasing function with respect to Ue (x;) for Ue (x5 ) > Je. To-
gether with o — U (x;’) being nonincreasing, §[o] is nonincreasing with respect
to o. For the case U, (xof)2 < €, we have

Slo]=24€.
Therefore, for all o € (0, 400), §[o] is a nonincreasing function of o . Hence, there
exists a unique o*, such that (3.18) is satisfied for every o > o *. O

Structural Stability We can again select a unique traveling wave when we ap-
proximate the growth term by & (0) H(Cp — C,(Inp)). This can be obtained by
considering €0y 09 + 0009 + E9(pg) = O instead of (3.15) and by matching the
values of dyp on both sides at the point where p = 6. Then, the equality in (3.17)
holds, and one unique velocity is selected. As for (3.12), we let & — 0, and the
minimum traveling velocity o * is selected. Then the remark below follows.

Remark 3.2 (Incompressible Cells Limit) In the limit C, — +o00, we have
p(x) — 1in I = (0, xg) and

2
X
Yx)=CyIn(p) > C, — —.
Y Pacy
Therefore, xg = ,/2CsC, and
_ _ 2C,
Coixp(xy) =0:2Z(xy) > — < when C, — +00.

Thus (3.17) becomes, for o > 2./€,

Vo2 —4de+o >2,/2C,Cs,

and we conclude, in this incompressible cells limit, that o * is defined by

€
o* ::max(Zﬁ,min(Z,/ZCpCS,,/ZCPCS+7)). (3.19)
/2C,Cs

The kink induced by this formula is a very typical qualitative feature that is recov-
ered in numerical simulations (see Table 2).

3.3 Numerical Results

In order to perform numerical simulations, we consider a large computational do-
main 2 = [—L, L], and we discretize it with a uniform mesh

Ax=—, x;=IiAx, i=-M,...,0,...,M.
2M
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Table 2 Numerical values for the traveling speed o* with different parameters for C, = 17.114
obtained by solving the evolution equation. We observe that the numerical speeds are close to
V2CpCs + —=<— or 2,/€ as computed in (3.19). In the first four lines € < 2C,Cs, while in the

A/2CpCs
last two € > 2C,Cyg
Cp Cg € 1/2CPCS+\/22—C5 2\/E o*

»
0.57 0.001 0.001 0.0634 0.0632 0.0615
0.57 0.01 0.001 0.1161 0.0632 0.1155
1 0.01 0.001 0.1485 0.0632 0.1472
1 0.01 0.01 0.2121 0.200 0.2113
1 0.01 0.1 0.8485 0.632 0.5946
1 0.01 1 7.2125 2.000 1.9069
(a) The solution isolines. (c¢) Population density.

16F
140
12f

08f
06
04f
02f

-0?3 -0?2 -Djl l; Oj| 0?2 0?3 -3 '; "‘ ‘D “ é 3
(b) The zoom in of the subplot in (a). (d) Pressure.

Fig. 2 The traveling wave solution for C; =0, € = 0. The parameters are chosen as in (3.20).
In (a) and (b), the horizontal axis is x, and the vertical axis is time. (c) and (d) show the traveling
frontat 7 =8

We simulate the time evolutionary equation (2.2) with C, = 0 and Neumann bound-
ary conditions. Our algorithm is based on a splitting method. Firstly, we discretize
9;p — Cs0,x Q(p) = 0 by using the explicit Euler method in time and the second-
order centered finite differences in space. After updating p" for one time step, we

denote the result by p”+%, Secondly, we solve 9,0 = pH(C, — X' (p)) by the ex-

plicit Euler scheme again, using p"*2 as the initial condition. Then we get p" .
The numerical initial density p is a small Gaussian in the center of the computa-
tional domain. We take

L=3, C,=17114, Cs=001, C,=1. (3.20)

The numerical traveling wave solution when C, =0, € = 0 is depicted in Fig. 2. We
can see that the two fronts propagate in opposite directions with a constant speed.
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Fig.3 AsFig. 2 with C, =0,¢ =0.02

The right propagating front of p has a jump from 1 to 0, whereas X' is continuous,
but its derivative 9, X' has a jump at the front. Figure 3 presents the numerical results
of C, =0, ¢ =0.02, where p becomes continuous and the front shape of X' stays the
same as for € = 0. Comparing Figs. 2 and 3, when there is diffusion, the traveling
velocity becomes bigger and the density has a tail.

The numerical traveling velocities for different parameters are given in Table 2,
where we can compare them with the analytical formula (3.19) in the incompressible
cells limit.

4 Traveling Wave with Viscosity

When C, # 0, we can not eliminate the unknown, and we have to deal with the
whole system
—00y0 — Cs0xp0x W — Csp0,x W =pH(Cp — X)) + €0xxp,
—C 0 W+ W=2X(p), 4.1
p(=00) =py, p(Ho0)=0; W(-00)=Cp, W(+00)=0

still with the equation of state (2.10). In the interval {p > 1}, multiplying (2.6) by
'(p) =<, we get

C
—00, X —Cs0, X0, W —CsC,0,W=C,H(Cp, — X)+ e—dp forp>1.
P
4.2)
Here the situation is much more complicated, and a new phenomenon appears. We

need to clarify the meaning of the discontinuous growth term, when X' = C),, which
occurs on an interval and is not well defined in the singular incompressible cells
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limit as we study here (see (4.5)). To do so, we use a linear smoothing of the Heav-
iside function H, such that

Hy(u) = min(l, %u) for n € (0, Cp). 4.3)

There are no explicit or semi-explicit solutions for the traveling waves in general
due to the non-local aspect of the field W, and we refer to [27] again for a proof
of existence in a related case. Thus we will consider the incompressible cells limit.
First, we derive formally the limiting system by letting C,, — +o0co. From the state
equation, we have 1 < p < pp — 1. Therefore, we need to distinguish the two
cases, i.e., p =1 and p < 1. Formally when p < 1, we find that ¥ =0, and (4.1)
reduces to

{_Uaxp_CSaxpaxW_CSpaxxW=,0+68xxp’ p<l, 44)

—C,0,xW + W =0.

On the interval, where p = 1, as C,, — +o00, and the function X is not defined in
terms of p and is left unknown, the formal limit of (4.1) implies a coupled system
on W and X,

—Cso, W=H,(C, — %), =1,
{ SO0xx 2(Cp ), P “5)

—C 0 WH+W=2X.
Then the existence of traveling waves in the asymptotic case C,, — o0 boils down

to studying the asymptotic system (4.4)—(4.5). As in Sect. 3, the structure of the
problem invites us to distinguish between the two cases, i.e., € =0 and € # 0.

4.1 Casee =0

Existence of Traveling Wave in the Limit C, — +o0c0 In this case, we can estab-
lish the following theorem.

Theorem 4.1 Assume C; #0, € =0and CsCp, > 2C,. Then there exists a c* > 0,
such that for all o > o*, the asymptotic system (4.4)—(4.5) admits a nonneg-
ative and non-increasing solution (p, X). Furthermore, when n — 0, we have

0% =,/2CsCp, — \/C;, and the solution is given by

Cp, x =0,
S =] —g0 — &V +Cp. 0<x</2C5Cp—2/Co =39, (46)

0, X > Xq.
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Therefore, X has a jump from ./ 2CC”SCZ to 0 at xo. The population density satisfies

p=1 for x < xo,

p=0 for x > xo, wheno =o*,
— 1% VCz x—xg

p=(0—o*e V&)= e 5 forx>xy, wheno >o*.

Proof By the maximum principle in Lemma 2.1, and according to Definition 2.1,
X is bounded by C), and is nonnegative. Therefore, due to elliptic regularity, 9y, W
is bounded, and W and 9, W are continuous. Following the idea in the proof of The-
orem 3.1 or Theorem 3.2, we look for a nonnegative and non-increasing traveling
wave defined in R = I; U I U I3, which has the following form:

(1) On I) = (—00,0], we have X' € [C}, — 1, Cp], so that the growth term is given
by Hy(Cp— £) = +(Cp— X).

(2) In I = (0, x¢), we have X' € (0, C, — ). Thus Hy(Cp — X¥)=1and p = 1.

(3) On I3 =[xg, +00), we have p < 1 and ¥ =0.

On I1, we have p = 1, and we solve (4.5). This system can be written as
1
—Cs0xxW=—(Cp — %), —Co W+ W=2X.
n

Eliminating X' in this system gives
~(ICs + C)dux W + W = C).

Together with the boundary conditions of W at —oo, we have

W=Cp+AeViTsTG  and ¥ =Cp+ —5 e Vitsit
nCs+C;

which is the bounded solution on /| = (—o0, 0]. The constant A can be determined
as follows. Since X' depends continuously on p and p =1 in I} U I, X is contin-

uous at xo. Therefore, A is computed by fixing X'(0) = C, — n, which gives A =

C:
—n— &
In I, we still have p = 1. (4.5) can be written as

—CsdW=1, —CauW+W=2.

At the interface x =0, W and 0, W are continuous and given by their values on /.
Then we can solve the first equation that gives

2
X X C
W) =—-———/nCs+C.+Cp—n— —. 4.7
2Cs Cg Cs
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Injecting this expression in the second equation implies

E(x)—————\/nCs+C +Cp—n.

On I3, since p < 1, we have to solve (4.4) with € = 0. The second equation in
(4.4) can be solved easily, and the only solution which is bounded on (xq, +00) is

_x—xg

W(x) = W(xg)e Ve . (4.8)

We fix the value of x¢ by using the continuity of W and the derivative of W at xy.
W(xo)
VC:

From (4.8), we have —
as

= 0y W(x0). From (4.7), this equality can be rewritten

1 C X 1
(—+—\/ncs+c cp+n+—z>=——°—c— nCs + C-.
S

C; \2Cs Cs

This is a second order equation for xo, whose only nonnegative solution (for n small
enough) is

x0=4/2C,Cs —1Cs — /C. — \/C, + nCs. (4.9)

Now we determine the expression for p on /3. The jump condition of (4.4) at x¢ in
the case € = 0 can be written as o[p]x, + Cs[p0x W]y, = 0. The continuity of 9, W
implies

[plxy =0 or
o =0%:=—Csd,W(xp) =x0++/nCs+ C, = V2C,Cs —nCs — /C..

From the expression (4.8), the first equation in (4.4) with € =0 gives

x—=xQ * x=xQ
(0 —o*e V—)Xp+<l+JC_e f) (4.10)
Z

Looking for a non-increasing and nonnegative p implies that we should have
o > o*. After straightforward computation, we get that

axp:_a)C(x;x +<1+“/C_>ln(a—0 e \/—0)> 4.11)

If [p]lx, =0 and o > o*, the Cauchy problem (4.11) with p(x9) = 1 admits a
unique solution, which is given by

_I~f0 \/Ff X=X
p(x)=(oc—c’e ﬁ)717 T e .

When o = ¢*, the factor of p on the right-hand side of (4.11) has a singularity at
x = xo. Therefore, the only solution which does not blow upinx =xgpis p=0. O
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Remark 4.1 When ,/2C,Cg < 2,/C;, X becomes a step function with a jump
from C), to 0 at the point x¢. The corresponding traveling speed is

C,Cs

0 =—Cs0;W(xg) =
SO0x (O) 2\/C_z

with

1
——7=(x—xp)
Czpe “ ’ X > X,

1
c, —7—=x—xq)
Cp— Fev& X < Xg.

9

The calculations are similar, but simpler than those in Theorem 4.1.

Remark 4.2 (Comparison with the Case C, = 0) In the asymptotic n — 0, and when
C,; — 0, the expression for o * in Theorem 4.1 converges to that obtained for C, = 0.
However, we notice that, contrary to the case C, = 0, the growth term does not
vanish on /1 whereas ¥ = C,,. In fact, if the growth term was zero on /1, then since
X =Cp, we would have 3, ¥ =0 and (4.2) gives

—CsC,0,x W =0.

Thus 9, W =0 and W = ¥ on [;, which can not hold true. That is why we can
not use the Heaviside function in the growth term when X' = C),, and the linear
approximation in (4.3) allows us to make explicit calculations.

Numerical Results We present some numerical simulations of the full model (2.2)
with the growth term @ = pH(C, — X' (p)) and € = 0. As in the previous sec-
tion, we consider a computational domain §2 = [—L, L] discretized by a uniform
mesh, and use Neumann boundary conditions. System (2.2) is now a coupling of
a transport equation for p and an elliptic equation for W. We use the following
schemes:

(1) The centered three point finite difference method is used to discretize the equa-
tion for W.

(2) A splitting method is implemented to update p. Firstly, we use a first order
upwind discretization of the term —Cgd,(pd, W) (i.e., without the right-hand
side). Secondly, we solve the growth term 0,0 = pH(C,, — X (p)) with an ex-
plicit Euler scheme.

As before, starting from a Gaussian at the middle of the computational domain,
Fig. 4 shows the numerical traveling wave solutions for C, = 0.01 and € = 0. We
can observe that, at the traveling front, p has a jump from 1 to 0, and X has a layer
and then jumps to zero. These observations are in accordance with our analytical
results, and in particular with (4.6) for X'.

When C; = 0.4, the relation CsC), > 2C; is no longer satisfied. However, we can
perform numerical simulations, and the results are presented in Fig. 5. The proof
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Fig. 4 Numerical results when C,, =1, Cs =0.1, C, =17.114, C; =0.01 and € =0
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Fig. 5 As in Fig. 4, but the results violate the condition CsC), > 2C; using C, =1, Cg =0.1,
C,=17.114,C,=04ande =0

of Theorem 4.1 shows that we can not have a traveling wave which satisfies the
continuity relation for W and o, W at the point x¢. In fact, in Fig. 5, we notice that
the pressure X' seems to have a jump directly from 1 to O at the front position, which
is in accordance with Remark 4.1.

With different choices of parameters, the numerical values for the traveling ve-
locities o and the front jumps of X at xo are given in Table 3, where we can verify
the analytical formula in Theorem 4.1.

4.2 Casee #0

Existence of Traveling Waves The case with diffusion such that € #~ 0, can be
handled by the same method as above. We have the following result.
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Table 3 The traveling speed o* for different parameter values satisfying 2C, < C,Cs. The nu-

merical speeds are close to ,/2C,Cs — +/C;, and the jump of X' is not far from ,/ ZCC”SCZ as calcu-
lated in Theorem 4.1

C, Cs G 20—V P o s Eo)
0.57 1 0.1 0.7515 0.9012 0.7616 0.3376 0.3342
0.57 1 0.01 0.9677 2.8500 0.9686 0.1068 0.1052
0.57 0.1 0.01 0.2376 0.2850 0.2438 0.3376 0.3362
1 0.1 0.01 0.3472 0.500 0.3507 0.4472 0.4129
1 0.1 0.0 0.4472 - 0.4424 0 0

Theorem 4.2 Assume € #0, C; #0 and CsCj, > 2C,.Then there exists a 0* > 0,
such that for all o > o*, the asymptotic model (4.4)—(4.5) admits a nonnegative
and non-increasing solution (p, X). As n — 0, the following bound on the minimal
speed holds:

max{2v/e, /2CsCp — /C;} < 0* < (2CsCp — /C2) +2

The solution is given by

Cp, x <0,

2

F@ =15 - &V +Cp 0<x < /2C5C, —2/C, 4.12)
0, x> /2CsC, —2./C..

The cell density p is a positive, non-increasing C' (R) function, such that
p=1 forx <,/2CsCp—2/C; and p<1 forx>2,/2CsC,—2\/C;.

Proof As above, W and 9, W are continuous on R. Moreover, due to the diffusion
term, o is continuous. Using the same decomposition R = I; U I, U I3 as before,
we notice that, in I} U I, the problem is independent of €. Thus we have the same
conclusion as in Theorem 4.1.

(1) On I}, we have p =1, ¥ = Cp, — nev™s*= and W =C, — (n +
Caye ViCs+C:
Cyg .
2
(2)In12,wehave,o=1,E:Cp—n—CLS«/nC5+CZ—2"TSandW:Cp—
C. 2
A A TorE
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(3) On I3, still from the second equation of (4.4) and the continuity of W and
0 W, we have

X=X

W(x) = ¥ (/T F1Cs +x0)e Ve,
x0=,/2CsCp —nCys — /C; — /C, +1Cs.

The jump condition at xq for the first equation of (4.4) is

(4.13)

_U[p]xo — Cslpax W])C() = 6[3x,0]x0,

which implies [0y o]y, = O thanks to the continuity of p and d, W. Then, from (4.4),
when p < 1, the density satisfies

C
W)@x,o—l—(l~|—C—SW>,0=O, (4.14)

Z

€0 + ( Cs
o —
xx P ;—CZ

where W is as in (4.13). This equation is completed with the boundary conditions
p(xo) =1 and 8yp(x0) =0. (4.15)

The Cauchy problem (4.14)—(4.15) admits a unique solution. Moreover, at the
point xo, we deduce from (4.14) that

Cs
€dyxp(x0) = —1 — > W(xo) <O0.
C;
Therefore, d, p is decreasing in the vicinity of xo. We deduce that 9, p < 0 for x > xg
in the vicinity of x¢. Then if p does not have a minimum on (xg, +00), it is a non-
increasing function, which necessarily tends to 0 at infinity from (4.14). If p admits

a minimum at the point x,, > xo, then we have 9, p(x,) > 0 and 9, p(x,,) = 0. We
deduce from (4.14) that

Cs

,O(Xm)<1 + C_W(xm)> = —€dxp(xp) <0.
Z

We conclude that p(x,,) < 0. Thus there exists a point x., such that p(x.) = 0.

Then on [xg, x.), we have that p > 0, and it is nonincreasing. The question is then

to know whether there exists a value of o for which x, = +00. In order to do so, we

will compare p with p that satisfies

~ Cs ~ Cs \~
9 - K)o 1+ —=K)p=0, , 4.16
exxp+<0 N >x,0+< +CZ )p x € (xg,+00)  (4.16)

with the boundary conditions
p(xo) =1, dxp(x0) = 0. (4.17)

Here K is a given constant which will be defined later.
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Lower Bound on o* Integrating (4.14) from x( to +00, and using 9, W = — W

3

and the boundary conditions in (4.15), we have
+0o0
a:w/Cz+nC5+xo~|—/ p(x)dx.

X0

We deduce that if we had a nonnegative solution p, then

0>C;+nCs+x0=,/2CsCp —nCs —/C;. (4.18)

Moreover, from (4.14), we have

S wa Cswo <0
JC e =T

Using the second assertion of Lemma 4.1, we can compare p with g that is the so-
lution to (4.16)—(4.17) with K = 0. We deduce that p < p, since when o < 2./,
0 takes negative values on I3. Thus, p is no longer nonnegative, which is a contra-
diction. Therefore,

€xxp+odkpt+p=

o >24/e. (4.19)

Upper Bound on 6* We use the bound W < W (xg) to get

Cs Cs
€0xxp + (0 — —W(xo)> axp + (1 + —W(xo)>p > 0. (4.20)
JC; C,

Using the assertion (1) of Lemma 4.1, we deduce that p is positive on I3 provided
that

o >,/2CsC, —nCs —/C, +2

421

Thus for all o satisfying (4.21), there exists a non-increasing and nonnegative solu-
tion p to (4.14)—(4.15).

However, the bound (4.21) is not satisfactory for small C,. This is mainly due
to the fact that the bound W(x) < W(xp) on I3 is not sharp when C; is small.
We can improve this bound by using the remark that for any x, > xp, we have
W(x) < K := W(x;). Let us define x, = x¢g + +/C; £(,/C;) with a continuous
function & : (0, +00) — (0, +00), such that lim,_ox&(x) = 0. Let us call p a
solution to (4.16) on (x;, +0co) with K = W(x;) and the boundary conditions
p(x;) = p(x;) >0, 0, p(x;) = d,p(x;) <0. Using the assertion (1) of Lemma 4.1,
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we deduce that p > p, and  is positive provided that

CS CS
> w +2 1+ ——W 4.22
o= N (xz) \/6( C. (xz)> (4.22)

and
20y p(x7)

a+4/a? — > - (4.23)

p(xz)
where ea = 0 — % and € =1+ CSW(X) When x, — xo, we have

dxp(x;) — 0, whereas o > f from (4.22). Thus for 4/C, small enough, (4.23)
is satisfied provided that (4.22) is satisfied, i.e.,

0> (y/2CsCp —nCs — @)e—é(@)

2CsC, — nC;

2 1
+24/€ +( c.

— 1>e—é<«/0_z>. (4.24)

—£(x)
Therefore, choosing the function &, such that limy_.¢ &—— = 0, we deduce that

when C; — 0, (4.24) becomes o > 2,/€. One possible ch01ce isé(x) = Inx2. O
The proof of Theorem 4.2 uses the following lemma.

Lemma 4.1 Let «, B, a be positive and b <0. For g € CRY), let f and fhe the
solutions to the following Cauchy problems on R :

f"+af' +Bf=g, fO)=a [flO)=b (4.25)

and

[ +af +8f=0, fO=a, [ =b, (4.26)

respectively. Then we have
(1) Assume g >0 on RT. If > > 4B and a + Ja? — 4B > —22 then f(x) >
f(x) > 0 for x € Ry. Or else, there exists an x. > 0, such that f(xc) =0 and

f > 0on [0, x;]. Moreover, lfa <48, we have f(x) > f(x)forx e [0, «/415—]

ifot >4B and o ++/a? — 48 < 7, we have f(x) > f(x)forx € [0, x.].
2) Assume g=< 0 on RT.If a® > 4B, then f(x) < f(x) for x = 0. If moreover

o+ B < —2b then f takes negative values on Ry If a® < 4B, then we have
2

flx) < f(x)forx e [0, \/_] and f takes negative values on [0, W].
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Proof Denote by r and r, the roots of the characteristic equation 7> + ar + = 0.
Then, if r1 # rp, by solving (4.25)—(4.26), we have

Ty = rna— berlx n ria— berzx
rp—ri ry—rnr ’
- x Q=) ar(r—y) 4.27)
rw=Fw+ [ g(y)( + )dy
0 ry—nra rn—r

First, we assume that g > 0 on R. If > 48, then r1 and r, are real negative.
We deduce that

erlx erzx

>0,
ri—ra ra—ri

and then f(x) > f (x) for x > 0. Moreover, f vanishes on Ry if and only if
min{ry, rp} > 2.

If o2 < 48, r1 and rp are complex and 71 = rp. We denote r; = R — il, where
2R = —a and 21 = /4B — a2. We can rewrite then

iy (R_b . ) Rx
fx)= 7 sin(/x) +acos(Ix) Je™. (4.28)

We deduce that there exists an x., such that f (x.) =0 and f >0 on [0, x.]. More-
over,

elx el2x eR)c T
+ =~ sin(Ix)>0 forxe|0,=|. (4.29)
rN—ry ry—ri 1 1

Thus f(x) > f(x) if x €[0, Z].
If «®> = 4B, we have r| =ry = —5. By straightforward computation, we have
fx)=((b—ar)x +a)e™, and

£ = Feo + /O (x = e g(y)dy. 430)

For g > 0, we deduce f > f This concludes the proof of the first point.
Let us consider that g <0 on R.. We deduce the first assertion from (4.27) and
(4.30). If «? < 4B, we deduce f < f on [0, Z] from (4.27) and (4.29). And we have

from (4.28) f(%) = —aeT < 0, and thus f vanishes on [0, 7]. O

Numerical Results We perform numerical simulations of the full system (2.2) by
using the same algorithm as in Sect. 4.1 and a centered finite difference scheme for
the diffusion term €0y p.

We present in Fig. 6 the numerical results still with parameters in (3.20) and
C, =0.01, ¢ =0.01. Comparing Figs. 4 and 6, we notice that the profile of p has a
tail in the latter case.



Composite Waves for a Cell Population System Modeling Tumor Growth 427

14

12F

1k
0.8
06
0.4
02

-3 -2 -1 0 1 2 3

14

12F

08
0.6
0.4
0.2t

" L n L "
3 -3 -2 -1 0 1 2 3

(a) The isolines of the traveling front (b) The front shapes of the
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Fig. 6 The numerical solution when C,=1,Cs=001,C, =17.114, C, =0.01 and € = 0.01

Table 4 The traveling speed o* for (2.2) with different parameter values

c, Cs C. € J2C,Cs — T, 2 /€ o*

0.57 0.01 0.001 0.01 0.07515 0.20 0.197
0.57 0.1 0.01 0.01 0.2376 0.20 0.321
0.57 1 0.1 0.001 0.7514 0.0632 0.780
0.57 1 0.1 0.01 0.7514 0.2 0.828
0.57 1 0.1 0.1 0.7514 0.632 1.015
0.57 1 0.1 1 0.7514 2 1.974

Table 4 gives numerical values of the traveling velocity for different parameters.
We illustrate numerically the bound on o * obtained in the proof of Theorem 4.2.

Appendix: Derivation of the Cuboid State Equation

Cells are modelled as cuboidal elastic bodies of dimensions at rest Lo X [y X kg in
X, y, z directions aligned in a row in x direction. At rest, the lineic mass density of
the row of cells, in contact but not deformed, is pg = MLLS" We consider the case
that the cells are confined in a tube of section Iy x ho, where the only possible
deformation is along the x axis. This situation can be tested in a direct in-vitro
experiment. Moreover, this limit would be expected in case a tumor composed of
elastic cells is sufficiently large, such that for the ratio of the cell size L and the
radius of curvature R, % <« 1 holds, and the cell division is mainly oriented in
radial direction as well as the cell-cell tangential friction is sufficiently small, such
that a fingering or buckling instability does not occur.
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When cells are deformed, we assume that stress and deformation are uniformly
distributed, and that the displacements are small. Let L be the size of the cells.
The lineic mass density is p = pOTLO. For p < pg, the cells are not in contact and
Y (p) =0; for p > pg, a variation dL of the size L of the cell corresponds to an
infinitesimal strain du = dTL. Therefore, the strain for a cell of size L is u = ln(LAO).
Assuming that a cell is a linear elastic body with Young modulus E and Poisson

ratio v, one finds that the component oy, of the stress tensor can be written as

oo :_I——VEln(ﬁ)
A=20)1+v)  \po

The state equation is given by

Z(p) {0’ if p < po,
pP)= 1— 0 i
WT)(UHV)EIH(%), otherwise.
Here, X (p) = —o,, is the pressure. Let p = ;%’ 3 = EEO and E = Eﬁo be the di-

mensionless density, pressure and Young modulus respectively, with Eg a reference
Young modulus. Then the state equation can be written as

= _ |0, ifp <1,
2(p)= {CV In(p), otherwise,

where C, = u_lgz(\}% In the article, equations are written in the dimensionless

form, and the bars above dimensionless quantities are removed.
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