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Preface

RFIDsec 2013, the 9th workshop on RFID Security and Privacy, was held in Graz,
Austria, during July 9–11, 2013. More than 50 participants from 13 countries attended
the workshop. The Program Committee consisting of 24 experts in the field selected 11
papers out of 23 submissions for publication in the workshop proceedings. Each paper
was reviewed by at least three and on average four reviewers.

The program included three invited talks given by international experts in the field.
The first invited talk entitled ‘‘RFID Privacy: From Transportation Payments to
Implantable Medical Devices’’ was given by Wayne Burleson, who introduced the
audience to state of the art RFID privacy issues. The second talk was given by
Günther Lackner and Karin Greimel, who talked about ‘‘20 Years of MIFARE. From
CRYPTO1 to Formal Verification.’’ They gave an overview of various industry
perspectives in the case of the Mifare product family that celebrates its 20 years
anniversary. The third talk was given by Lejla Batina entitled ‘‘How Light Is Light-
weight Crypto’’. Her talk focused on RFID identification protocols and hardware-
implementation requirements for RFID.

Since 2011, RFIDsec has additionally provided area-relevant tutorials for attendees
from academia and industry. In this year’s edition, we offered three tutorials that
preceded the workshop. The specific topics were ‘‘RFID Introduction and the IAIK
DemoTag: A Programmable RFID-Tag Emulator’’ given by Thomas Korak, Raphael
Spreitzer, and Hannes Gross, ‘‘Side-Channel Attacks and Fault Analysis’’ given by
Johann Heyszl and Thomas Korak, and ‘‘Cryptographic Hardware Design and Per-
formance Metrics’’ given by Frank K. Gürkaynak.

This year’s edition of RFIDsec was the first in cooperation with the International
Association for Cryptologic Research. We would like to thank Bart Preneel for pro-
moting and supporting us to get the IACR ‘‘In Cooperation’’ status. Furthermore, we
would like to thank the sponsorships from the Styrian Business Promotion Agency
(SFG), the City of Graz, the State of Styria, and NXP Semiconductors. With their
support it was possible to provide student stipends for attending the workshop.

Finally, we would like to thank all authors for their paper submission, the Program
Committee and all external reviewers for their support in the review process allowing us
to accept a number of high-quality papers, and all the attendees of the workshop for their
active participation and contribution to this research area.

August 2013 Michael Hutter
Jörn-Marc Schmidt



RFID: Contactless Identification and Security Technology

Radio-frequency identification (RFID)1 is a technical system that offers the possibility
of reading data through radio waves without the need for contact. This allows the
automatic identification and location of objects and makes the collection of data easier.

The most exciting thing about RFID is its diverse application range, which allows
both security and comfort for the end user. From passports to logistic processes and
patient follow-up, from time recording to bus tickets and engine immobilizers, the
application possibilities seem endless and the market potential is huge. And Styria is
involved in a big way!

RFID-Hotspot Styria2: Styria, the second largest province of Austria, has about
1.2 million inhabitants and is situated central to the emerging markets of south-eastern
Europe with about 20 million people. Graz, the capital city of Styria, is an old uni-
versity town and has a population in the greater area of about 400,000 long-term
inhabitants. With seven universities, a broad range of R&D and competence centers,
and its own research institution called Joanneum Research, Styria is Austria’s top
engineering, science, and research province.

The development of the RFID technology has a long tradition in Styria. Styrian
RFID companies — and in Styria there are a collection of world-leading companies
(NXP, Infineon, ams etc.) — are highly renowned in this field: More than 50% of
RFID chips in use worldwide have been developed in Styria. Practically all of these
companies are operational at an international and worldwide level and at present
employ ca. 2,000 people (primarily in Graz and its surrounding area). The export ratio
in the RFID sector in Styria stands at over 90%. Global brands such as Mifare, Hitag,
Legic were developed by Styrian companies and have gone on to become world-
leading brands. Further data and facts on Styria as an RFID hotspot are as follows:

– Styria offers expertise along the entire value chain (incl. research and education):
Chip, Antennas, Reader, Software, System provider.

– More than 50% of RFID chips currently in global use have been developed in
Styria.

– Styria is the birthplace of Near Field Communication (NFC).

1 RFID is part of the core competency ‘‘Electronics, Instrumentation and Control Technology’’ of the
Economic Strategy Styria 2020 (http://sfg.at/cms/3724/).

2 The RFID-Hotspot Styria was initiated by the Styrian Business Promotion Agency (SFG). SFG is a
service provider, which aims to contribute to the consolidation and growth of the Styrian economy.
As a 100% subsidiary of the Styrian Government, SFG operates all business support tasks for its
owner. This is the provision of monetary support with a broad range of grant and financing
programs, as well as tasks like raising and steering clusters and networks, technology parks,
technology transfer, and the consulting of foreign investors. For more information about the RFID-
Hotspot Styria, please visit our website (http://sfg.at/rfid) or contact us via e-mail (rfid@sfg.at).

http://sfg.at/cms/3724/
http://sfg.at/rfid


– With a market share of over 95% in the field of RFID and security, chips originating
from Styria for application in, e.g., government documents (passports, driver’s
licences etc.) are in use in over 100 countries.

– The no. 1 innovation used in readers for passport chips comes from Styria.
– In the RFID automotive sector (engine immobilizers, radio controlled keys, tyre

pressure sensors etc.), chip innovations from Styria are also no. 1 with a market
share of 50%.

– Styria is no. 1 in the area of chip innovation with well-known applications such as
access control, electric ticketing, and electronic payments.

What would future technology be without its corresponding research activities? In
Styria there are an array of universities and other research and development institutes
that are active in the area of RFID. Universities, polytechnics, and non-university
research institutes do not just provide us with research results but also with the raw
material for future business location development: qualified employees. With its
renowned RFID companies and accompanying research and educational activities,
Styria is a Mecca for RFID where future RFID developments are forged.

The following research and educational initiatives are examples of the cooperation
between economy, science, and education in Styria in the field of RFID:

SeCoS — Secure Contactless Sphere: Representatives from the entire RFID supply
chain have come together to form a consortium to work on the K-Project SeCoS (lead
partner: Joanneum Research). The aims of the project are to develop a platform that
places the highest demands on security and protection of privacy all the way from the
chip to the application itself as well as to reduce component size, to enhance carrier
frequencies and data transfer rates, and to improve the precision of object tracking.
Several application scenarios will be implemented to demonstrate the research results.
The focus on security and privacy technology originates from the fact that new
applications that involve RFID regularly raise concerns regarding these topics. This is
because RFID tags can be read out over a distance without any interaction of the user;
the user is not even aware that the tag is/was read out. Within the project, we want to
provide a comprehensive methodology for making use of the advance of RFID tags
yet ensuring privacy of all parties involved in the product life-cycle.

This K-Project SeCoS is funded in the context of COMET - Competence Centers
for Excellent Technologies by BMVIT, BMWFJ, SFG, Province of Styria, Govern-
ment of Styria. The program COMET is conducted by the Austrian Research
Promotion Agency (FFG).

RFID Qualification Network Austria: Based on a study conducted by the SFG, TU
Graz and various partners from science and business make up the RFID Qualification
Network Austria, which is supported by the Austrian Research Promotion Agency
(FFG). The Network has succeeded in establishing a consortium of 24 businesses and
educational institutions, covering the entire value-added chain of the RFID area.
February 2013 saw the start of a comprehensive continuing education program
comprising 48 individual courses offered by TU Graz and FH Campus 02. In terms of
content, focuses include state-of-the-art technological developments, the building of

VIII RFID: Contactless Identification and Security Technology



competences in innovation and demand, the integration of RFID into businesses, and
know-how on key factors of RFID systems.

Both science and businesses benefit from this cooperation in many ways. The
intensive dialogue between participants and instructors influences new innovation and
research projects, for example, in the areas of software architecture, Web services, IT
security and tool-supported software development. In addition to Graz University of
Technology as the applicant and many small and medium-sized businesses, FH
Campus 02, Joanneum Research, AVL List, ams, NXP, Infineon, Voest Alpine, and
the Evolaris Competence Centre are on board as well.

The goal for the near future is to establish Graz as a leading international educa-
tional region for RFID by providing post-graduate university courses, study programs,
and courses that go beyond the training currently on offer.

RFID: Contactless Identification and Security Technology IX
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Deploying OSK on Low-Resource
Mobile Devices

Gildas Avoine1, Muhammed Ali Bingöl2,3(B), Xavier Carpent1,
and Süleyman Kardaş2,3

1 ICTEAM Institute, Université Catholique de Louvain,
1348 Louvain la Neuve, Belgium

2 TÜBİTAK BİLGEM UEKAE, Gebze, Kocaeli, Turkey
muhammedali.bingol@tubitak.gov.tr

3 Faculty of Engineering and Natural Sciences, Sabancı University,
34956 İstanbul, Turkey

Abstract. It is a popular challenge to design authentication protocols
that are both privacy-friendly and scalable. A large body of literature
in RFID is dedicated to that goal, and many inventive mechanisms have
been suggested to achieve it. However, to the best of our knowledge,
none of these protocols have been tested so far in practical scenarios.
In this paper, we present an implementation of the OSK protocol, a
scalable and privacy-friendly authentication protocol, using a variant by
Avoine and Oechslin that accommodates it to time-memory trade-offs.
We show that the OSK protocol is suited to certain real-life scenarios, in
particular when the authentication is performed by low-resource mobile
devices. The implementation, done on an NFC-compliant cellphone and
a ZC7.5 contactless tag, demonstrates the practicability and efficiency of
the OSK protocol and illustrates that privacy-by-design is achievable in
constrained environments.

Keywords: RFID authentication · Implementation · Time-memory
trade offs · Privacy

1 Introduction

A major research topic in RFID is the development of authentication protocols
that respect the privacy of the users, while still being efficient enough to be
applicable in large-scale systems. When the time needed by the authentication
process is not negligible, the user must hold the card steady in front of the reader
until reception of an audio or visual signal. Long authentication processes are
not practical in access control systems where delaying the customer flow is not
acceptable for example in mass transportation or cultural events. It is generally
agreed upon that approximately 200 ms can be dedicated to grant or deny the
access to a customer in a flow [10].

Classical challenge-response protocols such as ISO/IEC 9798-2.2 [14] can be
privacy-friendly if the tag (prover) does not send its identifier in the clear to
the reader (verifier). In such a case, the reader must find the tag identifier by
M. Hutter and J.-M. Schmidt (Eds.): RFIDsec 2013, LNCS 8262, pp. 3–18, 2013.
DOI: 10.1007/978-3-642-41332-2 1,
c© Springer-Verlag Berlin Heidelberg 2013



4 G. Avoine et al.

performing an exhaustive search in its database. For example, in a system man-
aging 220 tags and a reader capable of performing 220 cryptographic operations
per second, the authentication of a tag takes half a second on average, which is
beyond the time threshold that can be allocated to the security operations.

Several protocols have been designed to provide privacy in the authentica-
tion. An additional property, named forward privacy, ensures that if a tag is
compromised at one point, an adversary is not able to trace it in the past (given
past communication traces). An example of such a protocol is the OSK protocol,
proposed by Ohkubo, Suzuki and Kinoshita in [20]. It may be regarded as one
of the most privacy-friendly protocol among the ones that allow for an efficient
authentication procedure based on symmetric-key cryptography [1].

An implementation of this protocol was previously done in [6]. It uses rain-
bow tables accommodated for OSK, as proposed by Avoine and Oechslin in [5].
However, we show in this paper that in the setting of [6], a faster and simpler
approach is viable, namely the full storage. Instead, we focus on systems with
low-resource mobile readers, such as PDA’s or NFC-compliant cellphones, and
adapt this implementation to that context. We show that such a protocol with
very good privacy properties is efficient enough to be used in practice, even in
such constrained environments.

The structure of the paper is as follows. We present the OSK protocol in
Sect. 2 and the adapted time-memory trade-off in Sect. 3. The method of Avoine
and Oechslin for accommodating OSK for time-memory trade-offs is described
in Sect. 4. We describe our implementation and discuss our results in Sect. 5. We
finally conclude in Sect. 6.

2 Ohkubo, Suzuki, and Kinoshita’s Protocol

2.1 Description

The OSK protocol is proposed by Ohkubo, Suzuki, and Kinoshita in [20]. It
is one of the most well-known RFID-devoted authentication protocols and is
the earliest one that achieves forward privacy.1 In the RFID context, forward
privacy is the property that guarantees the security of past interactions of a tag
even if it is compromised at a later stage. Namely, the secret information of a
tag Ti(1 ≤ i ≤ n) is corrupted by an adversary at time t, the adversary can not
associate any transaction with Ti at any time t∼ < t.

In the OSK protocol, each tag Ti has an initial secret S0
i that is updated after

each authentication query. The update consists in hashing the current secret
with the one-way function H. Upon reception of the authentication query, the
tag answers by hashing the current secret with a different2 hash function, G.
Figure 1 shows the OSK protocol.
1 It is also known as backward untraceability and used interchangeably in some pa-

pers [16,18,21].
2 Note that although these two functions need to be different, only one algorithm may

be implemented on the tag, and an additional 1-bit input parameter used to select
the function.
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Fig. 1. OSK protocol

System Setup. Each tag Ti of the system is initialized with a randomly chosen
secret S0

i . The n initial secrets are stored in a database, sometimes called back-
end system. In some settings the back-end system and the reader are two different
devices, connected in a way that is considered secure. In some other settings the
back-end system is embedded in the readers.

Interrogation. When the tag is queried by a reader it answers with a response
using the current secret such that σ = G(Sj

i ) and also updates the secret imme-
diately using a different hash function: Sj+1

i = H(Sj
i ).

Search and Identification. When receiving an answer the database searches
for an initial secret S0

i that leads to σ. In other words, it checks whether there
exists i and j such that G(Hj(S0

i )) = σ. To do that, from each of the n initial
secrets S0

i , the reader computes the hash chains as shown in Fig. 2 until it finds
a value matching σ, or until it reaches a given maximum limit L (the “lifetime”
of a tag) on the chain length.

The value σ = G(Sj
i ) does not leak any information to an attacker on the

secret of Ti when G and H behave as pseudo-random functions. However, given
that the authentication process is bounded by L, the OSK protocol is prone
to desynchronization when an adversary queries the tag more than L times. In
such a case, the tag can no longer be authenticated and a privacy issue arises
for a certain type of adversary, capable of detecting the success status of an
authentication (see [15] for a discussion). Fortunately, the synchronization can
be retrieved by the back-end without exchanging the tag; for example, the holder
of a desynchronized tag can ask the system operator to recompute the chain of
his tag.

Fig. 2. OSK table: chains of hashes in the OSK protocol.
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Beside this desynchronization issue – and although the protocol is very effi-
cient when all the tags are synchronized [20] – the worst-case complexity of the
search procedure makes the protocol unsuitable for most practical applications.

2.2 Real-Life Applications

We now discuss the possibility of implementing OSK in real-life applications.
Throughout this article, we chose a system of n = 220 tags with a lifetime of
L = 27, which are reasonable parameters and in accordance with [3].

Online Search. A näıve approach for the server is to only keep the initial secrets
and recompute the n × L possibilities each time it receives a given σ. With a
server capable of 220 cryptographic hash operations per second, this takes 26 s
≈ 1 min on average for these parameters. This is far beyond our limit of 200 ms
for a reasonable identification time.

Full Storage. The other extreme solution consists in storing all the chains in a
table and letting the server perform a simple look-up whenever it receives σ. This
solution has the advantage of requiring no cryptographic operation during the
authentication, which makes the authentication very fast. Unfortunately, this
approach has two major drawbacks.

First of all, a large memory is needed to store the table: given our parame-
ters (n = 220 tags with a lifetime of L = 27, and a hash size of 128 bits), the
full storage approach requires 234 bits = 2GB.3 In a system where readers are
permanently connected to the back-end server, requiring such a memory (RAM)
for the server is not a major problem. However, in systems consisting of mo-
bile readers sporadically connected to the database, the authentication material
should be replicated in each of these low-resource devices. In such a scenario,
this amount of memory is very large for small devices such as PDA’s or handheld
RFID readers, which typically have a memory of 128 MB. It might, however, be
reasonable for more elaborate devices such as NFC-enabled smartphones, which
have several gigabytes of flash memory.

A second issue is that, every now and then, the table needs to be either
computed in a central server and uploaded on the smartphones, or computed by
the smartphones themselves after reception of the first column of the table. This
might take a significant time for both cases, and might be an issue in certain
situations.

In the context of [6] for instance, where a central server is used, the full
storage technique makes sense, and is more simple and efficient.

Time-Memory Trade-off . An intermediate solution is the time-memory trade-
off (TMTO). The idea is to use memory to reduce the authentication time,
making both memory and time suitable to our application. Note that the goal of
the TMTO is here to reach an authentication time that is below the acceptable
threshold of 200 ms. Once this requirement is fulfilled, still decreasing the time
3 If one wants to index the hashes with (i, j) couples, the memory increases by 25 %

(32 bits appended to each of the 128-bit hashes).
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Table 1. Comparison of exhaustive search and table look-up methods (Average case).

Exhaustive search Exhaustive storage

Precomputation 0 N
Online computation N/2 0
Memory (storage) 0 N

does not make sense because (i) this implies a memory cost (ii) the authentication
time would become a negligible factor in the whole communication time.

3 Background on Time-Memory Trade-offs

In this section, we briefly recall the required background on the Time-Memory
Trade-off (TMTO) method. We describe the TMTO technique but make no
attempt at providing a complete survey of it. For an advanced introduction
about this topic we recommend to read [4].

3.1 Introduction

A common search problem in cryptanalysis is finding the preimage of a given
output of a one-way function. The first näıve method is applying the function to
all possible inputs until finding the expected value. Such an exhaustive search
requires N operations in the worst case to find a preimage, where N is the total
size of the problem. This becomes impractical when N is large.

The other extreme is to first construct a look-up table including all the preim-
age values. Afterwards, finding a preimage is done via a table look-up operation
which requires a negligible amount of time. The precomputation process requires
an effort equal to an exhaustive search, but is to be performed only once. Al-
though this method is quite fast during the online search phase, it may require
extreme amounts of memory for large problems.

The comparison of exhaustive search and exhaustive storage methods is de-
picted in Table 1.

3.2 Description

The basic idea of the time-memory trade-off (TMTO) method is to find a com-
promise that has a lower online computation complexity than the exhaustive
key search, and a lower memory complexity than the exhaustive storage. Hell-
man introduced one such trade-off in 1980 [13]. Given a search space of size N ,
and given M words of memory used for the trade-off, the average number of
cryptographic operations T obeys the law N2 ∝ T × M2 [13]. The principle is
the following. During an initial phase, a point is chosen arbitrarily in the search
space, hashed (or ciphered, depending on the target function), and then reduced
to another point in the search space. This reduction is the output of a reduction
function, which is typically a modulo. This process is iterated a given number of



8 G. Avoine et al.

times, forming a chain of hashes. This whole operation is itself repeated many
times and only the starting points and endpoints of the chains are kept and
stored in a table. Once this table is computed, it is used in the online phase to
accelerate the search. The method is probabilistic given that it is very unlikely
to fully cover the search space, but several tables can be used to obtain a success
probability very close to 1.

A major improvement over Hellman’s original TMTO method [13] was given
by Oechslin in [8]. The precomputed table called rainbow table for this method is
structurally different than Hellman’s TMTO in that it uses a different reduction
function in each column. By doing so, although it might seem to slow the search
process, chain fusions (events in the table construction and the search process
that degrade the efficiency) in the table are much less frequent and can be
detected very easily during their construction. Tables without fusion are said
perfect [9] and will be used in this paper.

We now give the most relevant results in the analysis of rainbow tables.

Theorem 1 The probability of success of a set of β rainbow tables of m rows of
t columns each, for a problem of size N is:

P = 1 −
(
1 − mt

N

)�t

.

Proof See [4].

Theorem 2 The maximum number of chains in a rainbow table of t columns,
for a problem of size N is:

mmax
t =

2N

t + 1
.

Proof See [4].

Theorem 3 The optimal parameters for a rainbow table, for a problem of size
N , given a memory of M and a desired probability of success P ∗ are:

β =
⌈

− log(1 − P ∗)
2

⌉
,

mt =
M

β
,

t =
log(1 − P ∗)

β log
(
1 − mt

N

) ≈ − N

M
log(1 − P ∗).

Proof See [4].

In the following, optimal parameters are implicitly used.
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4 OSK/AO

4.1 Description

Avoine and Oechslin propose in [5] to apply the time-memory trade-offs to the
search procedure of OSK, leading so to a variant known as OSK/AO. The com-
plexity of the search procedure varies from O(1) to O(N), depending on the
amount of memory we are willing to devote to the time-memory trade-off. For
example, they mention that a complexity of O(N2/3) can be reached with a
memory of size O(N2/3).

Avoine, Dysli, and Oechslin also suggest in [3] a variant of the OSK proto-
col that ensures strong authentication, as OSK is originally designed to ensure
identification only, without consequently considering replay attacks. To do so,
[3] suggests using nonces as follows: the reader sends a nonce r in the authentica-
tion request message and the tag answers G(Sj

i ⊕r) along with G(Sj
i ). The latter

value is used by the reader to identify the tag, and the former to authenticate it.
Another advantage of OSK/AO is that the search done in the identification

is intrinsically randomized, which makes timing attacks irrelevant [2].
Now we briefly describe the specific time-memory trade-off technique intro-

duced in [3,5].
In this technique there are two main functions namely a response generating

function F and a reduction function R. F takes two indices as an input (i.e.,
tag index and life time index) and outputs a tag response such that

F : (i, j) �→ G(Hj(S0
i )) = rj

i

The reduction function R is such that

R : rj
i �→ (i∼, j∼)

where 1 ≤ i, i∼ ≤ n, and 0 ≤ j, j∼ ≤ L.
The main specificity is that F requires j + 1 cryptographic operations to

be computed, which would drastically lower the efficiency of the search if it
were used directly. What is suggested instead is to use a second kind of-time-
memory trade-off, called the rapid-hash table, to compute F efficiently. This
trade-off table is rather straightforward: the secrets Sj

i of the tags are computed
from life-time values 0 to L, but only L

κ columns are stored. This is illustrated in
Fig. 3. As explained in Sect. 4.3, this means that an average of κ+1

2 cryptographic
operations are required per evaluation of F .

4.2 Analysis

As explained in Sect. 4.1, there are two things that need to be stored in memory:
the rainbow tables and the rapid-hash table. We discuss below the proportion
of memory that should be dedicated to each.

Let ρ denote the proportion of memory dedicated to the rainbow tables. The
trade-off efficiency follows the rule T = N2γ/M2

RT (see [4,13]), with γ being a
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Fig. 3. The rapid-hash table.

small factor depending on the probability of success of the trade-off, and MRT

the memory dedicated to the rainbow tables (that is ρM). As for the rapid-hash
table, we have:

κ =
⌈

N |hash|
MRH

⌉
,

with |hash| the size of a hash, and MRH the memory for the rapid-hash table
(that is (1 − ρ)M). Each operation in the rainbow tables requires an average of
κ+1
2 cryptographic operations in the rapid-hash table. Therefore:

T =
N2γ

M2
RT

κ + 1
2

≈ N2γ

ρ2M2

N |hash|
2(1 − ρ)M

.

The optimal value of ρ can be found easily by deriving:

∂T

∂ρ
= 0 ⇔ ∂

∂ρ

[
1

ρ2(1 − ρ)

]
=

3ρ − 2
(ρ − 1)2ρ3

= 0,

which yields ρopt = 2
3 . In the following, we will thus take the memory for the

rainbow tables to be two thirds of the total memory.4

4.3 Algorithms

We now describe the algorithms used in OSK/AO, namely (i) the algorithm
to compute the rapid-hash table (Algorithm 1), (ii) the algorithm to build the
TMTO tables (Algorithm 2), and (iii) the algorithm to identify the tag (Algo-
rithm 3). The material in this section mostly comes from [6]. The notations used
in the algorithms are given in Table 2.

First, the system randomly generates the initial secrets for all the tags such
that S0

i ∈R {0, 1}λ where 1 ≤ i ≤ n, and λ is the length of the secrets. The
4 Note that this result is compliant with the analysis done in [5]. The development

done in this section is somewhat simpler and matches the notations used in the rest
of this paper.
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Table 2. Notations used throughout the paper.

n Number of tags in the system
L Life time of a tag in the system (in terms of authentication execu-

tions)
� Number of TMTO tables
t Length of the chains of a rainbow table

Sj
i Secret of the ith tag used for the j + 1th authentication where 1 ≤

i ≤ n, and 0 ≤ j ≤ L
H, G Collision resistant one-way functions
rapidH(i, j) Function which computes the jth secret of the ith tag such that

Sj
i = Hj(S0

i ). This function uses a precomputed rapid hash (RH)
table to compute hashes faster. The construction of this function
is demonstrated in Algorithm 1

κ Length of the interval between hash indices. This parameter is needed
for computing rapid hashes

state[i][k] A pre-computed two-dimensional array which stores the k×κth hash
value of the ith tag’s initial secret (Hk×κ(S0

i )). For instance, let
κ = 6, i = 1 and k = 6, then state[1][6] stores S36

1 = H36(S0
1).

This array is used during the evaluation of rapidH(i, j)
F(i, j) The response generating function inputs two parameters, the tag in-

dex and the life time of the tag. This function uses the rapid-
hash function. It outputs a tag response such that F(i, j) =
G(rapidH(i, j))

Tablev The vth TMTO table which stores the starting and endpoints (in-
dices) of the TMTO table, where 1 ≤ v ≤ �

Rv
w(val) For wth column of the vth table, a simple reduction function which

maps input val into a output with smaller size, where 1 ≤ w ≤ t

system defines a κ parameter then computes the interval secret values of all the
tags. After that all the secrets are stored into a two dimensional array such that
state[i][k] := Hk×κ(S0

i ) where k = 0, 1, 2, . . . and 0 ≤ k × κ ≤ L.
Now, for a given secret of tag i, the jth rapid-hash computation of the secret

is presented in Algorithm 1. The algorithm requires only at most κ hashes by

Algorithm 1 Compute y = rapidH(i, j)
Require: 1 ≤ i ≤ n, 0 ≤ j ≤ L
Ensure: y = Sj

i

y ← state[i][
⌊

j
κ

⌋
]

a ← j mod κ
while a �= 0 do

y = H(y)
a ← a − 1

end while
return y
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the help of the precomputed RH table. Whenever κ decreases, the memory usage
increases but the on-line computation decreases.

Algorithm 2 shows the procedure to construct a single rainbow TMTO table.
For the construction, only two parameters are needed: the number of starting
points used in the precomputation phase (generally named m1 [4]) and the num-
ber of the table to be generated. The starting points of a TMTO table are fed
into the F function sequentially. The output is actually a response of a tag in the
system and is fed into the reduction function which outputs arbitrary indices.
For a single chain this process is repeated consecutively up to a pre-defined chain
size t, then the starting and endpoints are stored in the table. Finally, each gen-
erated ending point is compared in the table to detect fusions. When two chains
generate a fusion, one of them is discarded. This procedure eventually leads to
a perfect table.

Algorithm 2 Construction of Tablev (j, m1, v)
Require: 1 ≤ j, 1 ≤ m1 ≤ n × j , v ≥ 1

table ← {∅}
for i = 1 to

⌈
m1
j

⌉
do

for k = 0 to j do
nextResp ← F(i, k)
for w = 1 to t − 1 do

z[ ] ← Rv
w(nextResp)

nextResp = F(z[0], z[1])
end for
z[ ] ← Rv

t (nextResp)
if z �∈ table then

add the record {(i, k); (z[0], z[1])} into table
end if
if (i − 1) × j + k ≥ m1 then

break
end if

end for
end for
clean table
return table

Finally, Algorithm 3 shows the identification process of a tag by extracting
the pre-image of a given response using TMTO tables. This part of the system
runs during the authentication of a tag. First, TagResp (the answer of the tag)
is fed into the reduction function Rv

t and searched among the ending points
of the TMTO table. (i) If a match is found, the corresponding starting point
is iterated as explained in Algorithm 2 up to the (t − 1)th reduction function
Rv

t in order to get a candidate response. If the candidate response is equal to
TagResp then identification is completed. Otherwise (ii) TagResp fed into the
reduction function such that Rv

t−1(TagResp), then the resulting indices fed into
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F , and then the resulting response fed into Rv
t (TagRespnext) consecutively. As

previously done, the output value search among the endpoints of the TMTO
table and the similar process is carried as described above.

Algorithm 3 Identify (Tablev, TagResp)
Require: TagResp ∈ {0, 1}λ, v ≥ 1
Ensure: TagResp ← G(y)

for q = t down to 1 do
nextResp ←TagResp
for i = q to t − 1 do

z[ ] ← Rv
i (nextResp)

nextResp ← F(z[0], z[1])
end for
z[ ] ← Rv

t (nextResp)
if z ∈ Tablev then

{z∼; z} ← Tablev(z)
nextResp ← F(z∼[0], z∼[1])
for w = 1 to q − 1 do

z̃[ ] ← Rv
w(nextResp)

nextResp ← F(z̃[0], z̃[1])
end for
if nextResp = TagResp then

return true
end if

end if
end for
return false

5 Experiments and Comparison

5.1 Environment

The precomputations are performed with a personal computer having Intel
2.8 GHz Core2 Duo processor, 4 GB RAM and Windows 7 - 64-bit operating
system. As an NFC enabled mobile phone we use LG OPTIMUS 4X HD hav-
ing 1.5 GHz processor and 1 GB RAM [17]. The cell phone has an open source
Linux-based operating system, Android. This OS has a large community of con-
tributors who develop applications primarily written in a customized version of
the Java programming language [22]. The phone supports both ISO/IEC 14443
and ISO/IEC 15693 standards which are the common standards in order to
read/write 13.56 MHz contactless smart cards.

For the tags, we work on professional version of ZeitControlers basic card
ZC7.5 (ZC − Basic) which is a programmable processor card as hardware envi-
ronment for protocol implementation [12]. It has a micro-controller with 32 kB
user EEPROM that holds its own operating system (OS) and it has 2.9 kB
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LG Optimus 4X P880
Android 4.1
NFC enabled phone
Processor: 1.5 GHz 
RAM: 1.0 GB

Basic card ZC 7.5
EEPROM: 32 kB
RAM: 2.9 kB

Tag

Processor: 2.8 GHz
RAM: 4 GB
Windows 7 – 64 bit
Programming Lang: Java

Fig. 4. Overview of the system

RAM for user tag’s data. It supports ISO/IEC 14443. The EEPROM contains
the user’s Basic code, compiled into a virtual machine language known as P-Code
(the Java programming language uses the same technology). The RAM contains
run-time data and the P-Code stack. The overview of the system is depicted in
Fig. 4.

5.2 Parameters and Functions

The parameters for the experiments are n = 220, L = 27 and the one-way func-
tions we selected are the following ones5:

– H(Sj
i ) : AESK(Sj

i ) ⊕ Sj
i = Sj+1

i ,
– G(Sj

i ) : AESK(Sj
i + 1) ⊕ (Sj

i + 1) = rj
i

where K is a 128-bit constant key. This is known as the Matyas-Meyer-Oseas
construction [19]. Its goal is to build a one-way function from a block cipher.

We use the AES algorithm in the construction because it is commonly im-
plemented on fewer gates than classical hash functions (see e.g. [11]), and, in
particular, is also available in the ZC7.5. This construction requires only one
key schedule during the initialization phase of the tags, which makes algorithm
faster.

To construct rainbow tables each column of each table uses a different re-
duction function. The function takes three parameters that are the table index
(v ∈ [0, 1, . . . , β − 1]), the column index (w ∈ [1, 2, . . . , t]) and the response
output as a byte array (val[.]). This function produces two output values; the
first one is for tag index (i = 0, . . . , n − 1), the second one is for lifetime index
(j = 0, . . . , L − 1). The i value is computed as i = (Int32(val[v, v + 3]) + w)

5 The parameters are the same than the ones in [3].
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mod n where the function Int32 converts a given input 4-byte array into an un-
signed 32-bit integer. The j value is computed as i = (Int32(val[v+1, v+4])+w)
mod L. The construction of our reduction functions are given in Algorithm 4.

Algorithm 4 Compute Rv
w(val[.])

Require: v ≥ 0, w ≥ 1
Ensure: i ∈ Zn, j ∈ ZL

i ← Int32(val[v, v + 3]) + w
j ← Int32(val[v + 1, v + 4]) + w
i = i mod n
j = j mod L
return {i, j}

5.3 Precomputation of the Tables

In order to use our implementation on low-resource devices (such as hand-held
readers, PDAs and NFC compliant cellphones) we build tables that can fit to
small RAMs.

For the total memory there are two parts: (i) the rapid hash table that stores
some intermediate values of the OSK table and (ii) the TMTO tables.6 We
use the optimal parameters, so we compute the κ and t such that the memory
consumption is as described in Sect. 4.2.

Another significant choice for the TMTO construction is the probability of
success. It should be high enough to avoid false negatives during the authenti-
cation process. In our scenario, using β = 4 rainbow tables of maximal size, the
probability to identify a tag is greater than 0.999 according to Theorem 1. Note
that trying to reach a higher success probability does not make sense given that
the probability of failure due to noise on the channel is even higher.

Finally, regarding the number of starting points m1, we use the same trick
as in [4] to reduce the precomputation effort. In our case, we obtain about 98 %
of the maximal number of ending points by starting with 50 times that number.

In total, the precomputation cost is β × m1 × t evaluations of F , which is
about 4 × 50 × mt × t = 400nL in our case (see Theorem 2). Since these are F
evaluations, this number is also multiplied by κ+1

2 hash operations. For instance,
if κ = 6 and on a server capable of 220 hash operations per second, the precom-
putation stage would take about 50 h. Some details about the precomputation
of rainbow tables seem to have been overlooked in [3,5], which would explain
their optimistic result. However, we can do much better than that if we build a
table containing the nL secrets, and use it during the precomputation instead
of the rapidH table. This table needs nL|hash| bits, that is 2 GB in our case,
and takes about 2 min to build on the server. In this case, there are actually no
hash operations during the building of the TMTO table, making this procedure
faster. In our case the whole precomputation process takes about an hour.
6 We used the prefix-suffix decomposition method, as described for instance in [7] in

order to reduce to some extent the size of the TMTO tables.
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Table 3. Results of experiments on an NFC compliant cellphone

Memory 253 MB 113 MB
Identification time 15.26 ms 117.54 ms

Length of the chains of the TMTO (t) 27 72
Number of chains of the TMTO (mt) 8968214 3566605
Rapid-hash parameter (κ) 22 43
Authentication rate 99.9 % 99.9 %

5.4 Experiments

We tested the performance in two settings by running Algorithm 3 (i.e., identifi-
cation process of OSK/AO with randomly chosen tags). Our mobile phone [17] is
able to compute about 187,750 hashes per second. For both settings, the exper-
iment is run 1,000,000 times. The experimental results are depicted in Table 3.

We also measure the time when we use our system with a real tag. There
are three phases on the tag’s side: receiving a query, computing the response
(two hash calculations), and sending the response. The total time is 70 ms on
average, including 50 ms for the calculation of the two hash values and 20 ms for
the communication.

It can be seen that the average identification time is below the 200 ms thresh-
old (if we include the 70 ms for the tag computation and the communication)
even for a memory below 128 MB. We thus show that one can achieve very fast
authentication even with limited memory.

6 Conclusion

We have implemented the OSK/AO [3] protocol on an NFC-compliant cellphone
and a ZC7.5 contactless tag. Our implementation is fully operational and is, to
the best of our knowledge, the first implementation of a privacy-friendly authen-
tication protocol based on symmetric-key cryptography. The implementation is
suited to large-scale applications, e.g. a million of tags, as this can be the case in
mass transportation systems, even on low-resource mobile devices such as hand
held readers, PDAs or NFC compliant cellphones. We have run several experi-
ments on the implemented RFID system and we show that the results obtained
match the theory and are favorable to a practical deployment.
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Department of Computer Engineering, Dokuz Eylul University,
Izmir, Turkey

{hozcanhan, dalkilic, semih}@cs.deu.edu.tr

Abstract. Wrong medication is an important problem of the citizens of
many countries. Using contemporary technologies like UHF Gen-2 RFID
tags helps decreasing the medication errors, experienced by many. As
UHF Gen-2 tags have limited capacity, cryptographic algorithms cannot
be accommodated. The only available functions PRNG and CRC cannot
be used instead of cryptographic algorithms. To overcome the known
weaknesses, various grouping protocols have been proposed. But, each
protocol has some deficiencies. Two of those protocols are covered in
this study. Some of their common deficiencies are studied and solutions
are suggested.

Keywords: Patient safety · Medication error · RFID · UHF tag · EPC
Gen 2 · NFC · ISO 18000-6 · Authentication · Group proofing protocol

1 Introduction

It is reported that 78 % of the participants in the Eurobarometer survey, on
the perception of medical errors, have voted wrong medication as an important
problem, in their country [1]. The poll indicates that 23 % of the participants
have been directly or indirectly affected, by a medical error. 18 % reported that
they experienced a serious medical error, in a hospital. This contradicts the
major patient safety goal of avoiding harm caused, during medical care [2]. The
need for better patient safety is stated in many works [3,4].

The medication error definition is given as errors in drug ordering, tran-
scribing, dispensing, administering, or monitoring [2]. This work is concerned
with correct drug administering of an inpatient, at the correct time; i.e. drug
administration free of humanerrors due to patient-drug pack mismatch. Many
technologies are used in hospital automation systems, from high-end servers, to
personal digital assistants (PDA), tablets, automatic medicine dispensers (AMD)
and recently radio frequency identification (RFID) tags. Doctors and nurses are
the users of these technologies and they have tablets, which they know how to
use. Some of these tablets even have an integrated tag reader. On the other
hand, the patients are the subjects who need to be tracked, correctly. RFID tags
are one of the best tools available for identification and tracking of subjects. For
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Fig. 1. A typical UHF RFID tag reading scenario

example, one of the biggest chain stores of U.S.A., the Walmart, started using
RFID tags on its goods, in 2005 [5]. Walmart has gradually replaced traditional
paper barcodes with RFID tags. Recently, passive UHF RFID tags have been
proposed in inpatient medication. Passive tags are named as such because; they
have no battery but are energized by the reader that approaches to read the ID
inside the tag. These tags are used as bracelets for inpatients and as tags on
medicine packs. Passive UHF tags are preferred because of their low cost and
long reading distance, but they have limited resources and lack security prim-
itives. A specific type of passive UHF tag can be read from a few meters. As
many as hundreds of tags, can be read per second. According to ISO 18000-6
and EPC Global Class 1 Generation 2 (Gen-2) standards written for UHF tags,
they contain only a 16 bit pseudo random number generator (PRNG), a CRC
and an XOR function to obscure their messages [6,7]. Therefore, the capture of
the Electronic Product Code (EPC), i.e. the ID of the tag, is not difficult.

A typical RFID set up used in patient identification consists of a back-end
database server (server), a reader and a tag (Fig. 1). The server has all the infor-
mation about a subject: personal information, the unique identification number
(ID) of the inpatient’s wristband tag, the ID of the tag on the inpatient’s medi-
cine pack and the pre-shared secrets used for authentication (also stored in the
tags).

In the rest of this paper, Sect. 2 summarizes previous work. Sections 3 and 4
demonstrates weaknesses of two latest proposals. Section 5 questions the use of
Gen-2 tags and, proposes another type of tag that is better suited for health-
care. Some critical capabilities and characteristics of the two tag types are also
compared, in Sect. 5. Section 6 concludes and has the future work.

2 Related Work

Juels et al.’s work [8] is one of the first in identification of a group of objects,
using RFID tags. In this work, a grouping proof is defined as the simultaneous
reading of two tags at a given timestamp. Other grouping proofs have also been
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proposed for tags [9]. The weaknesses and recommended security enhancements
for grouping proofs in general can be found in [10].

Two of the first proposals to use RFID tags in patient medication were made
by Wu et al. and Sun et al. [11,12]. These pioneering work in inpatient medicine
administration, lacked detailed description and advocated the use of personal
computers as mobile devices and paper barcodes. Barcodes have limited capa-
bilities and there are disadvantages of their use in patient safety [13].

A proposal where both the inpatient and the medicine are identified by low-
cost RFID tags conforming to Gen-2 standard was made by Huang and Ku [14].
The inpatient is assumed to have a wristband with an embedded RFID tag. The
inpatient’s medicine container is also marked with a Gen-2 tag. Unfortunately,
the security flaws in the grouping proof are demonstrated by Chien et al. [15];
whom suggested an alternative protocol, which is shown to be also vulnerable
[16]. The grouping proof protocol schemes, suggest evidence to be generated after
the administration of medicine. The evidence is verified later, in the HIS server.
False evidence generation, interference with evidence generation procedure, ex-
posure of critical information during evidence creation are some of the problems
encountered. The issues arise, because the unsecured messages through the air
are eavesdropped by adversaries.

Apart from the above, we demonstrate further weaknesses in two recent
works, in Sects. 3 and 4. The two works are specifically chosen because, their
authors try to rectify previous vulnerable schemes, but fail because, they do not
consider the algebraic attacks outlined in previous works due to non-availability
of security primitives, in Gen-2 tags. The works fail because, they do not consider
the enhancements neither in [10], nor the algebraic attacks outlined in [17].

3 Case Study I

Our assumptions for both case studies are as follows. While the reader and the
server communicate over a secure channel, the tag and the reader’s channel is
insecure. The tag has limited resources but the reader has unlimited resources.
Therefore, the reader is assumed to support cryptographic algorithms but the
tag cannot. The reader is not trusted and a counterfeit reader can be used in
the system. Another assumption is that our attacker can listen to the messages
between the tag and the reader over the air. The final assumption is the attacker
has only passive attack abilities.

The work by Yen et al. analyses some weaknesses of a previous work [16]. The
analyzed proposal is the Inpatient Safety RFID System (IS-RFID) of Peris et
al. [18]. Skipping the details, the Safe Drug Administration Procedure (SDAP)
and the Evi-dence Generation Procedure (EGP) are analyzed. The inexistence of
the pre-shared secrets in the SDAP is criticized, but no attack is demonstrated.
The EGP is also criti-cized for not being signed by the inpatient, which allows
the hospital to re-generate false evidence without inpatient’s awareness. Yen’s
proposed rectified scheme is shown in Fig. 2. We demonstrate a disclosure attack
on Yen’s rectified scheme, which also succeeds in IS-RFID. The attack will show
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Fig. 2. Yen’s proposed offline scheme [16]

that all protocols based on obscuring the ID of a tag by the use of the PRNG
of a Gen-2 tag are vulnerable.

Yen proposes one offline and one online solution. Two schemes are the same,
except in the online version, the inpatient’s tag is authenticated online by the
server, via the nurse PDA. The notation used in Fig. 2 is explained below:

IDn, IDPi ID of a nurse and the tag ID on ith inpatient wristband.
IDui Tag ID on a unit dose medicine pack of ith inpatient.
IDuj Tag ID multiple unit dose medicine packs, j=1,2 . . . y.
KPi, Kui Tag key of ith inpatient wristband and ith inpatient’s

unit dose pack.
Kuj Tag key of multiple unit dose medicine packs, j=1, . . . y.
tb Timestamp generated by server.
rb, rn, rp, ruj Random number generated by server, nurse PDA, inpatient’s

tag, and j th unit dose, respectively.
PRNG() 16-bit pseudo-random number generation function.
y Number of unit doses for ith inpatient.
Rki Key validation value for ith inpatient.
Rkiy Key validation value for ith inpatient’s unit doses.
ei Evidence generated by a nurse for ith inpatient.
muj Partial evidence generated by unit-dose tag j, j=1,2 . . . y.
mPi Partial evidence generated by ith inpatient’s tag.
mn Medication evidence generated by a nurse.
Signn(mn) Signature function of nurse, that signs evidence mn.
SignPi(mPi) Signature function of ith inpatient, that signs evidence mPi.

Before starting the round, the nurse makes a request with her ID and down-
loads all inpatient records from the HIS. The daTa also include the timestamp
tb to supervise the time of drug administration. Validation values RKi and RKiy

are formed by using the pre-shared key of the inpatient’s tag and the correspond-
ing unit-dose key, respectively. The nurse starts the round and sends the same
request both to the inpatient and the unit-dose tags, with a reader equipped
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PDA. Using the HIS nonce rb, the inpatient tag replies with PRNG(IDPi⊕ rb⊕
KPi) and every unit-dose tag replies with {PRNG(IDuj⊕ rb), PRNG(Kuj⊕ rb)},
where j=1,2, . . . ,y. Upon receiving the replies, the PDA matches the inpatient
tag’s reply with RKi to identify and authenticate the inpatient. Next, the PDA
uses the RKiy to identify and authenticate the unit-dose packs. If all matching
is good, the PDA generates its own nonce rn and sends it with the timestamp of
the HIS to every unit-dose pack. The unit-dose packs generate their own nonce
and use it together with nurse PDA’s nonce to prepare a partial medication
evidence muj = PRNG[PRNG (IDuj) ⊕ ruj⊕ PRNG(tb) ⊕ rn⊕PRNG (Kuj)],
where j=1, 2, . . . , y. Each unit-dose sends back its reply to the nurse PDA. The
PDA stores every nonce ruj sent and calculates mxu, by XORing every muj . The
value mxu is sent to inpatient’s tag. The inpatient’s tag prepares its partial ev-
idence mPi = PRNG(PRNG(IDPi)⊕ rP⊕PRNG(KPi)⊕mxu), after generating
a nonce reply rP . Finally the inpatient tag signs its evidence SignPi(mPi) and
sends the tuple {rP , mPi, SignPi(mPi)} to the nurse PDA. Upon receiving the
final partial evidence, the nurse PDA prepares a final medication evidence mn.
The evidence is signed and saved in the PDA, as mn, Signn(mn). At the end
of the round, the nurse returns to the nurse station and uploads all of the drug
administration evidence to the HIS. It is the duty of HIS to check and find if
there have been any medication errors.

Neither the inpatient’s tag nor the nurse PDA digital signature functions are
explained. The assumption of inpatient’s tag having the computational ability of
generating digital signatures is way out of the ISO 18000-6 and Gen-2 standards
[6,7]. But, even this assumption cannot save the scheme.

3.1 Disclosure Attack Scenario on Yen’s Protocol

The 16 bit PRNG function of the Gen-2 tags is public and available [19].
According to Yen, any PRNG(x) is calculated for a given input x; e.g. us-
ing (IDPi⊕rb⊕KPi) as input, a deterministic output PRNG(IDPi ⊕ rb⊕KPi) is
obtained and matched with Ri. Therefore, a table of 216 (65,536) possible inputs
against calculated outputs can be prepared beforehand, as in Table 1. Looking
at the table, the corresponding output of an input or the corresponding input of
an output can be found, easily. PRNG may produce the same output for the dis-
tinct values, but this shows the weakness of the PRNG which is not a desirable
property. In that case much more trial and errors are needed.

The inpatient desired to be administered wrong medication is the “target”.
Another inpatient whose identity is going to be illegally given to the target is

Table 1. A typical pre-calculated table

Input Output = PRNG(Input)

0000 0000 0000 0000 0000 0010 0000 0000
0000 0000 0000 0001 0010 0110 0000 0010
...... ........ ......... ...... ........ ........ ....... .......
1111 1111 1111 1111 0100 0111 1100 0110
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called the “conveyor”. The goal is to cause repeated switch of medicine admin-
istrations of the target and conveyer, without getting detected. After exposing
the (IDPi ⊕ KPi) of the conveyer and the target; the identities are switched and
detection is avoided.

An adversary/attacker acts as a visitor and goes near the conveyer with a
rogue reader. Rogue or untrusted readers are assumed to be always present in
open environments [16,18]. The attacker sends a request request, ra, where ra is
the attacker’s constant nonce. The tag answers with PRNG(IDPi ⊕ ra ⊕ KPi).
The output column of the table is searched and the corresponding input; e.g.
input1, is found: input1 = (IDPi ⊕ ra ⊕ KPi). Then, (IDPi ⊕ KPi) = input1 ⊕
ra. (IDPi ⊕ KPi) is constant for any given inpatient; therefore any inpatient is
uniquely identified. Using the replies of the unit-dose packs with Table 1 and
XORing each {PRNG(IDuj ⊕ ra), PRNG(Kuj ⊕ ra)} with ra, all values of IDuj
and Kuj are exposed for j = 1, 2, . . . , y. The same attack is repeated at the
target. At the end, both the target and conveyor’s (IDPi ⊕ KPi), IDuj and Kuj
are captured.

Next, the evidence generation procedure of the target and conveyor are
eavesdropped for just one round. The messages {ruj , muj} of the unit-dose
packs in Fig. 2 are recorded, by the attacker. The value of mxu, sent to the
conveyor is also recorded. The final reply {rP , mPi, SignPi(mPi)} of the con-
veyor is analyzed next. The values not known in mPi = PRNG(PRNG(IDPi)
⊕ rP ⊕ PRNG(KPi)⊕mxu) are PRNG (IDPi) and PRNG(KPi). But the value
[PRNG(IDPi)⊕PRNG(KPi)] is constant and can be exposed. Looking at the
output column of Table 1, a match for the value of mPi is found, e.g. output1.
Using output1, [PRNG(IDPi)⊕PRNG(KPi)] = output1⊕rP⊕mxu is obtained.
The only unknown left is SignPi(mPi). The available functions in a Gen-2 tag
are PRNG, CRC and XOR operation. Therefore, the assumed out-of-standard,
digital signature is most likely to be a deterministic function that has its own
65,536 (216) entry table. Whatever it is, it has to be public and readily available
to all tags. Either we have the function and we can construct SignPi(mPi) out of
mPi or the attacker records the mPi, SignPi(mPi) pairs, as a table called Table
X. Therefore, the attacker has the mPi, SignPi(mPi) pair. The same is repeated
near the target.

The attacker takes the exposed values (IDPi⊕KPi), [PRNG(IDPi) ⊕ PRNG
(KPi)], SignPi() function or Table X, for the target and conveyor and writes
them into two different tag emulators, at a private location. Such a hardware
device emulating an RFID tag is the Chameleon [20]. We do not intend to
implement any, but there are works on RFID tag emulators [21]. The differ-
ence from the real tag is that the emulator uses the XORed (IDPi⊕ KPi),
[PRNG(IDPi)⊕PRNG(KPi)] values instead of individual values to form its
replies.

In the final step of the attack, the tag emulator of the target is placed next
to the conveyor and the emulator of the conveyor is placed next to the target.
Hence, the switch of the identities is completed. The nurse cannot notice the
presence of the switch, because she does not come close to the UHF tags. When
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the nurse follows normal procedure, the rogue tags generate correct RKi, RKiy
and partial evidences. The nurse administers wrong medicine to both patients,
signs the evidence and sends them to the HIS. The HIS cannot detect the switch
and wrong medication is repeated until the target and impatient show diverse
symptoms.

Yen’s protocol has another weakness, as well. Blocking {tb, rn} or mxu, and
sending bogus instead stop the medication procedure. The medication in a clinic
can be disrupted with a strong, bogus transmission.

4 Case Study II

A second work criticizing a previous proposal which uses Gen-2 RFID tags is
by Wu et al. [22]. Wu criticizes Yu et al.’s proposal for being based on a fully
analyzed protocol [23]. We leave the study of Yu’s proposal outside the scope of
this work, because we would like to concentrate on Wu’s rectified protocol. Wu’s
proposal is summarized in Fig. 3. The proposal also uses the 16-bit PRNG func-
tion of Gen-2 tags to form authenticators and prove the simultaneous existence
of two tags, in the same electromagnetic field.

At the beginning the server pre-shares secrets Xa and Xb with tags Ta and Tb,
respectively. Typically, the reader challenges both the inpatient and unit-dose tag
with the same timestamp, t. Both tags reply with their index-pseudonym (IDS),
a nonce and a tag authenticator; {IDSa, ra, va} and {IDSb, rb, vb} respectively.
The index-pseudonym is a pseudo ID of the tag that is an updated version of
constant ID, every round. The reader is online with the back-end server and
sends the tag replies together with the timestamp to the server. If verification
is good, the server sends two keys Ka, Kb to the reader. Without waiting for
a reply, the server immediately updates IDSa and IDSb. Using the key Ka, the
reader calculates its authenticator αa and sends {αa, IDSb, t} to tag Ta. Ta

calculates its own α
′
a and matches it with the received αa. If they are a match,

Ta prepares βa and partial evidence ma and sends them to the reader. Then,
Ta updates. The reader verifies βa and then prepares its authenticator αb and
sends {αb, IDSa, ma} to tag Tb. Using its own key, Tb verifies αb; then, computes
its second authenticator βb, partial evidence mb and sends them to the reader.
Then, Tb updates its IDSb. Upon receiving {βb, mb}, the reader verifies βb and
then concludes that Ta and Tb exist in the field, simultaneously. Finally, the
reader accumulates {IDSa, IDSb, t, ma, mb} in a tuple, as a proof and, sends it
to the back-end server. Notice that the reader does not update, at the end.

Wu uses a random permutation function F while calculating the authentica-
tors and partial evidences. Wu claims F to be a one way function that uses only
the PRNG and XOR operation available in a Gen-2 tag. The implementation of F
function is shown by an example. Let M = (m0, m1, m2, m3), C = (c0, c1, c2, c3),
D = (d0, d1, d2, d3), E = (e0, e1, e2, e3), where mi, ci, di, ei and γ are all 16-bit
numbers. Function γ = P(E) = PRNG(PRNG(PRNG(PRNG(e0)⊕e1)⊕e2)⊕e3).
For C = F(M); c0 = P(m0, m1, m2, m3), c1 = P(m1, m2, m3, m0), c2 = P(m2,
m3, m0, m1), c3 = P(m3, m0, m1, m2). In brief, F(M) is a total of 16 nested
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Fig. 3. The scheme of work [22]

PRNG and 12 XOR operations. Since F is a public function, for any known
input, F(x) can be calculated. Therefore, a table similar to that of Table 1 in
Sect. 3.1 can be prepared. Only the preparation of the table -called Table X- is
computationally more intensive than the preparation of Table 1, but it will have
216 (65,536) possible inputs and corresponding outputs as Table 1. Referring to
the input and output columns of Table X is no different than that of Table 1 and
takes very short time. Additionally, F(F(x)) is the application of F function on
the result of F(x), i.e. 32 PRNG and 24 XOR operations.

4.1 Attacks on Wu’s Scheme

Exposure Attack. The exposure attack on the protocol is similar to the attack
in Sect. 3.1. The adversary challenges the tags, with a bogus timestamp t. In the
replies of tags, the IDS and nonce values are recorded, then the authenticators
va and vb, are analyzed.

Referring to the hypothetical Table X, the value of va is used as an output
and the corresponding input -called inputva- is read. From Fig. 3:

inputva = F (Ya) ⊕ F (t) ⊕ ra (1)

F (Ya) = inputva ⊕ F (t) ⊕ ra (2)

The nonces ra, rb, IDSa, IDSb and the timestamp t are in clear text and the
value of F(t) is found from the output column of Table X. Hence, by XORing the
found inputva with the known values F(Ya) is exposed (Eq. 2). Using the exposed
F(Ya) in the output column of Table X, the value in the input column gives Ya.
Following the same steps Yb is also exposed. The eys Ka, Kb are calculated
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using the newly exposed Ya and Yb, the nonces ra and rb. Next, the updated
values of Ya and Yb are also exposed. The updated values of IDSa and IDSb

depend on the current values and the updated values of Ya and Yb, exposed in
the previous step. Thus, the adversary also obtains the updated values of IDSa,
IDSb. Without eavesdropping any message exchanges the adversary captures Ya,
Yb, Ka, Kb and updated values of Ya, Yb, IDSa, IDSb.

The attack continues by eavesdropping one complete round. When the reader
sends {αa, IDSb, t} to Ta, the attacker waits for the reply {βa, ma}. Using the
value of ma in the output column, a corresponding input – call it input ma - is
read:

inputma = IDSa ⊕ IDSb ⊕ F (t) ⊕ Xa (3)

Xa = inputma ⊕ IDSa ⊕ IDSb ⊕ F (t) (4)

Hence, the pre-shared secret Xa is captured (Eq. 4). The message {αb, IDSa,
ma} is of no importance because its terms are captured values. The reply {βb,
mb} of Tb gives away the pre-shared secret Xb, after a similar analysis of mb,
as in ma. Hence, the adversary has the shared secrets Xa and Xb, necessary for
the creation of rogue tags. The rest of the attack is the same as in Sect. 3.1. The
attacker loads the captured values into two rogue tags, switching the identities of
the target and conveyor. The result is wrong medication of a targeted inpatient,
possibly causing deadly conditions.

De-synchronization Attack. The protocol of Fig. 3 is also vulnerable to de-
synchronization attack, at many points. De-synchronization happens when one
of the partners of the message exchange update some shared terms to new values,
while the other does not. If the old values are not stored, then there is no way
for mutual authentication to take place, with mismatched values. For example,
consider the moment when the reader sends the messages {IDSa, ra, va} and
{IDSb, rb, vb}, to the server. After calculating and sending the keys, the server
updates. If the reader does not get the keys (loss of power), or cannot continue
communication with the tags, then the server is de-synchronized with the tags;
because the tags have not been updated. During the retry, the reader obtains
and sends the old {IDSa, ra, va} and {IDSb, rb, vb}. The server never finds the
old values in its database to verify the tags. In total, there are four instances that
can cause de-synchronization: the reply of the server to the reader, the message
exchange between the reader and Ta, the message of reader to Tb. Extra care
is necessary in protocols that use updating, because de-synchronization halts
medication.

4.2 Computational Load of Wu’s Scheme on Gen-2 Tags

Looking at Fig. 3, the most intensive computations in tags take place, after re-
ceiving authenticator (αa, αb) of the reader. Counting the number of F function
and XOR operations from the instant of computing Ka until sending {βa, ma}
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(assuming update can take place after sending {βa, ma}); Ta has a larger com-
putational load with nine F function and seven XOR operations. Every F func-
tion involves sixteen PRNG and twelve XOR operations. Hence, Ta makes 144
PRNG and 115 XOR operations. A PRNG consumes around 190 clock cycles to
produce a random number [24]. Assuming a 16-bit architecture, each XOR oper-
ation takes one clock. In total, Ta spends 27,475 (144×190+115) clock cycles in
computations. This is around 26 times more than an 8-bit AES implementation,
which consumes 1032 clock cycles [25]. In other words, Wu’s proposal cannot
meet the limits, as it exceeds 220 clock cycles [26].

5 Discussions

As demonstrated, Yen’s and Wu’s schemes are as vulnerable as their predeces-
sors, which contradict the major safety goals [2,4]. Wu’s scheme cannot fit in
a Gen-2 tag, is vulnerable and has the same characteristics of Wu’s and Yen’s
protocols; therefore, it will not be discussed any further. The reason of the dis-
closure of critical data by our attacks is a result of using the only available
function PRNG, as an encryption function. To the best of our knowledge there
is no formal proof of using a PRNG as an encryption or hashing algorithm [19].
For patient safety, confidentiality of critical data has to be provided by true en-
cryption. In other words, an alternative with stronger cryptographic primitives
is necessary, instead of the 16-bit PRNG function of ISO 18000-6 or EPC Gen-2
tags, which are used for commercial goods in supply chains. Bit size of PRNG
can be extended to 64 or more bits to increase the search space of the unknowns
given as input to the PRNG which makes creating a table and searching through
the table unaffordable. Even more, PRNG function can be replaced by a better
cryptographic function. But these extensions mean to change the EPC Gen2
standard.

5.1 Ambiguities and Disadvantages of Yen’s Proposal

Yen’s proposal carries over the ambiguities of the work it criticizes. Even if
PRNG is accepted as the only viable option, a special tag is required to cal-
culate values like PRNG(IDPi⊕rb⊕ KPi), because in regular EPC Gen 2 tags
PRNG function doesn’t have any input parameters. Another unexplained as-
sumption is the digital signing ability of the tags. This assumption is highly
questionable as the only available option is a PRNG and suggesting its use in
digital signing is totally unacceptable. An unconsidered but possible scenario is
the presence of more than one inpatient, in the same room. UHF tags are read
in numbers from a few meters away. Thus, it is not possible to identify which
inpatient’s tag is read, if there are many in a room. With equal distance from two
inpatients, a nurse can give the other patient’s medicine to the intended patient.
The aftermath of a complication at an inpatient is not considered, either. The
medication responsibility of other inpatients, while a previous inpatient is going
through a complication, is ambiguous. The continuation of medication with the
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same PDA, by a second nurse is not good. If a wrong medication is detected,
the first nurse is falsely blamed. Using a second nurse PDA causes a discontinu-
ation of the inpatient tuples and requires server intervention; since every nurse
downloads inpatient data with her own PDA/password.

In their security analysis, Yen et al. claim that data confidentiality of their
protocol is guaranteed. However, the identities and keys of the inpatients are
exposed after our full disclosure attack, even though they are not transferred in
plaintext.

Not only that, Yen’s system has disadvantages, as well. A disadvantage is
dedicating a PDA for every nurse, which is neither widely available nor cheap.
UHF readers in the form of PDAs are uncommon and expensive. This increases
the overall cost in hospitals, where there are many clinics and many shifts.
Finally, the lack of consideration of Health Level 7 (HL7) standards is another
disadvantage, because any incompliant solution is unlikely to be endorsed [27].
Not paying attention to HL7 standards is partly the reason of vulnerabilities;
especially the mutual authentication requirement. Various attacks on ISO 18000-
6 RFID are explained in detail [10,17,28]. In brief, there are four types of attacks:
Interception, interruption, modification and fabrication attacks. Each attack has
some counter measures, but they are not enough to guarantee patient safety,
simply because of the limited resources of the tags, in question.

5.2 Security Vulnerabilities of Wu’s Scheme

In their security evaluation, Wu et al. [22] defends that impersonation, ID-Theft
and clone attacks cannot be launched against their protocol. Contrarily, our full
disclosure attack exposes the secret keys, which opens the avenue to generating
false grouping proof evidence. Not only that, our attack demonstrates how a fake
tag (clone) can be devised to alter the identity of an impatient. Therefore, their
clone attack evaluation is also unsatisfactory. Besides the successful imperson-
ation and clone attacks, a de-synchronization attack is demonstrated above, an
attack type they fail to evaluate in their analysis.

5.3 Suitable Technology for Patient Safety: NFC

A viable alternative technology is the near field communication (NFC) tags,
because they possess the desired characteristics and cryptographic primitives.
For example, Mifare DesFire version EV1 (EV1) tag has a built in AES engine
[29]. If this feature existed in ISO 18000-6 tags, both of our PRNG table attacks
would have been ineffective. Definitely, the existence of an AES engine provides
better patient data safety. Another important characteristic that would have
prevented our attacks is the operating distance. EV1 is read from a distance of
20–100 mm, therefore the nurse has to approach intentionally very close to an
inpatient. Such a physical requirement removes the danger of eavesdropping by
an adversary from meters away and the danger of reading a rogue tag.

The characteristics of EPC Gen-2 and EV1 tags that impact medicine ad-
ministration are compared, in Table 2. Apart from the encryption and reading
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Table 2. Comparison of EPC Gen-2 Tag and DesFire EV1

Property EPC Gen-2 Tag DesFire EV1

Authentication ⊕ AES
Supply energy No battery No battery
Operating distance Up to 7 m 20–100 mm
Tags read 1000 tags/s 1 tag/s
Data integrity 16 bit CRC, framing 16/32 bit CRC, parity, bit coding,

bit counting
Memory capacity 512 bit on chip 2, 4, 8 kB NV-memory
Standard ISO 18000-6 ISO/IEC 14443A

Fig. 4. DesFire EV1 authentication

distance advantages, the NFC tags have other advantages over the EPC Gen-2
tags. Data integrity of the exchanged messages is an important security charac-
teristic. Any multiple changes in the transmitted messages should be detected.
As observed from the table, EV1 provides better data integrity algorithms. But,
a property where EPC Gen-2 technology performs better is the number of tags
read per second. A nurse can read only maximum one NFC tag/s, because phys-
ically she has to approach and momentarily touch the tag. But, this does not
provide an advantage over NFC tags because; there is no hurry to read many
inpatient tags. The memory capacity of EV1 tags surpasses the EPC Gen-2 tags.
This is important because future protocols and schemes have a better chance to
be accommodated on a spacious EV1 tag. User developed security applications
or extended secrets can be stored in EV1. The ISO standards of the two tech-
nologies are different. But, the ISO 14443A standard is meant for the smartcards,
clearly a higher class technology than the ISO 18000-6 standard.

Another important parameter of the EV1 is its 3-way mutual authentica-
tion. As given in Fig. 4, a new session key is created for each session through
a pre-shared key. Simply, the authentication is based on the verification of the
exchanged encrypted nonces.
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The use of strong cryptographic primitives instead of a simple 16-bit PRNG
function increases the security level but also leads to other hardware require-
ments. Therefore, one would expect to see a considerably more expensive cost
for the higher NFC technology solution. But, this is not the case. The NFC tag
prices are higher than the UHF tags, but the total cost for a complete solution
is not. In his cost analysis, Peris et al. calculate a total cost for a floor with
5000 inpatients/year, 3 unit-dose/day, 3 nurses on each floor and an average
hospital with 8 floors [18]. The cost of the HIS and AMD are excluded, because
those are included in the overall cost of the hospital. The cost of an EPC Gen-2
tag is given as $0.5/tag, including the plastic package of each unit-dose. Every
nurse is equipped with a PDA, astonishingly priced at $300. The total number of
tags used for the inpatients and the unit doses is 20,000/year; mistakenly taken
as 15,000/year by Peris et al. In the end, Peris et al. conclude with a cost of
$70,000/year, for his proposal. An NFC tag costs $0.421 to $0.825, depending
on the size of the order. Hence, the NFC tags are more expensive than EPC
Gen-2 tags, as expected. But, to the best of our knowledge, a mobile UHF Gen-
2 reader is around $1027. On the other hand, a popular NFC enabled tablet
(Google Nexus 7) costs around $199. Therefore, there is a 5:1 price ratio, in
favor of NFC readers. Obviously, even with the most expensive NFC tag, our
solution ($21,300) is less expensive than that of Peris et al.’s.

6 Conclusion

The weaknesses of ISO-18000-6 or Gen-2 tags in safe drug administration are
obvious, following the various attacks presented in this and previous work. As
demonstrated the analyzed protocols fail their data confidentiality claims. The
use of PRNG as an encryption algorithm is a major drawback. On the other
hand, those proposals that try to provide stronger encryption by nested PRNG
operations, cannot meet the time limits of RFID tags. With so many weaknesses
and disadvantages, EPC Gen-2 type tags cannot increase inpatient medication
safety.

There is a need for tags with cryptographic primitives, intentional tag reading
characteristics and longer key sizes. State of the art NFC tags are a viable
alternative. The previous works suggest the use of non-standard operations and
special equipment. The contemporary, less expensive and widely available NFC
enabled tablets are better suited for the job. The comparison of EPC Gen-2
and NFC tag technologies indicate that NFC is a better viability. Currently,
a proposal using the NFC technology and strong security is underway, in our
lab. An authentication based on EV1 mutual authentication structure will be
the future work. Another alternative to increase the security is using public-key
cryptography as indicated in [30], but the huge clock cycle (66,048) of using that
alternative affects usability of the system.
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Abstract. Numerous contactless smartcards (and the corresponding
RFID readers) are compatible with NFC, e.g., Mifare cards and the gov-
ernmental ID card in Germany called nPA. NFC-enabled smartphones
and other NFC objects such as door locks have become widespread.
Existing and future applications of the up-and-coming technology require
a secure way of assigning and transporting user rights, e.g., for opening
and starting a car or access control to a building. In this paper, we
propose a scheme that securely identifies a customer on a website and
creates a (personalized) credential containing the booked access permis-
sions. This credential is safely transported via the Internet to the user’s
smartphone and finally grants access to an NFC-enabled object. In our
proof-of-concept implementation, an application on a commercial smart-
phone is used for communicating with a web server of a car rental agency.
During the booking process, the phone operates as an RFID reader to
interrogate the nPA of the user and utilizes the security mechanisms
of the nPA, including the PACE protocol, for identifying the customer.
After having obtained the credential, the smartphone emulates a Mifare
DESFire card that is read by the NFC door lock of a rental car to ver-
ify the validity of the access permission. We discuss security issues and
limitations of our approach.

Keywords: German electronic identity card · User rights management ·
Car sharing · Smartphone · NFC · Contactless smartcard emulation

1 Motivation

The ISO 14443 standard for contactless smartcards [28] was published around
2000. Today, many applications for ticketing, micro payments, access control,
and identification rely on contactless cards that are compliant to this standard,
e.g., NXP’s Mifare family of cards, electronic IDentificationID cards, and pass-
ports. In these applications, the roles of the actively powered reader interrogating
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passive cards are clearly defined. A few years later, Near Field Communication
(NFC) [29] emerged from ISO 14443 and is today implemented in many embed-
ded devices, such as smartphones, door locks, and other objects. NFC is compat-
ible to ISO 14443, but enables additional features: For instance, an NFC-enabled
object can choose to appear as a reader in one moment and switch its role to
appear as a contactless card in the next moment. Furthermore, an operating
mode with an extended range is defined, whereas both participants function as
active readers communicating with each other.

Major manufacturers of smartphones, e.g., Nokia, HTC, LG, and Samsung,
offer NFC-enabled smartphones. The NFC-link is designed to operate at a dis-
tance of only a few centimeters and provides an additional communication inter-
face to the ones already provided by the smartphone, e.g., Wireless Local Area
Network (WLAN), Universal Mobile Telecommunications System (UMTS),
Global System for Mobile Communications (GSM), Global Positioning System
(GPS), or Bluetooth. Furthermore, the main processor of the smartphone can
perform complex computations and can be employed to interconnect the com-
munication interfaces of the smartphone.

Due to the compatibility with existing ISO 14443 Radio Frequency IDen-
tification (RFID) readers and infrastructure, various other objects are already
equipped with NFC technology, e.g., locks for hotel rooms and safe deposits,
payment terminals, and ticketing solutions. Likewise, electronic passports and
governmental ID cards, e.g., in Germany, as well as future electronic driver’s
licenses can be accessed with NFC. Recently, even cars — often already aug-
mented with GPS receivers and a GSM or UMTS modem — additionally pro-
vide an NFC-enabled door lock. Thus, an excellent basis is given for realizing
various new applications that combine services on the Internet with contactless
cards and other NFC objects.

Outsourcing business and administrative tasks to the Internet potentially
provides a significant gain regarding costs for companies. Therefore, the veri-
fication of a user’s identity without a face-to-face meeting becomes more and
more important. Modern car sharing solutions are emerging, e.g., in Germany
DriveNow by BMW, Car2Go by Daimler, and Flinkster by Deutsche Bahn. Fleet
management of vehicles, access to a safe deposit or post box, and opening doors
of previously booked hotel rooms are some more possible business options that
can be realized by means of NFC-enabled smartphones with Internet access:
The issuer transfers an electronic key (or another right) via the Internet to the
smartphone. Once stored on the smartphone, the electronic key can repeatedly
be used to access a particular secured object via NFC.

The required components such as NFC-enabled locks and smartphones are
available. However, for example for billing purposes, the identity of the customer
must be verified securely. This is where governmental electronic IDs come into
play, since they usually provide methods for an NFC-based, remote identification
of the owner via the Internet. In this context, the protection of the individual’s
identity is of particular relevance. The new German electronic identity card
(nPA) is designed to provide the required features, i.e., a mechanism for iden-
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tification, authentication, and the protection of stored personal data, e.g., the
identity of the owner. With the nPA, it is possible to identify an individual in
passport controls, at airports, at governmental authorities, and on the Internet.

1.1 Contribution and Outline

Due to the complexity of the involved communication interfaces and technologies,
for some system designers it is unclear how to address the security risks of NFC
and how to realize the corresponding schemes for identifying the customer and
transporting the booked rights from the issuer to the target object. Due to
lack of publicly disclosed realizations of the mentioned applications, it is often
uncertain, if according systems are practically feasible at all.

In this paper we aim to fill in this gap. To this end, in Sect. 3, we propose
a scheme for (i) identifying a customer by combining the NFC interface and
the Internet connection of the smartphone with the security capabilities of an
electronic ID card, (ii) issuing a credential containing the rights assigned by the
issuer to the customer and securely transferring the credential to the smart-
phone, (iii) assuring that the rights specified in the credential can be verified by
the target object, e.g., an NFC-enabled door lock of a car, even in a scenario
without a permanent Internet connection, and finally (iv) securely exchanging
the credential via an NFC connection between the smartphone and the target
object and decide whether to grant or deny access. As an alternative scenario
for using the NFC phone, users shall be able to obtain user rights and execute
granted rights on the basis of a standard contactless smartcard, i.e., compatibility
to commercially available contacless cards shall be maintained, where possible.

As the main contribution, in Sect. 4, we illustrate the practical feasibility of
the proposed scheme by realizing all relevant parts of the scheme as a proof-
of-concept on a commercial smartphone and validating our implementation. We
practically demonstrate that the smartphone is suitable for using the electronic
identity (eID) function of modern governmental documents and realize the cor-
responding cryptographic schemes in Sect. 4.3, including the required computa-
tions on specific elliptic curves. We further implement the 3DES-based authen-
tication scheme of Mifare DESFire cards in Sect. 4.4, and show that emulating a
DESFire card with a commercial NFC smartphone is practical. In Sect. 4.5, we
pinpoint implementation obstacles and finally discuss security issues in Sect. 5.
In the following Sect. 2, the relevant fundamentals of the nPA, NFC, and Secure
Element (SE) are described.

2 Fundamentals

In this section, we present the eID service of the nPA that provides a method
for the online identification of customers. For the secure transmission of per-
sonal data, the Password Authenticated Connection Establishment (PACE) and
Extended Access Control (EAC) security protocols of the nPA are described.
Furthermore, important aspects of SE and NFC technology are shown.



Rights Management with NFC Smartphones and Electronic ID Cards 37

2.1 The German Electronic Identity Card (nPA)

With the introduction of the nPA in Germany on November 1st, 2010, a new
system for the administration of electronic identities has been established. The
so-called eID service is a service supported by the nPA for verifying the correct-
ness of an electronic identity on the Internet. For using the secure authentication
on the Internet, e.g., to open a bank account, for online shopping, or adminis-
trative tasks, an nPA, and a Personal Computer (PC) with an RFID reader [15]
and Internet access are required. For verifying the owner’s identity, a multi-factor
authentication based on knowing a Personal Identification Number (PIN) and
owning the nPA is employed [16].

eID Service. The eID service [14] of the nPA enables to verify the identity of
the passport owner. As a trust anchor, an eID server, e.g., operated by Bun-
desdruckerei GmbH in Germany, participates in the identification process. The
required personal customer data, stored on the nPA and signed by the Fed-
eral Ministry of the Interior of the German Federal Republic, is redirected to
the service provider by the eID service. For securing the personal data, various
cryptographic mechanisms, e.g., Advanced Encryption Standard (AES), Elliptic
Curve Cryptography (ECC), RSA, and SHA-1 are implemented on the nPA.

The communication between an nPA, an RFID reader, and the participating
eID server is secured by the PACE protocol and the EAC protocol. For validating
the authenticity of the personal nPA data, its signature has to be verified with
the corresponding public key. The authenticity of this public key can in turn be
verified with a certificate issued by a Root Certificate Authority (RCA) belonging
to the Public Key Infrastructure (PKI) [7] of the Federal Office for Information
Security [16].

Password Authenticated Connection Establishment. The PACE protocol
is the base security protocol of the nPA. It establishes a secured communica-
tion channel between the nPA and the RFID reader using the Diffie-Hellman
Key Exchange (DHKE) or the Elliptic Curve Diffie-Hellman Key Exchange
(ECDHKE). For a successful execution of the protocol, a PIN, e.g., the number
printed on the ID card or an individual, secret eID key only known to the nPA
holder, has to be entered.

During the PACE protocol, two shared session keys are generated, namely an
encryption key Kenc and a key KMAC for authentication with a Cipher-based
MAC (CMAC) [12]. After a successful execution of the PACE protocol, mutual
authentication between RFID reader and nPA is established. More information
about the PACE protocol can be found in [17,27].

Extended Access Control. The EAC protocol relies on a successful PACE
execution and uses the generated key pairs. EAC consists of two parts, the
Terminal Authentication (TA) and the Chip Authentication (CA). The TA uses
a challenge-response protocol for enabling the nPA to verify the authentication of
the terminal and to define the terminal’s access permissions to the personal data.
In the CA, the nPA proves its authenticity and the correctness of the stored data
to the terminal. While the PACE protocol establishes a secure communication
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channel between the nPA and the RFID reader, the EAC protocol secures the
communication from end to end between the nPA and a remote server. The
Secure Messaging (SM) of the EAC employs newly generated session keys of the
current protocol run, as further detailed in [17,18].

2.2 Operating Modes of Near Field Communication

NFC is a wireless communication technology, defined in the ISO/IEC 18092
standard [29] and is compatible to ISO/IEC 14443, i.e., based on RFID com-
munication at a frequency of 13.56 MHz. The standard specifies three modes of
operation in which NFC can be communicate:

Reader mode (active) An NFC-enabled device in active mode (Proximity
Coupling Device (PCD)) can access a passive NFC tag, e.g., a contactless
card (Proximity Integrated Circuit Card (PICC)) or an NFC device in pas-
sive mode.

Card emulation mode (passive) An NFC-enabled device in passive mode
emulates a contactless smartcard and thus acts as a PICC.

Peer-to-peer mode Two NFC-enabled reader devices both operate in active
mode (as PCDs), i.e., actively transmit their data.

The first two operation modes are used in our concept and its implementa-
tion: The NFC smartphone acts in the reader mode for the communication with
the nPA, while the card emulation mode is used for the communication with the
NFC-enabled door lock of the car.

2.3 Secure Elements

An attacker can gain unauthorized access to the Operating System (OS), e.g., by
means of a Trojan horse, and get hold of secret data. Thus, all data held in the OS
of the smartphone and all computations carried out by the main processor can be
possibly read out by an attacker using malware. Thus, for securely storing (small
amounts of) security-sensitive data and executing security-related algorithms
with low computational demands an SE should be used: Besides tamper-proof
volatile and non-volatile memories, it contains a secure microprocessor (often
with an 8-bit architecture) that usually runs a Javacard OS. Three distinct
types of SEs are common in NFC smartphones:

1. an embedded Secure Element (eSE) that is realized by the manufacturer of
the smartphone, either as a separate chip connected to the NFC circuitry or
directly integrated into the NFC chip itself

2. a Subscriber Identity Module (SIM) card issued by the mobile communica-
tions provider

3. an SE embedded into an (micro)SD card can be used, if the smartphone
provides a corresponding slot
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For using the SE, access must be granted to the developer, which often poses
a problem in practice. Maybe, trusted zones in main processors, such as the ARM
TrustZone [41], constitute an alternative to SE: TrustZone is a software-based
security solution that is used in mobile devices with integrated ARM processor
for securing the access to confidential data and secure online transactions.

3 Concept of Right Management

In this section, our concept for the secure management of user rights for NFC
applications is presented in the context of a car sharing scenario. After intro-
ducing the basic idea, the involved participants and the concept goals, the three
major parts of our concept, registration, credential request, and credential usage,
are illustrated in detail.

3.1 Introduction to Mobile Rights Management

Car sharing 
service provider

Power station 
service provider

Facility manager 
service provider

City hotel
service provider

Right to 

refuel a car

Right to rent a car (opening

doors and trunk, engine

immobilizer, refuel, …)

Right to open the 

trunk of this car

Right to enter a 

hotel room

Full

access

Right not available
Right available

Right to open the 

front door

Fig. 1. Examples for actions and corresponding rights in our proposed scheme

In the first quarter of 2013, 210 million smartphones were sold worldwide [22].
The more than one billion smartphones currently in use can thus serve as an
economical, flexible, and mobile alternative to existing infrastructures. A key
advantage of NFC-enabled smartphones is that the mobile service provider does
not have to hand out additional (electronic) tokens, but can instead provide a
software-application that can be downloaded to the user’s phone.

We present our concept for the secure managing of user rights exemplarily
for mobile car sharing. As shown in Fig. 1, our approach is not limited to this
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single use-case, but can rather be applied to various other applications in which
a smartphone user is required to securely obtain credentials. In our scheme, a
credential can contain any kind of rights, e.g., the right to access a building or
to refill the battery of an electronic vehicle at a charging station.

3.2 Participants

Our proposed concept distinguishes three participants. Customers want to use
mobile services. Service providers are — besides providing the services — respon-
sible for the distribution of different permissions for using the services, i.e., man-
age the credentials. The trusted eID service, e.g., the Bundesdruckerei GmbH,
ensures the identity of the customer to the service providers.

The customer possesses an NFC-enabled smartphone with Internet access
and an nPA. She knows the secret PIN for the eID application of the nPA. She
wants to flexibly use different services on the go, for example, renting a car or
booking a hotel room without face-to-face meetings with the vendor.

The service provider offers a smartphone application that serves as a reserva-
tion system and gives access to other service-related information to the customer.
Further, the application contains the public keys of the service provider that can
be used to secure the communication. The service provider operates an Internet
server for the issuance and administration of credentials. Each customer who
wants to use one of the services, e.g., rent a specific car at a specific time, has
to send a request via the smartphone application to obtain a valid credential
for this service. Thus, the task of the service provider is to administrate the
generation of service permissions on request and securely distribute them to the
correct customer’s smartphone.

3.3 Registration

Before using a car sharing service, customers have to be registered once for billing
purposes and to ensure that the customer possesses a valid driver’s license. For
that reason, in current realistic scenarios the customer has to visit one of the
service provider’s shops and present her driver’s license.1

For the registration, the customer has to enter a secure, confidential pass-
word that is used for the generation of an individual customer public key pair,
consisting of a public key pkC , a secret key skC , and a certificate certpkC for
the public key of the customer pkC . This data is transferred to the SE. The
public keys pkC of all customers are stored in a data base of the service provider
in combination with the Machine Readable Zone (MRZ) of the customer’s nPA
for binding the public key pair to the nPA. Furthermore, the smartphone stores
pkSP .

Likewise, each NFC service object securely creates and stores an individual
public key pair (pkSO, skSO), the public key of the service provider pkSP , and

1 In future scenarios in which an electronic driver’s license is available, this visit could
probably be omitted
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Fig. 2. Exchanged messages between service provider and smartphone

unique service object information. The latter is also stored, together with pkSO,
in the database of the service provider. Each service object and the service
provider know and can securely execute a key derivation function, using an
Access Variable, the service object information, and the public key pkSO as
inputs, for generating an Authentication Key (see Sect. 3.5).

3.4 Booking a Right

For obtaining the right for a particular service via the Internet, a request has
to be issued to the service provider. Afterwards, the corresponding credential
needs to be created and transferred to the smartphone of the customer. All com-
munication via the Internet is secured with the Transport Layer Security (TLS)
protocol [11]. The booking process consists of four main steps, as illustrated in
Fig. 2.

Service Request.If the customer wants to use a service, e.g., book a rental
car as close as possible to her current position, she starts the application on her
smartphone that sends a request containing service-relevant information ISReq,
e.g., the GPS coordinates of the smartphone and the desired time of departure, to
the service provider. In addition to the service information, the request contains
the customer certificate certpkC . A random nonce NC and a timestamp tsSReq,
both generated on the SE, are added as security values.

The service information ISReq and the security values are concatenated and
hashed by a secure hash function, e.g., SHA-512 [2,13]. Afterwards, the crypto-
graphic security token tSReq is generated signing the hash value with the cus-
tomer’s private key skC on the SE of the smartphone. The nonce NC is stored on
the SE. The service information, the security values, the the customer certificate
certpkC , and the cryptographic security token are concatenated and encrypted
with the public key pkSP of the service provider. The encrypted data packet
pSReq is sent as the service request to the service provider. In summary, the
following computations are executed:
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hSReq := hash(ISReq || NC || tsSReq)
tSReq := signskC(hSReq)
pSReq := encryptpkSP (ISReq || NC || tsSReq || certpkC || tSReq)

After receiving the service request, the service provider decrypts it with his
secret key skSP . The authenticity is ensured by means of the security values and
the cryptographic token: The signature is verified with the customer’s public
key pkC that authenticity can be validated using the certificate certpkC . The
integrity of the received data packet is checked by computing the hash value of
the received service information and security values and comparing it with the
received hash value. The freshness of the received service request is guaranteed
by means of the nonce and the timestamp tsSReq. For the time verification by
verifying the timestamps and the execution of user rights at the granted time
period, the clocks of all participants have to be synchronous. If an error occurs,
e.g., because the timestamp is out of time, a signed and encrypted error message
is sent to the customer smartphone and the service request is rejected.

Identity Verification. The service provider uses the eID functionality of the
nPA, described in Sect. 2.1, for reading out data of the customer’s nPA and
verifying the customer’s identity, as illustrated in Fig. 3.

The NFC communication between nPA and smartphone is secured by means
of the PACE protocol, during which the eID PIN — only known by the customer
— has to be entered. The communication between smartphone, trusted eID
service, and the service provider is secured by the TLS protocol. If the identity

Trusted eID 
service

nPA

RFID-
Reader

PACE

NFC

Communication

via Internet
Car sharing 

service provider

C

Fig. 3. Using the eID function of an electronic identity card (nPA) for booking a
car and obtaining a credential C containing the assigned right: The smartphone acts
as an RFID reader and communicates with the nPA using the PACE protocol. The
authenticity of the nPA and the identity of the customer is then securely checked via
Internet with the help of a trusted eID service and forwarded to the car sharing service
provider. Furthermore, certain security parameters of the cars in the field can updated
on a regular basis, e.g., via GSM or UMTS.



Rights Management with NFC Smartphones and Electronic ID Cards 43

verification fails, a signed and encrypted error message is sent to the customer
smartphone and the service request is rejected.

Service Credential Generation and Service Response. After a successful
authentication and identification of the customer, the service provider modifies
the nonce NC to NC

′ in a defined way, which is also known to the SE in the
smartphone. Afterwards, a booking request is generated by concatenating the
service information IBReq (e.g., coordinates of the car and the User Right Valid-
ity Period), the unique service object information UIBReq (e.g., an unique car
ID), the modified nonce NC

′, and the timestamp tsBReq. This data is hashed
and the hash value is signed with the private key skSP of the service provider.
The data and the signed hash value are again concatenated with the customer
certificate certpkC , encrypted with the customer’s public key pkC , and sent as a
booking request pBReq to the smartphone of the customer over a TLS-secured
communication channel.

hBReq := hash(IBReq || UIBReq || NC
′ || tsBReq)

tBReq := signskSP (hBReq)
pBReq := encryptpkC(IBReq || UIBReq || NC

′ || tsBReq || certpkC || tBReq)

The customer smartphone decrypts the received booking request on the SE
using the stored skC . Then, the signature and the hash value are verified. The
received modified nonce NC

′ is re-calculated on the basis of the original nonce NC

stored on the SE to ensure that the booking request of the provider belongs to
the corresponding service request of the smartphone. The contained timestamp
proves the freshness of the booking request. In case of an error, a signed and
encrypted error message is sent to the service provider and the booking request
of the service provider will be sent a second time. If the second try also fails, the
current service request is canceled and a new service request has to be sent.

If the verification of data authenticity and integrity was successful, the received
service information is displayed to the customer and in case of correctness and
customer acceptance, the customer finally confirms the displayed booking offer
by sending of a booking confirmation to the service provider. The SE of the
customer smartphone modifies the received modified nonce NC

′, again in a pre-
defined way known to both the phone and the provider to obtain NC

′′. Then, the
booking confirmation is generated with the service information IBReq, the unique
service object information UIBReq, the modified nonce NC

′′ and the timestamp
tsBCon that is hashed, signed, encrypted, and sent back to the service provider.

hBCon := hash(IBReq || UIBReq || NC
′′ || tsBCon)

tBCon := signskC(hBCon)

pBCon := encryptpkSP (IBReq || UIBReq || NC
′′ || tsBCon || tBCon)

The service provider decrypts the received data and verifies the correctness of
the signature, the hash value, and the timestamp. The nonce NC

′′ is checked by
means of NC

′ known to the provider. If the received nonce is correct, the service
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provider can conclude that the service credential has been successfully decrypted
with the private key skC of the customer and that the booking confirmation
belongs to the previously transferred response.

If the service information IBReq and the unique service object information
UIBReq of the booking confirmation matches the data of the service provider
response, the service provider generates the Service Credential. It contains the
service information ISC , the unique service object information UISC , an
Authentication Key used for securing the communication with the NFC object,
e.g., the car’s door lock, the encrypted User Rights Credential, the again modified
nonce, and the timestamp tsSC . The Authentication Key is generated using the
key derivation function described in Sect. 3.3. The Service Credential is hashed,
signed, encrypted, and sent to the customer smartphone.

hSC := hash(ServiceCredential)
tSC := signskSP (hSC)
pSC := encryptpkC(ServiceCredential || tSC)

After sending out the Service Credential as service response, the online ticketing
service is successfully completed and the service provider can issue a bill to the
correct customer. On the side of the smartphone, the received service response
with the Service Credential is decrypted, its signature and hash value are verified,
and the credential is stored in the SE of the card.

3.5 Executing the Granted Rights

For executing the obtained right at the booked NFC-enabled service object,
the corresponding User Rights Credential — stored in the SE of the customer
— needs to be securely transferred via NFC. For this purpose, the smartphone
emulates a contactless smartcard with a suitable mutual authentication protocol
for opening an NFC-enabled car, as illustrated in Fig. 4. In our realization of the
scheme, a Mifare DESFire card [35] is exemplarily emulated,2 however, other
cryptographic contactless smartcards could serve for the same task.

For the emulation of a Mifare DESFire card, the NFC smartphone uses the
112-bit Authentication Key of the NFC object (contained in the Service Creden-
tial) for the mutual authentication and for establishing a secure channel with
3DES according to the proprietary protocol [32]. From the point of view of the
NFC object, e.g., the car to be opened, the encrypted User Rights Credential
appears to be stored in a data file of the DESFire card.

If the RFID reader of an NFC object detects an emulated contactless smart-
card (or a real contactless smartcard) in its vicinity, the NFC object initiates
the communication: It generates the required Authentication Key by means of
the key derivation function detailed in Sect. 3.3. Next, the Authenticate proce-
dure of the Mifare DESFire smartcard is executed between the smartphone and
2 We opted to emulate a real-world card, because this enables additional use cases in

which a real contactless card executes a (pre-paid) right instead of the smartphone.



Rights Management with NFC Smartphones and Electronic ID Cards 45

3DES Smartcard
emulation C

NFC

Communication

Fig. 4. For executing the granted rights at an NFC object, the smartphone emulates a
contactless cryptographic smartcard (here, a Mifare DESFire card). The NFC reader
in the door lock of the car detects the presence of the smartphone and initiates the
communication. After establishing a secure channel (with 3DES), the credential C is
transferred from the phone to the car.

the NFC object. As an outcome of the mutual authentication, smartphone and
object agree on a Session Key for enciphering the current communication session
with 3DES in Cipher Block Chaining (CBC) mode.

The service object reads out the encrypted User Rights Credential, protected
from eavesdropping attacks, decrypts it with the private key skSO, and verifies
the contained information by means of the signature of the service provider.
If the unique service object information of the received User Rights Credential
matches the service object, the access rights are granted and the service object
can be used by the customer. For example, a car can be opened, and/or its
engine can be started during a defined time slot. This service activation can be
repeatedly executed as defined in the car sharing information, e.g., during the
booking period.

3.6 Updating the Service Objects

Each service object securely and confidentially stores an own intern variable, the
Access Variable, on the SE that is used for the derivation of the Authentication
Key. The Authentication Key is newly generated in the SE after each User Right
Validity Period using a service object-specific key derivation function with the
Access Variable and the unique service object information as input.

After each User Right Validity Period on service object the service provider
tries to securely exchange the confidential Access Variable via Internet. In case
of missing Internet connection, the service object changes the Access Variable
in a predefined way, also known to the service provider. The Access Variable is
again modified after each completed User Right Validity Period and used for the
calculation of the next Authentication Keys until the service object has Internet
access for exchanging the intern Access Variable at a specified time.

The User Right Validity Period is specified as completed, if the authentication
between service object and (emulated) smartcard was successful, the User Right
Credential could be read out and was correct and the User Right Validity Period
ran out.

The next time the service object has Internet connectivity, the Access Vari-
able can be securely exchanged in the SE of the service object. For the refresh
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of the Access Variable the service provider sends a message to the service object
encrypted with the public key pkSO of the service object. The message contains
the new Access Variable, the time to replace the old Access Variable, a nonce
NSP and a timestamp tsSP . This data is hashed and the hash value is signed
by the service provider. The use of the service object public key pkSO binds
the Access Variable to the one service object. After receiving the message, the
service object exchanges the Access Variable at the specified time. The service
object modifies the nonce NSP in a predefined way, also known to the service
provider, to NSP

′ and generates a response message containing the changed
nonce NSP

′ and a timestamp tsSO, hashed and signed with the service object
private key skSO. The entire data is encrypted with pkSP and sent back to the
service provider. This way is ensured that the message for exchanging the Access
Variable has reached the SE of the service object.

The important point of exchanging the Access Variable only at the specified
time is founded in the requirement that already booked services for the service
object have to remain valid after exchanging the Access Variable. If a User Right
Validity Period is too far in the future that a variable exchange would be too late
related to the security, the service provider can send a new Service Credential
with a new Authentication Key to this customer.

4 Proof-of-Concept Implementation

We have fully realized a working Java implementation of our concept on an
NFC smartphone in a lab setup and verified the functionality with different real
nPA. Due to lack of a car with an NFC-enabled door lock, a PC connected to
a standard NFC reader serves as a replacement for the car. Our realization is
implemented with the BlackBerry Eclipse Java plug-in 1.5.2 for Eclipse version
3.7.0 (Eclipse Indigo) that supports JRE 6 System Libary offering many NFC
functions and cryptographic classes, but on the other hand lacks support for the
nPA Elliptic Curve (EC); this problem is further treated in Sect. 4.2. In the fol-
lowing, we present the target platform and selected parts of the implementation
with a focus on the time-critical operations.

4.1 NFC Smartphone Blackberry Bold 9900

As a target platform for our demonstrator, we opted for the NFC-enabled smart-
phone Blackberry Bold 9900 [4] produced by Research In Motion (RIM). It pro-
vides a Qualcomm MSM8655 processor with an ARMv7 instruction set running
at 1.2 GHz and 768 MB RAM. The SECUREAD NFC Solution Module by Inside
Secure [26] realizes the NFC hardware of the phone. The usage of the smart-
phone’s NFC capabilities is well documented, e.g., in [5,37,38]. In addition to
NFC, the phone supports various other wireless communication methods, such
as UMTS, WLAN, GSM, Bluetooth, and GPS. The phone furthermore offers a
slot for microSD cards that might be used as an alternative to the built-in eSE
of the NFC interface and the SIM card.
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The OS of the Bold 9900 natively supports the passive NFC mode, i.e.,
emulating of a contactless smartcard. This is a key advantage in comparison to
current Android-based smartphones, in which the original OS has to be mod-
ified, e.g., by means of CyanogenMod [10], in order to emulate a contactless
smartcard [1].

4.2 ECC for PACE

The PACE protocol for communicating with the nPA requires an ECC imple-
mentation on the smartphone. Even though ECC is the most efficient established
public-key scheme, it is still computationally intensive, and thus a bottleneck of
the performance of our concept.

The elliptic curve used by the nPA is based on a 256-bit prime field Zp.
The modulus of Zp is a generalized Mersenne prime which allows for an efficient
implementation of the reduction, and thus enables an efficient implementation of
curve arithmetic. Unfortunately, the Application Programming Interface (API)
provided by RIM does not support arithmetics on the required elliptic curve
brainpoolP256r1 [33], hence, we had to implement our own ECC arithmetics.

Point multiplication using affine coordinates, analogous to the exponentiation
in multiplicative groups, turned out to be the most efficient approach for our
demands. In order to efficiently compute the point multiplication, we used the
right-to-left binary algorithm [39], a variant of the double-and-add algorithm.
Our implementation on average requires 360 ms for one point multiplication.

4.3 NFC in Active Reader Mode: nPA Communication

For verifying the identity of the customer via the eID service, the NFC smart-
phone was set up to communicate with the nPA in active reader mode (cf.
Sect. 2.2). We implemented the complete PACE protocol with Elliptic Curve
Diffie-Hellman (ECDH) (cf. Sect. 2.1), employing our ECC implementation (cf.
Sect. 4.2) for the ECC computations. Furthermore, we realized the required
encryption and decryption with 3DES in CBC mode.

The correctness of the implementation has been successfully verified by means
of test vectors [6] and practical tests with different nPAs. The achieved perfor-
mance, in terms of the average runtime for 1000 PACE protocol runs is given in
Table. 1. A complete PACE protocol run requires 3.5 s on average.

4.4 NFC in Card Emulation Mode: A Virtual Mifare DESFire Card

Our realization of a virtualized Mifare DESFire MF3ICD40 card employs the
card emulation mode of the NFC smartphone (cf. Sect. 2.2).

We implemented the Authenticate procedure of the DESFire card for the
initialization of the communication, the authentication, and the establishment
of a secure channel between reader and smartphone. All further communication
is then encrypted with 3DES in CBC mode, as done by genuine DESFire cards.
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Table 1. Average runtime of our PACE implementation over 1000 protocol runs

Time Average runtime (ms)

Up to general authentication 262
Encrypt nonce 105
Map nonce 1695
Perform key agreement 1291
Mutual authentication 148
Total 3501

After an authentication with key 0, the ReadData command is used for reading
out the encrypted User Rights Credential. The correctness of the implementation
has been validated with an ACG HF Multi ISO RFID Reader [3] that natively
supports Mifare DESFire. According to our measurements, the complete process
of communicating with the door lock and verifying the granted user rights takes
less than one second.

4.5 Implementation Obstacles

For accessing an SE of the BlackBerry Bold 9900 smartphone, RIM can grant
special programmer rights by means of two signing keys that have to be inte-
grated into the development environment. One of these keys is the RESE key,
required for accessing the eSE. The second key, termed NFCR key, is required
for accessing the SE in the SIM card. Unfortunately, all our requests to RIM
to get the permission for the programming part of any SE have been denied.3

For accessing the NFC interface, we thus had to bypass the integrated SE and
in consequence all computations were performed on the main processor of the
smartphone — a fact which constitutes a severe security risk (cf. Sect. 5.3). Fur-
thermore, our requests to program the main processor efficiently in C or assembly
were fruitless (although technically possible), thus all programs (including the
computations on elliptic curves) had to be implemented in Java.

For a practically secure realization, the required access rights to the SE are
not given, the emulation of contactless cards is restricted by the hardware, the
OS, and drivers, and the possibility of efficiently implementing in C (instead of
slow Java implementations) is not enabled by the manufacturers and carriers.
This situation is not limited to the smartphone used by us. On the contrary, it
is the only NFC phone we found on which a (Mifare DESFire) card emulation
is practically feasible without modifying the OS.

5 Security Analysis

In this section, we address different security aspects of the developed concept for
user rights managements presented in Sect. 3, namely, the security of using the
3 The same applies to various other manufacturers of smartphones: No vendor was

willing to give us access to a secure element.



Rights Management with NFC Smartphones and Electronic ID Cards 49

nPA without a dedicated reader, protecting the NFC interface, and performing
security-relevant computations in an unprotected environment.

5.1 Security of Using the nPA with an NFC Smartphone

The security of the nPA communication depends on the implemented PACE
protocol that is analyzed in [9,30] and on the EAC protocol for which security
analyses can be found in [9,42]. However, a security vulnerability related to using
the nPA in our implementation remains: As demonstrated in [8], for a secure
implementation of the PACE protocol, the PIN has to be entered using the
keypad of a dedicated passport reader [15]. In our implementation, the customer
provides the PIN by typing it into the user interface of an application running on
the OS of the smartphone. The OS is prone to malware, e.g., a Trojan horse could
let an attacker access and modify user inputs and other data. An attacker could
obtain the secret PIN and, if the smartphone is situated close to the nPA4 and
NFC is enabled, the customer could be impersonated by the attacker. Despite
the impersonation attack, the attacker has no access to the private key of the
customer, if it was stored in the smartphone’s SE. This private key is required
for sending a service request to the service provider, thus the attacker cannot
fraudulently obtain credentials. Nonetheless, typing a secret into the the OS
poses a severe security risk for nPA applications in general, and should never be
implemented in a practical application. Securely using eID cards like the nPA
with an NFC smartphone thus needs to be further researched — the currently
available hardware and software cannot ensure a secure usage.

5.2 NFC Communication

Eavesdropping and manipulation of any wireless communication interface is rel-
atively easy. This of course also applies to ISO 14443 and thus, the NFC inter-
face [19,24,36]. In [34], the NFC attack surface is summarized. References [20,25]
describe several well-known security threats of NFC. The NFC channel is secured
by reliable cryptographic mechanisms in all parts of our concept, namely, those
of the nPA and of Mifare DESFire cards that prevent these attacks.

A Man-In-The-Middle or relay attack is feasible for contactless smartcards
and NFC [23,31], even with cryptographically secured messaging. However, the
achievable ranges are well below 30 cm. An explanation of a practical relay attack
on contactless transactions using NFC mobile phones is given in [21]. In the con-
text of real-world-applications, e.g., our car sharing scenario, it is unlikely that
an attacker gets into the required direct vicinity of the victim for unautho-
rizedly using the rental car. However, our implementation makes such an attack
highly unlikely, since a user interaction via the application on the smartphone
is required for initiating the communication to the car.
4 It is conceivable that a smartphone resides close to the nPA in a wallet of the owner.
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5.3 Missing Access to Secure Elements

The lack of an SE in our implementation results in serious consequences for the
security of the user rights management. In principle, all relevant calculations and
confidential data can be monitored by an attacker infiltrating the smartphone
with malware. In our proof-of-concept implementation, an attacker could thus
obtain the private key of the customer’s smartphone and the credential, and use
a booked car instead of the legitimate user. Nonetheless the attacker can not get
newly requested credentials by herself; the attacker can send service requests on
the behalf of the customer, but is not able to correctly authenticate with nPA
and PIN, if the PIN entering is secured.

The worst case for user right management system presented in this paper
would occur, if the smartphone SE access is denied by the manufacturer, the
smartphone is infiltrated by attackers malware, so that all credentials, the secure
customer key skC and the nPA PIN can be spied out and the nPA is in NFC
communication distance. The attacker can use old credentials, send new service
requests and can impersonate the customer using the nPA and the nPA PIN.

6 Conclusion and Discussion

The two main goals of this work were to develop a concept for the secure manage-
ment of rights and the design and realization of a mobile car sharing application
on a smartphone. We presented a concept using a state-of-the-art NFC smart-
phone and the nPA that is also suitable for scenarios in which no permanent
Internet connection is available. We combined and extended standard protocols
and implemented the scheme in practice.

In our implementation, the smartphone in one moment acts as an RFID
reader to interact with other NFC-enabled objects, such as electronic ID cards
and NFC door locks, and in the next moment emulates a virtualized contactless
card, in our case the Mifare DESFire card. Various other existing smartphone
applications and future visions in the context of NFC can benefit from the pre-
sented work, e.g., smart metering for electronic vehicles, safe deposits of virtual
warehouses, managing fleets of vehicles, or booking electronic keys for hotel
rooms.

We showed that the developed concept and the practical performance of the
implementation is suitable for real-world applications and discussed attacks and
other security issues. We further pointed out the difficulties we experienced with
commercial smartphones, SEs, and other implementation obstacles that hinder
the development of secure NFC implementations. These are probably important
reasons why many years after its invention, NFC is still not used to its full
potential.

6.1 Future Work

The concept presented in this paper offers a lot of further extensions and possi-
bilities for future solutions. As treated in Sect. 5 some difficulties in the imple-



Rights Management with NFC Smartphones and Electronic ID Cards 51

mentation of parts of the concept, because of missing access permissions, etc.,
lead to attack vectors that have to be prevented.

The missing access to the smartphone eSEs for developers is a highly relevant
problem in practice that can be result in security gaps, as discussed in Sect. 5.3.
So, it is highly recommended that manufacturers of smartphones, restricting
the access to secure elements or the NFC interface, provide a way to flexibly
use their platforms to enable the development of secure NFC solutions in the
scientific community.

Another security issue of the presented concept for right management is
caused by the unsecured PIN entered into the customer’s smartphone. So, another
very important point on future work is the development of a system for secure
smartphone inputs. This can be realized for example using a Trusted Platform
Module (TPM), e.g., developed by the Trusted Computing Group [40], that
provides special security features, e.g., a secure boot process. This way the PIN
entering can be possibly secured from malware and OS manipulation on the
smartphone, while Internet access is provided nonetheless.
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Abstract. Recently Gao et al. proposed a lightweight RFID mutual
authentication protocol [3] to resist against intermittent position trace
attacks and desynchronization attacks and called it RIPTA-DA. They
also verified their protocol’s security by data reduction method with the
learning parity with noise (LPN) and also formally verified the func-
tionality of the proposed scheme by Colored Petri Nets. In this paper,
we investigate RIPTA-DA’s security. We present an efficient secret dis-
closure attack against the protocol which can be used to mount both
de-synchronization and traceability attacks against the protocol. Thus
our attacks show that RIPTA-DA protocol is not a RIPTA-DA.

Keywords: RFID Security · Disclosure attack · Intermittence position
trace attack · Desynchronization attack

1 Introduction

An RFID system typically includes a reader and a number of tags, which may
range from the expensive and battery-powered tags (active tags) with Wi-Fi ca-
pabilities to the low-cost tags that are quite constrained in resources and have
no internal power (passive tags). ISO-18000-6c [5] is one of the important stan-
dards for RFID passive tags that proposes a mutual authentication protocol
to communicate with passive RFID tags. However, the original protocol in the
standard is known to be insecure [8]. To improve the security of this standard
several protocols have been proposed in compliance to this standard, e.g., SASI
[4], Gossamer [6], RAPP [13] and EMAP [7]. In this direction, Gao et al. [3]
have recently discussed the security concerns of RFID systems and proposed a
lightweight protocol to protect ISO-18000-6c against desynchronization attacks
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and intermittent position trace attacks, for which a man in the middle adversary
aims to trace the tag holder, and named it “resisting the intermittent position
trace attacks and desynchronization attacks (RIPTA-DA)”. RIPTA-DA does not
use any classical cryptographic primitive such as a block cipher, a stream cipher
or a hash function to meet the passive RFID tags restrictions. The only nonlin-
ear function which is used to provide the desired confusion and protect secret
parameters of the tag is a function called “square random number function”.
In this function the main source of nonlinearity is number squaring calculation.
More precisely, given two n-bit values, the “square random number function”
computes some linear calculation combined with squaring a number and returns
an n-bit result. The protocol is a lightweight protocol as it is compliant to pas-
sive tags. Hence it could be a promising solution to strengthen the security of
the tags confirming ISO-18000-6c if it could provide an accepted level of security
against intermittent adversary which was the main goal of the designers of the
protocol.

In this paper we show that RIPTA-DA protocol is not secure against an active
adversary which is able to impersonate the reader and sends several consecutive
queries to a passive RFID tag. We present an efficient secret disclosure attack
which, given 512 consecutive queries to the tag and its responses, retrieves more
than n bits out of a 3n-bit secret key with the success probability of almost
1. In addition, given the recovered secret, we present an approach to trace the
tag for which the adversary’s advantage is 0.738 for each query to the tag.
Moreover we present a desynchronization attack, which after two queries to the
tag, desynchronizes the tag and the reader with the probability of 1, thus they
do not authenticate each other anymore. This attack contradicts the claims on
the security of the RIPTA-DA protocol against desynchronization attack.

The rest of the paper is organised as follows: In Sect. 2 we present a high-level
discussion on the attacks considered in this paper. In Sect. 3 we review RIPTA-
DA protocol. In Sect. 4 we present secret disclosure attack on RIPTA-DA. In
Sects. 5 and 6, we show how to use the revealed secrets to mount traceability
attack and desynchronization attack against the protocol. Section 7 concludes
the paper.

2 General Overview of Attacks on RFID Tags

Previous studies [1,9–12] discussed several threats to RFID applications, e.g.,
eavesdropping, replay attack, cloning, tag impersonation, secret disclosure at-
tack, tag tracing, data forging, denial of service and counting attack. In this
section we review the attacks which we mount against RIPTA-DA protocol.

Secret disclosure attack : In an RFID system, the tags and the readers have secret
parameters that the adversary should not be able to discover with a complexity
less that searching for them with brute force. However, if the messages trans-
ferred in a protocol are not designed properly then the adversary may reveal
these secrets parameters partially or completely.
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Traceability attack : In an RFID system tags and readers interact in protocol ses-
sions. Since the communications take place over a wireless channel, it is assumed
that an adversary can control any communications among all the participants
and can interact passively or actively with them. In this scenario, if an adver-
sary finds any meaningful relation between the messages transferred in different
sessions of the protocol with non-negligible success probability then it succeeds
in tracing the tag, thus compromising the tag holder’s privacy. For example, if
a specific tag always returns its static ID-value as a part of its response to the
reader’s query then this value can be used as a measure to trace the tag and
apply a traceability attack against the protocol.

Desynchronization attack : Desynchronization attack in an RFID protocol is a
type of denial of service attack. Desynchronization attack occurs if a legitimate
tag and a legitimate reader do not authenticate each other because of not receiv-
ing the expected response while communicating. In RFID protocols, to provide
anonymity, it is common to update some of the shared parameters among the
protocol parties. In this case, a promising approach to desynchronize the tag and
the reader is to force the tag and the reader to update their common values to
different values. If the adversary can succeed in forcing the tag and the reader
to do so, they will not authenticate each other in further transactions.

3 RIPTA-DA Protocol

RIPTA-DA protocol was proposed by Gao et al. [3] to fix the security concerns
of ISO-18000-6c compliant protocols. Assume that (X )i∼j indicates the fraction
of a string X from the ith bit to the jth bit, A ≤ {0, 1}n and B ≤ {0, 1}n. We
explain the protocol with a discussion on the functionality of its building block,
called ‘square random function’ and denoted by S(A ≈ B), as below:

x = A ≈ B;

y = x2;
z = (y)((B)k−1∼0)∼(((B)k−1∼0)−(n−1));

S(A ≈ B) = z;

where k is a fixed value and the factory determines this k such that k ∝ log2(n),
x ≤ {0, 1}n, z ≤ {0, 1}n and y ≤ {0, 1}2n. In this function, bit extraction is
performed modulus the bit length of string X , i.e., the bit extraction is done in
a circular modulus; if the extraction reaches the end of the string with less than
n bits, several bits will be taken from the beginning of the source string to make
the length of the extracted string to be n bits. The right-most bit of X is the
least significant bit and indexed by ‘0’.
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For example, assume that n = 16, A = 1011 0100 1110 0101,
B = 0100 0111 0101 1101 and k = 3, then:

x = A ≈ B = 1111 0011 1011 1000;

y = x2 = 1110 1000 0000 0110 1101 0100 0100 0000;
(B)(3−1)∼0 = (B)(2)∼0 = 101;

z = (y)5∼(−10) = 0000 00 1110 1000 00;
S(A ≈ B) = 0000 0011 1010 0000.

In RIPTA-DA protocol, the tag and the reader share three n-bit secret keys
denoted by keyiH, keyiM and keyiL, where i is the session index. In this pro-
tocol, to avoid desynchronization attacks, both the tag and the reader keep two
records of the secret parameters denoted by keyi1 and keyi2 respectively where
keyi is a key group that includes {keyiH, keyiM,keyiL} and is updated after
each successful run of the protocol. In addition, each tag has a single bit flag and
a judgment function that could be used to determine which of keyi1 or keyi2 of
the secret key group is the last successful authentication secret key group. More
precisely, flag = 1 implies that keyi1 group keeps the previous success authenti-
cation secret key group and flag = 0 implies that keyi2 group keeps the previous
successful secret key group. The purpose of this bit is to ensure that the correct
secret key group of a mutual authentication will always be kept in any situation
between the reader and the tag. This is aimed at avoiding desynchronization
attack. The flag bit is updated by Update(flag) function. In addition, on each
round of the protocol a random number v is contributed to the calculation of the
transferred messages by the tag. The designers of the protocol claim that this
random value plays the role of the noise in the LPN based protocols [3, p. 1950],
aiming to employ the LPN to enhance the protocol security functionality.

RIPTA-DA protocol which is shown in Fig. 1 runs as follows:

1. The reader sends Query command with a random number N , generated by
database, to the tag T .

2. Upon receiving the message, T does as follows:
– generates a random number v,
– computes R = S(keyiH ≈ v), α = keyiM ≈ v, β = keyiL ≈ R, and

μ = H(N ≈ keyiH ≈ v), where H is a hash function1 The effective key
group is keyi1 group if flag = 1, otherwise it is keyi2.

– and sends the tuple {α, β, μ} to the reader.
3. The reader receives the message sent by the tag and transmits it to the

database.
1 We note that [3] does not clearly state that H(.) is a hash function. However, for

other protocols discussed in this paper the authors have used this notation for a
hash function, e.g. [3, p. 1951]. Therefore we take it that H denotes a hash function
in the calculation of µ. It must be noted that the details of H(.) have no impact on
the success probability of the attacks presented in this paper.
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Fig. 1. RIPTA-DA mutual authentication protocol.

4. Upon receiving the message, database does as follows:
– It searches for a tag T ∗ for which S(keyiH ≈ α ≈ keyiM) = β ≈ keyiL

and H(N ≈ keyiH ≈ v) = μ.
– If it finds such a tag, it authenticates the tag, generates fresh {keyi+1H,

keyi+1M,keyi+1L}, chosen uniformly at random from the key space,
computes δ = keyi+1H ≈ keyiH, ξ = keyi+1L ≈ keyiL, ϕ = keyi+1M ≈
keyiM and Ψ = S(keyi+1L ≈ R) ≈ S(keyi+1H ≈ R) ≈ S(keyi+1M ≈ R)
and sends the tuple (δ, ϕ, ξ, Ψ) to the reader,

– updates {keyi+1H, keyi+1M,keyi+1L}.
5. The reader transfers the received (δ, ϕ, ξ, Ψ) to the tag.
6. Upon receiving the message, T extracts {keyi+1H, keyi+1M,keyi+1L} by us-

ing the variables δ, ϕ, ξ and verifies the correctness of Ψ using the extracted
values. If Ψ is valid, the tag updates the non effective secret group by the
extracted data, keeps the effective keyi group and adopts the flag bit to
indicate the secret group which has been involved in this run of protocol.

The designers of RIPTA-DA claim that their protocol provides optimal security
against desynchronization attack and traceability attack. However, in this paper
we show that the protocol is weak by presenting a secret disclosure attack which
can be employed to desynchronize the tag and the reader and also trace the tag’s
holder.

4 Secret Disclosure Attack on RIPTA-DA

The only source of nonlinearity in RIPTA-DA protocol is square random num-
ber function which is mainly squaring an n-bit value and dropping n bits of
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Table 1. (X 2)2∼0 given (X )2∼0. Note that (X )n−1∼3 has no effect on the result of
(X 2)2∼0

(X )2 (X )1 (X )0 (X 2)2 (X 2)1 (X 2)0
0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 1 0 0
0 1 1 0 0 1
1 0 0 0 0 0
1 0 1 0 0 1
1 1 0 1 0 0
1 1 1 0 0 1

the result. However, by a close look at X 2 = X × X we see some interest-
ing properties that can be employed through our analysis. Assuming that X =
(X )n−1⊕ . . . ⊕(X )1⊕(X )0, where (X )i denotes the ith bit of X , the following prop-
erties hold between the bits of X and the bits of X 2, also see Table 1:

(X 2)0 = (X )0; (1)

(X 2)1 = 0; (2)

(X 2)2 = (X )1.(X )0. (3)

On each query to the tag T by a reader, which can potentially be an adversary
as well, the tag returns the following values:

α = keyiM ≈ v; (4)
β = keyiL ≈ R. (5)

where R = S(keyiH ≈v). In addition, as long as the tag has not been involved in
a successful run of the protocol, the effective secret key remains fixed. We assume
the adversary initiates t consecutive sessions. In the jth session, the adversary
sends N j to the tag and the tag answers the query by {αj , βj , μj}, where:

αj = keyiM ≈ vj ;

βj = keyiL ≈ Rj ;

Rj = S(keyiH ≈ vj).

for 1 ∝ j ∝ t. On the other hand, for 1 ∝ m ∝ n as a bit position, 1 ∝ j ∝ t and
1 ∝ f ∝ t, we have:

(αj ≈ αf )m = (vj ≈ vf )m = (vj)m ≈ (vf )m

Since the attacker knows αj and αf , he can easily determine (vj)m
?= (vf )m.

Given this information, it is possible to group v1, . . . , vt into two groups, denoted
by G1 and G2, respectively, where any entry in a group holds the same value in
its mth bit of v. For example, given (v1)m ≈ (vj)m, for 1 ∝ j ∝ t, it is possible to
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assign to G1 any entry that contains (v)m equal to (v1)m, i.e., (v1)m≈(vj)m = 0,
and assign to G2 any entry that contains (v)m not equal to (v1)m, i.e., (v1)m ≈
(vj)m = 1. Similar approach can be used to group v1, . . . , vt into 2k groups,
denoted by G1, . . . , G2k, respectively, where any entry in a group holds the
same value in its k least significant bits of v, i.e., (v)k−1∼0. Next, we look for a
group for which the k least significant bits of v are equal to n − 1. For such a
value of v, R = S(keyiH ≈ v) is calculated as follows:

x = keyiH ≈ v;

y = x2;
R = (y)(n−1)∼0. (6)

Hence (R)2∼0 = ((keyiH ≈v)2)2∼0, where based on Eq. (2) we have (R)1 = 0
and therefore (βj)1 = (keyiL ≈ R)1 = (keyiL)1. Based on this observation, if
for a group Gi, (v)k−1∼0 = n − 1, then for all elements of that group (β)1
should remain constant. Given such a group we have revealed (keyiL)1 and
(v)k−1∼0 = n−1. By using the second value ((v)k−1∼0 = n−1) which is revealed
we can determine k bits of keyiM because (αj)k−1∼0 = ((keyiM)≈(n−1))k−1∼0.
Given (keyiM)k−1∼0 it is possible to determine (v)k−1∼0 of each group. It must
be noted the extracted bits of v contradict the claimed reduction for the security
of the protocol to LPN problem because in the LPN problem the adversary’s
advantage to receive any information related to the noise parameter v should be
negligible otherwise Gaussian elimination to obtain the secret parameter would
be possible. So far, for each group Gi, for 1 ∝ i ∝ 2k, we know where the location
of ((keyiH ≈ v)2)1 = 0 would be to determine another bit of keyiL. Following
this approach, we can determine 2k bits of the secret parameter keyiL and also
(keyiM)k−1∼0 (if 2k = n then we can retrieves all bits of keyiL). Given keyiL
, the adversary can determine R as R = β ≈ keyiL. On the other hand, based
on Eq. 1 (x2)0 = x0 which combined with the extracted (v)0 reveals (keyiH)0.
In addition, given (keyiH)0, (v)1 and Eq. (3), the adversary retrieves (keyiH)1.
(This attack is a partial key recovery attack for keyiH. Although it is possible
to extend this attack to recover up to k bits of keyiH given (v)0∼k and R for the
eavesdropped messages in the previous sessions and some simple calculations, it
is not needed for our attacks in the rest of the paper.)

The adversary succeeds in her attack if she selects a correct group in the first
step of the attack, as a group for which (v)k−1∼0 = n − 1. On the other hand,
if for a group (v)k−1∼0 = n − 1 then for all elements of that group (β)1 would
be constant and if (v)k−1∼0 �= n − 1 all elements of that group holds the same
value of (β)1 only with the probability of 2−|G|, where |G| denotes the group’s
cardinality which is approximately t

2k
. Hence, excluding the correct group, the

adversary is expected to receive (|#G| − 1)× 2−|G| groups that satisfy the given
condition on (β)1, where |#G| denotes the total number of groups ,i.e, 2k. We
call such a group a quasi-correct-group. In addition, after this step the adversary
knows the expected value of (v)k−1∼0 for each group. This value can be used to
determine the location of (keyiL)1 in each group which in turn can be used to
filter wrong guesses. The adversary fails in her attack if all the given conditions
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are satisfied for a wrongly selected group. For a quasi-correct-group all bits in
the expected location for (keyiL)1 on each group holds with the probability of
2−|G|. We have 2k groups and (|#G| − 1) × 2−|G| quasi-correct-groups. So a
quasi-correct-group passes all conditions with the following probability:

((|#G| − 1) × 2−|G|) ×
(
2−|G|

)#|G|
= (2k − 1) × 2− t

2k ×
(
2− t

2k

)2k

.

As a numerical example, for l = 128, k = 8 and t = 512, the group’s car-
dinality is expected to be 512

128 = 4 and a quasi-correct-group passes the given
conditions with the probability of (28 − 1) × 2−4 ×

(
2−4

)128 →= 2−508. Hence the
adversary’s advantage in the given attack for t ⇔ 512 is almost 1.

5 Traceability Attack

Given the target tag T and its secret (keyiH)1∼0, (keyiM)k−1∼0 and keyiL, to
determine whether a randomly selected tag T ∗ is T , the adversary initiates a
session by sending a random number N and receives tuples {α, β, μ} and does
the following calculations:

R∗ = keyiL ≈ β;
(v∗)k−1∼0 = (keyiM ≈ α)k−1∼0.

Given β = keyiL≈R∗ and keyiL we can compute R∗. Given α and (keyiM)k−1∼0

we can determine (v∗)k−1∼0. Given (v∗)k−1∼0 we know the value of ((key∗
iH ≈

v∗)2)2∼0, which combined with (v∗)k−1∼0 allows us to determine (key∗
iH)1∼0.

Remember that ((key∗
iH ≈ v∗)2)0 = (key∗

iH ≈ v∗)0 and ((key∗
iH ≈ v∗)2)2 =

(key∗
iH ≈ v∗)1.(key∗

iH ≈ v∗)0. Therefore, if (v∗)k−1∼0 ⇔ 2 then the adversary can
determine ((key∗

iH ≈ v∗)2)2∼0 and (key∗
iH)1∼0. Then the adversary outputs ‘1’

if (keyiH)1∼0 = (key∗
iH)1∼0, otherwise outputs ‘0’. The adversary’s advantage

AdvA to make the correct decision in this attack is defined as follows:

AdvA =
∣∣∣Pr[AT=T ⊕ ∈ 1] − Pr[AT ⊕=T ⊕ ∈ 1]

∣∣∣ .

To determine AdvA we need Pr((v∗)k−1∼0 ⇔ 2) which is 1 − 2
2k

. If T = T ∗

and (v∗)k−1∼0 ⇔ 2 then with the probability of 1, the adversary outputs “1” and
if (v∗)k−1∼0 < 2 then it just return a random bit as its decision. on the other
hand, if T �= T ∗ and (v∗)k−1∼0 ⇔ 2 then with the probability of 1

4 the adversary
outputs ‘1’ and if (v∗)k−1∼0 < 2 then it just return a random bit as its decision.
Hence:

AdvA =
∣∣∣∣(1 − 2

2k
) × 1 + (

2
2k

) × 1
2

− (1 − 2
2k

) × 1
4

− (
2
2k

) × 1
2

∣∣∣∣ .

For k = 7, AdvA = 0.738 which is not negligible. It must be noted the
adversary may repeat the above attack to increase its advantage. It is clear
given a tag T ∗, to verify whether it is the target tag T the adversary can use
the approach presented in Sect. 4 to extract its secret parameters, compare them
with those of T and output its decision. However, the complexity of this approach
is much higher than the detailed attack in this section.
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6 Desynchronization Attack

If an authentication protocol’s secret parameters, that are used through the
authentication process, are updated then both parties should keep the same
value. Otherwise they won’t authenticate each other in the later sessions and
we say they have been desynchronized. In the desynchronization attack which is
presented in this section, the adversary forces the tag and the back-end server
to update their common values to different values. Gao et al. [3] claim that
their protocol is secure against desynchronization attack. More precisely, the
authors state that to prevent desynchronization attacks both the tag and the
back-end database keep the latest successful authenticated group of secrets which
can be used to resynchronize the tag and the server. However, based on the
secret disclosure attack given in Sect. 4, we present an efficient attack where the
adversary forces the tag to update both records of secret values such that neither
of them matches the values that back-end database keeps in its records. Given
the target tag T and its secret (keyiH))1∼0, (keyiM))k−1∼0 and keyiL, an active
adversary (A), which is present during the communication of the tag and the
reader follows a two phased attack to desynchronize the tag and the reader.

Phase 1 (updating keyi+1): In this phase of attack, the adversary A forces
the tag and the database to update their record of keyi+1L to different values
as follows:

1. The reader sends Query command with a random number N , generated by
database, to the tag T .

2. Upon receiving the message, T does as follows:
– generates a random number v,
– computes R = S(keyiH ≈ v), α = keyiM ≈ v, β = keyiL ≈ R, and

μ = H(N ≈ keyiH ≈ v), where if flag = 1 then keyi1 group is the
effective secret key group; otherwise keyi2,

– and sends the tuple {α, β, μ} to the reader.
3. A eavesdrops the message and extracts R from β = keyiL ≈ R.
4. The reader receives the message sent by the tag and transmits it to the

database.
5. Upon receiving the message, database does as follows:

– It searches for a tag T ∗ for which S(keyiH ≈ α ≈ keyiM) = β ≈ keyiL
and H(N ≈ keyiH ≈ v) = μ.

– It finds T and generates fresh {keyi+1H, keyi+1M,keyi+1L} uniformly
at random from the key space, computes δ = keyi+1H ≈ keyiH, ξ =
keyi+1L ≈ keyiL, ϕ = keyi+1M ≈ keyiM and Ψ = S(keyi+1L ≈ R) ≈
S(keyi+1H ≈ R) ≈ S(keyi+1M ≈ R) and sends the tuple (δ, ξ, ϕ, Ψ) to
the reader,

– updates {keyi+1H, keyi+1M,keyi+1L}.
6. The reader transfers the received (δ, ξ, ϕ, Ψ) to the tag.
7. A blocks the message, extracts keyi+1L from ξ, chooses a random key∗

i+1L �=
keyi+1L and computes ξ∗ = key∗

i+1L≈keyiL and Ψ ∗ = Ψ ≈S(keyi+1L≈R)≈
S(key∗

i+1L ≈ R) = S(keyi+1L ≈ R) ≈ S(keyi+1H ≈ R) ≈ S(keyi+1M ≈ R) ≈
S(keyi+1L ≈ R) ≈ S(key∗

i+1L ≈ R) and sends δ, ξ∗, ϕ and Ψ ∗ to the tag.
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8. Upon receiving the message, T extracts {keyi+1H, keyi+1M,key∗
i+1L} and

verifies the correctness of the received Ψ ∗. If Ψ ∗ is valid, which it is, the
tag updates the non effective secret group by the extracted data, keeps the
effective keyi group and adopts the flag bit to indicate the secret group which
has been involved in this run of the protocol.

Phase 2 (updating keyi): In this phase of attack, which should be accom-
plished in the next consecutive session of protocol between T and the reader,
the adversary A forces the tag and the database to update their record of keyiL
to different values as follows:

1. The reader sends Query command with a random number N ∗, generated by
database, to the tag T .

2. Upon receiving the message, T does as follows:
– generates a random number v∗,
– computes R∗ = S(keyi+1H ≈ v∗), α∗ = keyi+1M ≈ v∗, β∗ = key∗

i+1L ≈ R,
and μ∗ = H(N ∗ ≈ keyiH ≈ v∗), where if for the previous session flag = 0
and keyi1 group was the effective secret key group here keyi2 is the
effective one and vice versa,

– and sends the tuple {α∗, β∗, μ∗} to the reader.
3. A blocks the message, extracts R∗ from β∗ = key∗

i+1L ≈ R∗, generates β∗∗ =
keyi+1L ≈ R∗ and sends the tuple {α∗, β∗∗, μ∗} to the reader.

4. The reader receives the tuple {α∗, β∗∗, μ∗} and transmits it to the database.
5. Upon receiving the message, database does as follows:

– It searches for a tag T ∗ for which S(keyi+1H ≈ α∗ ≈ keyi+1M) = β∗∗ ≈
keyi+1L and H(N ∗ ≈ keyi+1H ≈ v∗) = μ∗.

– It finds T and generates fresh {key∗
iH, key∗

iM,key∗
iL}, computes δ∗ =

keyi+1H ≈ key∗
iH, ξ∗ = keyi+1L ≈ key∗

iL, ϕ∗ = keyi+1M ≈ key∗
iM and

Ψ ∗ = S(key∗
iL≈R)≈S(key∗

iH ≈R)≈S(key∗
iM ≈R) and sends the tuple

(δ∗, ξ∗, ϕ∗, Ψ ∗) to the reader,
– updates {key∗

iH, key∗
iM,key∗

iL}.
6. The reader transfers the received (δ∗, ξ∗, ϕ∗, Ψ ∗) to the tag.
7. A blocks the message, extracts key∗

iL form ξ∗, chooses a random key∗∗
i L such

that (key∗∗
i L �= key∗

iL) and key∗∗
i L �= keyi+1L and computes ξ∗∗ = key∗

i+1L ≈
key∗∗

i L and Ψ ∗∗ = Ψ ∗ ≈ S(keyiL ≈ R) ≈ S(key∗∗
i L ≈ R) = S(key∗

iL ≈ R) ≈
S(key∗

iH ≈ R) ≈ S(key∗
iM ≈ R) ≈ S(keyiL ≈ R) ≈ S(key∗∗

i L ≈ R) and sends
δ∗, ξ∗∗, ϕ∗ and Ψ ∗∗ to the tag.

8. Upon receiving the message, T extracts {key∗
iH, key∗

iM,key∗∗
i L} and verifies

the correctness of the received Ψ ∗∗. If Ψ ∗∗ is valid, which it is, the tag updates
the non effective secret group by the extracted data, keeps the effective keyi+1

group and adopts the flag bit to indicate the secret group which has been
involved in this run of protocol.

At the end of this attack, the database keeps the following records of secret
key groups:

keyi = {key∗
iH, key∗

iM,key∗
iL};

keyi+1 = {keyi+1H, keyi+1M,keyi+1L};
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while the tag T keeps the following records as its secret key groups:

keyi = {key∗
iH, key∗

iM,key∗∗
i L};

keyi+1 = {keyi+1H, keyi+1M,key∗
i+1L};

where key∗
i+1 �= keyi+1 and key∗∗

i �= key∗
i. Hence the adversary successfully forced

the tag and the reader to update their records to different values and they won’t
authenticate each other in later sessions of protocol. The success probability of
the presented attack is almost 1 while the complexity is just two sessions of
protocol, given that the adversary has already extracted the related secrets.

An interesting property of the attack is that, when the tag and the database
have been desynchronized, the only party which can resynchronize them again
or let them to perform a particular session correctly is the adversary. To do so,
it is enough to follow Phase 2 of the above attack.

7 Conclusion

In this paper we have shown some security pitfalls in the design of RIPTA-DA
protocol. We present three attacks against the protocol. The main reason why
we do not attempt to repair RIPTA-DA or design a new protocol is because we
believe that it is simply not possible. We remark that it is worth investigating
the design and performance aspects of RFID protocols by using standard ciphers
such as PRESENT [2].

Acknowledgements. We would like to thank anonymous reviewers for useful
comments.
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Abstract. Contactless smart cards are used to securely store data and
to authorize the execution of sensitive operations. Their contactless inter-
face represents a mixed blessing, allowing fast operations but also
exposing such devices to potential attacks. Relay attacks are among
the most powerful attacks applicable against contactless smart cards,
allowing a contactless reader to interact with a physically far away card
establishing a communication channel between them. In this paper we
prove that it is possible to conduct such an attack on a geographical
scale, basically without any constraints on the reader and card positions
and reaching a relay distance of several kilometers, probably the first
example in the literature for contactless smart cards, using cheap and
off-the-shelf hardware and software tools.

Keywords: Contactless smart cards · Relay attack · Mobile phones ·
NFC · Practical attack

1 Introduction

A contactless smart card is basically composed of a plastic support embedding
a chip connected to a coil. Such a card is used through a reader that emits a RF
field, which is exploited to power the chip by induction through the coil and to
interact with it modulating commands and responses. We focus in particular on
proximity contactless smart cards that have to be put in a range of few centime-
ters from a reader for a successful communication with it. The chip typically
stores some data used by the reading system in the context of an application. In
particular such cards are becoming more and more widespread and used, among
others, as tokens for access control, in electronic identity documents, in payment
cards and as electronic tickets.

A relay attack against a contactless smart card consists in deceiving a reader
into believing that it is in proximity of such card when in fact it is not. The
attack is depicted in Fig. 1. Two devices are needed, a Mole and a Proxy: the
Mole has to be in proximity of the victim card while the Proxy is nearby the
reader. The devices have to be featured by a contactless interface, respectively
to interact with the card and with the reader, and a communication channel has
to established between them. The messages sent by the reader are conveyed to
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Fig. 1. Relay attack against a contactless smart card.

the card through the Proxy-Mole link and vice versa for the card messages. In
such a way the reader believes to interact with the original card.

The implications of these attacks are serious, as smart cards are typically
used to securely store some information and to act as token to authorize some
sensitive operations. With a relay attack it is not required to clone or steal a
card but only to use it remotely. Note that to guarantee the authenticity of
a card some security mechanisms are usually put in place, typically running
a cryptographic authentication protocol between the reader and the card that
stores some secret/private keys. Relay attacks are completely able to circumvent
these cryptographic mechanisms.

The idea of relaying the communication between a contactless smart card
and a reader is not new in the literature [1] and some successful attacks have
been published over the last years, using different equipment and different com-
munication channels between Mole and Proxy to implement the attack. In [2,3]
a specific hardware is designed to implement both the Mole and the Proxy that
communicate over a dedicated RF channel, achieving a relay attack over a dis-
tance of 50 m for the former experiment. The authors of [4,5] propose a hybrid
solution, with the Mole represented by a mobile phone while a specific program-
mable device is used as Proxy, with the two devices directly connected through
a Bluetooth channel, getting a relay distance of some meters. A solution based
on two mobile phones is presented in [6,7], relying respectively on a Bluetooth
channel and a WiFi network for the communication, with the latter set-up able
to perform card transactions with Mole and Proxy placed in two different rooms,
thus relaying the communication in a building area.

Our main contribution is represented by the development of a long distance
relay attack against a contactless smart card, proving the effectiveness of such
an attack on a geographical scale with a relay distance of several kilometers.
To the best of our knowledge, it is the first time that a relay attack is carried
out against a contactless smart card over such a long distance. The attack is
achieved using two mobile phones for the Mole and Proxy roles, which is not
a novelty according to the references cited above, but we use the mobile phone
network to relay the communication. This means that the attack, apart from
the achievable long distances, is also applicable in dynamic conditions, basically
without any constraints on the positions of Mole and Proxy, with the former
that can potentially be even on the move. The architecture proposed for the
attack allows to solve some problems induced by the use of the mobile phone
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network as relay channel and it is generic enough to be used even if the devices
adopt other connections. We provide time measurements to highlight the delay
introduced by a mobile phone network, and our architecture in particular, in the
relay process. In addition the attack is particularly credible as entirely based on
cheap and off-the-shelf hardware and software tools.

The paper is organized as follows. Section 2 introduces the contactless smart
card communication architecture. In Sect. 3 we present the architecture devel-
oped for our attack, while Sect. 4 is for our experiments and relative results.
In Sect. 5 we discuss the implications of our achievements, while Sect. 6 is for
conclusions.

2 Contactless Smart Card Communication Architecture

ISO/IEC 14443 [8] is one of the most used standard in the contactless smart card
field. It specifies the card-reader communication, defining the physical charac-
teristics of the card, the features of the field used to power the card and to
communicate with the reader (13.56 MHz), the anticollision procedures when
multiple cards are in proximity of a reader, the format of the frames used in
the communication and the half-duplex protocol used to exchange data between
card and reader.

According to the standard cards can operate in a range up to approximately
10 cm from the reader, so a physical proximity is required to establish an inter-
action. Once a card has been put in the field of the reader, they establish a com-
munication exchanging initialization and anticollision messages. After that, the
communication is organized in a master-slave mode: the reader sends a request
to the card that has to reply with a response, with this process continued until
the end of the communication. The standard specifies some time constraints for
this request-response interaction. In particular, before starting the interaction,
card and reader agree on a maximum time allowed to return a response; to be
more precise, it is the card that points out which is the maximum time it needs
to prepare and return a response to a reader request. During the communica-
tion, if the reader does not receive any responses for a sent request within the
specified maximum time, after a recovery attempt, it aborts the communication,
as probably something has disrupted the interaction. The card points out this
time through a parameter called Frame Waiting Integer (FWI), with the maxi-
mum response time that can be max ∼4.95 s. The FWI is typically used by the
card to inform the reader that a certain amount of time will be needed to return
some responses, for instance because some time consuming computations (e.g.,
cryptographic operations) have to be internally carried out by the chip, so as to
avoid erroneous aborted communications.

Upon the communication structure provided by the ISO/IEC 14443, the
card-reader interaction can be encoded through the Application Protocol Data
Unit (APDU) messages defined in the ISO/IEC 7816-4 standard [9], which spec-
ifies several operations (e.g., read/write data from/to the card chip, reader/card
authentication request). Such messages are packed into ISO/IEC 14443 request-
response frames during the communication: the reader sends APDU commands



72 L. Sportiello and A. Ciardulli

and the chip replies with APDU responses. The messages are byte strings fea-
tured by the following format

where CLA are class bytes, INS denotes the command the chip has to run, P1
and P2 are command parameters, Lc is the length of the data sent by the reader
contained in the Data field, Le represents the expected length of Data in the
response, and SW1-SW2 are status bytes returning information regarding the
launched command (e.g., successful/unsuccessful operation). The received com-
mand is typically interpreted by the card chip, the identified operation executed
and the relative response returned.

3 Relay Attack Architecture

Many modern smart phones are equipped with a Near Field Communication
(NFC) interface that allow them to interact with contactless smart cards acting
as a reader [10]. On the phone a reader application has to be installed, which
establishes an ISO/IEC 14443 communication with the card sending APDU com-
mands and receiving the relative responses. The NFC interface is available for
several Android-based smart phones (it is also available on Nokia Lumia and
BlackBerry phones but not on iPhones, even if according to some recent rumors
it could be introduced soon on such devices), a platform well supported by a large
community. Thanks to this wide support, the possibility to use the NFC inter-
face of such devices, not only as card reader, but also as card emulator [11],
has been recently developed and pointed out. Indeed, replacing the original
phone firmware with the CyanogenMod aftermarket version [12], the NFC inter-
face becomes available for software card emulation purposes [13]. After such a
firmware upgrade, it is indeed possible to develop and install on the phone a card
emulation application, which is able to read APDU commands received on the
NFC interface from a contactless reader, parse and interpret such commands,
perform the associated operations and reply with the appropriate responses
through the NFC interface. For all the above-mentioned reasons we decided
to focus on the Android platform for the experiments we present below, but we
remark that the solution developed is general and applicable to all those devices
able to operate in smart card emulation mode.

Our aim was to develop a relay attack proof of concept based on two NFC-
enabled mobile phones connected together exploiting their Internet connection.
Most of the mobile phones used nowadays are indeed connected to the Internet
through a data network offered by their mobile phone network operator, which
assigns an IP address to each device. For both devices a specific application has
to be developed and installed: for the phone acting as Mole the application has
to put the device in contactless reader mode, while for the one acting as Proxy
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Fig. 2. Relay attack architecture based on mobile phones with an Internet connection.

the application starts the card emulation modality. The two applications should
establish a TCP/IP connection between the devices and whenever an APDU
reader command is received on the Proxy’s NFC interface by the reader, the
Proxy software forwards it towards the Mole, whose application re-transmits
the received command through the NFC interface towards the victim card. The
response provided by the card is managed by the two applications in reverse
order until it is returned to the reader, so accomplishing a full command-response
interaction.

We examined the IP assigned by a couple of mobile phone network opera-
tors and realized that the scheme, as proposed above, was not achievable: the
address assigned to the devices was a public IP but without the possibility to
accept incoming connections. This means that none of the two phones could
open a TCP port on its IP waiting for the incoming connection from the other
phone, as they were not reachable from the outside. Since only outgoing con-
nections were allowed on the devices (e.g., for browser connections) we had to
tune our attack architecture accordingly, as shown in Fig. 2. We added a Server
connected to the Internet through a public IP address and running a simple for-
warding application. The Server application opened two TCP ports for incoming
connections, one for the Proxy and one for the Mole. When the Proxy and Mole
applications were started, they opened a socket towards the Server on the respec-
tive dedicated port (since they were outgoing connections, we did not have any
problems with them). The Server application forwarded the data received on a
socket to the other, so at this stage a bi-directional Proxy-(Server)-Mole con-
nection was in place for the attack. The developed architecture is quite general
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Fig. 3. Relay attack architecture: software organization and APDU messages
forwarding.

and so applicable even if a private IP has been assigned to the phones, as it
could be in the case of mobile phone network operators offering a service in a
NAT configuration mode, or if the phones are connected to the Internet behind
a WiFi connection with a router.

For the attack, the Mole has to be in proximity of the victim card with an
initialized ISO/IEC 14443 communication between them. The Proxy is put close
to the reader and they establish an ISO/IEC 14443 communication, upon which
the reader starts sending APDU commands. When an APDU command gets to
the Proxy application through the NFC interface, the byte string representing
the command is simply forwarded on the socket opened with the Server, which
receives the APDU byte string and straightaway forwards it on the socket estab-
lished with the Mole. When the Mole application receives the byte string, it is
just re-transmitted to the victim card through the NFC interface, relying on the
active ISO/IEC 14443 communication. Vice versa for the APDU responses from
the card. The whole attack is represented in Fig. 3. The critical aspect of such
solution is represented by the Reader-Proxy command-response communication,
as there is the mentioned constraint on the maximum time allowed to return the
response to the reader. Concerning this the Proxy receives the command and
forwards it towards the victim card through the designed architecture, waiting
for the response. If this round trip takes too long the Proxy is not able to return
the response in time and the reader aborts the communication. We have eval-
uated the delay introduced by our architecture at the Proxy level, highlighting
the time needed by the Proxy to get the victim card response when a command
has been received by the reader and forwarded to the Server. It is important to
point out that some time constraints have to be followed during the initialization
procedure of the ISO/IEC 14443 communication as well. Nevertheless, they do
not create any problems in this solution, as the the communication initialization
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is run locally, between reader and Proxy on one side, and between Mole and
victim card on the other, so without the introduction of any additional delays.

4 Long Distance Relay Attack Experiment

To prove the effectiveness of the proposed attack architecture we decided to
apply it to ePassports, which contain an ISO/IEC 14443 compliant contactless
card adopting APDUs for commands/responses and some cryptographic authen-
tication mechanisms during the communication, conducting some experiments
on a geographical scale.

4.1 Target Contactless Card

Nowadays several countries issue ePassports [14,15], an electronic version of the
traditional passport that embeds a contactless smart card in its cover, which
relies on the stack presented in Sect. 2 for the communication. Several passport
holder personal data can be stored in the card chip along with some biometrics,
like facial and fingerprint images. Due to the importance of such a document and
the sensitivity of the data stored, several cryptographic mechanisms have been
adopted to secure the embedded smart card. Some of them are summarized in
Fig. 4, which are the ones relevant for our experiments. For further details about
ePassport security mechanisms please refer to the official specifications [14,15].

Fig. 4. Reader-ePassport authentication mechanisms. BAC is based on symmetric key
cryptography whereas AA and EAC are based on public key cryptography.
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To access an ePassport chip the reader has typically to run first the Basic
Access Control with it: reader and chip share a couple of symmetric keys (KBAC),
which are used in a challenge-response protocol to mutually authenticate them
and to establish a couple of session keys used to encrypt and authenticate the
communication. The KBAC keys are derived from the passport number, the pass-
port expiry date and the passport holder date of birth through a deterministic
process. Such data have to be manually inserted reader side, or automatically
scanning the ePassport data page, to derive the KBAC keys, which are typically
already stored in the card’s chip. The idea is to restrict the chip access only to
the readers aware of the above-mentioned data (e.g., you allow an officer to read
out your ePassport data giving him such information). After a successful BAC
several personal data (e.g., name, surname, gender) and a facial image can be
got from the chip.

The Active Authentication (AA) was designed to prevent chip cloning. The
chip stores a public and private key pair (PuKAA, PrKAA) that are used in a
challenge-response protocol. PrKAA is securely stored and cannot be read from
the outside, whereas PuKAA is readable and digitally signed by the passport
issuing country, with the reader that verifies such signature. The reader sends
the challenge rAA that the ePassport returns signed using PrKAA: the reader
verifies the signature using PuKAA received from the chip. If the process is
successful, the chip is authenticated and the reader is confident that an original
ePassport has been put in its proximity. Indeed, even if the passport chip content
has been copied on another card, the correct PrKAA cannot be copied and the
AA would fail.

The Extended Access Control (EAC) is basically divided in two parts and
was introduced to further protect other sensitive data (e.g., fingerprints) that
can be stored on the chip [16]. The first, called Chip Authentication, is used
to run a Diffie-Hellman key agreement protocol between reader and ePassport
and to authenticate the latter. The chip stores a public and private key pair
(PuKPassport, PrKPassport), where again PrKPassport is securely stored and
is not accessible from the outside, whereas PuKPassport is readable and digi-
tally signed by the passport issuing country with such signature verified by the
reader. An ephemeral public and private key pair (PuK ′

Reader, PrK ′
Reader) is

generated by the reader. The two key pairs are used to run a Diffie-Hellman
protocol and to agree on a common secret used for the encryption of the follow-
ing communication. In such a way the chip is also implicitly authenticated, as if
the wrong PrKPassport is used the communication fails, so this is an additional
measure against chip cloning. The second part, called Terminal Authentication,
is a challenge-response protocol to authenticate the reader, which stores the key
pair (PuKReader, PrKReader), with PuKReader that is signed by the passport
issuing country with such signature verified on the document chip. If the authen-
tication is successful the chip grants the reader the access to the additional data
present in its memory.

Not all the mechanisms are mandatory and their use can be conditioned
by the presence of some data (e.g., EAC required if fingerprints are present),
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but on the other hand there are not any specifications preventing to used them
all together (e.g., when EAC is required also AA can be added as further chip
authentication measure). That being so, we decided to test our attack against
an ePassport adopting all possible security mechanisms, so using the ICAO SDK
Pro application [17] we burned on a contactless smart card an ePassport featured
by BAC, AA, EAC, storing personal data, a facial picture and two fingerprint
images. We remark that the prepared card was a fully compliant ePassport,
featured by hardware and software that are typically used in commonly issued
ePassports. In addition, it has to be pointed out that there are no in circulation
many ePassports using AA and there are also currently problems to run the EAC
protocol on ePassports issued by countries that adopt such solution, as it is not
easy to get a reader equipped with a signed key pair to accomplish the second
part of the protocol. Thanks to our prepared ePassport we were able to set up a
reader station capable of running full EAC and AA procedures with it, installing
the proper keys on the reader and on the chip, so giving us the possibility to
test the relay attack against both mechanisms to check the chip authenticity. We
also remark that the ePassport is just used as example of contactless smart card
adopting mechanisms to prove its authenticity, but our attack is applicable in
principle to all fully compliant ISO/IEC 14443 cards that use analogous security
mechanisms.

4.2 Attack Set-Up and Results

To implement the attack we relied on an HTC One X with Android 4.1.1 as Mole
and a Sony Xperia S with Android 4.0.4 as Proxy, installing the CynogenMod 9.1
firmware on the latter that had to emulate a card in front of our reader. As Server
we used a desktop computer with an Intel i5 3.4GHz CPU, 8GB of RAM and
Windows 8 64bit, connected to the Internet through a 6 Mbits ADSL connection.

Fig. 5. Experiment area (Northern Italy): Proxy in A, Mole respectively in A, B and
C, Server in S.
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As reading system we adopted a laptop with an Intel i3 2.53GHz CPU, 4GB of
RAM and Windows 7 64bit, plugging-in an ACS ACR122 USB contactless smart
card reader and installing the Golden Reader Tool [18], a reference application
for reading ePassports. The Server, Mole and Proxy applications were developed
in Java. We remark that code examples were available for the implementation
of the card emulation application [11], making our work even simpler.

We focused on four attack scenarios. In the first one, Server, Mole and Proxy
were all connected to a router in WiFi in our labs and the WLAN was used for
all Mole-Server and Proxy-Server communications. In the other three scenarios
the devices where geographically deployed as depicted in Fig. 5: the Server was
in S, the Proxy with the reading system was in A, while ePassport and Mole were
placed respectively in A, B and C, achieving a distance in straight line of ∼15 Km
for A-B and ∼42 Km for A-C. The phones were connected to the Internet through
the data network offered by the mobile phone network operator, while the Server
exploited its ADSL connection that offered a public IP, so the communications
between phones and Server were conveyed through the Internet.

In all scenarios the Mole was put in proximity of the ePassport card while the
Proxy was nearby our reader. In such conditions we started the Golden Reader
Tool inserting the necessary data for a successful BAC with our ePassport. For
all scenarios the application and the card were able to remotely interact, success-
fully running all the cryptographic security mechanisms of Fig. 4 and exchanging
all the data stored in the chip. In particular the reader was always cheated suc-
cessfully running AA and EAC protocols, thus making it believe that a genuine
chip was in its proximity.

For all our experiments we measured the time that Mole and Proxy had to
wait to get a response. In particular, the waiting time for the Mole was defined as
the time elapsed between a command sent to the card and the received response,
whereas for the Proxy it was the time elapsed between a command forwarded
to the Server and the received relative response from it. For the second case,
we highlight that the whole Proxy-Server-Mole-Card round trip of the messages
contributed to the amount of time. Mole timings were similar for all experiment
scenarios, since depending only on the Mole-Card interaction, so we grouped

Table 1. Response waiting time mean and standard deviation for Mole and Proxy.
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Fig. 6. Response waiting time frequency distribution Mole side (Relative Frequency:
number of occurrences of a waiting time normalized by the total number of observed
waiting times).

them all together, while Proxy timings were affected by the adopted communi-
cation network and its relative conditions. The presented data are derived from
∼1000 command-response interactions between reader and card per scenario,
running several successful ePassport readings.

The observed Mole waiting times are presented in the higher part of Table 1
and in Fig. 6. It is evident that the times are always short enough to allow a suc-
cessful phone-card interaction considering the maximum waiting time that can
be requested by the card. In particular such interactions were always successful
and we did not investigate on the value set for the FWI parameter. We suppose
that the few higher times on the right of the peak shown in Fig. 6 were due to
the internal chip computations for the cryptographic authentication operations
required by the reader (i.e., AA and EAC).

In the lower part of Table 1 and in Fig. 7 we present the Proxy waiting
times. On average, the times observed in all scenarios tend to allow a successful
Proxy-Reader interaction. Indeed, the waiting time at the reader level for a
transmitted command is given by the Proxy waiting time, plus the transmis-
sion times of the command and response messages exchanged with the Proxy
itself through its NFC interface. As the time added by a reader-Proxy message
exchange is roughly in the same order of magnitude of the mean Mole wait-
ing time presented above, it becomes clear as the reader is able to receive the
command response within the maximum waiting time allowed in a contactless
card communication, thus making the attack successful. Note that we did not
set any waiting time parameters in our Proxy application, but we just relied on
the default FWI parameter set by the underlying library and firmware installed
on the phone to use the NFC interface and emulate a card. To have an insight
about its value, we conducted some tests artificially delaying in the Proxy soft-
ware the responses returned to the reader until the communication failed. As the
reader aborted the communication for delays roughly equal to or greater than
5 s, we realized that the FWI parameter was set by default to have the maximum
waiting time, so making the attack implementation even easier.
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Fig. 7. Response waiting time frequency distributions Proxy side (Relative Frequency:
number of occurrences of a waiting time normalized by the total number of observed
waiting times).
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Fig. 8. Off-the-shelf equipment used in the relay attack.

As evident by the shown results, and as predictable, we achieved a better
performance when the communication was conveyed through the WLAN, with
a Proxy waiting time that was on average half of the time got through a mobile
phone data network and in general always below 1 s, so granting a perfect card-
reader interaction. Nevertheless, the mean waiting time for a communication
based on the mobile phone network was around 500/600 ms, with most of the
waiting times that were below 1 s, so resulting in an efficient architecture for suc-
cessful relay attacks. According to the charts of Fig. 7 there are also few waiting
times of some seconds. We analyzed such times and we found out that they were
always associated with the first command-response pair of an ePassport reading.
After several tests we argue that it was due to a switching of the mobile phone
communication technology adopted by the two devices. If no data were transmit-
ted or received by the phones, they were basically connected to the mobile phone
network through an UMTS base connection, but as soon as a data exchange was
ongoing, the phones switched to an HSPA connection, an enhanced UMTS com-
munication featured by an higher data rate. The switching was pointed out on
their displays, it happened on both devices at the beginning of the ePassport
reading and we noted that it took a bit of time. To support our assumption we
repeated for a while the following tests: before starting an ePassport reading
we launched the download of a couple of applications on the two phones, so
that they switched to the HSPA connection due to the data exchange, and then
we ran the ePassport reading. In such cases the first command-response waiting
time was in line with the other waiting times. However this is a hypothesis, as the
delay could be also due to some peripheral idle-wake up procedures in place for
power saving purposes on the devices, or some TCP mechanisms, so in general
further investigations would be needed concerning these higher waiting times.
We have to point out as from time to time these long times caused a failure at
the beginning of the reading process, but if no errors occurred during the first
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Fig. 9. RFIDsec 2013 demo: relay attack over ∼541 Km, with the card in Italy and the
reader in Austria.

command-response, then the reading was conducted until the end without any
problems.

We note that the distance does not seem to play an important role, since the
three scenarios based on the mobile phone data network are featured by similar
results. In addition, the scenario A-B, featured by a shorter distance compared
to the case A-C, presents a slightly higher waiting time mean and standard
deviation, aspect that can be probably attributed to the different mobile phone
signal quality in various places, so making this characteristic more important
than the distance.

The attack was also presented through a live demo during the RFIDsec 2013
event. The Server and the Mole were respectively located in S and A as shown by
Fig. 5. The Proxy and the reading station were in Graz (Austria), location of the
conference. For this specific case Mole and Proxy were connected to the Internet
through a WiFi router, solution allowed by our architecture: the Mole used the
WiFi network of our labs while the Proxy was connected to the WiFi offered
by the hotel that hosted the conference. The Mole and the card located in Italy
were shown to the audience through a Skype video session. The communication
between card and reader was successfully relayed achieving a distance in straight
line of ∼541 Km (Fig. 9).

5 Discussion

The attack, as we have been able to implement it, could raise real threats for
the end user. It is entirely based on cheap and off-the-shelf tools, the code that
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has to be developed is simple and some templates and examples are available, it
is not restricted by fixed positions with Mole and Proxy that can be in whatever
place covered by a mobile phone signal and it is general as designed to relay
card commands and responses without any links to the specific card applica-
tion (our specific application to ePassports is just an example). In addition the
presented architecture can be easily enhanced to have, not a single, but several
Moles controlled by a Proxy. In such a case an attacker with its Proxy could
potentially exploit a large set of contactless cards at his service. Concerning
this, it has to be considered that many people keep their phone close to their
wallet (e.g., in a pocket, in a purse), so once the Mole application has been
installed on the victim’s phone it could start polling the different cards present
in the nearby wallet (e.g., payment cards, ID documents, access control tokens),
identifying them and returning the information to the Proxy, with the attacker
who dynamically knows which “services” (i.e., which cards) are offered by that
specific Mole. We remark that the proposed architecture is generic, so the attack
would be achievable also when the phones switch their Internet connection, with
several scenarios that are possible (e.g., Mole connected to a WiFi and Proxy
to a mobile phone network). For the installation of the Mole application on the
victim’s phones there are different possible ways [19], as for instance through
social engineering channels, exploiting Bluetooth vulnerabilities or distributing
the Mole software through phone applications repositories (e.g., coupling the
Mole application with a game). Note that the more complex firmware replace-
ment operation has to be done on the Proxy phone only, which is owned by the
attacker.

We point out that other fraudulent scenarios are possible exploiting the pro-
posed attack architecture. For instance the Mole could be held by an accomplice
who using an equipment to extend the contactless card reading range of his
device [20] approaches victims with contactless cards. A similar architecture
could be exploited to use a contactless card in different places at the same time
(single Mole nearby the card with two or more Proxies), causing confusion on the
real position of a cardholder at a specific time when the relative card transaction
logs are examined (for instance to create a possible alibi for a trial in court).

We remark that the effectiveness of the proposed attack architecture have
been proved for an ISO/IEC 14443 compliant contactless card with the com-
munication architecture presented in Sect. 2, but further experiments should be
carried out to verify the possibility to relay the communication of cards that
rely on a different communication solution. We have also to point out, even if we
did not need it, that a Waiting Time Extension (WTX) command is available
for ISO/IEC 14443 compliant communications [8]: it can be used by the chip to
request further time, other than the time specified by the FWI, to return the
response to the reader. Such commands could be useful to run relay attacks on
networks or architectures featured by a lower performance than the one we have
adopted.

The proposed attack architecture confirms that it is no longer possible to
assume that for sensitive operations a contactless card has to be nearby a reader.
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In addition, different measures put in place to assure that a genuine card is in
front of a reader are not effective against such an attack. For instance in our
experiments we have adopted two cryptographic protocols to verify the authen-
ticity of the card, the AA and EAC mechanisms offered by the ePassport, but
both were simply remotely performed with a positive result. A mechanism like
BAC represents a good deterrent: to run our experiments we inserted on pur-
pose the ePassport BAC information on the reader, but if it was not aware of
such data the reading could not be carried out. Nevertheless such information
is static, printed in the passport booklet and can be present on some papers
(e.g., boarding cards, hotel forms), so it can be got for a target document (e.g.,
a hotel receptionist could collect customer passport data and then attempt the
installation of the Mole software through social engineering techniques). Also the
adoption of a PIN represents a good way to protect our cards, but it is usually
not used to foster the fast transactions allowed by these contactless chips, as
for instance in the contactless credit card case [7]. On the other hand, if a PIN
authentication is in place, a denial of service attack could be performed against
the victim remotely blocking his card (usually after a defined number of wrong
PIN attempts the card is blocked [7]). In addition, in a future vision, if security
mechanisms are used to protect contactless cards, the Moles could be instructed
to launch autonomous attacks against their cards to unlock them, notifying the
Proxy at the end of the process.

In order to protect such cards some changes in the current adopted standards
are needed, maybe adding some constraints on the maximum allowed waiting
time, measuring the command-response time (it seems that a similar custom
solution is adopted in Mifare Plus cards [21]) or evaluating the possible use of
distance-bounding protocols [22]. Nowadays, the only effective countermeasure
for ISO/IEC 14443 fully compliant cards is represented by card shielding covers
that acting as a Faraday cage hinder the communication with the embedded
contactless chip.

6 Conclusions

In this paper we present a cheap and practical implementation of a long distance
relay attack against contactless smart cards. The attack is based on two NFC
mobile phones, which through a proper architecture and exploiting a mobile
phone data network connection, are able to set up a communication link between
a card and a reader that are physically far away. We have proved the effectiveness
of the proposed solution running some experiments on a geographical scale,
relaying messages over kilometers and showing that basically there are not any
logistic constraints for card and reader.
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Abstract. In this paper, the security of two recent RFID mutual au-
thentication protocols are investigated. The first protocol is a scheme
proposed by Huang et al. [7] and the second one by Huang, Lin and Li
[6]. We show that these two protocols have several weaknesses. In Huang
et al.’s scheme, an adversary can determine the 32-bit secret Access pass-
word with a probability of 2−2, and in Huang-Lin-Li scheme, a passive
adversary can recognize a target tag with a success probability of 1−2−4

and an active adversary can determine all 32 bits of Access password
with success probability of 2−4. The computational complexity of these
attacks is negligible.

Keywords: RFID · EPC Class-1 Generation-2 · PadGen function

1 Introduction

Radio frequency identification (RFID) uses radio frequency signals to identify
objects or people automatically. Typically, the main components of an RFID
system are an RFID tag, RFID reader and a back-end server [14]. The main
function of an RFID system is identification and authentication. Hence most
of the RFID applications need to provide authentication between a tag and a
reader. Authentication is a process in which one party is assured of the identity
of the another party by obtaining the required evidences, which is done in a
corroborative manner. In our case these parties are the Tag and Reader/back-
end database. A secure authentication protocol is expected to resist against the
attacks in the scenarios such as rogue scanning, replay attack and tag counter-
feiting or cloning.

On the other hand, several interconnected standards exist for RFID systems.
Among them, ISO [8] and Electronic Product Code (EPC) global [5] have played
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the main role. The EPC Class-1 Generation-2 (C1 G2) is a universal standard for
low-cost passive RFID tags. This group of tags is also covered by ISO 18000-6C
standard.

EPC-C1 G2 specifies that any RFID tag compliant with this standard should
contain two 32-bit passwords denoted by the access password and the kill pass-
word respectively. The access password is used to authenticate the reader that
wish to access information inside the tag and control access to the information.
The kill password is generally used to disable the tag. A killed tag is rendered
in silence thereafter and does not respond to any query from any reader. EPC-
C1 G2 standard proposes a simple authentication protocol that allows a tag to
authenticate a reader. This protocol attempts to protect the access password by
using a simple form of masking before transmission over a wireless channel. This
masking which is known as pad generation (PadGen) is a simple bitwise XOR.
However, a passive adversary monitoring the exchanged messages between the
reader and the tag can retrieve this sensitive information easily [1,13]. These re-
sults have motivated researchers to try to propose EPC-compliant authentication
protocols to improve its security level. However, the main difficulty in providing
a mutual authentication protocol for RFID systems with passive tags is the very
limited storage and computational capabilities of EPC- C1 G2 tags that sig-
nificantly limits their support for conventional cryptographic primitives such as
AES. To provide the desired security of the tags that support this standard, sev-
eral mutual authentication protocols [2–4,11] were proposed. In this direction,
Konidala et al. have proposed an RFID mutual authentication protocol to solve
ISO 18000-6C protocol weaknesses [9]. However, the designed protocol is known
to be flawed and the adversary can retrieve most of the secret passwords’ bits
efficiently [12]. To solve Konidala et al. protocol’s weakness two novel protocols
described in [6,7] have recently been proposed. In this paper, these protocols
are denoted by HYCLT and HLL respectively. These protocols do not use any
standard cryptographic primitives and attempt to provide the desired security
by simple logical operations. Note that Ma et al. [10] have shown that any RFID
protocol without using PRF is subject to some kind of tag tracing attacks. We
show that this is indeed the case for the current protocols both of which do not
utilize a PRF. We investigate the security level of these protocols and present
practical attacks to retrieve tag’s secret parameters.

Our contribution: Any tag in HYCLT and HLL protocols have two 32-bit
passwords called Kill password and Access password respectively. We investi-
gate the security of protocols against secret disclosure attack and show that an
adversary can determine whole Access password of HYCLT with a probability
of 2−2 at a cost of a single query to the target tag. We also analyze the security
of HLL protocol and present several tag recognizing attacks against it. In the
presented attacks, given a tag, the adversary can recognize whether it is the tar-
get tag with the probability of 1 − 2−4. In addition, we show that a man in the
middle adversary can determine whole Access and Kill passwords with success
probability of 2−4 for negligible complexity.
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Paper organization: The rest of the paper is organized as follows: In
Sect. 2 we present HYCLT protocol description and discuss its security. In Sect. 3
we describe the HLL protocol and investigate its security. In Sect. 4 we conclude
the paper.

2 HYCLT Mutual Authentication Protocol

Konidala et al. [9] have proposed an RFID mutual authentication protocol to
solve ISO 18000-6C protocol weaknesses [9] by using a special PadGen function
to mask tag’s Access password Apwd = ApwdL≤ApwdM before the data is trans-
mitted. However, Konidala et al. protocol suffers from correlation attack [12].
To solve Konidala et al. protocol’s weakness, Huang et al. have proposed an im-
proved version based on a different PadGen and also successfully demonstrated
the FPGA hardware implementation of their proposed mutual authentication
protocol [7]. We denote this protocol by HYCLT. The notation used in the
paper are depicted in Table 1.

The PadGen function proposed in HYCLT accepts a 32-bit value and two
16-bit values as input and outputs 16 bits. Given X ≈ {0, 1}32, we can represent
it as X = X|0X|1 . . .X|31, where X|i ≈ {0, 1}, and given 16-bit values Y ≈
{0, 1}16 and Z ≈ {0, 1}16, they can be represented as Y = dY1dY2dY3dY4 and
Z = dZ1dZ2dZ3dZ4, where dZi ≈ {0, 1, . . . , 15}, i ≈ {1, 2, 3, 4} and used as
base 10(decimal) representation of a four-bit binary string. For example, Z =
1101 0110 1000 1001 can be represented as Z = 13 06 08 09 which means that
dZ1 = 13, dZ2 = 06, dZ3 = 08, dZ4 = 09. Similarly, one can represent Y and
Z as Y = hY1hY2hY3hY4 and Z = hZ1hZ2hZ3hZ4, where hZi ≈ {0, 1, . . . , F},
i ≈ {1, 2, 3, 4} and used as base hexadecimal (base 16) representation of a four-
bit binary string. For example, Z = 1101 0110 1000 1001 can be represented as

Table 1. Notation

Notation Description

Ri RFID reader i
Ti RFID tag i
ReqR Reader request
RTx Random numbers generated by the tag
RMx Random numbers generated by the server
EPC Electronic product code
Apwd Access password
ApwdL 16 least significant bits of Apwd
ApwdM 16 most significant bits of Apwd
Kpwd Kill password
X|i ith bit of string X
X|m∼n A fraction of X from the mth bit to the nth bit
dXi Decimal equivalent(base 10) of the ith 4-bit of string X
hXi Hexadecimal(base 16) equivalent of the ith 4-bit of string X
≤ Exclusive or operation
← Concatenation operation
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Z = D 6 8 9 which means that hZ1 = D,hZ2 = 6, hZ3 = 8, hZ4 = 9. Given
these definitions PadGen(X ,Y,Z) is calculated as follows:

PadGen(X ,Y,Z) = X|dY1X|dY1+16X|dY2X|dY2+16←X |dZ1X|dZ1+16X|dZ2X|dZ2+16←
X |dY3X|dY3+16X|dY4X|dY4+16←X |dZ3X|dZ3+16X|dZ4X|dZ4+16

For example assume that:

X = 1001 1111 0011 1011 0000 0011 1100 0101

Y = 0111 0100 0110 1011

Z = 1101 0110 1000 1001

then PadGen(X ,Y,Z) is calculated as follows:

PadGen(X ,Y,Z) = X|7X|7+16X|4X|4+16←X |13X|13+16X|6X|6+16←
X |6X|6+16X|11X|11+16←X |8X|8+16X|9X|9+16

= 1110 0111 1110 0101

where:

X = 1001 1︸︷︷︸
X|4

1 1︸︷︷︸
X|6

1︸︷︷︸
X|7

0︸︷︷︸
X|8

0︸︷︷︸
X|9

1 1︸︷︷︸
X|11

1 0︸︷︷︸
X|13

11 0000 0︸︷︷︸
X|20

0 1︸︷︷︸
X|22

1︸︷︷︸
X|23

1︸︷︷︸
X|24

1︸︷︷︸
X|25

0 0︸︷︷︸
X|27

0 1︸︷︷︸
X|29

01

In HYCLT protocol, the tag and the server use the PadGen function to gen-
erate four masking values denoted by PAD1, PAD2, PAD3, and, PAD4 respec-
tively. Let us to represent the 32-bit Access password Apwd and the 32-bit Kill
password Kpwd as Apwd = a|0a|1a|2a|3 . . . a|31 and Kpwd = k|0k|1k|2k|3 . . . k|31
respectively where a|i ≈ {0, 1} and k|i ≈ {0, 1}. Given 16-bit random num-
bers RTx and RMx, for x ≈ {1, 2, 3, 4}, they can be represented as RTx =
dRTx1dRTx2dRTx3dRTx4 and RMx = dRMx1dRMx2dRMx3dRMx4.

The PadGen function of HYCLT protocol is used to compute masking values
PADx, for x ≈ {1, 2, 3, 4}, as follows:

RV x = PadGen(APwd,RTx, RMx)

= a|dRTx1a|dRTx1+16a|dRTx2a|dRTx2+16←a|dRMx1a|dRMx1+16a|dRMx2a|dRMx2+16←
a|dRTx3a|dRTx3+16a|dRTx4a|dRTx4+16←a|dRMx3a|dRMx3+16a|dRMx4a|dRMx4+16

= dRV x1dRV x2dRV x3dRV x4

and

PADx = PadGen(Kpwd,RV x, RTx)

= k|dRV x1k|dRV x1+16k|dRV x2k|dRV x2+16←k|dRTx1k|dRTx1+16k|dRTx2k|dRTx2+16←
k|dRV x3k|dRV x3+16k|dRV x4k|dRV x4+16←k|dRTx3k|dRTx3+16k|dRTx4k|dRTx4+16

= hPADx1hPADx2hPADx3hPADx4
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where RV x is a temporary variable. For example, PAD1 is calculated as follows:

RV 1 = PadGen(APwd,RT1, RM1)

= a|dRT11a|dRT11+16a|dRT12a|dRT12+16←a|dRM11a|dRM11+16a|dRM12a|dRM12+16←
a|dRT13a|dRT13+16a|dRT14a|dRT14+16←a|dRM13a|dRM13+16a|dRM14a|dRM14+16

= dRV 11dRV 12dRV 13dRV 14

and

PAD1 = PadGen(Kpwd,RV 1, RT1)

= k|dRV 11k|dRV 11+16k|dRV 12k|dRV 12+16←k|dRT11k|dRT11+16k|dRT12k|dRT12+16←
k|dRV 13k|dRV 13+16k|dRV 14k|dRV 14+16←k|dRT13k|dRT13+16k|dRT14k|dRT14+16

= hPAD11hPAD12hPAD13hPAD14

In this version of PadGen function, which is known as the simple version, 8
bits out of 16 bits of the resulted PADx are decided by RTx, i.e., the bits that
are used to determine hPAD12 and hPAD14. To provide a better security, HYCLT
also introduces a more complex approach to manipulate RTx and RMx on the
output of PADx. Given these definitions and X ,Y,Z the complex version of
PadGen is calculated as follows:

PadGen(X ,Y,Z) = X|dY1+dZ1X|dY1+dZ2X|dY1+dZ3X|dY1+dZ4←X |dY2+dZ1X|dY2+dZ2

X|dY2+dZ3X|dY2+dZ4←X |dY3+dZ1X|dY3+dZ2X|dY3+dZ3X|dY3+dZ4

←X |dY4+dZ1X|dY4+dZ2X|dY4+dZ3X|dY4+dZ4

For example assume that

X = 1001 1111 0011 1011 0000 0011 1100 0101

Y = 0111 0100 0110 1011

Z = 1101 0110 1000 1001

then PadGen(X ,Y,Z) is calculated as follows:

PadGen(X ,Y,Z) = X|7+13X|7+6X|7+8X|7+9←X |4+13X|4+6X|4+8X|4+9←
X |6+13X|6+6X|6+8X|6+9←X |11+13X|11+6X|11+8X|11+9

= X|20X|13X|15X|16←X |17X|10X|12X|13←
X |19X|12X|14X|15←X |24X|17X|19X|20

= 0010 0110 0111 1000

Given RTx and RMx for x ≈ {1, 2, 3, 4}, the new PadGen function is used to
generate PADx as follows:

RV x = PadGen(APwd,RTx, RMx)

= a|w|1a|w|2a|w|3a|w|4←a|w|5a|w|6a|w|7a|w|8←a|w|9a|w|10a|w|11a|w|12
←a|w|13a|w|14a|w|15a|w|16

= dRV x1dRV x2dRV x3dRV x4
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R1.Req

T1 T23.EPC, R ,R

1 1

M1 M2 M3

M4 M L

7.EPC, R , R ,R,

R ,CCPwd ,CCPwd

5. Retrieves Apwd and Kpwd 
from database according to EPC 
and generates RM1,RM2,RM3 and 
RM4 .

6. Computes CCPwdM1 and 
CCPwdL1.

2 . Generates RT1 andR T2.

Server Reader Tag

10. Generates RT3 and RT4.
11. Computes CCPwdM2 and 
CCPwdL2.

T1 T24.EPC,R ,R

1

M1 M2 M3

M4 ML

8.R ,R , R,

R ,CCPwd ,CCPwd

2 2

T3 T4

M L

12.EPC, R , R,

CCPwd ,CCPwd

2 2

T3 T4

M L

13.EPC, R , R,

CCPwd ,CCPwd14. Verifies CCPwdM2 and 
CCPwdL2.

15.EPC, Auth : Yes / No

9. Verifies CCPwdM1 and 
CCPwdd L1.
If Verification fails, the 
protocol stops.

Fig. 1. The mutual authentication protocol proposed by HYCLT et al.

and

PADx = PadGen(Kpwd,RV x, RTx)

= k|z|1k|z|2k|z|3k|z|4←k|z|5k|z|6k|z|7k|z|8←k|z|9k|z|10k|z|11k|z|12
←k|z|13k|z|14k|z|15k|z|16

= hPADx1hPADx2hPADx3hPADx4

where

w|1∼4 = dRTx1 + dRMx1, dRTx1 + dRMx2, dRTx1 + dRMx3, dRTx1 + dRMx4

w|5∼8 = dRTx2 + dRMx1, dRTx2 + dRMx2, dRTx2 + dRMx3, dRTx2 + dRMx4

w|9∼12 = dRTx3 + dRMx1, dRTx3 + dRMx2, dRTx3 + dRMx3, dRTx3 + dRMx4

w|13∼16 = dRTx4 + dRMx1, dRTx4 + dRMx2, dRTx4 + dRMx3, dRTx4 + dRMx4

z|1∼4 = dRTx1 + dRV x1, dRTx1 + dRV x2, dRTx1 + dRV x3, dRTx1 + dRV x4

z|5∼8 = dRTx2 + dRV x1, dRTx2 + dRV x2, dRTx2 + dRV x3, dRTx2 + dRV x4

z|9∼12 = dRTx3 + dRV x1, dRTx3 + dRV x2, dRTx3 + dRV x3, dRTx3 + dRV x4

z|13∼16 = dRTx4 + dRV x1, dRTx4 + dRV x2, dRTx4 + dRV x3, dRTx4 + dRV x4

A more detailed description of HYCLT protocol is provided in Fig. 1 which is
described as below:

1. The reader starts the protocol by sending ReqR to the tag.
2. On reception, the tag generates two random numbers RT1 and RT2 and sends

its EPC with RT1 and RT2 to the reader.
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3. Once the reader receipts this message, it forwards the message to the server.
4. Upon receipt the message, the server:

– retrieves Apwd and Kpwd from database according to EPC;
– generates four fresh random numbers RM1, RM2, RM3 and RM4;
– computes CCPwdM1 =ApwdM ∝ PAD1 and CCPwdL1 = ApwdL ∝

PAD2;
– sends EPC,RM1, RM2, RM3, RM4, CCPwdM1 and CCPwdL1 to the

reader.
5. Upon receipt of the message, the reader sends RM1, RM2, RM3, RM4,

CCPwdM1 and CCPwdL1 to the tag.
6. Upon receipt of the message, the tag verifies the correctness of CCPwdM1

and CCPwdL1 and does as follows:
– generates RT3 and RT4;
– computes CCPwdM2 = ApwdM ∝ PAD3 and CCPwdL2 = ApwdL ∝

PAD4;
– and sends EPC,RT3, RT4, CCPwdM2 and CCPwdL2 to the reader.

7. The reader forwards the message to the server.
8. The server verifies CCPwdM2 and CCPwdL2 . If they are valid it sends EPC

and Auth : Y es to the reader; Otherwise, it sends EPC and Auth : No to the
reader.

2.1 Secret Disclosure Attack on HYCLT Protocol
Considering HYCLT based on its complex PadGen function, in this section we
present an attack which retrieves the secret Access password of any given tag in
HYCLT. The presented attack is based on the following observation:

Observation 1: Assume that in Step 2 of the protocol, where the reader
has started the protocol by sending ReqR to the tag and the tag generates
two random numbers RT1 and RT2 and sends its EPC with RT1 and RT2 to
the reader, the adversary intercepts RT1 and RT2 sent by the tag and replaces
them by R∼

T1 and R∼
T2 such that, e.g., R∼

T1 = dR∼
T11

≤dR∼
T11

≤dR∼
T11

≤dR∼
T11

and
R∼

T2 = dR∼
T21

≤dR∼
T21

≤dR∼
T21

≤dR∼
T21

where dR∼
T11

or dR∼
T21

could be any value ≈
{0, . . . , 15}. An example is R∼

T1 = R∼
T2 = 0. Then we have w|1∗4

= w|5∗8 = w|9∗12 = w|13∗16 and equivalently we can state that dRV x1 =
dRV x2 = dRV x3 = dRV x4. Consider x = 1, we have dRV 11 = dRV 12 = dRV 13 =
dRV 14 and dR∼

T11
= dR∼

T12
= dR∼

T13
= dR∼

T14
On the other hand,

PAD1 = PadGen(Kpwd,RV 1, R
′
T1)

= k|z1k|z2k|z3k|z4←k|z5k|z6k|z7k|z8←k|z9k|z10k|z11k|z12←k|z13k|z14k|z15k|z16
= hPAD11hPAD12hPAD13hPAD14

where

z|1∼4 = dR∼
T11

+ dRV 11, dR∼
T11

+ dRV 12, dR∼
T11

+ dRV 13, dR∼
T11

+ dRV 14

z|5∼8 = dR∼
T12

+ dRV 11, dR∼
T12

+ dRV 12, dR∼
T12

+ dRV 13, dR∼
T12

+ dRV 14

z|9∼12 = dR∼
T13

+ dRV 11, dR∼
T13

+ dRV 12, dR∼
T13

+ dRV 13, dR∼
T13

+ dRV 14

z|13∼16 = dR∼
T14

+ dRV 11, dR∼
T14

+ dRV 12, dR∼
T14

+ dRV 13, dR∼
T14

+ dRV 14.
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Since dR∼
T1i

+ dRV 1j for any i, and j ≈ {1, 2, 3, 4} is a fixed value here, we have
z|m = z|n for any m and n ≈ {1, . . . , 16}. Therefore we have z|1 = z|2 = . . . =
z|16 = z. Hence PAD1 = PadGen(Kpwd,RV 1, R

∼
T1) = k|z≤k|z≤ . . . ≤k|z where

z ≈ {0, . . . , F} and PAD1 = PadGen(Kpwd, RV 1, R∼
T1) ≈ {0000, FFFF}.

Similarly for x = 2 we have dRV 21 = dRV 22 = dRV 23 = dRV 24 and dR∼
T21

=
dR∼

T22
= dR∼

T23
= dR∼

T24
. On the other hand,

PAD2 = PadGen(Kpwd,RV 2, R
′
T2)

= k|z∼1k|z∼2k|z∼3k|z∼4←k|z∼5k|z∼6k|z∼7k|z∼8←k|z∼9k|z∼10k|z∼11k|z∼12

←k|z∼13k|z∼14k|z∼15k|z∼16

=hPAD21hPAD22hPAD23hPAD24

where

z′
1∼4 = dR∼

T21
+ dRV 21, dR∼

T21
+ dRV 22, dR∼

T21
+ dRV 23, dR∼

T21
+ dRV 24

z′
5∼8 = dR∼

T22
+ dRV 21, dR∼

T22
+ dRV 22, dR∼

T22
+ dRV 23, dR∼

T22
+ dRV 24

z′
9∼12 = dR∼

T23
+ dRV 21, dR∼

T23
+ dRV 22, dR∼

T23
+ dRV 23, dR∼

T23
+ dRV 24

z′
13∼16 = dR∼

T24
+ dRV 21, dR∼

T24
+ dRV 22, dR∼

T24
+ dRV 23, dR∼

T24
+ dRV 24.

Since dR∼
T2i

+ dRV 2j for any i and j ≈ {1, 2, 3, 4} is a fixed value here, we have
z∼
m = z∼

n for any m and n ≈ {1, . . . , 16}. Therefore we have z∼
1 = z∼

2 = . . . =
z∼
16 = z∼. Hence PAD2 = PadGen(Kpwd,RV 2, R

∼
T2) = k|∼z≤k|∼z≤ . . . ≤k|z∼ where

z∼ ≈ {0, . . . , F} and PAD2 = PadGen(Kpwd, RV 2, R∼
T2) ≈ {0000, FFFF}.

Now given that CCPwdM1 = ApwdM ∝ PAD1 and CCPwdL1 = ApwdL ∝
PAD2, and there are two choices for any of PAD1 and PAD2 (in total 4 choices)
the adversary can determine the correct ApwdL≤ApwdM with the probability of
2−2, where Apwd = a|0a|1a|2a|3 . . . a|31, ApwdL = a|0a|1 . . . a|15 and ApwdM =
a|16a|17 . . . a|31.

Following observation 1, we have z|1 = z|2 = . . . = z|16 = z. Hence
PADx = PadGen(Kpwd,RV x, R

∼
Tx) = k|z≤k|z≤ . . . ≤k|z where z ≈ {0, . . . , F}

and PADx = PadGen (Kpwd,RV x, R
∼
Tx) ≈ {0000, FFFF}. Now given that

CCPwdM1 = ApwdM ∝ PAD1 and CCPwdL1 = ApwdL ∝ PAD2, the adver-
sary can determine ApwdL≤ApwdM with the probability of 2−2, where Apwd =
a|0a|1a|2a|3 . . . a|31, ApwdM = a|0a|1 . . . a|15 and ApwdL = a|16a|17 . . . a|31.

3 HLL Protocol

Huang, Lin and Li in [6] have presented another EPC- C1 G2 specification
complaint mutual authentication protocol with a different PadGen function and
successfully verified their protocol functionality in hardware. We refer to this
protocol by HLL.

In the PadGen function of the simple variant of HYCLT protocol and
Konidala et al. protocol the location of a fraction of the bits of secret pass-
words that are included in PADx are decided by a public parameter which is
under the adversary’s control. For example, in the simple variant of HYCLT
protocol, PAD1 is calculated as PAD1 = PadGen(Kpwd,RV 1, RT1), where the
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location of the extraction of 8 bits out of 16 bits are determined by RT1 which is
under the adversary’s control. The PadGen function proposed in HLL protocol
is computed based on a set of values, i.e., (RV x, RWx), which is calculated inside
the server or tags and they are not transmitted over the channel between the
reader and the tag. There are two variants of PadGen function in HLL protocol
based on XOR or MOD operation respectively. In this paper we consider the
variant based on XOR and the presented attack does not work for the proto-
col based on MOD. To calculate PAD1 and PAD2 values, given two random
number RTx and RMx that are generated by the tag and the server respec-
tively, at the first an intermediate parameter denoted by RTx⊕Mx is calculated
as RTx⊕Mx = RTx ∝ RMx = dRTx⊕Mx1dRTx⊕Mx2dRTx⊕Mx3dRTx⊕Mx4. This
parameter is used as an input for the PadGen function to calculate another
temporary value denoted by RWx as follows:

RWx = PadGen(APwd,RTx, RTx⊕Mx)

= a|dRTx1a|dRTx2a|dRTx3a|dRTx4←a|dRTx1+16a|dRTx2+16a|dRTx3+16a|dRTx4+16

←a|dRTx⊕Mx1a|dRTx⊕Mx2a|dRTx⊕Mx3a|dRTx⊕Mx4

←a|dRTx⊕Mx1+16a|dRTx⊕Mx2+16a|dRTx⊕Mx3+16a|dRTx⊕Mx4+16.

In addition, RTx and RMx are used as the input of PadGen function to
calculate a temporary value RV x as follows:

RV x = PadGen(APwd,RTx, RMx)

= a|dRTx1a|dRTx2a|dRTx3a|dRTx4←a|dRTx1+16a|dRTx2+16a|dRTx3+16a|dRTx4+16←
a|dRMx1a|dRMx2a|dRMx3a|dRMx4←a|dRMx1+16a|dRMx2+16a|dRMx3+16a|dRMx4+16

Given RW1 and RV 1, PAD1 function is calculated as follows:

PAD1 = PadGen(Kpwd,RV 1, RW1)

= k|dRV 11k|dRV 12k|dRV 13k|dRV 14←k|dRV 11+16k|dRV 12+16k|dRV 13+16k|dRV 14+16←
k|dRW11k|dRW12k|dRW13k|dRW14←k|dRW11+16k|dRW12

+ 16k|dRW13+16k|dRW14+16

To calculate PAD2, the protocol at the first calculates a new parameter
RV 1⊕W1 as RS1 = RV 1⊕W1 = RV 1 ∝ RW1. Given RS1 and RV 1, the value of
PAD2 is calculated as follows:

PAD2 = PadGen(Kpwd,RV 1, RS1)

= k|dRV 11k|dRV 12k|dRV 13k|dRV 14←k|dRV 11+16k|dRV 12+16k|dRV 13+16k|dRV 14+16←
k|dRS11k|dRS12k|dRS13k|dRS14←k|dRS11+16k|dRS12+16k|dRS13+16k|dRS14+16

A description of HLL protocol is provided in Fig. 2 which is described as
follows:
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R1.Re q

T13.EPC,R

1 1

M1 M2

M L

8.EPC, R ,R ,

CCPwd ,CCPwd

5. Retrieves Apwd and Kpwd 
from database according to EPC 
and generates RM1 and RM2.

6. Generates PAD using 
XOR or Mod scheme.
7. Computes CCPwdM1 and
CCPwdL1.

2 . Generates RT1.

Server Reader Tag

10. Verifies CCPwdM1 and 
CCPwdL1. If it fails, the 
protocol aborts.
11. Generates RT2.
12. Computes CCPwd M2

and CCPwdL2.

T14.EPC, R

1 1

M1 M2

M L

9.EPC, R , R ,

CCPwd ,CCPwd

2 2

T2

M L

13.EPC, R ,

CCPwd ,CCPwd

2 2

T2

M L

14.EPC, R ,

CCPwd ,CCPwd
15. Verifies CCPwdM2 and 
CCPwddL2.

16.EPC, Auth : Yes / No

Fig. 2. The Huang-Lin-Li mutual authentication protocol using XOR or MOD scheme.

1. The reader starts the protocol by sending ReqR to the tag.
2. On reception, the tag generates a random number RT1 and sends its EPC

with RT1 to the reader.
3. Once the reader receipt the message, forwards it to the server.
4. Upon receipt the message, the server :

– retrieves Apwd and Kpwd from database according to EPC;
– generates two random numbers RM1 and RM2;
– generates PAD using XOR or MOD scheme, where we concentrate on

XOR operation.
– computes CCPwdM1 = ApwdM ∝ PAD1 and CCPwdL1 = ApwdL ∝

PAD2;
– and sends EPC, RM1, RM2, CCPwdM1 and CCPwdL1 to the reader.

5. On receipt the message, the reader forwards the message to the tag.
6. Upon receipt the message, the tag verifies CCPwdM1 and CCPwdL1 . If the

equality does not exist, the protocol will stop. Otherwise it:
– generates another random number RT2;
– computes CCPwdM2 = ApwdM ∝ PAD3 and CCPwdL2 = ApwdL ∝

PAD4;
– and sends EPC,RT2, CCPwdM2 and CCPwdL2 to the reader.

7. The reader forwards the message to the server.
8. The server verifies CCPwdM2 and CCPwdL2 . In the case of equality, sends

EPC and Auth : Y es to the reader. Otherwise it sends EPC and Auth : No
to the reader.
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3.1 Security Analysis of the HLL Protocol

Passive Adversary

Observation 1: It can be seen that dRV 11 = dRW11 = a|dRT11a|dRT12

a|dRT13a|dRT14 and dRV 12 = dRW12 = a|dRT11+16a|dRT12+16a|dRT13+16a|dRT14+16.

Observation 2: Following Observation 1, k|dRV 11 = k|dRW11 , k|dRV 12 =
k|dRW12 , k|dRV 11+16 = k|dRW11+16 and k|dRV 12+16 = k|dRW12+16.

Following this observation PAD1 can be rewritten as follows:

PAD1 = k|dRV 11k|dRV 12k|dRV 13k|dRV 14←k|dRV 11+16k|dRV 12+16k|dRV 13+16k|dRV 14+16←
k|dRV 11k|dRV 12k|dRW13k|dRW14←k|dRV 11+16k|dRV 12+16k|dRW13+16k|dRW14+16.

Given that CCPwdM1 = ApwdM ∝ PAD1 and ApwdM = a|16a|17 . . . a|31, we
can extract the following equations:

(CCPwdM1)|0 ≤ (CCPwdM1)|8 = a|16 ≤ a|24
(CCPwdM1)|1 ≤ (CCPwdM1)|9 = a|17 ≤ a|25

(CCPwdM1)|4 ≤ (CCPwdM1)|12 = a|20 ≤ a|28
(CCPwdM1)|5 ≤ (CCPwdM1)|13 = a|21 ≤ a|29;

which can be used to recognize a target tag with the success probability of
1 − 2−4.

Observation 3: Following observation 1, one can state that dRS11 = dRS12 =
0 and RV 1⊕W1 = 00dRS13dRS14.

On the other hand:

PAD2 = k|dRV 11k|dRV 12k|dRV 13k|dRV 14←k|dRV 11+16k|dRV 12+16k|dRV 13+16k|dRV 14+16←
k|dRS11k|dRS12k|dRS13k|dRS14←k|dRS11+16k|dRS12+16k|dRS13+16k|dRS14+16

Hence, we can rewrite PAD2 as follows:

PAD2 = k|dRV 11k|dRV 12k|dRV 13k|dRV 14←k|dRV 11+16k|dRV 12+16k|dRV 13+16k|dRV 14+16←
k|0k|0k|dRS13k|dRS14←k|16k|16k|dRS13+16k|dRS14+16.

So, CCPwdL1 = xxxx≤xxxx≤(k|0∝a|8)(k|0∝a|9)xx≤(k|16∝a|12)(k|16∝a|13)xx,
which can be used to recognize a target tag with the success probability of 1−2−4.
This information also leaks 4 bits of secret passwords.

Observation 4: Comparing the details of PAD1 and PAD2 we can see that
hPAD11 = hPAD21 and hPAD12 = hPAD22. Now given that CCPwdM1 = ApwdM∝
PAD1 and CCPwdL1 = ApwdL ∝ PAD2, the adversary can use the 8-LSB of
CCPwdM1 ∝CCPwdL1 as a measure to trace the target tag, which is indepen-
dent of the nonces and only dependent on the ApwdL ∝ ApwdM and is static.
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More precisely (x denotes an unknown binary value):

PAD1 = hPAD11hPAD12hPAD13hPAD14

PAD2 = hPAD21hPAD22hPAD23hPAD24

CCPwdM1 = ApwdM ≤ PAD1

CCPwdL1 = ApwdL ≤ PAD2

PAD1 ≤ PAD2 = 0000←0000←xxxx←xxxx; (Observation 4)

ApwdL = a|0a|1 . . . a|15
ApwdM = a|16a|17 . . . a|31

CCPwdL1 ≤ CCPwdM1 = (a|0 ≤ a|16)(a|1 ≤ a|17)(a|2 ≤ a|18)(a|3 ≤ a|19)←
(a|4 ≤ a|20)(a|5 ≤ a|21)(a|6 ≤ a|22)(a|7 ≤ a|23)
←xxxx←xxxx.

Active Adversary. Assume that an active adversary intercepts the message
from the tag to the reader in step 3 and replaces RT1 by Ri

T1 = dRi
T11

≤dRi
T12

≤dRi
T13

≤dRi
T14

= i≤i≤i≤i, for 0 ⊕ i ⊕ 15. Then, one can state that dRi
V 11

= dRi
W11

= a|ia|ia|ia|i ≈ {0000, 1111} (base 2). In addition, we assume that k|0 ∝ k|15
= k|16 ∝ k|31 = 1. Now, given these assumptions and given CCPwdiM1

and
CCPwdjM1

, we can find out whether a|i = a|j as follows:

CCPwd
i
M1

⊕ CCPwd
j
M1

= ApwdM ⊕ PAD
i
1 ⊕ ApwdM ⊕ PAD

j
1

= PAD
i
1 ⊕ PAD

j
1

= (k|d
Ri

V 11
⊕ k|d

R
j
V 11

)(k|d
Ri

V 12
⊕ k|d

R
j
V 12

)(k|d
Ri

V 13
⊕ k|d

R
j
V 13

)(k|d
Ri

V 14
⊕ k|d

R
j
V 14

)‖

(k|d
Ri

V 11
+16 ⊕ k|d

R
j
V 11

+16)(k|d
Ri

V 12
+16 ⊕ k|d

R
j
V 12

+16)(k|d
Ri

V 13
+16 ⊕ k|d

R
j
V 13

+16)

(k|d
Ri

V 14
+16 ⊕ k|d

R
j
V 14

+16)‖(k|d
Ri

W11
⊕ k|d

R
j
W11

)(k|d
Ri

W12
⊕ k|d

R
j
W12

)(k|d
Ri

W13

⊕k|d
R

j
W13

)(k|d
Ri

W14
⊕ k|d

R
j
W14

)‖(k|d
Ri

W11
+16 ⊕ k|d

R
j
W11

+16)(k|d
Ri

W12
+16

⊕k|d
R

j
W12

+16)(k|d
Ri

W13
+16 ⊕ k|d

R
j
W13

+16)(k|d
Ri

W14
+16 ⊕ k|d

R
j
W14

+16).

Since, k|0 ∝ k|15 = 1 and dRi
V 11

≈ {0, 15} and dRj
V 11

≈ {0, 15} then (k|d
Ri

V 11
∝

k|d
R

j
V 11

) = 0 implies that a|i = a|j and vice versa. Hence the adversary can

fix j = 0 and varies i from 1 to 15 and verifies whether a|i = a|0. In this way
the adversary can determine all bits of ApwdL with the success probability of
1
2 . Following the same approach for (k|d

Ri
V 12

∝ k|d
R

j
V 12

) all bits of ApwdM can

be determined with the success probability of 1
2 . Hence an active adversary can

determine all 32 bits of Apwd with success probability of 2−4. On the other
hand, given Apwd, RTx and RMx the adversary can determine PAD1, PAD2,
RV 1, RW1 and RV 1⊕W1. Given this information, the adversary can also retrieve
Kpwd.
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4 Conclusion

In this paper we considered the security of two RFID mutual authentication pro-
tocols conforming to the EPC-C1 G2 standard. In these two protocols,
authors aimed to solve ISO 18000-6C protocol weaknesses by using a special
pad generation function named PadGen to mask tag’s Access password Apwd =
ApwdM≤ApwdL before the data is transmitted. We showed that an attacker can
obtain the Access and Kill passwords with high probability. We found that in
Huang et al. scheme the adversary can determine the Access password with the
probability of 2−2, and in Huang-Lin-Li scheme the passive adversary can trace
a target tag with the success probability of 1 − 2−4 and the active adversary
can determine all 32 bits of Access password with success probability of 2−4.
Given this information, the adversary can also retrieve Kpwd. By knowing Ac-
cess and Kill passwords the attacker can access the tag’s memory and can make
the target inoperative respectively.
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Abstract. In this paper we perform a comprehensive area, power, and
energy analysis of some of the most recently-developed lightweight block
ciphers and we compare them to the standard AES algorithm. We do this
for several different architectures of the considered block ciphers. Our
evaluation method consists of estimating the pre-layout power consump-
tion and the derived energy using Cadence Encounter RTL Compiler and
ModelSIM simulations. We show that the area is not always correlated
to the power and energy consumption, which is of importance for mobile
battery-fed devices. As a result, this paper can be used to make a choice
of architecture when the algorithm has already been fixed; or it can help
deciding which algorithm to choose based on energy and key/block length
requirements.

1 Introduction

In the past decade various proposals for “lightweight” symmetric ciphers have
been made. Among more carefully investigated ones are Clefia [20], HIGHT [21],
KATAN [4], mCrypton [22], and PRESENT [3]. This turned into a very active
area of research as evident by several algorithms proposed over the course of the
past two years, including KLEIN [18], LED [1], Piccolo [2] and PRINCE [16].
The dominant metric used in the majority of the proposals has been the number
of gate equivalence, or GE, needed for realizing the cipher in hardware. This
number is derived by dividing the silicon area used for a cipher with a given
standard-cell library by the area of a two-input NAND gate. Hence, the popular
gate equivalence count can be thought of as a normalized area measure. Even
though helpful, the metric does not answer all questions regarding lightweight
ciphers.

The purpose of the investigation at hand is to perform a comprehensive area,
power, and energy analysis of some of the most recently-developed lightweight
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block ciphers along with the well-known block ciphers, which can be helpful for
both the engineering and theoretical communities concerned with lightweight
cryptography. Given that lightweight algorithms are particularly interesting for
battery-powered or passive systems such as RFID tags, a valid energy prediction
is very desirable.

In the most recent work of Kerckhoff et al. [15], the area, power consumption,
throughput and energy of 6 block ciphers are evaluated. Conclusions are drawn
with respect to round unrolling, parallelism and pipelining. The paper at hand
covers 11 lightweight block cipher architectures (of 7 different lightweight block
ciphers) and 6 different AES architectures. The differences between the AES
architectures are not limited to round unrolling, parallelism and pipelining, but
are based on specific design choices. This gives a more fair comparison of the
standardized AES to recently-developed lightweight block ciphers.

Other related works in the past were focused mainly on other, more specific
aspects of low-cost applications. For instance, the work of Singelée et al. [14] fo-
cuses on the computation and communication energy budget of authentication
protocols for active RFID tags. Accordingly, they consider other cryptographic
primitives that can be used for authentication i.e. ECC-based protocols. On the
other hand, the AES algorithm as the main standard for encryption in the past
decade, has been already evaluated on the energy consumption in several previ-
ous studies [8,11,17]. In particular the work of Tilich et al. [17] examines several
different AES S-box implementations that are based on three different design
strategies. The results addressed the consequences of different design strategies
on critical path delay, silicon area, and power consumption.

All those works contributed to the better understanding of low-cost design
principles. As mentioned above, the requirements of extreme low-cost applica-
tions of today require more lightweight solutions as advocated by the new block
ciphers’ proposals. Our work extends those studies with an extensive suite of
recent lightweight symmetric schemes.

The paper is organized as follows. In Sect. 2, the considered block ciphers are
briefly revisited together with the specific architectures. Section 3 elaborates on
our analysis methodology. Finally, Sect. 4 presents and discusses the results and
Sect. 5 concludes the paper.

2 Background

In this section, we provide background information on the evaluated block
cipher architectures. The information is grouped according to similarities in the
architectures.

2.1 Parallel Implementation of Block Ciphers

We have implemented fully parallel versions of AES-128, CLEFIA-128,
PRESENT-80, LED-128, KLEIN-64, mCrypton-96 and PRINCE-128, where the
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Fig. 1. Folded (round-based) implementation of a generic block cipher
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Fig. 2. Folded (round-based) implementation of a generic block cipher – no key
schedule

number next to each cipher represents the key length chosen for the implemen-
tation. Among these, AES and CLEFIA are 128-bit block ciphers, whereas all
others are 64-bit. For a fair comparison, we have implemented the encryption-
only version of each cipher. All the implemented block ciphers share the same
structure. Any such block cipher can be implemented as shown in Fig. 1, where
the round function is instantiated only once. In this case, the initial input (upon
a start signal) of the round function is the sum of the input key and the plaintext
(i.e. the initial state). It is processed by the combinational round function and
the next state is generated. It is then stored in the state register, whose output
becomes the input to the round function in the next cycle. The iteration is as
many rounds as the cipher is defined for. Finally, the ciphertext can be taken
either from the state register output or some internal node of the round function
block. In some cases, a final whitening key may also be added onto the value
from the output node to generate the ciphertext (as in the case of PRINCE).
The datapath width inside the round function block is equal to the cipher block
size, i.e. 128 bits for AES and CLEFIA, 64 bits for all others, while the datapath
width of the key scheduling block depends on the selected key size. In the case
of LED, we use a fixed key (fixed means either the original input key, or a func-
tion of it). Figure 2 illustrates the no key-update case for such a round-based
implementation.

This is basically the design strategy we used in all our parallel implemen-
tations. In order to keep the round numbers minimum, we got the ciphertext
from internal nodes inside the round function instead of the outputs of the state
registers. This way, it was ensured that the cipher could be run in maximal
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throughput, that is the distance between two consecutive starts is equal to the
number of rounds.

We furthermore implemented parallel versions of AES in various flavors.
Mainly, we focused on the S-box, which is the most area consuming unit in-
side the AES algorithm. The first implementation (AES lut 128) uses lookup-
table based S-boxes. The second version implements the S-box in the composite
field GF ((24)2) (AES 4 2 128), and the third version in the composite field
GF (((22)2)2) (AES 2 2 2 128), both as explained in [5]. We have also observed
that the isomorphic transform matrices used for composite implementations are
very area-consuming due to the high number of 1’s inside, that correspond to
XOR gates in hardware. In order to reduce these number of 1’s, it is possible
to use other isomorphic matrices, that are affine equivalent to the original ma-
trices. Of course, this requires that the corresponding affine and inverse affine
transformations have to be applied to the plaintext and ciphertext, respectively.
Similarly, the key scheduling has to be also carried on the affine equivalent “do-
main”. Depending on the choice of the affine transformation, it is possible to
reduce the area or the power consumption or both of the overall design. We
chose transforms that would minimize the power consumption, and have imple-
mented two more flavors of AES, namely affine-transformed in the composite
field GF ((24)2) (AES iso 4 2 128), and affine-transformed in the composite field
GF (((22)2)2) (AES iso 2 2 2 128).

2.2 Unfolded Implementation of PRINCE

Since PRINCE is originally designed for unfolded implementation, i.e. all round
functions are realized within a single cycle without need for a state register, we
have also added an unfolded version of PRINCE. It is basically a realization of
PRINCE with all 12 rounds unfolded. In our unfolded implementation strategy,
the key is added to the input plaintext to generate the initial state followed by
various numbers of identical rounds in order to update the state. This is shown
in Fig. 3 for the unfolded version of a generic three-round block cipher. However,
as PRINCE uses a fixed key, we actually implement the no key-update version
of this implementation. Figure 4 illustrates this case.

round 
functionptext

key sch 
roundkey

round 
function

key sch 
round

round 
function

key sch 
round

round -1 round -2 round -3init

ctext

Fig. 3. Unfolded implementation of a generic 3-round block cipher
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Fig. 4. Unfolded implementation of a generic 3-round block cipher – no key schedule

2.3 Implementation of KATAN

KATAN is a block cipher that belongs to a family of small and efficient hardware-
oriented block ciphers. KATAN ciphers include KATAN32, KATAN48, and
KATAN64. All three ciphers use 80-bit keys and have a different block size
(KATANn has an n-bit block size). All three block ciphers are highly com-
pact,with the one having the smallest block size resulting in the smallest circuit
area of only 801 GEs.

In KATAN, the plaintext is loaded in two registers. In each round, several
bits are taken from the registers and entered in two nonlinear Boolean functions.
The output of the Boolean functions is loaded to the least significant bits of the
registers (after they are shifted). This is done in an invertible manner. To ensure
sufficient mixing, 254 rounds of the cipher are executed. A round counting LFSR
is used instead of a counter, for counting the rounds to stop the encryption after
254 rounds, and to introduce more diffusion as well. As there are 254 rounds,
an 8-bit LFSR with a sparse feedback polynomial can be used. The LFSR is
initialized with some state, and the cipher has to stop running the moment the
LFSR arrives to the predetermined state. The key schedule of the KATAN cipher
loads the 80-bit key into another LFSR (the least significant bit of the key is
loaded to position 0 of the LFSR). In each round, positions 79 and 78 of the
LFSR are generated as the round’s subkey, and the LFSR is clocked twice [4].

2.4 Compact Implementation of AES

The compact AES core, as described by Moradi et al. [12] (AES small core),
is byte-based. It uses only one S-box, which is implemented using composite
field arithmetic in GF (((22)2)2) [5]. Note that Moradi et al. suggest to use scan-
flip-flops, while we follow the conventional tool flow that does not introduce a
scan-flip-flop for the combination of a multiplexer and a flip-flop. We also did
not make an effort in reducing the area of the control logic, which results in an
area (reported in Table 1) that is larger than the area reported by Moradi et al.

3 Analysis Strategy

3.1 Architectural Decisions

In order to perform a fair comparison, we make the following architectural
decisions:
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– All inputs and outputs of the cipher are buffered through a flip-flop.
– We consider encryption-only architectures. This is justified by the fact that

the most popular modes of operation do not need decryption [24].

3.2 Evaluation of Design Parameters

The area reports are generated after hierarchical synthesis in Cadence Encounter
RTL Compiler using UMC 130 nm low-leakage Faraday technology library. The
area numbers in the tables are given in terms of two-input NAND gate equiva-
lents (GEs).

Each module is first synthesized for the best power. We used Cadence
Encounter RTL Compiler in this step. The implementations have been syn-
thesized in UMC 130 nm low-leakage Faraday technology library. The generated
netlists are then used to simulate the actual module with 100 random keys to-
gether with 10 random plaintexts per key to get the best statistics. From these
simulations, SAIF files are generated, which also contain the toggle counts. All
simulations are performed using Modelsim. In the last step, the SAIF files are
sent back to the synthesis tool together with the netlist from the initial synthesis
to run power analysis.

4 Results

In this section, we list the generated design properties for the different architec-
tures. Further, we detect anomalies based on the fact that we expect the dynamic
power consumption to be larger for designs with a larger area. The anomalies
represent architectures of which (some) gates contribute less to the static and/or
dynamic power consumption than the gates of other architectures. This is mainly
related to the number of transistors that are conducting (for the static power
consumption) and the number of nodes that switch (for the dynamic power con-
sumption). The energy per bit is calculated by dividing the total power by the
clock frequency and then multiplying by the cycle count, followed by dividing
by the block length.

Table 1. Performance and energy numbers of various AES realizations all using 128-bit
block lengths.

Cipher architectureBlock EncryptionFrequencyArea Static DynamicEnergy Energy
length time (KHz) (GEs)powerpower per bit (nJ)

(# cycles) (µW) (µW) (pJ/bit)

AES small core 128 211 100 3685 6.25 11.31 289.47 37.05
AES 2 2 2 128 128 10 100 12405 24.46 210.15 183.29 23.46
AES 4 2 128 128 10 100 11453 21.37 135.26 122.37 15.66
AES iso 2 2 2 128 128 10 100 15442 30.41 52.85 65.05 8.33
AES iso 4 2 128 128 10 100 13052 25.19 37.06 48.63 6.23
AES lut 128 128 10 100 19591 30.81 96.11 99.16 12.69
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Table 2. Performance and energy numbers of lightweight block ciphers
implementations.

Cipher Block/Key Encryption Frequency Area Static Dynamic Energy Energy

architecture length time (KHz) (GEs) power power per bit (nJ)

(# cycles) (µW) (µW) (pJ/bit)

CLEFIA 128/128 18 100 6941 13.24 37.09 70.78 9.06

KLEIN parallel 64/64 12 100 2760 4.88 2.18 13.24 0.85

KLEIN serial 64/64 98 100 1432 2.56 1.48 61.86 3.96

LED 64/128 48 100 3194 5.62 2.34 59.70 3.82

mCrypton 64/96 13 100 3197 5.80 2.50 16.86 1.08

PRESENT 64/80 31 100 2195 3.75 1.14 23.69 3.82

PRINCE folded 64/128 12 100 2953 5.75 2.80 16.03 1.03

PRINCE unfolded 64/128 1 100 39938 16.13 120.20 21.30 1.36

Katan 32 32/80 254 100 801 1.52 0.43 154.78 4.94

Katan 48 48/80 254 100 925 1.71 0.49 116.42 5.60

Katan 64 64/80 254 100 1048 1.94 0.56 99.22 6.34

A comparison of the AES architectures in Table 1 shows that AES small core
consumes less area and power than the other 5 parallel cores, as expected. How-
ever, because of the large number of required cycles to perform the computation,
the energy consumption is higher than the parallel architectures. The parallel
architectures only differ in the way the S-box was implemented. The table shows
that the architectural differences in the S-boxes cause significant differences in
area, power and energy. The reason for some architectures to have a larger dy-
namic power consumption compared to others while they have a smaller area is
probably caused by the fact that these architectures give rise to more internal
glitches. The reason for some architectures to have a larger static power con-
sumption compared to others while they have a smaller area is probably caused
by the fact that parts of the architecture are not being used all the time during
the computation.

KLEIN parallel in Table 2 is a round-wise implementation which processes 1
round of KLEIN-64 in one clock cycle. However, KLEIN serial in the same table
is a byte serialized implementation of the same version of KLEIN. Since some
of the resources are re-used in the serial implementation, the dynamic power is
decreased by half. However, this has a negative effect on the number of rounds
that need to be run and therefore we can see the serialized approach is not energy
efficient. In the KATAN designs, the block size changes while the key size is the
same. Therefore a slight change in area and also in static power consumption is
observed in Table 2. But the dynamic power is quite low due to the simplistic
round operations included in KATAN. When comparing LED and CLEFIA,
both with block length 128, it is noticeable that the area ratio is much smaller
than the power consumption ratio, in favor of LED. The reason is that LED is
based on a fixed key and a simpler round computation compared to CLEFIA.
The energy comparison also turns out in favor of LED. In the same way, the
round function of PRESENT is much simpler in terms of logic depth compared
to mCrypton, resulting in a similar trend. The energy comparison turns out in
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favor of mCrypton though. This is due to the fact that PRESENT needs more
cycles. The reason that the unfolded version of PRINCE is only 13 times larger
than the folded version but consumes 60 times more power is because of the fact
that the unfolded version does not contain any registers. A comparison of the
energy consumption also turns out in favor of the folded version.

Note that all the implementations of the ciphers and architectures listed in
Tables 1 and 2 are re-implemented from the references.

5 Conclusions and Future Work

In this paper, we evaluated the area, power consumption, and energy of 11 light-
weight block cipher architectures (parallel, serial, and unfolded implementations)
and 6 AES architectures (1 byte-based core and 5 parallel cores). We discussed
the differences in dynamic power consumption in relation to the area. The results
show that the parallel AES core with LUT-based S-boxes is the largest in terms
of GEs, but consumes the least dynamic power of all parallel cores. For the other
ciphers, the comparison between parallel and serialized versions depends on the
algorithm, namely on the complexity of the round function.

It is evident from the results presented in this paper, dynamic power con-
sumption plays an important role on the energy/power consumption of cryp-
tographic chips. Although in this work, industrial tools are used to generate
dynamic power consumption results, one can also investigate the HDL imple-
mentation of a cipher and estimate the dynamic power consumption through
measuring the toggle activity. The basic idea is to measure the total number of
bit toggles, i.e., bit flips, that happen during the encryption of a single block
of a given algorithm. This metric can be in particular helpful when considering
energy. The energy consumption in CMOS circuits is dominated by the dynamic
power dissipation. This is directly proportional to the number of bit toggles and
hence provides a good prediction for the energy consumption of a cipher. As
future work, we will investigate the relation between the number of toggles from
an HDL implementation and power reports from synthesis. We believe coming
up with a high-level method to estimate power consumption of a cryptographic
chip is very important and we will argue this in our future work as well.
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Abstract. We present an implementation of U-Quark, the lightest
instance of the Quark family of hash functions, which is optimized for
throughput. The throughput is increased by converting the Feedback
Shift Registers (FSRs) of Quarks permutation block from the original
Fibonacci configuration to the Galois configuration. In this way, the com-
plex feedback functions of the FSRs are decomposed into several simpler
feedback functions. As a result, the throughput of U-Quark is increased
by 34 % on average without any area penalty. The power consumption
of the hash function also improves by 19 %.

1 Introduction

The Quark family of cryptographic hash functions [1] is based on a sponge con-
struction, an architecture that minimizes memory requirements and targets the
implementation of cryptographic algorithms in highly-constrained environments
such as RFID systems [2]. As a sponge construction, Quark can be used for
message authentication, stream encryption or authenticated encryption.

The permutation block of Quark is based on shift registers and is inspired
by two low-weight ciphers: the stream cipher Grain [3–5] and the block cipher
KATAN [6].

Three Quark instances have been proposed [1]: U-Quark, which is the smallest
design and provides at least 64-bit security against crypto-attacks such as colli-
sions, multicollisions, distinguishers, etc.; D-Quark, which is the second lightest
instance of Quark and provides at least 80-bit security against the same attacks;
S-Quark, which is the heaviest instance and provides at least 112-bits security
against the attacks. For all three instances, the level of security against pre-image
attacks is double compared to the other attacks (i.e. it is 128 bits for U-Quark,
160 bits for D-Quark and 224 bits for S-Quark).

In this work we optimize the implementation of Quark in terms of through-
put. To do so, we modify Quark’s permutation block without changing its func-
tionality (and thus also without losing any of its security properties). We trans-
form the Non-Linear Feedback Shift Registers (NLFSRs) of the permutation
block, originally given in Fibonacci configuration, into Galois NLFSRs. Fibonacci
NLFSRs have feedback only on the input state bit while Galois NLFSRs have
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several simpler feedbacks on different state bits: the latter are therefore nor-
mally characterized by better throughput. A Fibonacci-to-Galois transformation
for NLFSRs was described in [7]. Here we extend this original transformation so
that it allows dealing with external inputs, multiple outputs and parallel loading,
all features that are needed for U-Quark. Due to the characteristics of U-Quark,
we also need to modify the structure of the hash function for the transformation
to be successful. This modification does not modify the functionality of the hash
function but introduces a 9 cycles latency for the generation of the hash in case
the initial state of the hash function is not fixed and can change from run to
run.

We limit our analysis and our experiments to U-Quark. However, since all
three Quark instances have the same hardware structure, the presented technique
can be applied also to D-Quark and S-Quark.

The hash function throughput is increased by 34 %, without any area over-
head, while its power consumption is also reduced by 19 %.

2 The Quark Hash Function

2.1 General Structure

The operation of a sponge construction is shown in Fig. 1.
A sponge construction is characterized by different parameters: the output

length n, the rate (or block size) r and the capacity c [1,2].
The size of the internal state of a sponge construction is given by the width

b = r + c. The state bits are denoted as:
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Fig. 2. Quark’s permutation block

A sponge construction goes through three phases:

– Initialization: The initial state of the hash function is set to a fixed value,
which is specific for every Quark instance; the message is padded by append-
ing a ‘1’ bit followed by the minimal number of ‘0’ bits, so that the length of
the message is a multiple of r.

– Absorbing phase: One r-bit message block is XORed with the last r bits of
the state (sb−r, ..., sb−1). Then, a permutation P is applied to all the state
bits. The process is repeated until all message bits have all been “absorbed”.

– Squeezing phase: the last r bits sb−r, ..., sb−1 of the state are returned as
output, then the permutation P is applied, and the process is repeated until
n bits have been “squeezed out”.

All instances of Quark are parametrized by different values of n, r and c. For all
instances of Quark, n is constrained to be equal to b = c + r.

The sponge construction can be implemented serially, with a single permu-
tation block. In alternative, to increase throughput, it can be parallelized by
introducing more than one permutation block. This last solution is not taken
into account in this work.

2.2 Permutation

Quark’s permutation block is inspired by Grain [3–5] and KATAN [6]. Its struc-
ture is shown in Fig. 2.

The permutation block contains two b/2 = m NLFSRs, called X-NLFSR and
Y-NLFSR, whose state bits are respectively denoted as:

x0, x1, ..., xm−1

and
y0, y1, ..., ym−1

It also contains a k = ≤log2 (4b)≈ LFSR, called L-LFSR, whose state bits are
denoted as:

l0, l1, ..., lk−1

Thus, the permutation block contains b + k state bits split between the three
feedback shift registers. These should not be confused with the b state bits
s0, s1, ..., sb−1 of Quark described in Sect. 2.1.
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A permutation P takes 4b cycles to complete. The permutation is split be-
tween three phases (not to be confused with the sponge construction phases
described in Sect. 2.1):

– Initialization: The X-NLFSR is initialized with the b/2 lowest-grade state bits
of Quark (x0 = s0, ..., xm−1 = sm−1). The Y-NLFSR is initialized with the
b/2 second lowest-grade state bits (y0 = sm, ..., ym−1 = s2m−1). The L-LFSR
is initialized with all ones (l0 = 1, ..., lk−1 = 1).

– State Update: The permutation block is clocked for 4b cycles. For the X-
NLFSR, elements xi are updated to xi+1 for 0 ∝ i < m− 1; xm−1 is updated
to f(x, y) ⊕ h(x, y, l). For the Y-NLFSR, elements yi are updated to yi+1 for
0 ∝ i < m − 1; ym−1 is updated to g(y) ⊕ h(x, y, l). For the L-LFSR, li is
updated to li+1 for 0 ∝ i < k − 1; lk−1 is updated to d(l). The functions
f(x, y), g(y), d(l) and h(x, y, l) vary between the three Quark instances. U-
Quark’s functions are reported in Sect. 2.3.

– Output Write-Back : The updated state bits of Quark are read from the X-
NLFSR and the Y-NLFSR. The b/2 lowest-grade state bits are read from the
X-NLFSR (s0 = x0, ..., sm−1 = xm−1). The b/2 second lowest-grade state bits
are read from the Y-NLFSR (sm = y0, ..., s2m−1 = ym−1).

2.3 U-Quark

For U-Quark, r = 8, c = 128 and n = b = 136. The LFSR contains k =
≤log2 (4b)≈ = 10 state bits. The functions f(x, y), g(y), d(l) and h(x, y, l) are
respectively equal to:

g(y) = y0 ⊕ y7 ⊕ y16 ⊕ y20 ⊕ y30 ⊕ y35 ⊕ y37 ⊕ y42 ⊕ y51 ⊕
y54 ⊕ y49 ⊕ y58y54 ⊕ y37y35 ⊕ y15y7 ⊕ y54y51y42 ⊕
y35y30y20 ⊕ y58y42y30y7 ⊕ y54y51y37y35 ⊕ y58y54y20y15 ⊕
y58y54y51y42y37 ⊕ y35y30y20y15y7 ⊕ y51y42y37y35y30y20

f(x, y) = y0 ⊕ x0 ⊕ x9 ⊕ x14 ⊕ x21 ⊕ x28 ⊕ x33 ⊕ x37 ⊕
x45 ⊕ x52 ⊕ x55 ⊕ x50 ⊕ x59x55 ⊕ x37x33 ⊕ x15x9 ⊕
x55x52x45 ⊕ x33x28x21 ⊕ x59x45x28x9 ⊕ x55x52x37x33 ⊕
x59x55x21x15 ⊕ x59x55x52x45x37 ⊕ x33x28x21x15x9 ⊕
x52x45x37x33x28x21

h(x, y, l) = l0 ⊕ x1 ⊕ y2 ⊕ x4 ⊕ y10 ⊕ x25 ⊕ x31 ⊕ y43 ⊕ x56 ⊕
y59 ⊕ y3x55 ⊕ x46x55 ⊕ x55y59 ⊕ y3x25x46 ⊕ y3x46x55 ⊕
y3x46y59 ⊕ l0x25x46y59 ⊕ l0x25

d(l) = l0 ⊕ l3
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3 Intuitive Idea

To improve the throughput of Quark’s hash function, we need to identify the
location of the critical path in the synthesized design, i.e. the longest combina-
tional propagation delay which determines the throughput of the system.

The longest combinational delays in U-Quark are all located within the NLF-
SRs in the permutation block, i.e. they are all paths starting from a flip-flop in
the Y-NLFSR or the X-NLFSR, passing through the f(x, y), the g(y) and the
h(x, y, l) functions and ending on a flip-flop of the X-NLFSR or the Y-NLFSR.
If these paths can be made faster, Quark’s performances will improve.

To speed up the paths, in Sect. 5 we transform the Fibonacci NLFSRs of
the hash function into Galois NLFSRs, while at the same time transforming
the h(x, y, l) function so that it has lower propagation delays compared to the
original function. We use an extended version of the Fibonacci-to-Galois FSR
transformation proposed in [8], which also supports external input signals, multi-
ple outputs and efficient parallel loading. We also modify the structure of Quark
(without any functional modification) due to the impossibility of retrieving the
highest-grade bits of the Y register in the Galois hash function. This transfor-
mation adds a 9 cycles overhead in the number of cycles required to calculate
the hash in case the initial state is not fixed and can change from run to run,
but does not modify the functionality of the system and thus does not have any
effect on its security properties.

4 NLFSR Preliminaries

In this paper we define as Feedback Shift Register (FSR) a register composed
of a sequence of n state bits xi (note that the notation used in this section has
no relation with the notation used in Sect. 2) that has certain properties. The
next value fi of every state bit in the FSR is calculated as a function of the
current FSR state (the sequence of all xi) and, possibly, some external inputs
yi. Functions fi are said to be update functions.

4.1 Fibonacci and Galois FSRs

FSRs can be categorized into Fibonacci FSRs and Galois FSRs.
In a Fibonacci FSR, all update functions have the form fi = xi−1 except the

first, for which fn−1 = g(x, y):

fn−1 = g(x, y)
fn−2 = xn−1

...

f1 = x2

f0 = x1
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Fig. 3. (A) A Fibonacci FSR; (B) A Galois FSR
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B

Fig. 4. (A) LFSR; (B) NLFSR

In a Galois FSR the update functions are in the form:

fn−1 = gn−1(x, y)
fn−2 = xn−1 + gn−2(x, y)
...

f1 = x1

f0 = x0

Example Fibonacci and Galois FSRs are shown in Fig. 3. Fibonacci FSRs are
thus special cases of Galois FSRs.

4.2 LFSRs and NLFSRs

FSRs can be categorized into Linear FSRs (LFSRs) and Non-Linear FSRs (NLF-
SRs) [9].

In a linear FSR, all update functions are sums (XORs) of the state bits and
the external input bits.

In a Non-Linear Feedback Shift Registers (NLFSRs), the update functions
are sums of product terms, with the product terms being products (ANDs) of
state bits and external input bits.

Example LFSRs and NLFSRs are shown in Fig. 4.
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4.3 Equivalent FSRs

Two FSRs are said to be equivalent if the sequence of all their output bits are
always identical [7]. Often the only output bit of an FSR is bit x0, i.e. the last
bit in the FSR chain. However, when FSRs are used in cryptographic systems
such as stream ciphers or hash functions, often many of their state bits are used
as output bits, i.e. inputs for external functions.

5 NLFSRs Transformation

A Galois FSR has usually better timing compared to an equivalent Fibonacci
FSR, due to the fact that it has several simple update functions instead of a
single, complex one [7,8,10].

There exist standard and well-known techniques to transform a Fibonacci
LFSR into an equivalent Galois LFSR [7]. A transformation for NLFSRs has
been proposed in [7].

5.1 Transformation Overview

The transformation in [7] considers only FSRs in which the output corresponds
to the last state bit x0 only.

The transformation in [7] consists in “moving” a set of product terms P from
any update function fi to any update function fj with j < i. The transformation
is restricted to product terms containing only variables xi and no external inputs
yi. When moving a product term, the indexes of each variable xk in each product
term in P is changed to xk−i+j . The transformation can be applied multiple
times, i.e. it is possible to move some product terms from update function fi to
update function fj and then move some other products from update function fi
to update function fk.

To guarantee the equivalence of a Fibonacci NLFSR to a Galois NLFSR, it
is sufficient that no product term is shifted to an update function of grade lower
than the minimum terminal bit τmin, which is calculated as:

τmin = max
pi∼PT

(max index (pi) − min index (pi))

where PT is the set of all product terms; min index(pi) and max index(pi)
denote respectively the minimum and maximum index of the variables xk in
product term pi.

Note that an “implicit” constraint when moving the products is that no
product term pi can be moved to an update function of grade lower than n−1−
min index(pi) (which would result into at least one variable having a negative
index).

Proof of equivalence between the Fibonacci and the Galois FSRs can be found
in [7].

Figure 5 shows a Fibonacci FSR and an equivalent Galois FSR in which one
product term has been moved.
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SAME OUTPUT STREAM

Fig. 5. (A) Original Fibonacci NLFSR; (B) Galois NLFSR

5.2 Multiple Outputs

If an FSR has multiple outputs, i.e. some of its internal state bits except the last
are used as inputs for some external functions, then the transformation proposed
in [7] cannot guarantee the equivalence between the original and the transformed
FSRs.

However, we note that the equivalence can be guaranteed as long as no prod-
uct term is moved to an update function having grade higher than Mo, where
Mo denotes the grade of the highest-grade state bit xMo used as an input for
an external block. In other words, the lowest-grade non-trivial update function
must have a higher grade than that of the highest-grade state bit which is an
output of the FSR.

Figure 6 shows a correct and an incorrect Fibonacci-to-Galois transformation.

5.3 Moving External Inputs

If an FSR receives as input some external bits yi which are part of another FSR
composed of a cascade of flip-flops, then we note that it is possible to move
product terms containing a combination of x and y bits from update function
i to update function j if, at the same time as the indexes of the x terms are
modified, the indexes of the yi bits are also decreased from yi to yi−j .

Figure 7 shows how a product term containing an input coming from an
external FSR can be moved.

5.4 Parallel Loading

For the original and the transformed FSRs to be equivalent (having the same
output stream), care must be taken to how the FSRs are loaded. If the FSRs
are loaded serially, then no modification is needed. If the FSRs are loaded in
parallel, then it is necessary to modify the initial value that is loaded in the
Galois FSR (the initial values of the Fibonacci and Galois FSRs must be different
for the output streams to be identical). This solution was described in [11]. The
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Fig. 6. (A) Original Fibonacci FSR; (B) Incorrectly transformed FSR (a non-trivial
update function is righter than where the first output bit is taken); (C) Correctly
transformed FSR (the last non-trivial output function is lefter than where the first
output bit is taken)

computation is well-suited for fixed initialization values but is too costly in terms
of hardware to do on-the-fly for values that are unknown before run time.

We here note that it is possible to modify the structure of the Galois FSR
so that it can be loaded in parallel with the same value of the Fibonacci FSR,
while preserving the equivalence between the FSRs. The Fibonacci FSR and the
Galois FSR are loaded in parallel with the same value, but the update functions
of the Galois FSR are “turned on” one by one: in the first cycle, all update
functions except the highest-graded are forced to be trivial, in the second all
update function except the first two are forced to be trivial, and so on until all
update functions are turned on. The outputs of the two FSRs are then identical.

An example Fibonacci FSR and an equivalent parallel-loading Galois FSR are
shown in Fig. 8. The enable signals for the update functions are indicated in red.
The two FSRs are loaded with the same initial value. The update functions of
the Galois FSR are turned on one by one. The outputs of the FSRs are identical
as long as the transformation satisfies the other constraints given in this section.

5.5 Design Space Exploration

More than one Galois NLFSR equivalent to a given Fibonacci NLFSR can in
general be obtained. In general, the performances will vary between the different
solutions because some will have longer feedback functions while others will have
shorter ones. To explore the design space and find the best solution in terms of
throughput, we used a modified version of the heuristic algorithm developed
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Fig. 7. FSR with external inputs: (A) Original Fibonacci FSR; (B) Transformed FSR

in [12]. The algorithm takes as input a Fibonacci FSR and a list of allowed
update functions, i.e. update functions where the products can be placed. In
output, the algorithm generates an efficient (high-throughput) Galois FSR. The
algorithm was modified so that it supports shifting external signals along with
internal ones.

The algorithm tries to place the product terms into the update functions in
an efficient way, trying to minimize a cost function, which is an approximation
of the critical path of the system.

6 U-Quark’s Transformation

6.1 Structural Modification

The operation of U-Quark can be described as follows: the permutation block
is initialized with the initial value and runs continuously. A counter counts con-
tinuously from 0 to 543 and then loops back to 0. When the counter value is 0
the L-LFSR state bits are resetted at the all-ones state. If the hash function is
in the absorbing phase, the update functions g67, ..., g60 of the Y-NLFSR state
bits y67, ..., y60 are substituted with the update functions g∗

67, ..., g
∗
60, where the

functions g∗
67, ..., g

∗
60 are obtained by XORing the values of g67, ..., g60 with the

next 8 message bits. The outputs are taken from the update functions g67, ..., g60
when the value of the counter is 0 and the message bits are finished (during the
squeezing phase).

We will show that the functions on which U-Quark’s Y-NLFSR product terms
can be moved have grade between 67 and 59 and preliminarily we decide to use
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non-trivial update functions become active at cycles 1 and 3 respectively

all of the available feedback functions for product placements. This means that
the lowest-grade non-trivial feedback function of the Y-NLFSR will be g59 and
the original values of g67, ..., g60 are not available due to the considerations in
Sect. 5 (only the state bits having grade lower than 59 match in the original and
the transformed FSRs). However we observe that the values of g67, ..., g60 appear
on the values g58, ..., g51 with a 9-cycle delay.

If the initialization value is programmable and can change from run to run,
we transform U-Quark into the structure of Fig. 9: the hash function is initialized
with the same value as for the original hash and then the system is clocked for
9 cycles turning on the feedback functions one-by-one, as discussed in Sect. 5.
During the absorbing phase, when the counter value is 9, the update functions
g58, ..., g51 of the Y-NLFSR state bits y58, ..., y51 are substituted with the update
functions g∗

58, ..., g
∗
51, where the functions g∗

58, ..., g
∗
51 are obtained by XORing the

values of g58, ..., g51 with the next 8 message bits. During the squeezing phase,
the outputs are taken from the update functions g58, ..., g51 when the value of
the counter is 9. The L-LFSR is reset to the all-ones state when the value of the
counter is 0.



124 S. S. Mansouri and E. Dubrova

msg bits
available

Permutation
block

g
67

:g
60*

*

clk67 60
update

functions

g :g

msg bits
finished

clk

msg bits
available

Permutation
block

clk
msg bits
finished

clk

output bits

message
cnt=0

original system

counter

output bits

message

update
functions

g :g58 51

*
*

g:
g

85
15

cnt=9

transformed system

counter
0−543 0−543
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If the initialization value is fixed and does not change, as is usually the case
with low-weight hash functions, then we load the hash function with the initial
value, load the L-LFSR with all ones, and run U-Quark offline (in a simulator)
for 9 cycles, turning on the feedback functions one by one. The state of the
permutation block after the 9th cycle is stored as the initial value into the hash
function. The absorption of the new message bits and the squeezing of the digest
bits happen both on g58, ..., g51 when the value of the counter is 0. This solution
allows skipping the overhead of the block necessary to turn on the feedback
functions one by one and the 9-cycles latency, since the cipher is clocked offline,
in a simulator, for the first 9 cycles.

6.2 Updated X-NLFSR

For the X-NLFSR in U-Quark, the product term with the maximal difference
in variable indexes is x9x28x45x59, i.e. τmin = 50. Product terms cannot be
allocated to feedback functions xi of grade i < 56 because bit x56 is used as an
input in function h(x, y, l). We decide to reserve the first three feedback functions
for h(x, y, l). Therefore, except for the product term x0, which cannot be moved,
we allocate all other product terms to feedback functions xi of grade i ∝ 64.

The following Galois NLFSR is obtained by the algorithm developed in [12]
and described in Sect. 5.5 (for the values of h67, h66 and h65 see Sect. 6.4):

f67 = x0 ⊕ y0 ⊕ h67

f66 = x67 ⊕ h66

f65 = x66 ⊕ h65

f64 = x65 ⊕ x30x34 ⊕ x49 ⊕ x34 ⊕ x42 ⊕ x47

f63 = x64 ⊕ x51 ⊕ x55x51x17x11 ⊕ x17

f62 = x63 ⊕ x47x40x32x27x23x16
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f61 = x62 ⊕ x53x49x46x39x31

f60 = x61 ⊕ x30x26x45x48 ⊕ x38x45x48 ⊕ x2

f59 = x60 ⊕ x1x20x37x51 ⊕ x6 ⊕ x1x7

f58 = x59

f57 = x58 ⊕ x23x18x11 ⊕ x49x45

f56 = x57 ⊕ x22

6.3 Updated Y-NLFSR

For the Y-NLFSR, the product term with the maximal difference in variable
indexes is y7y30y42y58, i.e. τmin = 51. Product terms cannot be allocated to
feedback functions yi of grade i < 59 because bit y59 is used as a input in
function h(x, y, l). We decide to reserve the first three feedback functions for
h(x, y, l). Therefore, we allocate all other product terms to feedback functions
xi of grade i ∝ 64.

The following Galois NLFSR is obtained by the algorithm developed in [12]
and described in Sect. 5.5 (for the values of h67, h66 and h65 see Sect. 6.4):

g67 = y0 ⊕ h67

g66 = y67 ⊕ h66

g65 = y66 ⊕ h65

g64 = y65 ⊕ y27 ⊕ y32 ⊕ y34 ⊕ y39 ⊕ y48 ⊕ y51

g63 = y64 ⊕ y47y38y33y31y26y16 ⊕ y50y47y33y31

g62 = y63 ⊕ y2 ⊕ y11 ⊕ y53y49 ⊕ y32y30 ⊕ y10y2

g61 = y62 ⊕ y48y45y36 ⊕ y29y24y14 ⊕ y52y36y24y1

g60 = y61 ⊕ y51y47y13y8 ⊕ y51y47y44y35y30 ⊕ y28y23y13y8y0

g59 = y60 ⊕ y41 ⊕ y50y46y43y34y29 ⊕ y12

6.4 Updated h Function

We define the h(x, y, l) function as h67 because it is fed to state bits x67 and y67
of the two NLFSRs. The hx,y,l function is split into the three functions h67, h66

and h65:

h67(x, y, l) = l0 ⊕ x1 ⊕ y2 ⊕ y3x55 ⊕ l0x25x46y59 ⊕ l0x25

h66(x, y) = y2x45x54 ⊕ y2x44y58 ⊕ y2x21x45 ⊕ x3 ⊕ y58

h65(x, y) = x44x53 ⊕ x53y57 ⊕ y8 ⊕ x23 ⊕ x29 ⊕ y41 ⊕ x54

7 Implementation Results

Table 1 reports the maximal operating frequency of U-Quark after applying the
transformation described in Sect. 6, as well as area and power figures. The im-
provements over the original hash function are also reported.
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Table 1. Implementation results

Frequency (GHz) Area (µm2) Power (µW)

Original 1.86 4956 14.8
Optimized 2.50 5029 12.0
Improvement 34 % 0% 19 %

Results were obtained by designing the hash functions at Register Transfer
Level (RTL) in Verilog, and then synthesizing the code for best performances
using Cadence RTL Compiler for the TSMC 90 nm ASIC technology. Power re-
sults were obtained by running gate-level simulation on the obtained netlist,
using random test vectors and a 1 MHz operating frequency, and using the ob-
tained toggle values to estimate the power consumption through the synthesis
tool.

The transformed U-Quark has a 34 % higher throughput compared to the
original Quark and consumes 19 % less power. We think that the power im-
provement is due to the shorter combinational paths in the transformed hash
function, which allow the synthesis tool better optimization opportunities. The
area of the original and the transformed hash functions are very close. The only
drawback of the transformation is therefore the 9 cycles latency in the produc-
tion of the hash, in case the initial value of the cipher is not fixed and can change
from run to run.

8 Conclusion

In conclusion, we have shown that it is possible to considerably improve the
hardware timing figures of the Quark hash function by applying a Fibonacci-
to-Galois transformation of its feedback shift registers. We have extended the
NLFSR Fibonacci-to-Galois transformation described in [7] so that it can sup-
port U-Quark’s FSRs.

We could obtain a 34 % better throughput and a 19 % lower power con-
sumption, without any area overhead. The transformation is very easy to apply
because it only requires a modification of the feedback functions at RTL. If the
initial state of the hash function is programmable and can change from run to
run, a 9 cycles latency in the production of the hash is inserted. If the initial
state is fixed, then no additional latency is inserted.
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Abstract. Using RFID tags for security critical applications requires
the integration of cryptographic primitives, e.g., Elliptic Curve Cryptog-
raphy (ECC). It is specially important to consider that RFID tags are
easily accessible to perform practical side-channel attacks due to their
fields of applications. In this paper, we investigate a practical attack
scenario on a randomized ECC hardware implementation suitable for
RFID tags. This implementation uses a Montgomery Ladder, Random-
ized Projective Coordinates (RPC), and a digit-serial hardware multi-
plier. By using different analysis techniques, we are able to recover the
secret scalar while using only a single power trace. One attack corre-
lates two consecutive Montgomery ladder rounds, while another attack
directly recovers intermediate operands processed within the digit-serial
multiplier. All attacks are verified using a simulated ASIC model and an
FPGA implementation.

Keywords: Implementation attack · Correlation power analysis · Sim-
ple power analysis · Digit-serial multiplier · Elliptic curve cryptography

1 Introduction

When it comes to RFID security research, many research groups all around
the world investigate the viability of new protocols, new optimized algorithms,
and new hardware implementation for RFID tags. Those designs have to cope
with the restrictive area, power, and runtime challenges that are mandatory for
practically usable RFID tags. Additionally, also power-analysis attacks have to
be considered. Those attacks can be used to recover keys, even though the actual
protocol or algorithm is mathematically secure.

The most promising public-key protocols are based on Elliptic Curve Cryp-
tography (ECC) as ECC offers comparably small memory and practically useable
runtime properties. RSA and ElGamal based public key schemes simply need too
much memory or only provide inferior runtimes. Some of the most notable ECC
implementations are [5,12,22,23,33,39]. Unfortunately, there have been too few
practical evaluations of those state-of-the-art hardware implementations. Espe-
cially the design of Lee et al. [23] raised our interest. They use a digit-serial
multiplier with a López and Dahab-like [24] Montgomery Ladder. Further we
M. Hutter and J.-M. Schmidt (Eds.): RFIDsec 2013, LNCS 8262, pp. 128–144, 2013.
DOI: 10.1007/978-3-642-41332-2 9,
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assume that the design-under-attack performs in constant key-independent run-
time, utilizes Randomized Projective Coordinates [9] (RPC), and use the pri-
vate scalar only once (as it is done for ECDSA signatures and Diffie-Hellman
key exchanges). Therefore we have very strong assumptions regarding the ac-
tual implementation under investigation and many of the related power analysis
techniques [7,10,17,20,21,26] simply cannot be mounted.

Our contribution. In this paper, we successfully perform simple and
correlation-based power analysis attacks on a protected ECC hardware imple-
mentation using only a single power trace. The investigated hardware design
utilizes a López and Dahab Montgomery ladder, RPC, ephemeral secret keys, a
digit-serial binary field multiplier, and performs in constant runtime. We show
the practicability of our attacks using simulated and FPGA-measured power
traces. The correlation based attack shows how the hamming distance of con-
secutive key bits can be used to recover the secret scalar. Additionally, we thor-
oughly analyze the power consumption of bit-serial and digit-serial binary field
multiplier. We are able to recover one of the processed operands and discuss how
to utilize this information to perform more advanced attacks.

The paper is structured as follows: Section 2 discusses related work. Sec-
tions 3–5 elaborate the design under attack, some attack-related prerequisites,
and the basic setup for conducting the attacks, respectively. In Sect. 6 we as-
sure that there is no key-dependent leakage. Section 7 discusses the correlation
of consecutive rounds and Sect. 8 discusses the recovery of intermediate values.
Section 9 concludes the paper.

2 Related Work

There exist many papers that describe hardware implementations of ECC. Most
of them make use of digit-serial multipliers over GF (2m), see for example [1,4,5,
11,14,23,30]. The reason for that choice lies in several facts. First, binary-field
multipliers significantly improve the performance of ECC since they avoid carry-
propagation as opposed to prime-field based implementations. Second, since they
are based on binary polynomials, they can be efficiently implemented in hard-
ware which makes them especially attractive for embedded systems and low-area
designs. Therefore, they are commonly used and applied in real-world applica-
tions such as contactless smart cards, RFIDs, or Java Cards [1,6,29].

In view of side-channel attacks, there exist many papers that discuss attacks
and countermeasures on ECC, for example presented in [8,9,13,18,27,31,32,36,
37]. Most of the work exploits the weakness of different scalar-multiplication
algorithms such as double-and-add which allows to perform SPA attacks in order
to distinguish between a single double or add operation.

Most notable is the work of Walter [36], who attacked RSA using only a single
trace. In a sliding-window RSA multiplication, he correlates the preprocessing
step with the per-bit multiplication. He notes that such an attack can even
work using a single power trace. The attack on the RSA modular exponenti-
ation by Wittemann et al. [38] can be performed even in the presence of the
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message blinding and the multiply always countermeasures. They take advan-
tage of the fact that multiplications followed by squarings share operands in a
key-dependent manner. In order to extract the bits of the secret exponent one
power measurement recorded during the exponentiation is sufficient. In 2010,
Clavier et al. [8] introduced the terms vertical and horizontal power analysis.
While a vertical power analysis attacks the same time sample on many curves,
a horizontal power analysis correlates parts of a single power trace. They per-
formed a horizontal correlation analysis on RSA and similar to Amiel et al. [3]
distinguished multiplication from squaring operations. Also in 2010, Homma et
al. [18] generated collisions between squaring operations by recording only two
power traces.

While those attacks work on the group structure of RSA and ECC, there
exist only a few papers that demonstrate the susceptibility of underlying finite-
field arithmetics. In 2006, Akishita et al. [2] demonstrated an attack on ECC by
measuring the difference of modular multiplication and squaring. Since they per-
formed attacks targeting ECC-field operations instead of ECC-group operations,
their attack is applicable to countermeasures such as unified-addition formulae or
SPA-resistant algorithms like the Montgomery-powering ladder. Recently, Pan
et al. [34] presented a correlation power-analysis (CPA) attack on a digit-serial
multiplier. They targeted the output register of the multiplier and successfully
extracted intermediate values from an FPGA implementation. However, since
they applied a CPA attack using 1,000 traces, their attack cannot be applied on
ECC implementations that use random scalars.

In the following, we present a power-analysis attack that extracts the secret
scalar from an ECC implementation consisting of a Montgomery ladder and RPC
using only one single power trace. The attack can therefore be even applied
to reveal ephemeral keys such as used in the Elliptic Curve Digital Signature
Algorithm (ECDSA) or in Elliptic Curve Diffie Hellman (ECDH) protocols.

3 Design Under Attack

In the following, the ECC implementation used for the conducted experiments is
presented. The objective of the implementation is to provide resistance against
side-channel attacks as well as being flexible in size and runtime. The SCA
resistance is achieved by using a constant-runtime Montgomery ladder with ran-
domized projective coordinates and the flexibility in size and runtime is achieved
by using a digit-serial multiplier.

3.1 Chosen Top-Level Algorithms

Under the consideration and investigation of related work on timing, power-
analysis, and fault attacks applicable on elliptic curve cryptography, we decided
to use a left-to-right Montgomery ladder for EC point multiplications Q ≤
k×P . The key-independent structure of the Montgomery ladder provides a good
foundation against many side-channel attacks. In order to be independent of the
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most significant bits of the scalar k, the order of the elliptic curve is added to k.
Additionally by randomizing the projective coordinates of the base-point, most
attacks become infeasible. So a combination of a constant-runtime Montgomery
ladder with randomized projective coordinates provides strong resistance against
most side-channel attacks.1

3.2 Hardware Design

Similar to Lee et al. [23], our hardware is specially optimized for binary extension
fields using the NIST [28] standardized elliptic curve B-163. The hardware design
comes with a two-port 163-bit memory, a 163-bit adder, and an MSB-first digit-
serial multiplier. In order to save chip area, no dedicated hardware squaring unit
is used. For point multiplication we use the formulas by López and Dahab [24]
(see Appendix A).

3.3 Digit-Serial Multiplier

Most critical for the size of the hardware design, the runtime of the design and
the following attacks is the multiplier used in the design. In the following we
give a brief introduction to digit-serial multipliers, which are used in our design.

The term “digit serial” indicates that only a limited number of digits d of
operand OpB are processed in each clock cycle. In the special case of d = 1, the
multiplication approach is also known as bit-serial multiplication approach. A
useful property of the digit-serial multiplication approach is that it can be sped
up by increasing the digit size d. Thus, the designer can easily change the design
to meet the desired area and runtime constraints.

Digit-serial multipliers are used to calculate the product C ≤ OpA × OpB,
where N bits are required to represent OpA, OpB and C. In the remainder of
this paper, we use the notation OpBi to index a single digit with index i, with
0 ≈ i < ∝N/d⊕ and ∝N/d⊕−1 indexing the most significant digit. Figure 1 shows
two approaches for bit-serial multiplications (d = 1) using a fixed reduction
polynomial (cf. [15]). Either the most significant bit (MSB) is processed first
(shown on the left) or the least significant bit (LSB) is processed first (shown
on the right). Since for the LSB-first multiplier, two registers (ai and ci) are
modified in each cycle, we concentrate on the MSB-first multiplier. The single
active (working) register C (respectively ci) is shifted by d digits to the left
and is implicitly reduced using a fixed reduction polynomial. Additionally, OpA
(resp. ai) is multiplied with OpBi using a simple AND gate. The product of
the multiplication is then added to the (by d bits) shifted and reduced work
register. After ∝N/d⊕ cycles, the product (C ≤ OpA × OpB) of the finite-field
multiplication is stored in register C.

This multiplication approach can be applied to binary-extension fields as
well as prime fields. For prime fields, the XOR-gates have to be replaced with
1 Note that we are aware of fault attacks, but those type of attacks are not subject of

this paper.
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Fig. 1. Finite-field multiplier with fixed reduction polynomial f(z) = z5 + z2 + 1.

full adders. Thus digit-serial multipliers can be used for RSA as well as Elliptic
Curve Cryptography.

4 Attack Prerequisites

In order to perform the attacks presented in the following sections, the design
has to fulfill some prerequisites which are discussed here.

4.1 Constant Runtime Scalar Multiplication

After recording one power trace while the device under attack performs the
scalar multiplication a post-processing step is necessary. The trace T is split in
|k| traces after removing the initialization (tinit) and final y-recovery phases.
Here we take advantage of the fact that all round transformations have an equal
runtime. For simplification purposes we assume that |k| = N . Sub-traces Ri =
T (tinit+tround(N−1−i) . . . tinit+tround(N−i)) represent a López-Dahab double-
and-add round operation of the secret scalar ki, with i = [0, N − 1]. According
to our notation kN−1 represents the MSB and k0 the LSB of k. One method to
identify the length of one round (tround) is to perform a cross correlation on the
trace T . The result of the cross correlation shows significant, equidistant peaks.
The distance corresponds to tround. In the following Ri(o, o + w) denotes a part
of the trace of round i with an offset o from the beginning and a length of w
samples.

Figure 2 shows a comparison of the simulated and measured power consump-
tion with d = 1. For the figures the traces R0 . . . RN−1 are plotted overlayed.
Apparently both traces show identical characteristics. The left half of the traces
(cycles 995-1150) shows a multiplication of pseudo-random OpA with pseudo-
random OpB. In the right half (cycles 1150-1320) OpB has been kept unchanged
during the N round transformations. In fact a multiplication with the constant
c = b2

m−1
mod f(z) which is used within the López-Dahab formula [24] is

performed in this interval. This unchanged operand leads to a similar power
consumption in this interval for all round transformations.
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Fig. 2. Comparison of simulated traces (on the left) and traces recorded on the FPGA
(on the right).

4.2 Leakage of the Digit-Serial Multiplier

With the field multiplication being the most time-consuming part of an EC
point multiplication and the digit-serial multiplier being the most active part
of the circuit, the side-channel vulnerability is highly dependent on the power-
consumption of a digit-serial multiplier.

The main source of leakage within the digit-serial multiplier lies within the
multiplication of the full word OpA with a single digit OpBi. In a first model
(which was wrong) we theorized that there will be a higher power consumption
when OpBi = 1 (with d = 1) and a lower power consumption with OpBi = 0.
Such a power model may be true for a logic style such as Transistor-Transistor-
Logic (TTL), but for a CMOS process our power model had to be refined. In
CMOS, the power consumption does not depend on the current state of a signal,
but on the transition from the previous state to the next state. So the power con-
sumption is related to the Hamming distance of two consecutive values of OpBi.
Let w(·) denote the Hamming weight and hd(·, ·) denote the Hamming distance.
Experiments showed that the higher the Hamming distance hd(OpBi, OpBi+1),
the higher is the power consumption of the circuit. Let hd(OpB) be a vector
with all hd(OpBi) and hd(OpBi) be a short form for hd(OpBi, OpBi+1).

Before we discuss the impact of the digit-serial multiplier on the side-channel
leakage in Sect. 8 in detail, we must elaborate our basic side-channel analysis
approach and related assumptions.

5 Setup for Conducting the Attacks

Two approaches to record the required power trace for the performed attacks are
used. On the one hand the power traces are generated using a simulation of the
implementation. On the other hand the design was implemented on an FPGA
and the power consumption was measured using an oscilloscope. The achieved
results were compared and prove the correctness of the attack assumptions.

5.1 Simulator Toolchain

A simulator toolchain was used in order to enable an attack on the ECC imple-
mentation in a noise-free environment. This toolchain consists of four elements:
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Cadence RTL Compiler v08.10 was used to synthesize the VHDL code to UMC
L-130 logic gates; Cadence First Encounter v08.10 was used to place and route
the design; NCSim v08.20 was used to simulate the routed design and generate
a value-change-dump (VCD) file; and a VCD analyzer was used to generate sim-
ulated power traces from the VCD file by applying a toggle-counting technique.
By accumulating all toggles within a clock cycle, the resulting trace contained
one data value per clock cycle. As shown in Kirschbaum et al. [19], simulated
power traces derived from toggle counts are well comparable to SPICE power
simulations as well as to real power measurements of an integrated circuit.

5.2 FPGA Measurement Setup

We furthermore synthesized the design (with d = 1) on an FPGA. This step
enables us to record the power consumption during the targeted point multipli-
cation performed on a real-world device. As FPGA a Virtex-II Pro xc2vp7 was
used which is part of the SASEBO [35] side-channel evaluation board. As the de-
velopment environment, Xilinx 10.1.03 was used. For recording the power traces
we have used a LeCroy WP725Zi oscilloscope with a sampling rate of 2.5 GS/s
and operate the device under test at a clock rate of 25 MHz. Our first measure-
ments showed that for the attacks an accurate clock frequency is beneficial in
order to avoid the introduction of noise due to clock jitter. Using an off-the-shelf
quartz increases the effort for the attack as additional postprocessing steps on the
recorded trace are required. In particular, a fixed number of samples per clock
period is required for the attack, that means the ratio between the sampling rate
and the clock rate must be integer. If this is not the case an upsampling of the
recorded trace is required in order to achieve this ratio. To circumvent this we
used an Agilent 33250A signal generator as external clock source. Further the
complete point multiplication must be finished before the used oscilloscope runs
out of “input buffer”. Our LeCroy WP725Zi oscilloscope is capable of storing 64
million samples per trace.

In order to decrease the calculation and memory effort we performed a down-
sampling step on the recorded trace. In this preprocessing step, all the sample
points within one clock period of the device were summed up. Once again, we
want to emphasize that the following attacks work using only a single power
trace of the scalar multiplication.

6 Assuring Side-Channel Resistance

In order to make sure that our implementation has no key dependent leakage, we
performed a basic difference-of-means analysis with a known scalar. By redesign-
ing the hardware, all sources of leakage were eliminated. The difference-of-means
trace in Fig. 3 shows the leakage of a preliminary version of our hardware design
under investigation.

Theory. To launch a difference-of-means attack (cf. [25]), all key-dependent
round traces are categorized according to ki. Next, the average avg(Ri|ki,∼i)
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Fig. 3. Difference-of-means of a simulated power trace.

and the difference of the means in the respectable categories avg(Ri|ki=0,∼i) −
avg(Ri|ki=1,∼i) are calculated. By investigation of the resulting plot it is possible
to find key-dependent operations in the trace.

Practical Results. A difference-of-means calculation was performed using the
subtraces Ri extracted from a single measured power trace from an early FPGA
implementation and is depicted in Fig. 3. The operations at clock cycles with a
high difference show some key-dependent behavior. The higher the difference is,
the easier it is for an attacker to find the key-dependent parts. This results allow
a designer to identify key-dependent operations and improve the design. In our
special case we found that at clock cycle 1160, the access to the data memory
was dependent on the key bit ki. For all subsequent experiments this error was
obviously fixed.

We redesigned our hardware implementation until the most significant peaks
of the difference-of-means analysis vanished. Therefore we covered the basics and
assured the significance of the following power analysis attacks.

7 Correlation of Consecutive Rounds

The assumption is that in consecutive rounds Ri and Ri−1 similarities dependent
on the processed bits ki and ki−1 can be found. This holds for our implementation
using the formulas of López and Dahab (cf. Appendix A) for point multiplication
but is also applicable to other algorithms.

Theory. In this scenario we focus on finding similarities in the power traces
Ri and Ri−1 of two consecutive rounds. Once again it has to be mentioned that
these power traces are subtraces of equal length of one power trace recorded dur-
ing the point multiplication. The idea behind this approach is that the power
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profile of a digit-serial multiplication is mostly dependent on OpB. If the same
operand OpB has been used in two consecutive rounds similarities can be found.
Witteman et al. [38] have used a similar assumption in their attack on the RSA
modular exponentiation. They take advantage of the fact that the square-and-
multiply-always algorithm reuses operands in a key-dependent manner. As sim-
ilarity measure we have tried the correlation coefficient as well as the Euclidean
distance. Both approaches lead to comparable results with runtime advantages
for the Euclidean distance. Equation 1 shows how to calculate the Euclidean dis-
tance of two consecutive rounds with offset oi, oi−1 respectively and a window
size w. In Eq. 2, the formula to generate the distance matrix for the rounds i
and i − 1 with the given limits for j and l can be found.

d(Ri, Ri−1)|oi,oi−1 = ||Ri(oi, oi + w), Ri−1(oi−1, oi−1 + w)|| (1)

Distjl (Ri, Ri−1) = d(Ri, Ri−1)|j,l (2)

|k| ≥ i ≥ 1; 0 ≈ j ≈ tround − w; 0 ≈ l ≈ tround − w;

Practical Results. Figure 4 shows the results of a windowed correlation of
two consecutive rounds with a window size w = 163 using the traces recorded
from the FPGA. The length of the subtraces Ri is 1796 samples. Small Euclid-
ean distances are indicators for similar intermediate values. Those traces with
small Euclidean distances have been highlighted. Two cases are distinguishable
in Fig. 4. In the first case (e.g., between rounds 160 and 159) three locations with
a small Euclidean distance can be identified. In the second case (e.g., between
rounds 161 and 160) only one location with a small Euclidean distance can be
identified. By investigating the formulas of López and Dahab [24], we identified
the peak around offset 1150 as OpB = c = b2

m−1
mod f(z). This single peak ap-

pears in all correlation figures at the same position. The other two peaks appear,
when the Hamming distance hd(ki, ki−1) = 1. In other words: the peaks appear,

Noise margin
Noise margin

Noise margin

Noise margin

Noise marginNoise margin

Fig. 4. Euclidean distance traces.
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Fig. 5. Influence of noise on the noise margin.

when the key bit ki is different from ki−1. In such a case one operand OpB from
round i is used again (unchanged) in round i − 1. For a better understanding of
the underlying problem, we attached the used formulas in Appendix A.

We also performed the same attack on the simulated traces and achieved
comparable results. As the simulated traces do not contain measurement noise,
the minimum Euclidean distances are even smaller. The presented attack worked
for d = 1, d = 2, and d = 4 (used window sizes: w = 163, w = 82, and w = 41
respectively).

In order to visualize the influence of noise (e.g. introduced by the measure-
ment environment or active noise countermeasures), simulated gaussian noise
with different power levels has been added to the simulated as well as the mea-
sured trace. Figure 5 shows the normalized noise margin as a function of the
signal to noise ratio SNR. The SNR has been calculated according to Eq. 3. The
evolution of the noise margin for simulation and FPGA experiment is similar,
only the value of the SNR where the noise margin comes below zero is different.
For the FPGA experiment the noise margin comes below zero at −24 dB and for
the simulation at −43 dB. The difference can be explained by the fact that the
trace recorded with the FPGA already contains some noise. The trace extracted
using the simulation on the other hand can be seen as noise free.

SNR = 20 · log
Ueff,Signal

Ueff,Noise
(3)
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Fig. 6. Simulated power profiles for different d in the presence of glitches.

8 Revealing Intermediate Operands

In this section, we want to uniquely identify the intermediate finite-field polyno-
mials used as operand OpB and discuss some more advanced attack scenarios.
For a better understanding of the associated challenges, let us first investigate
practical simulations.

Assumptions and Transferability. For this scenario we need to assume that
a digit-serial multiplier is used. It is applicable to all designs based on digit-serial
multipliers.

Practical Results. Figure 6 shows simulated toggle counts for |k| overlayed N -
bit multiplications. Using reference simulations, we marked the different Ham-
ming distances hd(OpBi) with respective symbols. The following three charac-
teristics are eye-catching: The different Hamming distances are distinguishable.
The larger the digit size d is, the less distinguishable are the different levels of
power consumption. And the more glitches occur on OpBi, the less separable
are those power levels. In our hardware design, we used an N -bit wide 5:1 mul-
tiplexer and a N :d multiplexer to select OpBi. The resulting glitches are clearly
visible in the lower row of Fig. 6. The upper row is the result of a d bit regis-
ter being added after the multiplexers to suppress those glitches.2 Also if the
multiplexers are replaced by shift registers, there are virtually no glitches.

Interestingly, in the case of d = 1, glitches only occurred in a 1 → 1 tran-
sition. Obviously, the AOI-gates used in our design suppress glitches in 0 → 0
transitions.

Identifying the Intermediates. At this point, the attacker wants to identify
the intermediate values processed during the field multiplications by using the
2 For high-performance ECC implementations those registers are necessary in order

to achieve the desired timings.
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Table 1. Average number of solutions for OpB assuming hd(OpB) is given.

Parameter N =163 N =256

d = 1 21 = 21 21 = 21

d = 2 2220.5×81 = 242.5 2220.5×127 = 265.5

d = 3 2330.75×54 = 267.2 2330.75×85 = 2104

d = 4 2440.5×4060.375×40 = 282.8 2440.5×6360.375×63 = 2128.1

given power traces. The identification of the operand(s) OpBi has to be done in
two phases:

At first, the leaking Hamming distances in the power trace have to be clas-
sified. By overlaying all |k| rounds, as it has been done in Fig. 6, it is possible
to distinguish clusters of different Hamming distances. This classification can
for instance be performed using a k-means algorithm [16]. We performed this
classification on our simulated power traces and were able to detect the correct
Hamming distances with the following error rates: 0.33% for d = 1 without and
with glitches, 4.13% for d = 2 without glitches, 9.31% for d = 2 with glitches,
4.96% for d = 4 without glitches and 9.04% for d = 4 with glitches.

During the second phase, we used the Hamming distances hd(OpB) to it-
erate through all possible solutions. Several possible solutions for OpB result
in the same hd(OpB). Equation 4 gives an average number of possible solutions
Nsolutions in dependence of N and d, when hd(OpB) is given. #(hd = h) is the
number of possible solutions for a fixed Hamming distance h and p(hd = h) is the
probability of the Hamming distance h. Since it is necessary to guess OpBMSB,
2d is a multiplicand factor within the equation. Table 1 gives exemplary numbers
for N = 163, N = 256, and d = 1...4.

Nsolutions = 2d ·
(

d∏
h=0

#(hd = h)p(hd=h)

)∗N
d ⊕−1

(4)

The following short example should clarify the problematic: When d = 2,
hd(OpBi, OpBi+1) is either 0, 1, or 2. Whereas hd = 0 and hd = 2 uniquely map
OpBi to a single OpBi+1, hd = 1 does not. Let us assume OpBi = 00b. Then
there are two solutions hd(00b, 01b) = hd(00b, 10b) = 1. With our power model,3

those two solutions cannot be distinguished in the power trace. In average there
are 242.5 possible solutions (cf. Table 1) for d = 2 and N = 163. Using brute-
force, breaking 242.5 is practicable.

Other exemplary cases such as d > 2 or N = 256 are theoretically possible but
impractical. However Table 1 depicts an average case. In practice the number of
possibilities Nsolutions for a certain OpB depends on hw(OpB). Hence, it is clever
to only attack OpB with a small search space. An approximation of the necessary
runtime can be performed in constant time. Furthermore we are confident that
by investigating the different arrival times of single bits in OpBi and by using
more detailed timing information, our leakage model can be refined.
3 Note that this might be possible using more advanced power models.
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For many practical implementations without point randomization, finding
those intermediate values would be sufficient. However, in the context of this
paper (with point randomization) finding the intermediate values is only a prepa-
rational step for the following attack scenarios.

8.1 Correlate with an Arithmetic Combination of Intermediates

In Sect. 7, a direct correlation of the power trace on two consecutive rounds
was performed. By changing the order of the operands of the multiplication this
attack can be prevented. In many cases there is still a link between consecu-
tive rounds when the result of an arithmetical combination of several operands
OpB1, OpB2, . . . in round i is used as operand in round i+1. If the arithmetical
combination f(·) as well as a set of operands OpB1, OpB2, . . . for round i is
known, a set of used operands F = f(OpB1, OpB2, . . .) for round i + 1 can be
calculated. Feeding f(·) with every possible combination of OpB1, OpB2, . . . and
performing the correlation d(hd(F ), Ri−1) the size of the possible key candidates
can be decreased. The complexity of this attack highly depends on the number
of operands NOpB used as arguments for f(·) as well as on d. NOpB as well as d
have an influence on the number of possible results for F . If e.g. f(·) is a squaring
function (NOpB = 1) and d ≈ 2 the attack can be performed within acceptable
bounds. Furthermore it has to be considered that if some bits in F are wrong
there might still be a significant peak in the correlation plot, so there is no need
to find the exact value of F . This fact also decreases the attack complexity.

8.2 Attack Several Intermediates Simultaneously

An enhancement of the previous scenario is to attack (OpB1, OpB2, . . .) as well
as F = f(OpB1, OpB2, . . .) simultaneously. Let us assume the Hamming dis-
tances of F and OpB1, OpB2, . . . are known, so only a limited number of combi-
nations for F and OpB1, OpB2, . . . fulfill the equation F = f(OpB1, OpB2, . . .).
Although we did not test it, we are confident that by attacking different inter-
mediates simultaneously the search space Nsolutions can be reduced by a certain
degree.

8.3 Find the x-Coordinate

If an attacker can reveal the exact values for Xi (projective X coordinate in
round i) and Zi, she can calculate the x-coordinate of the currently processed
point. Even if Xi and Zi have been randomized and multiplied with a random
λ this attack works. In the case of Xr = Xi · λ and Zr = Zi · λ,

xi = Xr · Z−1
r = (λXi) · (λZi)−1 = X · Z−1 (5)

can be recovered. Assuming a scalar multiplication Q = k×P is performed, small
multiples of P can be precalculated and compared with xi which is revealed in
each round. Thus step by step all bits of k can be revealed. Even if there is an
error in round i and xi cannot be matched, xi+1 can be used to identify more
key bits at once.
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8.4 Undo the Projective Coordinate Randomization

In order to perform a projective coordinate randomization, each coordinate is
multiplied with a random number λ. For that operation usually the same finite-
field multiplier is used as the finite-field multiplier used during a point multipli-
cation. So in the case of Xr = X · λ and λ is used as OpB, the randomization
factor can be found. By knowing λ many attack scenarios on a device doing a
point multiplication become feasible.

9 Conclusion

Nowadays the community knows that no implementation is believed to be secure
as long as it has not been attacked and investigated in sufficient detail. In this
paper, we attacked a protected ECC implementation by using only a single
power trace. So even the popularly used ECDSA and the Diffie-Hellman key
exchange algorithms are vulnerable. The corollary one should take away from
this paper is that a designer must not only consider a simple difference-of-means
attack but also be aware of more advanced and unexpected attack scenarios
such as the here shown custom correlation attack or the attack on all processed
intermediate values. But how should any designer be aware of future, currently
unknown attacks?

Acknowledgments. The research described in this paper has been supported, in
parts, by the European Commission through the ICT Program under contract ICT-
SEC-2009-5-258754 TAMPRES, and by the Austrian Research Promotion Agency
(FFG) and the Styrian Business Promotion Agency (SFG) under grant number 836628
(SeCoS).

Appendix A: Used Double-And-Add Formula

In this paper we used a slight modification of the Montgomery Ladder by López
and Dahab. Algorithm1 shows three iterations of the used double-and-add algo-
rithm for three consecutive key bits. The modification from the original formula
can be found in line 6. Here we swapped the order of x and Z1, which is allowed
according to the law of commutativity. During the first two iterations (left and
middle column), an identical key bit is handled. So there is only a correlation
when the constant c is used. During the second and third iteration, in which
the key bit differs, Z1 is used multiple times. Consequently in Fig. 4 three easily
distinguishable peaks occur. A correlation of c and Z1 can be observed.
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Algorithm 1 López and Dahab round operations with key bits (0-0-1).
Ensure: P ∼

1 ← P1 + P2.
Ensure: P ∼

2 ← 2 · P2.
Point Addition

1: X1 ← X1 · Z2

2: Z1 ← Z1 · X2

3: T1 ← X1 · Z1

4: Z1 ← Z1 + X1

5: Z1 ← Z1 · Z1

6: X1 ← x · Z1

7: X1 ← X1 + T1

Point Doubling
8: X2 ← X2 · X2

9: Z2 ← Z2 · Z2

10: T1 ← Z2 · c
11: Z2 ← Z2 · X2

12: T1 ← T1 · T1

13: X2 ← X2 · X2

14: X2 ← X2 + T1

Ensure: P ∼
1 ← P1 + P2.

Ensure: P ∼
2 ← 2 · P2.

Point Addition
1: X1 ← X1 · Z2

2: Z1 ← Z1 · X2

3: T1 ← X1 · Z1

4: Z1 ← Z1 + X1

5: Z1 ← Z1 · Z1

6: X1 ← x · Z1

7: X1 ← X1 + T1

Point Doubling
8: X2 ← X2 · X2

9: Z2 ← Z2 · Z2

10: T1 ← Z2 · c
11: Z2 ← Z2 · X2

12: T1 ← T1 · T1

13: X2 ← X2 · X2

14: X2 ← X2 + T1

Ensure: P ∼
2 ← P2 + P1.

Ensure: P ∼
1 ← 2 · P1.

Point Addition
1: X2 ← X2 · Z1

2: Z2 ← Z2 · X1

3: T1 ← X2 · Z2

4: Z2 ← Z2 + X2

5: Z2 ← Z2 · Z2

6: X2 ← x · Z2

7: X2 ← X2 + T1

Point Doubling
8: X1 ← X1 · X1

9: Z1 ← Z1 · Z1

10: T1 ← Z1 · c
11: Z1 ← Z1 · X1

12: T1 ← T1 · T1

13: X1 ← X1 · X1

14: X1 ← X1 + T1
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33. Öztürk, E., Sunar, B., Savas, E.: Low-power elliptic curve cryptography using
scaled modular arithmetic. In: Joye, M., Quisquater, J.-J. (eds.) CHES 2004.
LNCS, vol. 3156, pp. 92–106. Springer, Heidelberg (2004)

34. Pan, W., Marnane, W.P.: A correlation power analysis attack against tate pairing
on FPGA. In: Koch, A., Krishnamurthy, R., McAllister, J., Woods, R., El-Ghazawi,
T. (eds.) ARC 2011. LNCS, vol. 6578, pp. 340–349. Springer, Heidelberg (2011)

35. Side-channel attack standard evaluation board. The SASEBO Website. http://
staff.aist.go.jp/akashi.satoh/SASEBO/en/index.html

36. Walter, C.D.: Sliding windows succumbs to Big Mac attack. In: Koç, C.K., Nac-
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Abstract. The implementation of Elliptic Curve Cryptography (ECC)
on small microcontrollers is challenging. Past research has therefore
emphasized performance optimization: pick a target architecture, and
minimize the cycle count and footprint of the ECC software. This paper
addresses a different aspect of resource-constrained ECC implementa-
tion: given the application profile, identify the most suitable architecture
parameters. At the highest level, an application profile for ECC-based
RFID tags is defined by the required security level, signature generation
latency and the available energy/power budget. The target architecture
parameters of interest include core-voltage, core-frequency, and/or the
need for hardware acceleration. The paper brings two contributions to
this complex design space exploration problem. First, we introduce a
prototype setup for the precise energy measurement of a microcontroller-
based ECC implementation. Second, we present a methodology to derive
and optimize the architecture parameters starting from the application
requirements. We demonstrate our methodology on a MSP430F5438A
microcontroller, and present the energy/architecture design space for
80-bit and 128-bit security-levels, for prime field curves secp160r1 and
nistp256.

Keywords: Public key cryptography · Elliptic curves · RFID · Energy
harvesting · Throughput · Digital signatures

1 Introduction

There are appealing advantages to using public-key cryptography (PKC) in
RFID applications that require authentication. Indeed, PKC-based authenti-
cation significantly simplifies the distribution of cryptographic keys, resulting
in a more scalable solution. The challenge of using ECC [8] in the RFID envi-
ronment is how to deal with the high computational cost associated with ECC
algorithms relative to the capabilities of the RFID platform [6,10,19,20]. For-
tunately, this question has been reasonably well solved, and Table 1 shows some
of the more recent achievements. It is fair to state that a security level of 80 bit
(ECC curves of at least 160 bit) is within reach, with sub-second latency, in
small footprint applications (i.e. 15 KGate, 100 KHz hardware implementations;
or 16 bit, 8-MHz software implementations).
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Table 1. Recent ECC implementations for RFID

Ref Field/curve Target Time Operation Resource
Hardware or software (s)

[11] GF (2163) HW, 0.13µm 100 Khz 0.244 Point mult 12,506 GE
[9] GF (2163) HW, 0.18µm 106 Khz 0.279 Point mult 11,904 GE
[12] secp160r1 SW, MSP430F1611 8MHz 8.54 ECDSA sign 13,520 bytes code
[21] secp160r1 SW, MSP430F1611 8MHz 1.1 Point mult NA
[17] nistp192 SW, MSP430F2131 6.7 MHz 1.6 Point mult 16,060 bytes code
[7] secp160r1 SW, MSP430F5529 25MHz 0.068 ECDSA sign 24,000 bytes code

To achieve these results, the authors of the designs in Table 1 need to use
advanced algorithmic transformations and optimizations. Furthermore, they also
make use of technology-specific features. Software implementations assume cer-
tain amounts of flash and RAM memory, or microcontroller features such as a
hardware multiplier. Hardware implementations assume a target cell library of
specific performance and feature size.

The assumption of a specific target architecture at the start of the design
is typical for contemporary digital design methods. The designs in Table 1 are
no exceptions. On the other hand, it is much harder for ECC designers to make
clear commitments to application constraints such as the available energy budget
and the required authentication latency. This is understandable: EDA tools do
a poor job at estimating system performance and energy consumption. It is
easier to optimize an implementation on a given target and then evaluate its
characteristics on a prototype or using low-level simulation.

In this paper, we discuss the ECC RFID design problem by considering how
to meet design requirements, rather than how to obtain the fastest ECC point
multiplication. The main motivator for this is that the power source in the
RFID environment is truly unique, and that this design problem deserves a more
holistic approach which considers energy source as well as energy consumer.

Indeed, depending on the power source, RFID designs are either energy-
constrained or else power constrained [4,5]. They also have to optimize appli-
cation throughput (the time taken to complete a single signature) with respect
to the available energy budget. We note that the requirements on energy and
power depend on the type of RFID.

– Active RFID are powered from a battery source, and they have to minimize
the energy consumed per signature as this will maximize the battery lifetime.

– Passive RFID are powered through an RF source, and they have to minimize
the time required per signature while matching the available power budget.

– Passive RFID, powered through an energy harvesting mechanism that includes
an energy store, have to minimize the energy used per signature as well, since
this allows uninterrupted RFID operation. Furthermore, the energy needed
for the desired application throughput has to match the average energy influx
in the harvester.
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The question addressed in this paper is: how can we select architecture para-
meters such that we meet these design requirements, including energy budget
and application throughput? We provide an empirical answer to this question by
presenting the energy/latency characteristics of an RFID doing ECDSA key gen-
eration, signature generation and signature verification. We present our results
for a microcontroller target, a MSP430F5438A from Texas Instruments. We eval-
uate the energy characteristics of signatures at 80-bit and 128-bit security level
[13]. We examine multiple architecture configurations: multiple frequencies, mul-
tiple core voltages, and with/without use of the MSP430’s hardware multiplier.
For each of these configurations, we carefully measure the required energy by
tracking the MSP430 core current at high speed. The resulting curves then allow
us to determine, for a given security level and energy budget, the most appro-
priate core frequency and voltage level.

In a nutshell, our results are as follows. Increasing the MSP430 core fre-
quency always reduces the energy consumed per signature. This is because energy
consumed by leakage (i.e. static power dissipation) becomes proportionally less
important as the runtime of the application decreases. Hence, in a given energy
harvesting method, it is always better to wait as long as possible before initiat-
ing ECC computations and, once sufficient energy is available, complete them as
quickly as possible at the highest possible operating frequency. A second obser-
vation is that the impact of security level on energy budget is significant. For an
MSP430 without a hardware multiplier, our prototype needs roughly six times
as much energy per signature at the 128 bit security level compared to the 80 bit
security level. When a hardware multiplier can be used, the difference is roughly
two times. A third observation is that architecture specialization matters. Under
constant security level, a hardware multiplier reduces the energy consumption
by almost 8 times. Voltage scaling results in an additional gain factor of 2 in
energy.

The remainder of the paper is organized as follows. In the next section, we
describe the background related to power and energy in the digital electronics. In
Sect. 3, we review the target ECC design measured using our method. Next, we
introduce the target platform for our experiments. Section 5 describes a setup
that can be used for precise energy measurement of RFID applications. The
resulting energy/throughput curves are presented in Sect. 6, and applied in a
methodology in Sect. 7. Section 8 concludes the paper.

2 Background: Power and Energy in Digital Electronics

Power dissipation in modern digital electronics has two major components: sta-
tic power dissipation defined by static leakage current, and dynamic power con-
sumption, defined by circuit activity. The static power dissipation depends, in
first order, on the operating voltage of the circuit and the size of the circuit.
Dynamic power dissipation depends, in first order, on the operating frequency
of the circuit, the size of the circuit, and the square of the operating voltage.

We analyze what happens to the energy dissipation for a fixed workload, such
as signature verification, under varying operating conditions. In the following, K
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Fig. 1. Expected energy dissipation as a function of frequency

and C are technology constants, α is an application-dependent activity factor,
Tcycle is the clock cycle period, fcycle is the operating frequency, and n is the
workload cycle budget. The energy dissipation per workload has a static and a
dynamic component.

Edyn = Pdyn.Talg = α.C.V 2.fcycle.Tcycle.n (1)

Estat = Pstatic.Talg = K.V.Tcycle.n (2)

The total energy dissipation thus equals

Etot = Edyn + Estatic = n.[α.C.V 2 + K.V.Tcycle] (3)

This formulation leads to the following assessment. If the clock frequency
increases, the total energy per workload will decrease: the dynamic energy remains
constant, while the static energy decreases. Furthermore, if the operating volt-
age decreases, the total energy per workload will decrease as well. Finally, if the
security level of the design increases (from 80 to 128 bit, for example), the cycle
budget n will increase, and the total energy per workload will increase as well.
This analysis is captured by Fig. 1. The leftmost point on the curve represents a
design where the static and dynamic parts of the energy per workload are equal.
As the operating frequency increases, the total energy decreases as well. We note
that this figure is a theoretical model: it ignores overhead for clock generation,
and for transitions between power modes.

3 Target Protocol: ECDSA in secp160r1 and nistp256

The driving application for our measurements is ECDSA key generation, sig-
nature generation, and signature verification. Rather than developing our own
implementation from scratch, we use the RELIC library with support for the
MSP430 and 32-bit hardware multiplier [16]. We implement two prime-field
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curves, secp160r1 and nistp256. The scalar multiplication is done with a left-
to-right window-3 NAF multiplication, and using Jacobian Projective Coordi-
nates. The field operations are basic Comba multiplication and squaring, with
Montgomery reduction. SHA-1 is used for hashing and as a pseudorandom gener-
ator. We used two implementation variants for each of the curves: one which uses
a 32-bit hardware multiplier (using RELIC’s msp-asm backend), and a second
one which emulates multiplication in software (using RELIC’s easy backend).

Our standard testbench goes through ECDSA key generation, ECDSA sig-
nature generation of a fixed digest, and ECDSA signature verification. The exe-
cution time, as well as the energy, is measured for each of these steps separately.
Our performance and energy numbers only cover the computations, and they
don’t include initialization overhead, or overhead from data communications.

4 Target Platform: MSP430F5438A

We use MSP430F5438A [1] as our prototyping platform. The MSP430F5438A
is an ultra-low power Reduced Instruction Set Computer (RISC) from Texas
Instruments, optimized for low-resource applications [2]. The architecture com-
bines five different low power modes suitable for low power battery operation.
The MSP430F5438A features a 16-bit CPU, 256 KB flash, 16 KB SRAM, up to
25 MHz CPU clock and 16 working registers with 12 available as general purpose
registers. It also supports a 32 bit hardware multiplier.

Figure 2 shows the internal energy management architecture of the
MSP430F5438A. In general, VCore supplies the CPU, memories (flash and RAM),
and the digital modules, while DVcc supplies the I/Os and all analog modules.
The internal core voltage of the MSP430F5438A, VCore, needs to be adjusted as
a function of the desired operating frequency. The VCore output is programmable
in four steps, to provide only as much power as is needed for the speed that has
been selected for the CPU. We configure VCore voltage by writing register bits
PMMCOREV[1:0]. Table 2 shows recommended PMMCOREV settings and minimum
external power supply voltage for different frequency ranges. We make use of
these programmable VCore levels to optimize the energy efficiency of ECDSA
on the MSP430.

Fig. 2. Voltage and frequency scaling
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Table 2. Recommended PMMCOREV and DVCC settings for selected fsys

fsys(max) (MHz) Minimum DVCC(V) Minimum PMMCOREV[1:0]

8 1.8 00
12 2.0 01
20 2.2 10
25 2.4 11

Fig. 3. Energy measurement setup block diagram

5 High Resolution Energy Measurement

Figure 3 depicts the block diagram of energy measurement setup used in our
experiments. The average current consumed by a microcontroller during a par-
ticular interval of time is measured by integrating the immediate current. The
current is measured by means of the voltage drop over a shunt resistor on the
microcontroller Vcc line. To sample the voltage drop, we use OpenADC [14,15]
with a Spartan FPGA [3], in place of a traditional high-speed oscilloscope setup.
OpenADC is a custom ADC board with a 10-bit A/D converter that supports
differential inputs and an adjustable reference voltage. The FPGA takes care of
sample accumulation and sample counting.

The integration period is defined by means of trigger signals created by the
microcontroller. This requires a simple instrumentation of the software applica-
tion. The clock frequency of the A/D converter can be independently chosen of
the microcontroller clock.

Procedure to measure average current: At a desired time, the microcon-
troller triggers the FPGA to start sampling OpenADC data (Fig. 4). Once trigger
is asserted, FPGA accumulates ADC samples until trigger line is re-asserted. The
accumulator represents the average current consumed by a function being exe-
cuted on a microcontroller. It also measures number of samples collected during
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Fig. 4. Average current measurement

trigger window to derive the execution time of that function. The FPGA design
then provides average current and number of samples collected to a python
script running on laptop (PC). A Python script uses this data and calculates
the average energy consumed by an MSP430 function as follows.

Energy = Vcc.Iavg.TAlg

= Vcc.
Accm.Vref

2n.Ns.R
.Ns.Ts

= Vcc.
Accm.Vref

2n.R
.Ts (4)

Cycle count = Ns.Ts.Fcpu (5)

where Vcc is supply voltage of the microcontroller, Accm is FPGA accumulator
value, Vref is ADC reference voltage, Ns is number of samples collected during
trigger window, Ts is sampling period, 2n is resolution of ADC where n is 10 bit,
R is a shunt resistor value and Fcpu is microcontroller frequency. Our Energy
formula assumes that the voltage supply at the microcontroller input is constant,
in other words, that the voltage drop over the shunt resistor is negligible with
respect to Vcc.

The above formula shows that the resolution of energy measurements increases
with low reference voltage of ADC, high sampling frequency and with high reso-
lution of ADC. We use sampling rate of 20 MHz for operating frequencies below
15 MHz and 30 MHz for operating frequencies above 15 MHz. In our experiments,
ADC reference voltage is 0.5 V and shunt resistor is 100Ω. This setup can be
used to measure the energy consumption of any device provided that it has the
facility to insert a resistor in series with power supply. Also, the device should
be able to generate a trigger signal to activate the FPGA accumulator.
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Table 3. Cycle count of ECDSA operations on the MSP430F5438A

Operation secp160r1 nistp256

w/o hardware
multiplier

with hardware
multiplier

w/o hardware
multiplier

with hardware
multiplier

Key generation 19,343,970 1,796,499 124,427,469 5,225,820
Signing 19,141,737 2,372,103 124,942,312 6,408,792
Verification 57,621,281 57,48,345 346,290,644 15,584,937

Table 4. Code size of the implementation of ECDSA on the MSP430F5438A

secp160r1 nistp256

w/o hardware
multiplier

with hardware
multiplier

w/o hardware
multiplier

with hardware
multiplier

Flash bytes 27,134 28,168 28,138 32,234
RAM bytes 1,074 1,074 1,542 1,542

6 Results

In this section, we present experimental results of our energy measurements
under different architecture configurations. We measure the energy consump-
tion of ECDSA key generation, signature generation and signature verification
for different operating voltages and frequency settings. We also measure the
runtime for each operation in order to obtain the throughput. We use the gcc
4.6.3 cross-compiler for MSP430 family of microcontrollers. Table 3 shows cycle
counts for different ECDSA operations, and Table 4 shows the footprint of the
implementations.

The graphs show the energy/throughput characteristics for signature
generation.

Figures 5 and 6 show energy consumption for 80-bit(secp160r1 curve) secu-
rity level, without and with hardware multiplier, respectively. We analyze the
effect of different operating voltage on energy consumption. In our experiments,
we found that if the microcontroller is operated at 2.0 V instead of 2.7 V, it
saves almost 1.4 times energy consumption. Reducing operating voltage reduces
dynamic power consumption because the circuit will have smaller voltage swings
during switching. Also the static power consumption reduces because the leakage
current reduces. Further, the use of the hardware multiplier results in almost 8
times energy reduction. This is because the hardware multiplier accelerates the
signing operation almost by 8 times.

Figures 7 and 8 show energy consumption for 128-bit(nistp256 curve) secu-
rity level, without and with hardware multiplier respectively.

The curves for operation at 2.7 V is discontinuous at 12 MHz and 20 MHz. The
discontinuities are caused by reprogramming of the power management system
of the CPU.
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Fig. 5. Energy consumption for secp160r1 without hardware multiplier

Fig. 6. Energy consumption for secp160r1 with hardware multiplier

Figure 9 shows energy improvement factors for different architecture config-
urations. It can be observed that moving towards the origin results in the most
optimized design where energy consumption is minimal. Reducing the operating
supply voltage from 2.7 to 2.0 V results in a gain of 1.4 for both security levels.
The computational complexity of used algorithm results in different improvement
factors since energy consumption is dependent upon runtime of an algorithm.
The acceleration achieved with hardware multiplier is also dependent on the
used security level which gives different energy gain factors. Overall the most
significant impact comes from architecture specialization.
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Fig. 7. Energy consumption for nistp256 without hardware multiplier

Fig. 8. Energy consumption for nistp256 with hardware multiplier

Fig. 9. Energy Profile for ECDSA secp160r1 and nistp256 on TI MSP430F5438A
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Fig. 10. Energy harvesting system

Fig. 11. Architecture tuning for energy constrained system

7 Methodology for Architecture-Energy Tuning

Finally, we show how the energy measurement method can be applied to meet
the design requirements. Figure 10 shows a typical energy harvesting [18] setup
where energy is harvested and stored. When sufficient energy is available, the
application can execute. In the following examples, we demonstrate how our
energy throughput curves can be used for system dimensioning. We consider two
cases. In a first case, start from an energy constraint and derive the achievable
performance, expressed as the latency to complete one signature. This case is
relevant when we use an energy store of a given dimension, and we would like
to evaluate what system performance can be achieved. In the second case, we
start from a desired application performance, and we derive the required energy
(and thus the required energy store). Since there are multiple energy/throughput
curves (at different security levels, and at different architecture configurations),
we propose that this evaluation is done concurrently over all curves available,
in order to analyze the design space. In the example discussed below, however,
we will focus on a single security level and a microcontroller with a hardware
multiplier.
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Fig. 12. Architecture tuning for throughput constrained system

Figure 11 shows the energy curve for the 80-bit security level. We assume an
energy limit of 2 mJ per signature, and we assume a 2 V operating level. This
limit sets a minimum operating frequency for the microcontroller. The 2 mJ
energy level requires a 3 MHz operating frequency, which enables a signature
to complete in a one second. If we increase the core voltage to 2.7 V, the mini-
mum operating frequency at 2 mJ per signature will increase to 9 MHz, and the
signature will be done in 0.25 s.

A second example is to start from the required signature throughput. The
example shown in Fig. 12 needs to complete a signature in 1/6 of a second. We
use our graphs to decide the operating frequency and to find required energy per
signature. First, we note that the system needs to operate at least at 14 MHz. At
that frequency, only the 2.7 V core voltage mode is available. Under this setting,
the corresponding energy per signature is 1.9 mJ.

8 Conclusion

We demonstrated the importance of energy-architecture tuning for RFID. The
complex energy-provisioning environment of these applications requires a holistic
approach that not only considers performance optimization, but also the energy
and/or power needs. We analyzed and quantified, for two different security lev-
els, the impact of several architecture optimization techniques including voltage
scaling, frequency scaling, and the use of a hardware multiplier. Using the analy-
sis presented in this paper, we can now investigate the design of a secure RFID
with integrated energy harvesting.
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Abstract. This paper presents high-speed and low-size assembly im-
plementations of the 80-bit version of the PRESENT cipher for the
(Tiny)AVR family of microcontrollers. We report new speed and size
records for our implementations, with the speed-optimized version achiev-
ing a full encryption in 8721 clock cycles and the size-optimized version
compressing the cipher down to 272 bytes; the previous state of the art
for (Tiny)AVR achieved 10723 clock cycles for encryption with a size of
936 bytes. Along with the two implementation extrema (speed and size
optimized versions), we offer insight into techniques and representations
that show the speed/area tradeoffs and provide intermediate solutions
for various configurations.

Keywords: PRESENT · AVR · ATtiny · Assembly software implemen-
tation

1 Introduction

Modern society is constantly witnessing an extensive and large scale deploy-
ment of tiny computing devices. Information processing and wireless commu-
nication are being thoroughly integrated into everyday objects and activities,
developing a large distributed mobile infrastructure and ushering in the era of
ubiquitous computing. RFID tags attached to products, cardiac pacemakers,
fire-detecting sensor nodes and the like need to operate securely under particu-
larly restricted conditions, namely low battery life, small processing power and
bandwidth-demanding ad-hoc network protocols. To achieve sustainable security
in this new landscape, researchers have developed new cryptographic primitives
and techniques, namely lightweight cryptographic ciphers such as PRESENT [5],
Klein [11], LED [13] and others.

The majority of these ciphers was designed with hardware performance in
mind, leaving most software implementations relatively inefficient. For instance,
the AVR-Crypto-Lib [21] often resorts to C language implementations, resulting
in 100.000 clock cycles for a single encryption with PRESENT. AVR microcon-
trollers are often encountered regarding the Internet of Things and ubiquitous
computing, thus they are an interesting platform on which to enable and op-
timize lightweight ciphers. The University of Louvain has initiated a project
to draft efficient assembly implementations of various lightweight ciphers on
M. Hutter and J.-M. Schmidt (Eds.): RFIDsec 2013, LNCS 8262, pp. 161–175, 2013.
DOI: 10.1007/978-3-642-41332-2 11,
c© Springer-Verlag Berlin Heidelberg 2013
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resource-constrained AVR devices to make fair comparisons about their relative
efficiency. Resulting from this project is the state of the art in both speed and
size: an implementation [8] which achieves an encryption with PRESENT in
10723 clock cycles in 936 bytes.

Our contribution. This paper describes the details of a speed optimized [20]
and a size-optimized [22] implementation of the PRESENT cipher on the AT-
tiny45, attained with the aid of algorithmic improvements and efficient program-
ming techniques. Our speed-optimized version improves the state of the art [8]
by an 18 % reduction in clock cycles, while the size-optimized version is 70 %
smaller.

Algorithmic improvement:

– A merged SP layer, i.e. combining the substitution and permutation layer of
the cipher in order to construct lookup tables that remove the time-consuming
permutations [10,12]. This optimization constitutes the core of the achieved
speed improvement.

Programming improvements:

– Squared S-Box representations, i.e. S-Boxes which are custom-made for fast
access in the AVR 8-bit architecture, also used by Eisenbarth [8].

– Compact S-Box representations, i.e. minimal footprint S-Boxes that reduce
the implementation size.

– Minimal key register rotations, allowing the key update procedure to complete
in fewer instructions.

– Memory access optimizations, grouping memory transactions to improve speed.
– Algorithm serialization, by keeping part of the state in SRAM while we op-

erate on fewer registers.
– Indirect register access to let loops drive repeated operations on CPU regis-

ters.
– Use of the stack to store intermediate values to avoid using more dedicated

registers.
– Code restructuring and efficient procedure callings.

2 Background

2.1 PRESENT Cipher

PRESENT [5] is an ultra-lightweight, 64-bit symmetric block cipher, using 80-
bit or 128-bit keys. It is based on a substitution/permutation network and it is
named as a reference to Serpent [2] due to its similar constructs. As of 2012,
PRESENT (among other ciphers) was adopted by ISO as a standard for a light-
weight block cipher (ISO/IEC 29192-2:2012 [17]). The full algorithm has so far
been resistant to attempts at cryptanalysis, although the most successful attack
has shown that up to 15 of its 31 rounds can be broken with 235.6 plaintext-
ciphertext pairs in 220 operations [1,7,19].



Speed and Size-Optimized Implementations of the PRESENT Cipher 163

PRESENT uses exclusive-or as its round key operation, a 4-bit substitu-
tion layer, a 4-bit period bit position permutation network in 31 rounds and
a final round key operation. Key scheduling is a combination of bit rotation,
S-Box application and exclusive-or with the round counter. Constructs found
in PRESENT are also encountered in SPONGENT [4], in hash function con-
structs based on block ciphers as proposed by Hirose [6,14,15] (H-PRESENT)
and in the similar Maya [9] or generalized SMALLPRESENT [18]. Thus the
optimizations presented here can also be of interest with respect to the imple-
mentations of these ciphers. In our approach, we have implemented PRESENT
for the recommended 80-bit key size in AVR assembly in two versions, opti-
mized for maximal speed and minimal size. Support for 128-bit keys was also
added to the size-optimized implementation as the required extra registers be-
came available through optimizations, but we will focus on the implementation
of the variant with 80-bit keys.

2.2 PRESENT Algorithm

The cipher’s key register is supplied with the 80-bit cipher key and in every
encryption round the first 64 bits of the 80-bit key register form the round key. To
encrypt a single 64-bit block, during each encryption round, PRESENT applies
an exclusive-or (XOR) with the current round key followed by a substitution
and a permutation layer. The substitution layer applies nibble-wise (4-bit) S-
Boxes to the state, while the permutation layer re-arranges the bits in the state
following a 4-bit period. Key scheduling is done by rotating the key register 61 bit
positions to the left, applying the S-Box to the top nibble of the key register and
XORing bits 15 through 19 with the round counter. There is a total of 31 such
rounds and finally the round key is applied one last time (Fig. 1).

2.3 The 8-bit Family of TinyAVR Microcontrollers

Atmel offers a wide range of 8-bit microcontrollers, including high performance
devices (ATxmega), mid-range devices (ATmega) and low-end devices with lim-
ited memory, storage and processing power (ATtiny). Common applications of
AVR microcontrollers include smart cards, motor control systems, medical ap-
plications et cetera.

Our focus is on the resource-constrained ATtiny architecture, which typically
features less than 1 KB of static RAM (SRAM) and flash storage ranging from
1 to 8 KB. The architecture uses 32 general-purpose registers, R0 -R31.

Several registers have special characteristics, namely registers R0
through R15 can not be accessed by instructions that provide an immediate
value as an operand, i.e. you can only perform memory access from these reg-
isters. In addition, register pairs R27:R26 (denoted as X ), R29:R28 (denoted
asY ) , and R31:R30 (denoted as Z ) can access the SRAM. The Y register can
also be used for indirect register addressing, the Z register can also access the
flash storage and be used for indirect jumps and calls. Instructions using these 3
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Fig. 1. Schematic of the PRESENT cipher. It consists of 31 rounds, including XOR
round key application, nibble-wise substitution, bit position permutation and key up-
date.

pointer register pairs also allow post-increment and pre-decrement of the pointer.
At all times, the 6 special registers can be utilized as general-purpose registers.

The ATtiny instruction set consists of the basic 90 single-word instructions
found in all AVR architectures. However, due to the limited size of its core, it
does not support the extended instruction set which includes multiplication, in
contrast with the ATmega architecture.

ATtiny configuration. We perform all simulations on the ATtiny45, which has
a maximum clock frequency of 20 MHz, 256 bytes of SRAM and 4 KB of flash
storage.

Radix-28 representation. The PRESENT cipher requires representing in-
tegers of size 64 and 80 bits. Thus, we split the number into 8-bit compo-
nents, using radix-28 and an m-bit integer is represented as n = ≤m/8≈ bytes
(x0, x1, . . . , xn−1) such that x =

∑n
i=0 xi28∼i.

3 High-Speed Implementation

3.1 PRESENT S-Box and P-Layer Implementation

In this section we examine the S-Box of the PRESENT cipher from the speed
perspective, using lookup tables, and we offer several variations, utilizing the
speed-area trade-off. We analyze the original S-Box, identify its performance
issues and suggest two possible lookup table representations (with 8 and 16 bytes
respectively). Subsequently, we expand it to the faster, yet space-demanding
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Table 1. The original S-Box of the PRESENT cipher.

x 0 1 2 3 4 5 6 7 8 9 A B C D E F

S[x] C 5 6 B 9 0 A D 3 E F 8 4 7 1 2

Table 2. The packed representation of the original S-Box, using 8 bytes. Each table
column represents two substitutions. This would give a size optimization of 8 bytes to
begin with, but considerations for unpacking code apply. (See Sect. 4.2.)

x 01 23 45 67 89 AB CD EF

S[x] C5 6B 90 AD 3E F8 47 12

(256 bytes) Squared S-Box. In the last section, we examine the combination of
the S-Box and the permutation layer, resulting in a very large lookup table
(1024 bytes) that substantially boosts performance.

Original S-Box. The original S-Box, presented by Bogdanov et al. [5] consists
of 16 different substitutions, each with a 4-bit input and a 4-bit output, as shown
in Table 1.

Representation. If we aim for a particularly small size footprint, it is possible
to use either a packed or an unpacked representation of the original S-Box. The
original, unpacked version stores the lookup table in 16 bytes, where every 4-bit
input to 4-bit output substitution is stored using 8 bits of space (i.e. there exists
redundancy of in the representation). The packed version, stores two 4-bit input
to 4-bit output substitutions using 8 bits, i.e. without any redundancy, resulting
in an 8 byte lookup table.

Performance. The core performance issue regarding the 4-bit S-Box is the
penalty in accessing it, if stored in a lookup table. The AVR architecture is
designed to enable fast access for 8-bits at a time. Thus, a lookup table of the
original S-Box is rather small (16 bytes for an unpacked version, 8 bytes for a
packed one), but we can assume it is also relatively inefficient speed-wise due
to the overhead operations that need to take place before and after each table
lookup. Surely the packed S-Box (Table 2) is the least speed-efficient variant,
since after the 4-bit lookup we also have to extract the upper or lower half. This
issue is not encountered in the unpacked version, which makes better use of the
AVR 8-bit architecture. However, performance is not optimal due to the fact
that we only substitute 4 bits at a time, while we use 8-bit operations, i.e. the
redundant representation results in more memory accesses than needed.

Squared S-Box. A solution to the aforementioned performance problem is to
construct a new lookup table that: (a) is custom made for the 8-bit AVR archi-
tecture, like the unpacked S-Box and (b) uses a non-redundant representation
similar to the packed S-Box.

Representation. In Table 3, we demonstrate a Squared S-Box, which uses an
8-bit input and produces an 8-bit output. Within an 8-bit space, we can contain
two 4-bit substitution values and the number of possible substitution values is
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Table 3. The 256-byte Squared S-Box. It substitutes one byte at a time, without any
overhead or redundancy.

x 00 01 02 03 . . . 0C 0D 0E 0F

S[x] CC C5 C6 CB . . . C4 C7 C1 C2
x 10 11 12 13 . . . 1C 1D 1E 1F
S[x] 5C 55 56 5B . . . 54 57 51 52
...

...
...

...
... . . .

...
...

...
...

x F0 F1 F2 F3 . . . FC FD FE FF
S[x] 2C 25 26 2B . . . 24 27 21 22

16, thus the total size of the lookup table is 16 · 16 = 256 bytes. As a result,
there is no need for overhead computation and the substitution consists of a
single lookup. This approach has also been followed before by Eisenbarth [8].

Performance. The Squared S-Box described is an efficient and viable solution
with respect to the cipher’s substitution layer. It is custom made for the 8-
bit AVR architecture and allows us to perform byte substitutions with a single
flash memory lookup. Furthermore, it is relatively size-efficient, consisting of
256 bytes. We consider it could almost be transfered to ATtiny45 SRAM from
flash memory during the initialization process of the algorithm, but we would
be left without any stack space and therefore it would certainly be a special
purpose implementation. That memory transfer is viable for applications that
do dedicated encryption or decryption (provided we are left with some stack
space for the workings of the rest of the algorithm). The instruction to load
from flash (lpm) takes 3 clock cycles, whereas loading from or saving to SRAM
(ld) takes only 2. Given the fact that the block size of the PRESENT cipher
is 64 bits, it requires 64/8 = 8 S-Box lookups per round. The cipher consists
of 31 rounds so a full encryption requires 8 · 31 = 248 S-Box applications. If
an application would singularly encrypt or decrypt, we could save 248 cycles
per encryption after an initial (3 + 2) · 256 = 1280 clock cycles. That means
that the processing penalty to load a 256 byte table from flash storage to SRAM
would not be compensated until over 5 encryptions or decryptions were computed
sequentially, so this approach is not feasible for the general case of intermixed
encryption and decryption.

Merged SP Lookup Table. Although the Squared S-Box lookup table solu-
tion is viable for the PRESENT cipher, we need a speed optimization for the
most complex part of the PRESENT algorithm: the permutation layer. In con-
trast to hardware implementations, where it is a trivial rewiring of outputs,
most software implementations require a large number of bit rotation and move
operations. The AVR architecture is not capable of performing fast shifts and
rotations (compared to for instance the ARM11 processors, which can do shifts
and rotations for free), i.e. an n-bit shift requires n clock cycles, and thusly we
have to look for alternatives. In this direction, work by Hutter and Schwabe [16]
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Fig. 2. Flash memory is addressed through 16-bit pointers. We aim to keep changes in
the high byte to a minimum.

on ATmega1 suggested the usage of multiplications instead of rotations/shifts,
however this is not viable on ATtiny chips due to the fact that they do not
possess native multiplication instructions.

Representation. The fastest approach that we identified for the permutation
layer is the idea developed by Zheng Gong and Bo Zhu [10,12]. Due to the
adaptation of this novel approach in the AVR architecture, we are able to improve
performance over the state of the art [8]. Specifically, Gong and Zhu exploited
the internal structure of the permutation layer, i.e. the fact that every output of
a 4-bit S-Box will contribute one bit to the cipher. The underlying pattern for
the permutation is the following:

for k : old position, l : new position, l = f(k) = 16 · (k mod 4) + (k ÷ 4)

Thus, the first 2 bits of the output are derived from the first two 4-bit S-
Boxes, i.e. from the first byte of the previous state. Using these observations, they
crafted four 256-byte lookup tables (1024 bytes in total) that merge the S-Box
and the permutation layer and as a result, the whole SP network is performed
via table lookups.

Performance. The 1024 byte lookup tables eliminate the need for an indepen-
dent permutation layer, providing us with the fastest available solution. On the
downside, we have to perform one lookup for every two bits, resulting in 32
lookups for a 64-bit state (compared to the Squared S-Box that required only
8 lookups for a 64-bit state). Moreover, we need 1024 bytes to store the tables,
thus it is not possible to transfer them to the SRAM on our test platform. The
theorized 33 % speedup considered with using SRAM instead of flash storage
is only possible in an AVR microcontroller with at least 1024 bytes of internal2

SRAM, for instance ATtiny1634.

Memory Optimizations for Lookup Tables. All the aforementioned solu-
tions with respect to substitution and/or permutation rely heavily on lookup
tables. In order to decrease the computational penalty of the table lookups, we
performed several code-level optimizations. In Fig. 2 we demonstrate the code
required to perform a single table lookup from flash memory.

The lookup operation consists of two mov and one lpm instruction. Memory
is addressed using 16-bit pointers, so the first mov loads the high part, while the
second mov loads the table index that will be accessed.
1 Benchmarking was performed on ATmega2560.
2 Additional external SRAM is not an option, since it is at least as slow as flash

memory.
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Table alignment. We aim to keep the changes required in the high part (ZH)
to a minimum. Thus, we align the four 256-byte tables required for the merged
SP approach in Sect. 3.1 such that they can be accessed by using only the low
part (ZL) register as an index and keeping ZH unchanged. Elaborating, the four
lookup tables start from 0x0600, 0x0700, 0x0800, 0x0900 respectively and
thus, the 8 high bits of the address part (0x06, 0x07, 0x08, 0x09) remain the
same while the 8 low bits are sufficient to act as the table index, ranging from 0
to 255 (0x00 to 0xFF).

Memory access grouping. Performing two lookup operations in two different
tables requires a total of 10 clock cycles (2 mov to change the high part of the
operation, 2 mov to change the index and 2 lpm to perform the actual lookup).
However, performing two lookup operations on the same table requires a total of
8 clock cycles (2 mov for the index, 2 lpm for the lookup), since the high part of
the memory address remains the same. Thus, we we try to perform the maximum
amount of grouped table lookups, given the limited number of registers, since
within each group, ZH remains the same. For instance the following sequence of
operations, lookupTable1(i), lookupTable2(k), lookupTable1(j), lookupTable2(m)
will transform to lookupTable1(i), lookupTable1(j), lookupTable2(k), lookupT-
able2(m) in order to group memory access.

3.2 Key Update Implementation

This section focuses on implementing the key scheduling/update process of the
PRESENT cipher efficiently. The key update function of the PRESENT cipher
consists of three operations, namely, key rotation, key substitution and key XOR
the round counter. We present the optimizations performed in the following
subsections.

Key Rotation. The algorithm specifies that the key must be rotated by 61 bits
to the left. Given the fact that rotations/shifts are computationally expensive
in the AVR architecture, we transform 61 left rotations to 19 right rotations,
which can be further reduced to 16 right rotations and 3 right rotations. The 16
right rotations can be easily performed by using the mov instructions on register
level, i.e. rotate all the bits inside a register by moving the contents to the
previous register used in our representation, an approach which is preferable to
single rotations via the bit-level instructions. Only the 3 remaining rotations are
carried out with the logical instructions for right rotation and shifting (ror and
shr).

Key Substitution. The highest 4 bits of the 80-bit key used by the PRESENT
cipher, must be substituted via the S-Box. To avoid 4-bit memory access or
redundancy (Sect. 3.1), we construct a special-purpose Squared S-Box that sub-
stitutes the 4 high bits of the 8-bit input, while the low 4 bits remain unchanged.
The resulting table applies a substitution operation on the upper nibble which
takes only a single lookup operation. Should we encounter space constraints, it
is possible to replace the Squared S-Box with the original, unpacked one; the
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key substitution occurs only once per round, so the performance loss incurred
by the unpacked S-Box is relatively small.

Key Exclusive-OR Operation. The algorithm specifies that the key bits 15,
16, 17, 18, 19 must be XORed with the round counter. The issue is that -under
the current representation- bits 0. . . 7 will be stored in R0, bits 8. . . 15 will be
stored in R1 and bits 16. . . 23 will be stored in R2. As a result parts of the
round counter need to be XORed with different parts of two separate registers,
namely the counter needs to be XORed with both R1 and R2. Similarly to
Eisenbarth [8], we perform the XOR operation before the key rotation, thus the
bits that are operated on are bits 34,35,36,37,38 which span a single register
(under the previous representation they are located in R4 ). This restructuring
of the algorithm, i.e. performing the XOR operation before the key rotation,
does not affect the outcome or security of the algorithm.

Latency vs. Throughput. The implementations presented focus on reducing
the cost of a single encryption. Thus, it can also be viewed as a low-latency
implementation of PRESENT. Should we loosen up on the latency requirement,
we can achieve increased throughput. Future work aims to perform multiple en-
cryptions at a time, by using the bitslicing technique [3], which largely reduces
the cost of permutations.

4 Size-Optimized Implementation

Here we will list some of the size improvements we were able to apply to the
PRESENT algorithm. While these modifications make the algorithm operate
more slowly, the reduction in size would allow the cipher to be included in
microcontrollers with smaller available code area. Our version requires 128 AVR
instructions (256 bytes of code) for both the encryption and decryption routines,
plus two times 8 bytes for packed tables of S-Box values at memory addresses
0x100 and 0x200. We believe this should be sufficiently small for the code to
be included in an AVR machine with 1K of available Flash storage, while still
allowing almost three quarters of the available area to be devoted to application-
specific code.

Unfortunately, every opcode in the AVR instruction set is expressed using
one or more 16-bits words, so while using only the single-word instructions of the
ATtiny there is no further possibility to exchange any instructions for equivalent
smaller ones (such as for example add Rd, 1 being more concisely expressed as
inc Rd on x86 machines). Furthermore the AVR employs a Harvard architecture,
where there is a strict separation between data and code memory; this prevents
us from dynamically computing new opcodes in memory to be executed later.
Finally we note there are no ‘bulk’ instructions which operate on several registers
at once.

However, we do have access to some instructions that are specific to the AVR
architecture and are uniquely suited to making parts of the code more condensed
by virtue of their expressiveness, such as the swap and cbr instructions. We also
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have all kinds of branching instructions at our disposal that branch based on
values in the state register (SREG) which we can explicitly or implicitly modify.
We can use the stack to make procedure calls or as temporary storage, and finally
have the powerful option of adressing the CPU registers indirectly through the
Y pointer.

4.1 Serialization and SRAM Use

The greatest size optimization we have implemented is serialization of the algo-
rithm, keeping most of the state in SRAM while we operate on only one byte
of state wherever possible. This reduces the instruction count on all parts of
the algorithm. It also allows us to make use of fewer dedicated registers.keeping
scheduled keys entirely in registers after setup. The only procedure where this
approach was not successful is the permutation layer, for which we chose to
reserve 4 output registers as we believe it allows us to apply the 4-bit period
permutation in software with the most size-efficiency.

By requiring only 4 dedicated registers to keep a partial block state, and 6
to keep the rest of the algorithms’ state, we were left with exactly 16 of the 32
general purpose registers available to keep the key register (as we rely on the
6 registers for X,Y,Z to navigate the SRAM, indirectly addressed registers and
flash storage respectively.) This means support for 128-bit keys was able to be
added to the implementation at no extra cost.

4.2 S-Box Packing

The PRESENT S-Boxes work on 4-bit nibbles, but defining a table of nibbles
in the code at first seemed less size-efficient than packing the nibbles into bytes
to be unpacked. This would save 8 bytes per S-Box table to start with, but we
need 4 to 7 extra instructions depending on whether or not we care about timing
attacks to unpack the nibbles which diminishes the size benefit to 2 bytes of code.
See Fig. 3 and Table 2.

The S-box construct replaces a single low nibble in the output. The simplest
and most size-efficient way to apply it to a byte in code consists of (1) calling it,
(2) swapping the resulting nibbles, (3) calling it again for the other nibble and
then (4) swapping the nibbles back. We can call this code starting from step 2 to
apply the S-box to only the high nibble of a byte, as is required when scheduling
new round keys.

4.3 Permutation Layer

The code to apply the bit position permutation to the state in software bor-
rows heavily from the AVR implementation of PRESENT drafted in Louvain by
Eisenbarth et al. [8]. Since the permutation follows a 4-bit period in the input,
their choice to use 4 bytes of I/O when rotating bits off of registers into corre-
sponding new positions seems quite efficient. In the Louvain implementation one
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Fig. 3. Loading and unpacking bytes into nibbles in a constant cycle count takes us
8 instructions whereas loading unpacked nibbles takes us only 1. The net gain is only
2 bytes of code.

Fig. 4. A construct that uses the state register to re-do a block twice with code execut-
ing before, after and in between, allowing 2 executions of the block without requiring
access to the stack to store return addresses.

bit is rolled off from 4 state registers into one output register and this block is
done twice, completing one output byte.

This implementation of the permutation layer requires availability of 4 bytes
of temporary storage for half of the permuted state, which we save to the stack
before applying the permutation to the other 4 bytes of the state. The construct
in Fig. 4 allows the implementer to let a block of code be executed twice, while
allowing them to take control of the machine before, after and in between these
code blocks. As you can see this takes 4 instructions, whereas a rcall, ret con-
struction would take us only 3, but this construct doesn’t use the stack which
means we can keep our intermediate values there rather than requiring 4 more
dedicated registers or make more complicated use of the SRAM.

The 4 extra registers that became available through this approach allowed us
to implement support for 128-bit keys while keeping the scheduled round keys
entirely in CPU registers at no extra size cost. This construct does not affect
the cycle count relative to the state or input.

Rather than using specialized code to invert this permutation when decrypt-
ing, we use the PRESENT author’s design of the bit permutation to undo it by
applying it twice more (that is P (P (P (i))) = i for each bit position i).
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4.4 Indirect Register Access

The AVR platform allows the CPU registers to be addressed indirectly, meaning
we can use a pointer (Y ) in memory space to interact with them. We use the
feature to load all 10 or 16 of the dedicated key registers in a loop, to iterate
over them while applying the round key to the state in SRAM, and to rotate the
key registers. This last optimization proved to be devastating to performance
compared to inlined rotation of the registers, which is why we added an option
to configure either approach.

Doing these operations in a loop which iterates over registers results in
smaller code, and allows us to rotate an arbitrary number of registers at a fixed
instruction cost. Faster (inlined) rotation makes the implementation about 4
times faster and requires 2/8 extra instructions depending on the configured key
size.

4.5 Round Key Application and Key Scheduling

The round key is applied to the state in the SRAM by reading, XORing and
writing one byte to/from a register at a time. The use of indirect register access
allows us to iterate through the key bytes in CPU registers while iterating the
state bytes in SRAM.

When scheduling keys, we still apply the exclusive-or to part of the key
register in the ideal position (i.e. where the bytes of the key register line up with
the round counter register), as explained in Sect. 3.2.

The inverse key scheduling procedure is only needed in the decryption rou-
tine, so we were able to inline it into the decryption round.

4.6 Limits Encountered

Although S-Box application and round key application always happen close to
each other and have the same SRAM access pattern, the varying order in which
they are applied in encryption/decryption rounds, or the omission of the S-Box
application in the final step makes it impossible to combine the two steps into
one procedure that makes PRESENT smaller.

It is possible to save a few instructions by iterating through the state in
SRAM from wherever the X pointer is located rather than rewinding it to the
start of the block in every round procedure of the algorithm. Still, the varying
order in which they are applied in the encryption/decryption rounds makes it
impossible to do so for the general case in smaller code.

The choice to rewind to the start of the block places the SRAM pointer back
to the same address as before encryption or decryption, which seems like a good
default for real-life use and also allows all round procedures to be callable from
external applications, which seemed more desirable than having them rely on
‘hidden’ state which affects their behaviour.
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Table 4. Speed (in clock cycles) and size (in bytes) comparisons to existing implemen-
tations of PRESENT for the AVR architecture, ordered by size, speed.

Encryption Decryption Size

Papagiannopoulos [20] 8721 - 1794
AVR Crypto-lib [21] 105796 151624 1514
Eisenbarth [8] 10723 11239 936
Verstegen [22]

Inlined rotation, unpacked S-Boxes (128-bit) 64506 119626 292
Inlined rotation (128-bit) 67854 123346 290
Inlined rotation, unpacked S-Boxes 52622 73952 280
Inlined rotation 55784 77300 278
Unpacked S-Boxes 186883 250032 274
Unpacked S-Boxes (128-bit) 278189 568010 274
Default 190045 253380 272
Default (128-bit) 281537 571730 272

4.7 Using the Code for Specific Applications

While the attained size of our implementation of PRESENT should suffice for
use in real-world applications, most of the procedure calls can be inlined when
only encryption or decryption is required in the application. If only encryption
is required, the inverse S-Box and S-Box unpacking code can be omitted as well.

As mentioned in 4.4, the key register rotation procedure can be configured
to either use indirect register addressing, or be inlined at a cost of 4/16 extra
bytes depending on configured key size.

5 Conclusion

We’ve compared our results to the existing AVR implementation by Eisenbarth
et al [8] and the GNU AVR-Crypto-Lib (as a standard C reference) [21]. We
are pleased to announce we were able to reduce the code size by 70 % and gain
18 % speed increase (Table 4). Having access to a larger SRAM could allow the
lookup tables for the speed-optimized version to incur a lower overhead, and
reduce an estimated 992 cycles per encryption (12 %). Overall, we managed to
push the limits of the PRESENT implementation and establish a wide spectrum
of techniques to enable speed and size efficiency.
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