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Preface

This volume contains the papers from the two workshops held along with the
16th International Conference on Financial Cryptography and Data Security, in
Okinawa, Japan on 1st April, 2013.

USEC 2013:
Workshop on Usable Security

Networked information systems permeate modern life. From the ATM to the
tablet computer, they’re ubiquitous, as is increasingly their connectivity to the
Internet. Securing these systems is a hard job at the technical level. The socio-
technical side adds even more complexity. It is now well-understood that the
human side of securing systems is at least as difficult as the technical side. While
great strides have been made in making systems usable and technically secure,
there is often an inherent contradiction in providing usable security: security is
both an emergent property of the system as a whole and for some users/system
elements/circumstances the aim of security is explicitly to apply the ultimate
opposition of usability: denial of access.

This apparent contradiction underpins this workshop, which brings together
researchers from a variety of disciplines including, but not limited to, computer
science, psychology, business studies, to present and discuss recent advances in
enabling systems to provide more easily usable security and privacy.

Google, Inc. and the Centre for Business Information Ethics at Meiji Uni-
versity sponsored the workshop’s keynote speaker, Dr. Alessandro Acquisti of
Heinz College, Carnegie Mellon University, who gave a highly engaging talk on
his recent work on the behavioral economics of security and privacy:

Confessions of a Privacy Economist

What drives people to disclose or protect their personal information? What are
the tangible and intangible consequences of those decisions? In this talk, I will
discuss the transition from the economics to the behavioral economics of privacy.
In particular, I will present and contrast a series of opposing “frames,” or ways
to frame and analyze the privacy debate, using the lenses of behavioral economic
research. I will start from frames I have analyzed in my research (for instance:
is privacy really about “transparency” and “control”?) and progressively move
onto less settled, and perhaps more controversial, frames of the debate.
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The organisers, Steering Committee and Program Committee of USEC 2013
thank the International Financial Cryptographers Association and the organisers
of Financial Crypto and Data Security 2013 for their support in hosting the
workshop.

July 2013 Andrew A. Adams
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VIII Organization

WAHC 2013: Workshop on Applied Homomorphic
Cryptography

Homomorphic Cryptography has become one of the hottest topics in mathe-
matics and computer science since Gentry presented the first fully homomorphic
scheme in 2009. This has also enhanced the interest in secret function evaluation,
private information retrieval or searchable encryption in general. Many new cryp-
tographic schemes have been proposed, creating a diverse mathematical basis for
further theoretical research. Research on practical applications of homomorphic
encryption, secret function evaluation, private information retrieval or search-
able encryption is still less advanced due to the poor performance resulting on
the complexity assumptions made in current encryption schemes. The goal of
the WAHC was to bring together professionals, researchers, and practitioners
in the area of computer security and applied cryptography with an interest in
practical applications of homomorphic encryption, secure function evaluation,
private information retrieval or searchable encryption to present, discuss, and
share the latest findings in the field, and to exchange ideas that address real-
world problems with practical solutions using homomorphic cryptography and
other privacy preserving mechanisms.

The workshop received 12 submissions, each of which was reviewed by at
least 3 Program Committee members. While all the papers were of high quality
only 6 papers were accepted to the workshop. We want to thank the researchers
of all 12 submissions, the members of the Program Committee, the workshop
participants, the FC general chair, Kazue Sako, the program chair, Ahmad-Reza
Sadeghi and the USEC workshop chair, Andrew A. Adams. Special thanks go to
Vinod Vaikuntanathan who traveled all the way to Japan to give the workshop’s
keynote speech, which was also enjoyed by the attendees of the Financial Crypto
and Data Security 2013. The talk surveyed the recent progress in the areas of
fully homomorphic encryption and functional encryption – two very powerful
methods for computing on encrypted data. It also described the exciting work
towards making these technologies practical, and some future directions in this
field.

July 2013 Michael Brenner
Matthew Smith
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Fré Vercauteren K.U. Leuven, Belgium
Adrian Waller Thales, UK
Dirk Westhoff Hochschule Furtwangen University, Germany
Xun Yi Victoria University, Australia



Table of Contents

The Workshop on Usable Security (USEC 13)

I Think, Therefore I Am: Usability and Security of Authentication
Using Brainwaves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

John Chuang, Hamilton Nguyen, Charles Wang, and
Benjamin Johnson

Usability and Security of Gaze-Based Graphical Grid Passwords . . . . . . . 17
Majid Arianezhad, Douglas Stebila, and Behzad Mozaffari

The Impact of Length and Mathematical Operators on the Usability
and Security of System-Assigned One-Time PINs . . . . . . . . . . . . . . . . . . . . 34

Patrick Gage Kelley, Saranga Komanduri, Michelle L. Mazurek,
Richard Shay, Timothy Vidas, Lujo Bauer, Nicolas Christin, and
Lorrie Faith Cranor

QRishing: The Susceptibility of Smartphone Users to QR Code
Phishing Attacks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

Timothy Vidas, Emmanuel Owusu, Shuai Wang, Cheng Zeng,
Lorrie Faith Cranor, and Nicolas Christin

“Comply or Die” Is Dead: Long Live Security-Aware Principal
Agents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

Iacovos Kirlappos, Adam Beautement, and M. Angela Sasse

Information Security as a Credence Good . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
Ping Fan Ke, Kai-Lung Hui, and Wei T. Yue

Sorry, I Don’t Get It: An Analysis of Warning Message Texts . . . . . . . . . . 94
Marian Harbach, Sascha Fahl, Polina Yakovleva, and Matthew Smith

Soulmate or Acquaintance? Visualizing Tie Strength for Trust
Inference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

Tiffany Hyun-Jin Kim, Virgil Gligor, Jorge Guajardo,
Jason Hong, and Adrian Perrig

Awareness about Photos on the Web and How Privacy-Privacy-Tradeoffs
Could Help . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

Benjamin Henne and Matthew Smith

Bootstrapping Trust in Online Dating: Social Verification of Online
Dating Profiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

Gregory Norcie, Emiliano De Cristofaro, and Victoria Bellotti



XII Table of Contents

The Workshop on Applied Homomorphic
Cryptography (WAHC 13)

SHADE: Secure HAmming DistancE Computation from Oblivious
Transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
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I Think, Therefore I Am: Usability and Security

of Authentication Using Brainwaves�

John Chuang1, Hamilton Nguyen2, Charles Wang2, and Benjamin Johnson3

1 School of Information, UC Berkeley
chuang@ischool.berkeley.edu

2 Department of EECS, UC Berkeley
{hamiltonnguyen,charleswang}@berkeley.edu

3 Department of Mathematics, UC Berkeley
benjamin@math.berkeley.edu

Abstract. With the embedding of EEG (electro-encephalography) sen-
sors in wireless headsets and other consumer electronics, authenticating
users based on their brainwave signals has become a realistic possibility.
We undertake an experimental study of the usability and performance
of user authentication using consumer-grade EEG sensor technology. By
choosing custom tasks and custom acceptance thresholds for each sub-
ject, we can achieve 99% authentication accuracy using single-channel
EEG signals, which is on par with previous research employing multi-
channel EEG signals using clinical-grade devices. In addition to the
usability improvement offered by the single-channel dry-contact EEG
sensor, we also study the usability of different classes of mental tasks. We
find that subjects have little difficulty recalling chosen “pass-thoughts”
(e.g., their previously selected song to sing in their mind). They also
have different preferences for tasks based on the perceived difficulty and
enjoyability of the tasks. These results can inform the design of authen-
tication systems that guide users in choosing tasks that are both usable
and secure.

Keywords: pass-thoughts, EEG, authentication, usability.

1 Introduction

Advances in EEG (electro-encephalography) bio-sensor technologies have opened
up brainwave research and application development at an unprecedented level in
recent years. Traditionally, EEG data capture has been performed in clinical set-
tings using invasive probes under the skull or wet-gel electrodes arrayed over the
scalp. Now, similar data can be collected using consumer-grade non-invasive dry-
contact sensors built into audio headsets and other consumer electronics. This
opens up immense possibilities for using brainwave signals in different applica-
tion domains. Originally limited to neuroscience research and clinical treatment

� This research was supported in part by the National Science Foundation under award
CCF-0424422 (TRUST).

A.A. Adam, M. Brenner, and M. Smith (Eds.): FC 2013, LNCS 7862, pp. 1–16, 2013.
c© International Financial Cryptography Association 2013



2 J. Chuang et al.

of neurological diseases, EEG technologies are now being deployed for education,
training, entertainment, and other ubiquitous computing applications.

Given the growing commercial availability of this technology, an important
research agenda is to develop and evaluate different practical methods for reg-
ular users to apply their own brainwave data, in everyday (i.e., non-laboratory)
settings, for different computer-based applications. In this work, we take a first
step by focusing on the problem of user authentication using brainwaves. We
propose and evaluate different classes of mental and/or motor tasks that users
may perform while wearing a headset with EEG sensors. In addition to col-
lecting EEG data from human subjects as they performed these tasks, we also
collected experimental and questionnaire data to measure the usability of the
tasks. Taken together, we compare the performance of different mental/motor
tasks using metrics for signal similarity, authentication accuracy, task difficulty,
task enjoyability, and task repeatability.

We make a significant departure from previous EEG-based authentication
studies by studying the efficacy of single-channel as opposed to multi-channel
EEG signals. Modern clinical EEG systems employ dense arrays of electrodes to
provide 32, 64, 128, and 256 channels of EEG data. In contrast, for our exper-
imental study, we use a consumer-grade headset that provides a single-channel
EEG signal. Specifically, the Neurosky MindSet [1] places a single dry-contact
sensor over the left frontal lobe region of the brain (Figures 1 and 2). Other than
the EEG sensor, the headset is indistinguishable from a conventional Bluetooth
headset for use with mobile phones, music players, and other computing devices.
The headset can be purchased in the market for approximately $100.

Fig. 1. EEG Headset Used in the Study: Neurosky MindSet

The headset form factor and the non-intrusiveness of the sensor imply a sig-
nificant lowering of the usability barrier for EEG-based authentication. On the
other hand, does the switch from multi-channel to single-channel signals lead to
information loss that may render EEG-based authentication infeasible? This is
a key motivating question of our study.
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Our first key finding is that single-channel EEG signals do exhibit patterns
that are subject-specific. Using standard measures of statistical similarity, we
find higher signal similarity within subjects than across subjects. This is true
across different mental tasks performed by the subjects; and it is true even for
the brainwave signals of the same subjects that were collected over different
experimental sessions on different days.

Our second key finding is that single-channel EEG authentication can be
just as accurate as multi-channel EEG authentication. Leveraging our first find-
ing, we propose and evaluate a suite of threshold-based authentication protocols
that makes accept/reject decisions based on statistical similarities of signals. By
combining the use of custom tasks and custom thresholds for each user, we can
reduce false error rates down to the 1% level, which is comparable to the error
rates achieved with multi-channel EEG signals.

Our third key finding is that neither signal similarity nor authentication per-
formance are significantly affected by the categories of mental tasks performed
by the subjects. In particular, personalized mental tasks (e.g., sing their favorite
song silently, focus on their personal pass-thought) do not produce higher signal
similarity or authentication accuracy over mental tasks that are common to all
subjects (e.g., close eyes and focus on breathing).

On the other hand, as our fourth key finding, we find that the different cate-
gories of mental tasks score very differently in terms of user-perceived difficulty
and enjoyability. When asked to choose a mental task that they would be willing
to repeat on a daily basis, different subjects assign different weights to difficulty
and enjoyability in making their choice. However, recall rates are consistently
high for those mental tasks that require the subjects to remember their chosen
secrets across sessions.

Fig. 2. Electrode placements for the International 10-20 Standard. The placement of
the Neurosky Mindset electrode corresponds to the Frontal Polar 1 (Fp1) location.
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Taken together, these findings suggest that designers of EEG-based authenti-
cation systems do not have to make a hard choice between security and usability.
The authentication system should be designed to allow users to experiment with
different categories of mental tasks, so that each user repeats a customized task
– one that they find easy and enjoyable, but that is also capable of producing
high authentication accuracy.

2 Related Work

This research draws upon foundations and recent advances in multiple disci-
plines, ranging from neuroscience, human-computer interaction, computer secu-
rity, signal processing, and machine learning. To the best of our knowledge, this
work is the first experimental study of the usability design of brainwave-based
authentication.

2.1 Brainwave-Based Authentication

The use of brainwave signals for user authentication has received widespread
attention in recent years. Thorpe et al. motivate and outline the design of a “pass-
thoughts” system [17]. By thinking of a pass-thought rather than typing in a
password, this method of authentication promises numerous security advantages,
including the resistance to dictionary attacks and shoulder-surfing.

A number of researchers have separately established the feasibility of using
EEG signals to classify and/or authenticate users. With a focus on accuracy, they
apply a range of statistical, signal processing, and machine learning techniques
on multi-channel EEG signals. Poulos et al. use an artificial neural network to
classify 4 subjects based on their EEG signals [16]. Marcel and Millan employ
gaussian mixture model and maximum a-posteriori model for authentication
with 9 subjects [12]. Palaniappan achieved 100% accuracy in classifying 5 sub-
jects using a linear discriminant classifier [14], as well as zero False Acceptance
Rate (FAR) and zero False Rejection Rate (FRR) using a two-stage threshold-
based authentication process [15]. In each of these studies, the EEG data are
captured using clinical-grade multi-channel sensors. More recently, Ashby et al.
achieved 100% authentication accuracy with 5 subjects using consumer-grade
multi-channel sensors [3]. In each of these studies, all the subjects performed
identical tasks, ranging from baseline relaxation to imaginary motor movement,
visualization, and solving math problems. None of these studies addresses task
personalization or system usability.

2.2 Usability of Novel Authentication Systems

It is well understood that authentication systems must strike a balance between
security and usability. Many security solutions fail not because of any flaw in
the underlying technical design, but because of difficulties faced by humans in
using the system in real-world settings as intended by the system designers. For
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example, users may find it difficult to remember one different password for each
account they own, and resort to writing down the passwords on paper, thereby
introducing new vulnerabilities to the system.

Such considerations underpin the development of graphical passwords as us-
able alternatives to text-based passwords [4]. In systems such as Draw-A-Secret
[11], Deja Vu [7] and Passfaces [2], users authenticate themselves via recalling or
recognizing images, rather than typing in a sequence of alphanumeric characters
as in traditional password-based systems. A key usability metric for these sys-
tems is recall, i.e., the ability for users to remember their chosen secrets (e.g.,
images, faces) over different experimental sessions that are separated by peri-
ods of days or weeks. Usability studies demonstrate far higher recall rates for
graphical passwords than for text passwords [7, 5]. In our experiment, we also in-
vestigate the ability for users to recall their chosen pass-thoughts across different
sessions.

More generally, the different approaches to biometrics, including fingerprint-
ing, iris scanning, facial recognition, voice recognition, each introduce different
usability challenges and opportunities [6]. With the embedding of EEG and other
bio-sensors into mobile phones, headsets, wearable computing devices, and other
consumer electronics, the collection of brainwave signals for authentication and
other purposes may become more natural and less intrusive than the collection
of fingerprints, voice samples, and other biometric signals.

2.3 EEG and HCI

Research in brain-computer interface (BCI) has established the feasibility of
using EEG signals to control computers and other devices. BCI systems can
reliably evoke and measure event-related potentials (ERP) such as the P300,
and use them to spell words and move computer cursors based on a user’s intent
[8–10, 13]. This proves very valuable in restoring the ability to communicate for
patients suffering from the locked-in syndrome and other neurological diseases,
and can be generalized to healthy users as well. While our work does not seek
to infer user intent from their EEG signals, our choice of user tasks involving
external stimuli are informed by the efficacy of eliciting and capturing these
event-related potentials.

3 Experiment

3.1 Overview

Our research involved human subjects, and our experimental procedures were
approved by an Institutional Review Board. We recruited a total of 15 subjects
to participate in our study, all of whom were UC Berkeley undergraduate or
graduate students. Each subject met with two investigators in a quiet, closed-
room setting for two 40-50 minute sessions on separate days. We briefed subjects
on the objective of the study, fitted them with a Neurosky MindSet headset,
and provided instructions for completing each of seven tasks. As the subjects
performed each task we monitored and recorded their brainwave signals.
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3.2 Tasks

The following tasks were repeated five times in each session for each subject.

Breathing Task (breathing). Subjects close their eyes and focus on their
breathing for 10 seconds.

Simulated Finger Movement (finger). Subjects imagine in their mind that
they are moving their right index finger up and down in sync with breathing,
without actually moving their finger, for 10 seconds.

Sports Task (sport). Subjects select a specific repetitive motion from a sport
of their choosing. They then imagine moving their body muscles to perform the
motion, for 10 seconds.

Song/Passage Recitation Task (song). Subjects imagine that they are
singing a song or reciting a passage for 10 seconds without making any noise.

Eye and Audio Tone Task (audio). Subjects close their eyes and listen
for an audio tone. After 5 seconds, the tone plays; upon hearing the tone, the
subjects open their eyes and stare at a dot on a piece of paper in front of them
for an additional 5 seconds.

Object Counting Task (color). Subjects are asked to choose one of four
colors – red, green, blue, or yellow. They are then shown on a computer screen
a sequence of six images. Each image contains a 5x6 grid of colored boxes. As
each grid appears, subjects count, silently in their mind, the number of boxes
corresponding to their chosen color. A new grid appears after each 5 seconds.
The task continues 6 rounds for a total of 30 seconds.

Pass-Thought Task (pass). Subjects are asked to choose their own pass-
thought. A pass-thought is like a password; however, instead of choosing a se-
quence of letters and numbers, one chooses a mental thought. When subjects
are instructed to begin, they focus on their pass-thought for 10 seconds.

3.3 Questionnaire

In addition to the brainwave data, we also asked subjects a series of survey
questions. At the end of each session, we asked the subjects to select the one task
(out of seven) that they would be most willing to repeat every day. After subjects
completed both sessions, we asked them to rate each of the tasks according to
the following binary choices: (i) difficult or easy, and (ii) enjoyable or boring.
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3.4 Brainwave Data

As subjects completed each task, we recorded their raw EEG data on a computer.
The data was transmitted via a bluetooth network connection from the headset
to the computer. The raw data includes single-channel EEG signals in both the
time and frequency domains. We specifically use the power spectrum data, a two-
dimensional matrix which gives the magnitude of the signal for every frequency
component at every point in time. With 15 subjects repeating seven tasks, five
times per session, and two sessions per subject, we have a total of 1050 brainwave
data samples.

3.5 Data Preprocessing

Before performing any analysis on the brainwave data, we first pre-process the
power spectrum data to compress the samples. In the temporal dimension, we
extract only the middle five seconds out of the total ten seconds of each recorded
signal (the exception is the color task, for which we chose a five-second section
corresponding to a specific image). In the frequency dimension, we extract only
the data corresponding to the alpha wave (8-12 Hz) and the beta wave (12-30
Hz) ranges of the signals. We apply our analysis to both ranges.

The second step in our data preparation is to take this two dimensional signal
and compress it into a one dimensional signal. Our chosen compression method
flattens the signal in the time dimension – specifically, for each frequency com-
ponent, we compute the median magnitude corresponding to that frequency
component over all time. The end result is a one-dimensional column vector
with one entry for each measured frequency. This column vector representation
is how brainwave samples are stored and manipulated within the authentication
system.

4 Data Analysis

After collecting and processing the brainwave data, we begin evaluating the
effectiveness of the signals in the context of authentication. This problem requires
us to distinguish the signals among different subjects.

We begin by quantifying the similarity between two signals u and v as the
cosine similarity of the vector representation of the signals, given by the equation:

similarity(u, v) =
u · v

‖u‖‖v‖ .

Similarity gives a value between 0 and 1, where a similarity of 1 would indicate
a perfect match.

We next define two additional notions related to similarity – self-similarity
and cross-similarity. Self-similarity refers to the similarity of signals within a
single subject, while cross-similarity refers to the similarity of signals between
different subjects. Our hypothesis is that self-similarity should be consistently
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greater than cross-similarity for all subjects, in all tasks. If this is true, we will
be able to leverage this difference in our authentication system.

For a fixed task t and given subject s, we define the self-similarity of s in t
to be the average of the similarity of every possible pair of samples belonging to
s. Likewise, for a fixed task t and given subject s, we define the cross-similarity
of s in t to be the average of the similarity of every possible pair for which one
sample in the pair belongs to s and the other sample does not belong to s.

Table 1 displays the results of testing our similarity metric. For a given subject,
we compute his or her self- and cross-similarity for every task, and then take
the average of these values. The final average is the number displayed under the
Self and Cross columns. Lastly, we look at the relative difference between self-
and cross-similarity for each subject rather than the absolute difference. The
last column corresponds to the percent difference between the Self and Cross
columns.

From these results, we can make a few observations. First, self-similarity is
higher than cross-similarity for all subjects, which is an important pre-requisite
in using this metric in our authentication system. Second, there is noticeable
variation in percent difference between the 15 subjects. This second result will
be used in improving our protocol.

Next, Table 2 gives an alternative visualization of our results. For a given
task, we compute the self- and cross-similarity of each subject, and then take
the average over all subjects. This gives similarity values associated with tasks
rather than subjects. Again, we can see that self-similarity is higher than cross-
similarity in all cases. Interestingly, we can observe that the variance in difference
in Table 1 is higher than the variance in difference in Table 2. This suggests
that the similarity measure has greater variation between subjects than between
tasks.

Table 1. Similarity Comparison of
Subjects

Self Cross Percent
Subject Similarity Similarity Difference
subject 0 0.7207 0.6653 7.99%
subject 1 0.7268 0.6745 7.46%
subject 2 0.7014 0.6602 6.05%
subject 3 0.7577 0.6397 16.89%
subject 4 0.7232 0.6617 8.88%
subject 5 0.6771 0.6702 1.02%
subject 6 0.7147 0.6264 13.17%
subject 7 0.7253 0.6817 6.20%
subject 8 0.7368 0.6828 7.61%
subject 9 0.6941 0.6435 7.57%
subject 10 0.7161 0.6847 4.48%
subject 11 0.7142 0.6816 4.67%
subject 12 0.711 0.6817 4.21%
subject 13 0.7028 0.6106 14.04%
subject 14 0.7099 0.6702 5.75%

Table 2. Similarity Comparison of
Tasks

Self Cross Percent
Task Similarity Similarity Difference
breathing 0.7304 0.6834 6.65%
finger 0.7282 0.6567 10.33%
sport 0.7144 0.676 5.52%
song 0.7013 0.6498 7.62%
audio 0.7283 0.6637 9.28%
color 0.6664 0.599 10.65%
pass 0.6931 0.632 9.22%
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5 Authentication

5.1 Problem Definition

The authentication problem is also referred to as the user verification problem.
Given an (identity, sample) pair, the authentication system must determine if
the sample provides a legitimate match to the identity.

Authentication systems make two types of errors: False Acceptance (FA) er-
rors occur when the system accepts an impostor, while False Rejection (FR)
errors occur when the system rejects an authorized user. The performance of an
authentication system can thus be measured in terms of its False Acceptance
Rate (FAR) and False Rejection Rate (FRR). The two error measures are often
merged to form the Half Total Error Rate (HTER), defined as:

HTER = (FAR + FRR)/2.

5.2 Testing Schema

Before discussing the implemented authentication protocols themselves, we briefly
describe our testing schema used to evaluate the performance of the protocols. Re-
call that for each task and subject we collected and processed 10 brainwave sam-
ples. Our testing schema randomly selects 5 of these samples (for each task and
user) to train the authentication protocol. The remaining samples are used to test
the protocol.

Evaluating FRR. To assess false rejection we may focus our attention on a
single user at a time. Given a specific task, each user has only 5 samples in the
testing set for that task, and our testing schema runs the relevant authentication
protocol on each of them along with the user’s correct identity. If the protocol
were to work perfectly it would always accept these (user, sample) pairs. The
FRR is computed as the average percentage of such tests that do not accept,
taken over all matching pairs of users and samples in the test set.

Evaluating FAR. To assess false acceptance we must focus on many users at a
time. Indeed as there is only one legitimate user but many potential impostors,
there are many more opportunities for false acceptance than for false rejection.
Given a specific task and user, our testing schema randomly selects 5 samples
that do not match the user, and runs the relevant authentication protocol on this
set of false (user, sample) pairs. If the protocol were to work perfectly it would
always reject these pairs, and the FAR is computed as the average percentage
of such tests that incorrectly accept.

5.3 Protocols and Results

Baseline Protocol. Our baseline protocol will also be referred to as the Com-
mon Task Common Threshold protocol. In this system, all brainwave samples
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correspond to a single, fixed task. We then choose a common threshold T to be
used for all subjects.

The core authentication mechanism is as follows: a user provides as input his
claimed identity and brainwave sample. We compute the value selfSim to be
the average similarity between the given sample and all 5 samples known to
belong to the user. We then randomly select a set of 5 samples such that none of
the samples in this set belong to the user. Next, we compute the value crossSim
to be the average similarity between the given input sample and the samples in
this new set. Finally, if the percent difference between selfSim and crossSim
is greater than or equal to T , we accept the authentication attempt. If not, we
reject it.

Table 3 shows the result of testing the baseline protocol for each of the tasks.
Although the protocol performs better than random guessing, it is still far from
practically usable. At best, the HTER is at .322 for the audio task. We also
observe that FAR is lower than FRR for every task (and for most tasks, many
times lower), which implies the current protocol is more effective at determining
impostors than confirming legitimate users. In the following sections, we explore
improvements over the baseline protocol.

Table 3. Authentication with
Common Thresholds

Task FAR FRR HTER
breathing 0.156 0.578 0.367
finger 0.044 0.733 0.389
sport 0.089 0.644 0.367
song 0.155 0.578 0.367
audio 0.244 0.400 0.322
color 0.244 0.622 0.433
pass 0.356 0.400 0.378

Table 4. Authentication with
Customized Thresholds

Task FAR FRR HTER
breathing 0.000 0.280 0.140
finger 0.067 0.120 0.093
sport 0.027 0.187 0.107
song 0.000 0.093 0.047
audio 0.027 0.147 0.087
color 0.120 0.440 0.280
pass 0.000 0.120 0.060

customized 0.000 0.022 0.011

Customized Threshold. Our first improvement over the baseline is the Com-
mon Task Customized Threshold protocol. This new protocol is nearly the same
as the baseline except for one key difference – rather than comparing against a
common threshold T , we compare against Ti, a customized threshold optimized
specifically for user i.

The first seven rows of Table 4 show the results of testing the performance
of this new protocol for each of the tasks. With customized thresholds, we were
able to decrease FRR significantly for every task, and in almost every case, we
did not sacrifice performance with regards to FAR – the lone exception is the
finger task, for which FAR actually increased when customized thresholds were
implemented. Overall however, the HTER of the finger task decreased as well.

Further, we were able to achieve a reasonably high success rate for nearly all
tasks. Put another way, these results do not suggest that there is one particular
kind of task that is definitively most effective for authentication.
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Customized Task Customized Threshold. Our final protocol is the Cus-
tomized Task Customized Threshold protocol. In the previous two protocols,
the chosen task was fixed for all subjects. We add an additional step of pre-
computation in which we determine for each subject, the optimal task to maxi-
mize the difference between self and cross similarity for the subject. Then, within
that task we determine the optimal threshold specific for that subject, as above.

The last row in Table 4 shows the result of using customized tasks. This version
of the protocol outperforms every instance of using common tasks, achieving an
HTER of 1.1%. The success of the customized task protocol further reinforces
our belief that there does not exist one single task that is the best to use for
authentication.

Additionally, we can remove tasks one-by-one from the pool of tasks consid-
ered by the protocol and observe how this affects performance. In one instance,
we were able to reduce the pool of tasks to only two – specifically breathing and
audio – and still maintain the same HTER of 1.1% as when all seven tasks are
used.

6 User Identification

We next consider the more challenging problem of user identification, i.e., given
a brainwave signal, can we identify the user to which the signal belongs. This
corresponds to the classification problem in machine learning, and we apply stan-
dard classification techniques to our data. As in our approach to authentication,
we first prepare a truncated signature for each trial by restricting to alpha wave
and beta wave frequencies, and averaging across the middle portion of the time
domain.

Our testing schema is then as follows: we select one trial signature to be a
testing sample. The remainder of the trial signatures are treated as training
samples, i.e., we assume the subject identities of these signatures are known. We
ask our classifier to classify the testing sample, and record whether the classifier
identified the correct subject. This process is repeated for every trial signature.

Our classifier is a basic adaptation the K-Nearest Neighbors (KNN) algorithm
for coloring graphs. Given a complete graph with distances between each node
and with all but one node colored, the KNN algorithm colors the uncolored
node with the most common color among its K nearest neighbors. If there is a
tie among colors in the nearest neighbor set, we restrict to nodes having those
tied colors, and run the algorithm again with K decremented. Any ties remaining
when K = 1 are resolved by a fair coin flip. Our adaptation of this algorithm
has trial signatures as nodes, subject identities as colors, and Cosine Similarity
as the distance metric.

Figure 3 summarizes the classification success rates for K = 5. The classifier
generally does two to three times better than random guessing. (Since there are
15 colors, random guessing has a classification success probability of 1

15 ≈ 6.7%.)
The audio, sport, and color tasks have the best overall classification rates. For
example, the classifier can correctly identify a user 22% of the time based on
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EEG samples from the audio task. This corresponds to a 3.3x improvement
over random guessing. Nonetheless, a 22% success rate still falls far below levels
acceptable for practical user identification systems.

The reason for the discrepancy in performance between user authentication
and user identification is instructional. For user authentication, we can pick cus-
tom tasks that provide the highest authentication accuracy for each subject. For
user identification, on the other hand, knowledge of which task was performed
for a given EEG sample does not help in the classification at all.

2.7breathing

3.1finger

2.8sport

2.6song

3.3audio

2.6color

2.5pass

0 1 2 3

Fig. 3. Classification Performance (random-guessing = 1.0)

7 Usability

There are two dimensions of usability to consider: the usability of the EEG
hardware, and the usability of the mental tasks.

In terms of hardware, a single-channel EEG sensor in the form of a dry-
contact electrode integrated with a wireless headset is much less intrusive than
an array of electrodes that must be carefully placed over the scalp. Having es-
tablished that single-channel EEG signals collected with consumer-grade EEG
sensors over a range of mental tasks can provide the same level of authentica-
tion accuracy as multi-channel EEG signals collected with clinical-grade EEG
sensors, we can posit that the usability vs. security tradeoff is now tipping in
favor of the consumer-grade single-channel approach.

Let us turn to the usability of the mental tasks. At the conclusion of the second
experimental session, each of the fifteen subjects was asked in a questionnaire
to rate each of the seven tasks as either “difficult” or “easy”, and as “boring”
or “enjoyable”. The responses are summarized in the first three columns of Ta-
ble 5. For example, seven of fifteen subjects found the pass task to be difficult
to perform, because their chosen pass-thoughts involve feelings or events that
proved hard to repeat on a consistent basis. Similarly, seven of fifteen subjects
found the sport task to be difficult to perform, because they found it unnatural
to imagine the movement of their muscles without actually moving them. On
the other hand, all fifteen subjects found the breathing, audio, and color tasks
to be easy to perform.
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Eight of fifteen subjects rated the finger task as boring. Presumably, the task
is monotonous just as it is easy. On the other hand, twelve of fifteen subjects
rated the breathing, sport, song, and color tasks as enjoyable.

At the conclusion of both the first and second experimental sessions, the
questionnaire also asked the subjects to choose one task that they would most
like to repeat on a daily basis. The responses are summarized in the last column
of Table 5.

We can see that the finger task, rated boring by more than half of the
subjects, was not chosen at all. The sport task, rated difficult by almost half of
the subjects, received the next fewest votes. On the other hand, the color and
breathing tasks received overall the most repeatability votes. These two tasks
are the least boring and least difficult tasks, as evaluated by the subjects.

Table 5. Usability Comparison of Tasks

Was Was Would
Task Difficult Boring Repeat

breathing 0/15 3/15 7/30

finger 3/15 8/15 0/30

sport 7/15 3/15 1/30

song 4/15 3/15 5/30

audio 0/15 4/15 4/30

color 0/15 3/15 9/30

pass 7/15 6/15 4/30

Two of the seven tasks require the subjects to respond to external stimuli –
an audio tone for the audio task, and a sequence of images for the color task.
Both tasks were perceived to be easy and likely candidates for daily repetition.

Four of the seven tasks provide the subjects an opportunity to choose their
own secret: sport, song, color, and pass. In contrast, the other three tasks,
breathing, finger, and audio, do not involve a personal secret. We do not observe
any relationship between the utilization of a secret and the difficulty, enjoyability,
or repeatability of a task.

During the second experimental session, we tested each subject on their ability
to recall their chosen secrets for the sport, song, color, and pass tasks. As seen
in Table 6, the subjects had no difficulty in recalling their personalized sport,
song, and pass-thought choices. One of the fifteen subjects could not recall the
color he chose from the previous session. This suggests the possibility that users
are better able to remember secrets that they come up with themselves, than
secrets that they select from a menu of discrete choices.

An open question is whether the changing of a chosen secret, as part of a user-
initiated password change routine, may affect the authentication performance or
even the usability of the task.
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Table 6. Recall Rate of Tasks

Task Recall Rate

song 15/15

sport 15/15

color 14/15

pass 15/15

8 Conclusion and Future Work

In this paper, we study the usability and performance of brainwave-based au-
thentication. Motivated by the trend of low-cost EEG sensors embedded in var-
ious consumer electronic devices, we conduct an experimental study to capture
brainwave signals from human subjects using consumer-grade EEG headsets in
a non-clinical environment. We design a number of different mental tasks for
the subjects to perform, and evaluate the usability of the tasks based on their
difficulty, enjoyability, and repeatability.

We find that brainwave signals, even those collected using low-cost non-
intrusive EEG sensors in everyday settings, can be used to authenticate users
with high degrees of accuracy. We show it is possible to compensate for the lower
fidelity of single-channel EEG signals by intelligently matching signal similarity
thresholds and customized tasks to each user. This means that we can now by-
pass the usability challenges associated with conventional EEG systems designed
for clinical applications.

Different mental tasks also vary in their usability. Subjects will not opt for
repeating tasks that are perceived as either difficult or boring. Similar to the
experience with graphical passwords, we find that pass-thoughts chosen by the
subjects can be recalled by the subjects without much difficulty. In comparing
the results of the usability analysis with the results of the authentication testing,
we observe that there is no need to sacrifice usability for accuracy. It is possible
to achieve accurate authentication with easy and enjoyable tasks.

There are a number of limitations of our study that point to interesting di-
rections for future work.

We are able to maintain a high level of authentication accuracy with a subject
pool that is 66% to 275% larger than those from previous studies [3, 12, 14–16],
thus demonstrating the feasibility of authentication in a small population, e.g.,
a work group setting [14]. Nonetheless, it would still be valuable to investigate
the scalability of the results to even larger populations.

Going beyond the small set of mental tasks evaluated in this study, a sys-
tematic exploration of additional categories of tasks would be of great value.
From there, we can seek to gain a more complete understanding of which factors
influence the usability and security performance of mental tasks.

While the primary focus of this paper is on user authentication, we also en-
countered the relative difficulty of accurate classification of users. It would be
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useful to ascertain whether the classification performance can be improved with
other classification algorithms or with other mental tasks.

The robustness of brainwave-based authentication against impersonation at-
tacks is an interesting problem. If an attacker gains knowledge of a target’s
customized task and chosen secret (e.g., the specific song or passage that a user
repeats to herself), how easy or difficult is it for the attacker to fool the authen-
tication system by performing the same customized task?

Finally, if the authentication system works by choosing customized tasks for
each subject, the user enrollment process becomes an important design consid-
eration. Today’s users may balk at a 45 minute initiation process to set up their
password, so the number and choice of mental task categories have to be carefully
selected to optimize for both the duration of user enrollment and the accuracy
of authentication.
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Abstract. We present and analyze several gaze-based graphical pass-
word schemes based on recall and cued-recall of grid points; eye-trackers
are used to record user’s gazes, which can prevent shoulder-surfing and
may be suitable for users with disabilities. Our 22-subject study observes
that success rate and entry time for the grid-based schemes we consider
are comparable to other gaze-based graphical password schemes. We
propose the first password security metrics suitable for analysis of graph-
ical grid passwords and provide an in-depth security analysis of user-
generated passwords from our study, observing that, on several metrics,
user-generated graphical grid passwords are substantially weaker than
uniformly random passwords, despite our attempts at designing schemes
to improve quality of user-generated passwords.

Keywords: graphical passwords, eye-tracking, usable security.

1 Introduction

Graphical password schemes have the potential to improve user authentication
due to easier memorability and use. Typically, a user indicates various regions
of the screen or draws some pattern using mouse, touch, or gaze input methods.
Gaze-based password input is promising due to its resistance to shoulder surfing
and because it may be easier for people with disabilities to use. The usability
of graphical password has been extensively studied, but there has been very
little investigation into the quality of user-generated graphical passwords. We
investigate several variants of graphical grid passwords to determine if variations
can improve the quality of user-generated passwords—in terms of point and
stroke distribution and symmetry—while maintaining usability.

An extensive survey of the vast literature on graphical passwords was recently
given by Biddle, Chiasson, and van Oorschot [4]. They describe three main cat-
egories of schemes: recall-based schemes, such as Draw-A-Secret [14], where the
user must recall and enter a secret drawing or pattern from memory; recognition-
based schemes, where a user must recognize a few personal objects from a set
of objects, either images (Passfaces [20], Faces [7]) or text [28]; and cued-recall
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schemes, such as PassPoints [24,25] or Cued Gaze-Points [12], where the user is
given an image cue and must recall and enter certain points or a pattern.

Recall-based schemes can be divided into two main subcategories. In free-
form drawmetric schemes, such as Draw-A-Secret [14] or Pass-Go [23], the user
draws an arbitrary image on a blank canvas. Grid schemes restrict the valid
target points to a grid; some, such as PassShapes [26] and the gaze-based Eye-
PassShapes [8], restrict moves to adjacent points in the grid or use limited pat-
terns [10], whereas others, such as GridSure [5] and the popular ‘pattern lock’
3× 3 grid screens for Android and other [22] mobile phones allow users to enter
arbitrary patterns of grid points. A few schemes [15] have users enter text-based
passwords using on-screen keyboards.

Shoulder-surfing, where an attacker watches a user enter their password, is a
well-known problem for graphical password schemes [11,29]. Grid schemes on mo-
bile phones can be vulnerable to smudge attacks [3], though shoulder-surfing and
smudge attacks can be mitigated using biometric characteristics from entering
the password [9]. Magnetic entry schemes also resist shoulder-surfing attack [21].
Gaze-based passwords may be more resistant to such attacks, since no visual
feedback of the user’s entry is displayed on-screen, and may also be suitable as
an input method for users with disabilities. (Gaze-based entry is not a security
panacea, however: video cameras or attackers surreptitiously watching a user’s
eye movement may still be able to gain enough information to attack passwords
with some success [8].)

A well-known weakness of traditional text-based passwords is that human-
generated passwords are not truly random. While an eight-character mixed-case
alphanumeric password may be chosen from a large theoretical password space
((26 + 26 + 10)8 = 628 ≈ 247.6), humans pick passwords from a non-uniform
distribution with much lower entropy.

Unfortunately, most papers on graphical password schemes only mention the
theoretical password space with no analysis of user-generated passwords, though
some research has been done on the password security of some schemes. A line of
research by van Oorschot and Thorpe has analysed the space of human-generated
passwords in free-form drawmetric schemes [18] as well as the prevalence of
image hot spots in cued-recall graphical passwords [17,19], though hot spots can
be reduced using masking [6]. User-generated passwords in recognition-based
schemes can also have poor entropy and be susceptible to educated guess attacks
based on demographic information [7] or personal knowledge [13].

We focus on recall-based graphical grid schemes using eye-tracking for data
entry. From the usability perspective, we aim to determine if gaze-based entry
of graphical grid passwords, which have no recall cues, can achieve comparable
success rates and entry times to cued-recall schemes. On the security side, we
aim to provide metrics for the security of human-generated grid passwords, as
previous security analyses do not directly carry over to grid schemes. We hy-
pothesize that human-generated passwords will have more symmetry and not
use uniformly distributed points and strokes, so we test several variants to see if
they improve password quality.
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2 Schemes

In a pre-trial phase, we had a handful of users try out a basic grid scheme,
and noticed that the passwords they created tended to being symmetric and
have poor distribution of the first and last points; in particular, a significant
proportion of users chose the top-left point as their first point. Pre-study results
were similar to the results for Scheme 1; see Appendix B for distribution of points
during the main study. This motivated us to design several variants to see if we
could improve the quality of user-generated passwords.

We propose four gaze-based graphical grid password schemes as shown in
Figure 1. Scheme 1 is a basic 5 × 4 grid, a generalization of the ‘pattern lock’
screen popular on Android devices. In Scheme 2, we cued the user to start and
end at the specified points, visually displayed with different colours; by pick-
ing the first point for the user, we hypothesize that the second point (i.e., the
first user-selected point) might have better distribution; this also eliminates per-
fectly symmetric shapes that use the same start and end point. In Scheme 3,
we removed a few random grid points: users may be less likely to pick symmet-
ric shapes since not all the points were available to them. We also wanted to
know if a bigger, sparser, less grid-like scheme induced more random passwords:
Scheme 4 was a much sparser subset of a larger, 6x6 grid. Note that while we
designed schemes 2 through 4 by selecting/removing points at random, we did
this randomization once: all users used the exact same fixed grids in Figure 1.
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© © © © ©
© © © © ©

(a) Scheme 1: 5×4
grid

© © © © ©⊕ © © © ©
© © © ⊗ ©
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(b) Scheme 2: 5 ×
4 grid with cued
start ⊕ and end ⊗
points
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(c) Scheme 3: 5×4
grid with holes
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(d) Scheme 4: 6×
6 sparse grid

Fig. 1. Gaze-based graphical grid password schemes in our study

To enter passwords, users gaze at the first point in the password, press the
space bar to tell the system to begin recording, gaze at each subsequent point
for at least 0.5 seconds, then press the space bar again to stop recording. Note in
particular that users do not have to press the space bar at each point, just gaze
at it for at least 0.5 seconds. No visual feedback is displayed to the user while
entering their password — no indication of points gazed or even when a gaze
is registered; the only visual feedback comes after they press the space bar to
stop recording, which results in a dialog box indicating successful or failed entry.
Subsequent points have no restriction for adjacency; the same point cannot be
gazed at twice in a row, though can be later used again.
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The entry grid was displayed on a 19” monitor running at a resolution of
1920× 1080 pixels. Gaze points were displayed as circles of radius 65 pixels with
a 11×11 pixel ‘cross’ (+) displayed in the centre of the circle to help users focus
on a target. The user did not need to gaze directly at the circle: we took the
closest circle to their gaze fixation.

3 Experiment Design

We conducted a within-subjects lab study. Participants were approached through
personal contacts and received no compensation; the study was approved by the
university’s ethics board.

A standard Windows 7 desktop PC with a 19” monitor was equipped with
a Mirametrix S2 Eye Tracker, placed just below the monitor. The device has a
data rate of 60Hz with infrared binocular tracking. The accuracy range is 0.5◦

to 1◦ and the drift range is less than 0.3◦. Our gaze-based password scheme was
a custom-written C# program.

Each participant was assigned to use three of the four schemes: all participants
used Schemes 1 and 2, and were randomly assigned to either Scheme 3 or 4. First,
participants were introduced to the system and ran the eye-tracker’s 9-point
calibration routine. We told users to gaze at points for at least 1 second, even
though the system would register a gaze after just 0.5 seconds. For each of the
three schemes assigned (1, then 2, then either 3 or 4) participants were directed
to (a) create a new password “of at least 6 points that would be easy for [them]
to remember but hard for others to guess”; (b) confirm the password; (c) answer
three short survey questions1; and (d) login using the password. After doing this
for the three assigned schemes, the participant did (e) a final login using the
password from Scheme 1. During confirmation and login sub-tasks, participants
could keep trying until successful, skip the task, or restart the task (recreate and
reconfirm a new password).

The login (d) after sub-task (c) and the final login at the end were designed
to test recall after a passage of time. The login (d) after distraction task (c)
typically occurred approximately 1 minute after completing steps (a)–(b). This
is similar to the 30-second distraction task of Forget et al. [12].

The final login (e) in Scheme 1 typically occurred approximately 10 minutes
after completing steps (a)–(d) for Scheme 1. In fact, in our study we also emailed
participants two days after their participation, asking them to reply with the
scheme 1 password, but not enough participants responded for us to report
results.

It should be noted that, by having all subjects proceed sequentially through
the tasks, a potential learning effect is introduced in which users find the later
schemes easier to use: thus usability results may not be fully comparable between
schemes. However, studies have found that security behaviour can change if the
user has been “primed” for security (for example, Whalen and Inkpen [27] found

1 Survey questions in Appendix A. User password dataset and Java code for metrics
available at http://eprints.qut.edu.au/58524/

http://eprints.qut.edu.au/58524/
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that no users looked for web browser security indicators before being asked to
do so). In our context, this means that a user who sees scheme 2 before scheme
1 may choose different start/end points in scheme 1 than had she seen scheme
1 before scheme 2. To compare password quality consistently across schemes
and to avoid priming subjects to choose more random or asymmetric passwords
in scheme 1, we used a fixed sequence of tasks. This tradeoff between learning
effects in usability or in password security seems to be inherent to any study
where subjects use multiple variants.

Participants were randomly assigned to either scheme 3 or scheme 4 before
they arrived; time constraints prevented us from having participants use both
schemes.

Some of our survey questions, regarding security and computer expertise, are
a subset of the survey questions of Arianezhad et al. [2].

4 Results

We had 25 participants total, though the eye-tracking equipment only recorded
results for 22 of them due to astigmatisms. Participants ranged in age from 19–41
with an average age of 26.1. Most had a high degree of computer expertise; only
1 reported using Android pattern lock.

To help the reader understand what types of passwords are entered by users,
we include in Appendix C the points for the passwords entered by our users in
Scheme 1.

4.1 Security

Since passwords in our scheme are user-generated, not randomly generated, it is
not appropriate to assume that all possible passwords are equally likely. Table 1
reports several measures of password randomness; cells in sections (b)–(d) of the
table are of the form a/b, where a is the value of the metric for passwords our
users created and b is the value for passwords generated uniformly at random,
computed either algebraically (for (b)) or on a sample of 100000 passwords of
length 7 generated uniformly at random (for (c) and (d)).

Password Length. Users were directed to create a new password “of at least 6
points that would be easy for [them] to remember but hard for others to guess”.
As reported in Table 1, the average length of passwords in all schemes around
71/3 characters. Note that in Scheme 2, users seemed to interpret this instruction
for length of at least 6 as including the cued start and end points, hence in the
table we report only the number of user-selected—and hence secret—points.

Point Frequency. For all four schemes, the frequency of points selected by
users is quite close to random: for example, in Scheme 1, the entropy of user-
selected points is 4.11 bits, compared to the maximum 4.32 bits for random
points.
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Table 1. Security metrics for user-generated passwords versus uniformly random pass-
words

Scheme 1 Scheme 2 Scheme 3 Scheme 4
Grid Grid with Grid with Sparse grid

cued start/end holes

(a) User-generated password length
Mean∗ (SD) 7.59 (2.42) 5.36 (2.01) 7.33 (2.69) 7.23 (1.64)

(b) Binary entropy of points
All 4.11/4.32 3.87/4.17 3.75/4.00 3.95/4.00

First† 2.18/4.32 2.54/4.25 2.50/4.00 2.78/4.00
Last† 3.54/4.32 2.63/4.25 2.50/4.00 2.14/4.00

(c) Binary entropy of stroke direction & length‡
3.47/5.65 3.05/5.54 3.20/5.64 3.73/6.33

(d) Symmetry score‡ (higher = more symmetry)
Vertical 0.71/0.58 0.70/0.55 0.66/0.57 0.48/0.47
Horizontal 0.66/0.57 0.68/0.59 0.63/0.56 0.43/0.46

(e) Search estimate for 7-point passwords
Theoretical 230.2 229.4 228.0 228.0

Point entropy 228.8 227.1 226.3 227.7

First+strokes 223.0 220.8 221.7 225.2

∗ For Scheme 2: excluding cued start/end points.
† First & last user-selected points. Thus, for Scheme 2: second & second-last.
‡ Values for uniformly random passwords calculated from 100000 uniformly randomly
generated samples of length 7.

However, first and last user-selected points are not very random. In Scheme
1, the entropy of user-selected first points was just 2.18 out of 4.32 bits; in fact
50% of user-generated passwords started in the top-left corner. Scheme 2 was
no better: the second and second-last points (i.e., the first and last user-selected
points) were clustered around the cued points and had low entropy (2.54 and
2.63 out of 4.25 bits). Frequency tables for all, first, and last points of all schemes
are given in Appendix B.

Strokes. We next consider the distribution of “strokes”, meaning the direction
and length between subsequent points. For example, a password where the first
point was (1, 1) and the second point was (2, 3) corresponds to the stroke (1 ↓
, 2 →). We observed that the entropy of strokes in user-generated passwords
is quite poor, in all cases between 55% and 62% of the entropy of strokes in
randomly generated passwords. Frequency tables for stroke distribution for all
schemes are given in Appendix B.

Symmetry. We observed that many users entered passwords that looked to be
quite symmetric. For example, consider the fifth password (second row, second col-
umn) in Appendix C that was entered by participant #5 entered in Scheme 1.
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We devised a metric to measure the symmetry present in a graphical grid pass-
word based in part on symmetry analyses of free-form drawmetric schemes [16,18].
The vertical (respectively, horizontal) symmetry score is computed as follows:
for each possible vertical (horizontal) axis (axes exist either in between or along
columns (rows) of points), fold along the axis, count the number of password
points that match on both sides of the fold, and divide by the total number
of password points; the vertical (horizontal) symmetry score is the maximum
over all possible axes. (Note that both previous works on symmetry analyses of
drawmetric schemes include at least some off-centre axes [16] or maximize over
all possible axes [18].)

For example, for the firth password in Appendix C, the vertical symmetry
score is 1.0, since by folding along the optimal vertical axis (through the third
column), we have perfect overlap, whereas the horizontal symmetry score is
7/8 = 0.875, since by folding along the optimal horizontal axis (through the
second row), we have 7 of 8 points overlapping.

Note that although schemes 2–4 are somewhat asymmetric by design, the
symmetry score does not become obsolete. Rather, the question becomes: are
user-generated passwords more or less symmetric that randomly generated pass-
words in the same scheme?

As seen in Table 1(d) Schemes 1, 2, and 3 had higher vertical and horizontal
symmetry scores than randomly generated passwords, suggesting that Schemes 2
and 3 did not introduce much “asymmetry”. However, user-generated passwords
in Scheme 4 were as asymmetric as random passwords.

Password Space Estimate. We used the above password metrics to estimate
an upper-bound on the amount of work to search for a 7-point password using
three different strategies: the theoretical search space (computed as 7 · (ideal
entropy of all points)); based on the point entropy of user-generated passwords
(7 · (user entropy of all points)); and first+strokes, based on the entropy of the
first point and subsequent strokes of user-generated passwords ((user entropy of
1st point)+6 ·(user entropy of strokes)). For Schemes 1–3, these techniques show
decreases in search space of at least 7 bits compared to the theoretical space.

Limitations. The symmetry measures we employ do not address rotational
symmetry or reflection on non-vertical/horizontal axes. While such symmetries
are natural [16] for free-form drawmetric schemes, it is not clear how to correctly
define them for grid schemes.

4.2 Usability

Table 2 (following reporting techniques of Forget et al. [12]) reports a wide
variety of metrics on the usability of our 4 schemes and compares with 3 other
gaze-based schemes. We use non-parametric tests due to small sample size.



24 M. Arianezhad, D. Stebila, and B. Mozaffari

Successes and Errors. As described in Table 2, the mean number of password
creation operations per participant in Scheme 1 was (mostly) significantly smaller
than Schemes 2 (Wilcoxon signed-rank V = 3, p = 0.037), 3 (V = 0, p = 0.098),
and 4 (V = 0, p = 0.034). Scheme 1 also required fewer tries for confirmation,
but the difference was significant only versus Scheme 4 (V = 0, p = 0.021).

For number of tries for successful login after the short distraction task (3
survey questions, ∼45 seconds), Schemes 1, 2, and 3 all performed well, and
better than Scheme 4, though the difference was not statistically significant.
However, the success rate for final logins to Scheme 1, which participants did at
the end of the study after doing the Scheme 2 and Scheme 3 or 4 tasks (∼10
minutes later), was quite poor (≤ 3 tries: 55%). This suggests users may forget
grid passwords quickly, may become confounded when working with several grid
passwords, or did not have enough repetition to ensure memorability. Our recall
rate is not far off that of EyePassShapes [8], though theirs was after a much longer
period (5 days vs. ∼10 minutes). A Spearman rank correlation test observed
no statistically significant correlation between password length and number of
confirmation or login errors.

Times. Table 2 reports for creation, confirmation, and login. Note that we
report two different types of times:

– total time required for creation, confirmation, or login, which includes time
elapsed during errors and re-tries, but does not include eye-tracker calibra-
tion

– time per point for successful creation, confirmation, or login, which includes
only the time elapsed during the entry that actually succeeded, and is aver-
aged on a per point basis.

We report both times to allow meaningful comparison with other schemes, some
of which (Cued Gaze Points (CGP) T-51) reported total time and some of which
(EyePassShapes, EyePassword) reported successful time. Note CGP T-51 [12]
times also include time for a 1-point calibration and keyboard-based username
entry; all other times do not include calibration or username entry. At the start of
the study, we used our device manufacturer’s 9-point calibration, which requires
∼20 seconds.

Times required for Schemes 1, 2, and 3 were fairly similar, whereas Scheme
4 had higher creation and confirmation times. Due to high standard deviation,
only a few of the differences in means were statistically significant: creation time,
Scheme 1 vs. 4 (Wilcoxon signed-rank V = 16, p = 0.043); confirmation time,
Scheme 1 vs. 2 (V = 63, p = 0.041) and 1 vs. 4 (V = 6, p = 0.006).

Since we allowed users to choose the length of their password, we separately
report times for just the successful creation/confirmation/login operations, aver-
aged over the number of points in the password. Mean time per point is relatively
consistent across all schemes and tasks: on average, users require 1.77 seconds
per spot. Hence, an experienced user who makes no errors should be able to
login with a 7-point password in around 12 seconds or less.
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Our times are generally comparable with other schemes. In particular, per-
point time during successful logins (ranging from 1.26–1.98 seconds per point) is
on par with that for EyePassShapes (1.56 seconds), although a bit higher than
EyePassword (1.08 seconds per point).

User Perception. For each scheme, participants rated “how difficult it was to
complete the task” on a 4-point Likert scale (very easy, easy, hard, very hard).
Nearly all participants rated Schemes 1 and 2 easy or very easy (slightly lower
than Cued Gaze-Points [12]; higher than EyePassShapes [8]), but only about
half did for Schemes 3 and 4.

5 Conclusion

We have studied the usability and security of various recall-based graphical grid
password schemes when used with gaze-based user interfaces. Though it can
be difficult to precisely compare usability results across studies, in general our
success rates and entry times are comparable with existing gaze-based cued-
recall schemes. We give the first thorough treatment of the quality of passwords
generated by users in graphical grid password schemes.

Assessing the strength of user-generated passwords on a variety of metrics is
essential. User-generated graphical passwords may perform well on some metrics
but poorly on others. Thus, for user-generated passwords, a simple password-
space calculation in which all potential passwords are considered equally likely
is overly optimistic. We have proposed the first metrics for assessing randomness
of grid password schemes, which can be applied to all grid schemes, including
for example Android pattern lock. In all of our schemes, the distribution of the
first and last user- points was quite poor. The distribution of strokes between
subsequent points in a password was also quite poor. Our attempt in Scheme
4 at increasing asymmetry in user-generated passwords worked, but at the cost
of significantly longer creation and confirmation time and significantly lower
confirmation and login success rates. Of the four schemes we proposed, the basic
grid scheme, Scheme 1, seems to provide the best ease-of-use (high success rates,
small time), with password distribution quality comparable to the other schemes.

Larger-scale real-world studies testing gaze-based graphical grid password
scheme would provide insight into several open questions, such as the usabil-
ity of gaze-based authentication in a non-laboratory setting, generalization to
other user populations, suitability for users with disabilities, long-term recall
rates, whether use of multiple grid passwords has a confounding effect, and the
relative security of human-generated grid passwords in settings with more real-
istic risks.

Acknowledgements. The authors gratefully acknowledge helpful discussions
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A Survey

[In the survey questions reproduced below, we use to indicate that the question
allowed a free-form answer, © to indicate that a single choice could be made, and �
to indicate that multiple choices could be made. Participants completed questions 1–4
during the distraction during Scheme 1, questions 5–8 during the distractions during
Scheme 2, questions 9–12 during the distractions during Scheme 3 or 4, and questions
13–16 at the end of the study.]
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You can skip any questions you prefer not to answer.

1. What is your participant number?
2. What is your age?
3. What is your gender?

© Male © Female © Prefer not to say
4. What is the highest level of education you have completed?

© Some high school
© High school diploma
© TAFE diploma2

© Some university education
© Bachelor’s degree
© Master’s degree
© Doctoral degree
© Other

5. Are you currently a student?
© Yes © No
If yes, what are your year and major?

6. Are you currently employed?
© Yes © No
If yes, what is your occupation?

7. Do you use a computer daily for work?
© Yes © No

8. Do you have a degree in OR are currently studying toward a degree in an IT-related
field (e.g., information technology, computer science, electrical engineering, etc.)?
© Yes © No

9. Have you ever (select all that apply)
� Designed a website
� Registered a domain name
� Used SSH
� Configured a firewall
� Created a database
� Installed a computer program
� Written a computer program
� None of the above

10. Have you ever taken or taught a course on computer security?
© Yes © No

11. Please check all of the following statements that describe your password habits.
� I use the same password for every website.
� I have a few passwords that I use interchangeably.
� I have one password that I use for important sites and another password I use

for less important sites.
� I use different passwords for each site.
� I use my web browser’s password manager to store my passwords.
� I write my passwords down on a piece of paper.
� I use a separate program to store my passwords.

2 [In Australia, TAFE stands for Technical and Further Education, and such institu-
tions typically offer vocational tertiary education courses.]
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12. Please specify the brand and model of your mobile phone.

13. If you have an iPhone, which of the following options best describes your passcode
lock habits?

� I have set a numerical passcode to lock/unlock my iPhone

� I have installed a third-party application to simulate Android grid lock screen
on my iPhone

� I have no lock screen setting on my iPhone

� I don’t have an iPhone

14. If your mobile supports Android, which of the following options best describes your
lock screen habits?

� I have set a numerical passcode to lock/unlock my mobile

� I use grid lock screen on my mobile phone

� I have no lock screen setting on my mobile phone

� I don’t use an Android mobile phone

15. Please rate each task in the study based on how difficult it was to complete the
task (1=very easy, 2=easy, 3=hard, 4=very hard).

(a) T1: Creating password in a grid.

(b) T2: Creating password in a grid with start and end points.

(c) T3: Creating password in a grid with holes, if you did this task.

(d) T4: Creating password in an asymmetric screen, if you did this task.

16. After completing these tasks, would you use this password scheme if your computer
was equipped with an eye-tracking device?

© Yes © No

Why or why not?

B Frequency Tables

B.1 Scheme 1: Grid

Scheme 1: All points
0.0719 0.0479 0.0838 0.0599 0.0599
0.0539 0.0778 0.0958 0.0599 0.0479
0.0060 0.0479 0.0838 0.0539 0.0299
0.0060 0.0240 0.0419 0.0299 0.0180

Scheme 1: First point
0.5000 0.1818 0.0455 0.0000 0.0455
0.0909 0.0455 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0909 0.0000 0.0000

Scheme 1: Last point
0.0455 0.0000 0.0000 0.1364 0.1364
0.0455 0.0455 0.0000 0.0455 0.0455
0.0000 0.0000 0.0909 0.0909 0.0000
0.0000 0.0455 0.0909 0.0455 0.1364

Scheme 1: Stroke frequency
4 ← 3 ← 2 ← 1 ← 1 → 2 → 3 → 4 →

3 ↑ 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 ↑ 0.0000 0.0000 0.0000 0.0000 0.0207 0.0000 0.0069 0.0069 0.0000
1 ↑ 0.0000 0.0000 0.0069 0.0207 0.0690 0.0345 0.0000 0.0069 0.0000

0.0000 0.0000 0.0138 0.1310 0.0000 0.2276 0.0069 0.0000 0.0000
1 ↓ 0.0000 0.0138 0.0276 0.0276 0.2414 0.0621 0.0138 0.0138 0.0000
2 ↓ 0.0000 0.0000 0.0000 0.0069 0.0069 0.0138 0.0069 0.0000 0.0000
3 ↓ 0.0000 0.0000 0.0000 0.0000 0.0138 0.0000 0.0000 0.0000 0.0000
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B.2 Scheme 2: Grid with cued start/end

Scheme 2: All points
0.0085 0.0932 0.0508 0.0593 0.0169
0.0000 0.1017 0.1186 0.1017 0.0424
0.0085 0.1017 0.1102 0.0254 0.0424
0.0085 0.0254 0.0254 0.0254 0.0339

Scheme 2: Second point
0.0455 0.2273 0.0000 0.0000 0.0455
0.0000 0.4091 0.0455 0.0000 0.0455
0.0455 0.0909 0.0000 0.0000 0.0000
0.0000 0.0455 0.0000 0.0000 0.0000

Scheme 2: Second last point
0.0000 0.0000 0.0455 0.0000 0.0000
0.0000 0.0000 0.0455 0.3636 0.0000
0.0000 0.0000 0.2273 0.0455 0.0455
0.0000 0.0455 0.0455 0.1364 0.0000

Scheme 2: Stroke frequency
4 ← 3 ← 2 ← 1 ← 1 → 2 → 3 → 4 →

3 ↑ 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 ↑ 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
1 ↑ 0.0000 0.0071 0.0071 0.0143 0.0357 0.0286 0.0000 0.0000 0.0000

0.0000 0.0000 0.0071 0.0929 0.0000 0.2357 0.0000 0.0214 0.0000
1 ↓ 0.0000 0.0214 0.0071 0.0643 0.3357 0.0643 0.0286 0.0000 0.0000
2 ↓ 0.0000 0.0000 0.0000 0.0071 0.0000 0.0000 0.0000 0.0000 0.0000
3 ↓ 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

B.3 Scheme 3: Grid with holes

Scheme 3: All points
0.0455 0.0303 0.0758 0.0303 0.0455
0.0455 0.0152 0.0455 0.0303
0.1061 0.1515 0.1061 0.0303

0.1212 0.0758 0.0455

Scheme 3: First point
0.2222 0.1111 0.0000 0.0000 0.0000
0.1111 0.0000 0.0000 0.0000
0.2222 0.0000 0.0000 0.0000

0.1111 0.0000 0.2222

Scheme 3: Last point
0.0000 0.0000 0.1111 0.0000 0.0000
0.0000 0.0000 0.0000 0.2222
0.0000 0.2222 0.1111 0.0000

0.2222 0.1111 0.0000

Scheme 3: Stroke frequency
4 ← 3 ← 2 ← 1 ← 1 → 2 → 3 → 4 →

3 ↑ 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0175 0.0000
2 ↑ 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
1 ↑ 0.0000 0.0000 0.0000 0.0877 0.0877 0.0526 0.0175 0.0000 0.0000

0.0000 0.0000 0.0000 0.1579 0.0000 0.1754 0.0175 0.0000 0.0000
1 ↓ 0.0000 0.0000 0.0175 0.0000 0.2632 0.0175 0.0000 0.0000 0.0000
2 ↓ 0.0000 0.0000 0.0000 0.0351 0.0000 0.0000 0.0000 0.0000 0.0000
3 ↓ 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
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B.4 Scheme 4: Sparse grid

Scheme 4: All points
0.0532 0.1064 0.0000

0.0532 0.1064 0.0000
0.0745 0.0957 0.0000

0.0426 0.0851
0.0213 0.0213

0.0000 0.0000 0.0426

Scheme 4: First point
0.0769 0.0000 0.0000

0.3077 0.0769 0.0000
0.0000 0.0000 0.0000

0.0000 0.0000
0.0000 0.0000

0.0000 0.0000 0.0000

Scheme 4: Last point
0.0000 0.0769 0.0000

0.0000 0.0000 0.0000
0.0000 0.0000 0.0000

0.0769 0.0769
0.0000 0.0769

0.0000 0.0000 0.2308

Scheme 4: Stroke frequency
5 ← 4 ← 3 ← 2 ← 1 ← 1 → 2 → 3 → 4 → 5 →

5 ↑ 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
4 ↑ 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
3 ↑ 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0123
2 ↑ 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
1 ↑ 0.0000 0.0000 0.0000 0.0370 0.0370 0.0000 0.0864 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0123 0.0370 0.0247 0.0000 0.0617 0.0370 0.0123 0.0247 0.0000
1 ↓ 0.0123 0.0000 0.0123 0.0123 0.2840 0.0370 0.0741 0.1111 0.0000 0.0000 0.0000
2 ↓ 0.0000 0.0000 0.0000 0.0247 0.0000 0.0123 0.0247 0.0000 0.0000 0.0000 0.0000
3 ↓ 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
4 ↓ 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
5 ↓ 0.0000 0.0123 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
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C Sample User-Generated Passwords — Scheme 1



The Impact of Length and Mathematical Operators
on the Usability and Security of System-Assigned

One-Time PINs

Patrick Gage Kelley�, Saranga Komanduri, Michelle L. Mazurek, Richard Shay,
Timothy Vidas, Lujo Bauer, Nicolas Christin, and Lorrie Faith Cranor

University of New Mexico and Carnegie Mellon University

Abstract. Over the last decade, several proposals have been made to replace the
common personal identification number, or PIN, with often-complicated but the-
oretically more secure systems. We present a case study of one such system, a
specific implementation of system-assigned one-time PINs called PassGrids. We
apply various modifications to the basic scheme, allowing us to review usabil-
ity vs. security trade-offs as a function of the complexity of the authentication
scheme. Our results show that most variations of this one-time PIN system are
more enjoyable and no more difficult than PINs, although accuracy suffers for
the more complicated variants. Some variants increase resilience against obser-
vation attacks, but the number of users who write down or otherwise store their
password increases with the complexity of the scheme. Our results shed light on
the extent to which users are able and willing to tolerate complications to au-
thentication schemes, and provides useful insights for designers of new password
schemes.

1 Introduction

Personal identification numbers (PINs), or short numeric passwords, are commonly
used at automated teller machines and to restrict entry into secure physical spaces.
Both scenarios are potentially vulnerable to observation attacks, in which an attacker
observes a user entering her password in order to learn about it. Attackers may be phys-
ically present and witness the password by looking over a person’s shoulder (shoulder
surfing) [21], or through recording devices (e.g., keyloggers or cameras) [17].

One solution to the problem of shoulder surfing is a one-time PIN, which is valid
for only a single authentication. An attacker who observes a one-time PIN cannot re-
play it to gain access. Large numbers of one-time PINs may be computed in advance
and shared between the system and the user. However, the user must have the next PIN
on the list with her every time she wishes to authenticate, which requires carrying the
list or having the PINs delivered on demand.1 Alternatively, the system may display a
challenge to the user and prompt her to use a shared secret to compute a response that

� Corresponding author.
1 http://gmailblog.blogspot.com/2011/02/
advanced-sign-in-security-for-your.html

A.A. Adam, M. Brenner, and M. Smith (Eds.): FC 2013, LNCS 7862, pp. 34–51, 2013.
c© International Financial Cryptography Association 2013
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Fig. 1. The first image shows PGlength5, a standard length-five PassGrid. The second shows
PGx+4, a length-four PassGrid with four different multiplication-addition rules. The third shows
PGcodecard, a length-four PassGrid where each element must be translated with a single function,
always shown to the right of the grid (The first grid element is a 6, so a user would enter a 5).

demonstrates that she knows the secret. Such challenge-response systems typically in-
volve cryptographic functions that require the use of a computational device. However,
it may be more convenient for a user if she can compute a response in her head.

Some graphical-password schemes allow the user to derive the correct one-time
response from a combination of the screen display and their knowledge of the se-
cret [7, 26]. These schemes offer some convenience, but only modest advantages over
PINs in terms of resistance to observation attacks. These schemes can often gain obser-
vation attack resistance by requiring the user to remember a longer secret or perform
simple mathematical operations. However, the tradeoffs between usability and security
that such schemes may present have not been studied previously.

In this paper we explore the usability and security benefits of enhancing system-
assigned one-time PIN systems with longer secrets or mathematical operators. We
present a usability case study in which we analyze PassGrids, an implementation of
a one-time PIN authentication mechanism in which users memorize a secret pattern on
a 6x6 grid. Each time a user attempts to authenticate, she is presented with a grid filled
with random digits, and she enters the digits that correspond with the elements of her
pattern. While our study is limited to a specific authentication system, our approach
allows us to examine security and usability tradeoffs that are generally applicable to a
range of system-assigned one-time PIN systems as well as other authentication systems.
Rather than testing the PassGrid scheme per se, we primarily use it to assess the relative
security gains and usability impacts associated with adding various complications to its
base design.

Surprisingly, we find that neither increased length nor mathematical operators greatly
impacts usability. Although added complexity generally reduces user enjoyment, it does
so far less than could be expected. However, added complexity does increase the ten-
dency of users to write down or otherwise store their passwords. Using mathematical
operators provides larger security gains than lengthening the pattern, while achieving
similar usability. We also find that users are able to perform basic modular arithmetic
operations as part of the authentication process, but dislike having to remember and
perform multiple operations. More generally, our results shed some light on the extent
to which users are willing and able to tolerate complications to authentication schemes,
which in turn could be useful to designers of new schemes.
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The remainder of this paper is organized as follows: In Section 2 we review related
work and present the PassGrids case study in detail. Section 3 explains our methodology
and reports on our study participants. In Section 4 we present our security analysis and
main usability results. Section 5 concludes with a discussion of the implications of our
findings.

2 Background and Related Work

In this section we review related work on graphical one-time PINs and graphical pass-
words, and introduce PassGrids, the scheme whose variants we focus on in this paper.

Graphical One-Time PINs. Graphical one-time PIN systems are a subset of one-
time PIN systems, in which the authentication challenge is presented graphically. One
example is the GrIDsure system,2 studied by Brostoff et al. in an 83-participant user
study [7]. GrIDsure is similar to PassGrids, with a five-by-five grid and user-selected
patterns. Since users tend to select somewhat predictable patterns, this reduces the ef-
fective password space [22]. This erosion of practical entropy, along with other security
issues related to graphical one-time PINs, is detailed by Bond [6].

Other examples of graphical one-time PINs are PassFaces and the commercial Grid-
PIN system [8,20]. In one variation of PassFaces, the user enters a one-time PIN calcu-
lated by locating previously selected pictures of faces within a grid. GridPIN displays a
keypad in which each digit is surrounded by eight smaller digits; the user selects a di-
rection (e.g., bottom left), and enters a one-time PIN calculated by locating her original
PIN digits and then selecting the associated smaller numbers based on her direction.

We expand on previous studies of graphical one-time PINs by conducting a large on-
line user study that examines a larger six-by-six cell grid while varying pattern length as
well as the use of mathematical operators. Our findings provide insight into the tradeoffs
between usability and resistance to observation attacks for this class of systems.

Graphical Password Schemes. For more than a decade, various graphical password
schemes have been proposed to combat weaknesses of text passwords. Surveys by Bid-
dle et al. [5] and earlier by Suo et al. [19] provide a comprehensive discussion of the
breadth and history of graphical passwords. We focus here on a subset of graphical
password schemes that Biddle et al. refer to as recall-based systems, in which users
reproduce a secret.

Recall-based systems, or authentication through “what you know,” are a general class
that also includes text passwords. Many types of recall-based, single-factor authentica-
tion are subject to observation attacks (e.g. shoulder-surfing). When a user provides
input to the authenticator, an attacker can observe the secret, effectively allowing the
attacker to impersonate the user in the future. The quintessential example of this attack
is during PIN entry at an ATM [2]. Sophisticated attacks may infer passwords from
keypad acoustics or electromagnetic emanations from computer displays.

Many graphical recall-based systems require users to draw a sketch or pattern of
their own creation, normally on a grid [5, 14]. A simple version of this is the current

2 http://www.gridsure.com/

http://www.gridsure.com/
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Android phone-unlock screen, where users trace a pattern of their own choosing on a
three-by-three grid. The Android system is susceptible to shoulder-surfing attacks and
to “smudge” analysis [4].

Fig. 2. An excerpt from the tutorial we de-
veloped to explain patterns with operators.
Here, a participant assigned the PGx+1 con-
dition must modular multiply the third digit
in their pattern by the constant ‘4’ and then
add ‘5.’ If the result is greater than 10, they
should enter only the digit in the ones place,
as shown in the example.

Weiss and DeLuca introduce a highly
memorable graphical-password system using
shapes [24]. Unfortunately, this scheme pro-
vides no more security against observation
attacks than do traditional passwords [10].
This is not atypical, as many recall-based
graphical passwords are vulnerable to single-
observation attacks, and others are resistant
to attacks after a small number of observa-
tions [12].

One example of a graphical password sys-
tem designed to resist observation attacks is
the convex hull click system, in which users
must click a point within the convex hull cre-
ated by locating the correct icons within a
field of other icons [25]. This system has been
shown to be vulnerable to repeated obser-
vation attacks based on the frequency with
which the secret icons appear as compared
to other icons [3]. To address this, previ-
ous work has looked at obscuring part of the
challenge-response from an attacker [10, 18].
When successful, these systems are resistant
to any number of observation attacks, but be-
come vulnerable when an attacker can ob-
serve all parts of an authentication.

PassGrids. For this study, we implemented the user interface for a graphical one-time
PIN system based on designs provided by PassRules US Security LLLP, creators of the
“It’s Me!” graphical one-time PIN system. We call our implementation “PassGrids,” a
name we made up for the study. We also created video-based tutorials and a JavaScript
animation to teach study participants how to use PassGrids. PassGrids examples can be
seen in Figures 1 and 2.

The PassGrids user interface contains a six-by-six grid and a password text-entry
field. The grid displays the challenge: 36 colored squares, each containing a single ran-
domly generated digit. Each quadrant of squares is a different color: red, blue, yellow,
or green. The user’s secret is a pattern, formally an n-tuple, of locations on the grid, that
users memorize. The grid shape and color are intended to aid the user in remembering
the pattern and are the same for every user.

To authenticate, a user identifies the digits that correspond to the grid locations in her
pattern and enters them in the text field using a keyboard or number pad. We will refer
to the resulting one-time PIN entered by the user as a passcode. For example, a pattern
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of length five would require a user to memorize five locations in order, as shown on the
left grid in Figure 1. On the left grid, the user would enter 66594 to authenticate.

The random digit generation is constrained so that each digit appears either three or
four times in each six-by-six grid.3 This means any user input matches multiple patterns
in the grid. For example, in the center grid in Figure 1, “8440” matches 144 permuta-
tions of points. If grids were randomly generated without this constraint, some digits
might appear only once in some grids greatly reducing the number of permutations.

In this study, we tested several variations on system-generated PassGrid passwords,
selected to represent a range of resistance to observation attacks. These variations,
which include varying the length of the pattern and requiring users to apply mathe-
matical operators to elements of the pattern, are described in detail in Section 3.1.

3 Methodology

To test multiple variations of PassGrids and PINs, we conducted an online study us-
ing Amazon’s Mechanical Turk service.4 Mechanical Turk facilitates the recruitment
of workers to complete short online tasks for small payments. Despite concerns about
blindly relying on Mechanical Turk [1], several studies have found that properly-
designed MTurk tasks provide high-quality user-study data, with much more diverse
participants than are typically available in lab-based studies [9, 11, 13, 15, 23].

We conducted a two-part study with 1600 participants, using an experimental pro-
tocol similar to that used previously to study password-composition policies for text
passwords [16].

In part one, we assigned each participant a four-digit numeric PIN or a PassGrids
variant, described in the Conditions subsection below. Throughout this paper, and in all
communications with participants, we refer to a participant’s assigned PIN or PassGrids
pattern as her password. We told users to imagine their password was assigned to them
for use with their main email account after their previous password was compromised,
and we asked them to behave as if this were their real password. While this hypothetical
scenario may not produce the same results as a situation in which users actually use
their passwords to protect high-value accounts, any behavioral bias introduced by this
hypothetical scenario would likely impact all experimental conditions similarly, and
thus the impact on our comparative analysis should be small.

3.1 Conditions

Participants were assigned to one of the following eight conditions, selected to represent
a range of resistance to observation attacks.

– PGbasic. Participants were assigned a randomly generated four-element PassGrids
pattern. In all conditions no location in the grid appeared more than once in a pat-
tern.

3 Six digits appear four times, four digits appear three times.
4 http://mturk.amazon.com

http://mturk.amazon.com
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– PGlength5. Participants were assigned a randomly generated five-element Pass-
Grids pattern.

– PG+1. Participants were assigned a random length-4 PassGrids pattern. A ran-
domly generated addition operator (for example, add 4) was applied to a randomly
selected element of the pattern.

– PG+4. Participants were assigned a random length-4 PassGrids pattern. Separate
randomly-generated addition operators (for example, add 4, add 1, add 4, and add
9) were applied to each of the four pattern elements.

– PGx+1. Participants were assigned a random length-4 PassGrids pattern. A
randomly-generated multiplication/addition operator (for example: multiply by 3,
then add 4) was applied to one of the pattern elements, also randomly selected.

– PGx+4. Participants were assigned a random length-4 PassGrids pattern. Separate
randomly-generated multiplication/addition operators (for example: multiply by 3,
then add 4; multiply by 2, then add 8; multiply by 3, then add 5; multiply by 5, then
add 2) were applied to each of the four pattern elements.

– PGcodecard. Participants were assigned a random length-4 PassGrids pattern. Par-
ticipants were told that a “swap” function would be applied to the numbers they
typed in. For example, whenever they saw a 3, they must enter a 0. They were also
told the entire translation would always be shown to the right of the grid, in a ta-
ble we call a codecard. This condition roughly simulates providing each user with
a paper codecard, which could be carried in her wallet and used for each login.
The protocol design assumes a best-case scenario, one where the participant cannot
lose the card or leave it at home. Note that if the codecard is also observed, this
condition has security properties similar to PGbasic.

– PIN. Participants were assigned a randomly generated 4-digit PIN.

In each of the above conditions, the user of the system must memorize the pattern
(the location of cells in the grid) as well as any operators (including type and quantity)
that they must apply. The exception is PGcodecard which always displays the function
box beside the grid.

In any condition involving mathematical operators, the math is modulo 10: once
the result has been calculated, only the one’s place digit is retained, so that the final
passcode has the same number of digits that the pattern has cells. From left to right,
Figure 1 illustrates conditions PGlength5, PGx+4, and PGcodecard. Figure 2 illustrates
modular math for PGx+1.

3.2 Protocol Details

Participants in each condition were first shown an introductory video. The video wel-
comed them to the study and showed two examples of a basic password (a length-4
PassGrid or a length-4 PIN). Participants in the non-basic conditions were shown a third
example, in the style they would be assigned, to demonstrate how the operator(s) were
used or how the codecard function worked. The videos themselves ranged in length
from 28 seconds for PIN to 117 seconds to PGx+4.
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Immediately after the video, participants were assigned their password. For Pass-
Grids participants, the password was animated on the screen, and math, if present, was
detailed below the grid. A screenshot of this is shown in Figure 2. We then told partici-
pants they would need to successfully authenticate three times using the password they
had just been assigned. After each attempt, we prompted them to enter the password
again, until three successful authentications were achieved. After any three consecutive
incorrect attempts, we displayed the password again. Throughout the process, a counter
at the top of the screen reminded participants how many more authentications were
needed. This set of authentications is considered the “practice” period.

After three successful authentications, participants were presented with 24 randomly
selected, single-digit arithmetic problems: eight addition problems, eight multiplication
problems, and eight hybrid multiplication/addition problems. These problems served as
a distractor task between password entry attempts, as well as to measure the speed and
accuracy with which participants could perform simple arithmetic problems like those
used in some PassGrids variants. To mirror passcode entry, we instructed participants
to perform modular arithmetic, saying: “For example, if you were to see the following
addition problem: 4 + 9 = 13, Enter only ‘3’ into the box.”

Next, participants completed an online survey about demographics, password habits,
and opinions of the password system used in the study.

Finally, participants were required to authenticate successfully one more time to
complete the first part of the study. (Again, we displayed the password after three un-
successful attempts.) We told participants we would contact them for follow-up surveys
and displayed a completion code that they entered into Mechanical Turk to receive a
55-cent payment.

Two days after a participant completed part one, we sent an email asking her to
return for part two of the study for a 70-cent bonus payment. URL customized for each
participant. Participants who returned were asked to recall their passwords. Those who
failed to recall their password after three tries were shown their password. Participants
were then presented with a second survey, which included additional questions about
password creation, storage, and usage.

3.3 Participants

Over a five-week period in August and September 2011, 4731 participants began our
study. Of those, 3250 (68.7%) completed part one; the other 1481 (31.3%) are discussed
in Section 4.6. Of the 3250 who completed day one, 2000 returned and successfully
completed day two. From each condition, we selected the first 200 participants that
successfully completed both days; unless stated otherwise, our analysis focuses on those
1600 participants.

The mean age of these participants was 30; 843 (52.7%) reported being male and 739
(46.2%) female. 449 (28.1%) reported studying or working in a technical field, and 195
(12.2%) in art or design. With Kruskal-Wallis and χ2 tests, there were no significant
differences between conditions for any of these characteristics.
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4 Results

Across the PIN condition and PassGrids variations we tested, we first evaluate the
security properties of each variation and then explore how successfully participants
authenticated (accuracy), whether they memorized or stored their passwords (memora-
bility), how they felt about the system (perception), the rate at which potential partici-
pants dropped out, and how much time was required to successfully log in. Our results
show that all PassGrids conditions are more resistant to a single observation attack than
PINs, but that with multiple observations PassGrids variants can also be compromised.
We found that most variations of PassGrids are entered less accurately on first use by
users than PINs, though users quickly comprehend how to authenticate with the system.
Users report PassGrids to be a little bit more difficult but considerably more fun than
PINs. We found that although users can generally authenticate surprisingly accurately
even with arithmetic operations, adding such operations to PassGrids increases the rate
of dropout from the study, decreases enjoyment, and greatly motivates people to write
down information about their PassGrid password.

4.1 Security

We examined several security metrics for evaluating PassGrids: password space, pass-
code strength, and resistance to observation attacks. We focus most on observation at-
tacks, and consider a particular threat model in which the attacker is given three chances
to authenticate after n observations.

Table 1. Experimental conditions, shown in order of resistance to
observation attacks, with number of possible passwords. Note that
if the codecard is also observed, PGcodecard behaves similarly to
PGbasic.

possible % guessed after n observations
condition passwords 1 2 3 4 5 6 7

PIN 1.0E+4 100
PGbasic 1.4E+6 6.0 96.3 100
PGlength5 4.5E+7 2.2 93.9 100
PG+1 5.7E+7 2.7 64.5 99.2 100
PG+4 1.4E+10 0.3 7.6 90.3 99.9 100
PGx+1 5.7E+8 0.2 11.2 51.5 82.3 93.6 97.4 98.9
PGx+4 1.4E+14 1.2 3.32 18.6 67.9 91.2 97.0 99.0
PGcodecard 1.4E+16 0.4 0.8 1.0 1.4 2.1 5.0 21.6

Password Space and
Passcode Strength.
One simple measure
of security is password
space, or the set of
all possible pass-
words that could be
assigned. In PassGrids,
the password space
can be increased by
increasing the length
of the pattern, increas-
ing the size of the
grid, or introducing
mathematical opera-
tors. Conversely, the
password space could be reduced by pruning patterns from the password space, for
example patterns with points far apart from each other might be removed in an attempt
to improve usability. Table 1 quantifies the password space for each of our conditions.

Another security metric is passcode strength. With a randomly assigned PIN, all
passcodes are equally likely. If an attacker with no knowledge of the user’s password
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guesses a PIN at random, he has a 1 in 10,000 chance of gaining access. As a result, the
password space and passcode strength are the same for randomly assigned PINs. With
PassGrids, however, the probability of success from guessing a random passcode (with
no knowledge of the user’s password) can increase if the attacker analyzes the grid
presented at login time. Since some digits are repeated more than others in the grid,
some passcodes might be more likely to grant access than others. We can measure this
effect by examining the distribution of passcodes produced by each PassGrid scheme.

Our analysis finds that the attacker’s benefit from this kind of grid analysis is negligi-
ble. The weakest of the conditions we considered was PGbasic, in which an attacker has
a 1.8 in 10,000 chance of gaining access with this kind of educated guess. Therefore,
an attacker would still require a large number of guesses to gain access. Some of the
PassGrids conditions we tested — PG+4, PGx+4, and PGcodecard — have the same
passcode strength as a randomly assigned PIN. The other three PassGrids conditions
have more passcode strength than PGbasic but less than a corresponding PIN. As a re-
sult, we don’t consider passcode strength a very useful security metric for comparing
these systems.

Estimating Observation Resistance. With traditional PINs, only a single observation
is required for an attacker to learn the password, because a user’s PIN is always the
same. With PassGrids, the passcode is a function of the randomly generated grid and the
user’s password (pattern and operators), where each passcode maps to multiple unique
passwords. Nevertheless, PassGrids are not immune to observation attacks.

With each observation, the attacker can reduce the space of possible passwords (ig-
noring degenerate cases where the same grid is observed multiple times). To provide an
intuition of how this works, imagine that the attacker observes a victim in the PGbasic
condition enter a passcode of “1234.” If the digit “1” appears in four different cells in
the grid, then the attacker knows that the first element of the victim’s pattern must be
in one of those four cells. If the attacker observes the victim again, he can eliminate
any cells that don’t correspond to the first digit the victim enters on the second obser-
vation. After a sufficient number of observations, the space can be reduced to a single
password.

In our threat model, though, we allow the attacker to make three guesses before being
locked out. Because passcodes map to multiple passwords, this gives the attacker more
power than one might expect — for example, each incorrect guess can eliminate multi-
ple passwords. After developing an algorithm which makes optimal guesses in this way,
we used simulations to estimate the strength of PassGrids against observation attacks.
This allowed us to quickly test many PassGrid variants. Our threat model assumes the
attacker can see the complete grid and the victim’s passcode in each observation, as
might be available in an ATM skimming attack. We also assume the attacker knows the
victim’s password policy, i.e. the space of possible patterns and operators from which
the password was assigned.

In each simulated observation attack, we randomly select a password from the pass-
word space S and generate n observations, i.e. random grids and corresponding pass-
codes. Our algorithm receives this data and removes any passwords from S which could
never have produced the given data. The algorithm is then given the chance to authenti-
cate with a new grid. It selects the most likely passcode to guess based on the remaining
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passwords in S. If this guess fails, the algorithm uses this failure to prune the space
before guessing again on a new grid. The simulation is counted as successful if the
algorithm’s passcode is accepted within three guesses.

Observation Attack Results. Table 1 presents the results from 980,000 simulations
run on the PassGrids conditions. For each condition and number of observations, we
report the percentage of the 20,000 simulated attacks that were successful.

Overall, we see that all of the PassGrids conditions are better than PINs against a
single observation, as might occur in an opportunistic shoulder-surfing attack. However,
even PGcodecard is compromised after six observations. This is realistic if, for example,
an attacker uses a hidden camera to record the same victim multiple times.

To compare between PassGrid conditions, we can select a threshold for success prob-
ability. For example, if we consider a condition compromised when 5% or more of the
attacks succeed, then both PIN and PGbasic are compromised after a single observa-
tion, although PGbasic poses a greater challenge to the attacker. Conditions PGlength5,
PG+1, PG+4, and PGx+1 are compromised after two observations, PGx+4 is compro-
mised after three observations, and PGcodecard is not compromised until six. Choosing
different cutoff points would result in different equivalence classes among the condi-
tions.

A possible variation on PassGrids restricts the space of possible patterns by choosing
only cells that are relatively close to one another, in an effort to increase usability. A
similar approach is to allow users to select their patterns, which we expect them to do
non-uniformly. This leads to a reduction in password space and increased vulnerability
to observation attacks. To evaluate this, we simulated observation attacks on a variant of
PGbasic in which patterns were selected such that the Euclidean distance between cells
did not exceed a given threshold.5 Our analysis indicates that this scheme provides little
to no benefit over traditional PINs against observation attacks, which were successful
more than 50% of the time after just one observation. We did not test this variant further.

It is important to note that these attacks require a relatively powerful attacker who
can record both the grid and the victim’s passcode, and calculate the optimal passcode
to try on each attempt. Many realistic attackers, for example, an opportunistic shoulder-
surfer, may be weaker.

4.2 Math Results

We analyzed participants’ responses to the 24 random modular arithmetic problems to
determine whether any of the operators we tested would be particularly problematic.
Overall, participants completed these problems accurately, getting 96%, 94%, and 92%
of addition, multiplication, and combined multiplication addition problems correct, re-
spectively. Each problem type differs significantly in the proportion participants got
right (Holm-corrected FET, p < 0.05). The mean number of incorrect problems per
participant was 1.4; only 83 participants (5%) got nine or more problems wrong (two
standard deviations above the mean).

5 The threshold was set to (3 ∗ √
2) = 4.24. This number allows for a pattern that has all four

points on a diagonal and reduces the total number of possible patterns to 10, 060.
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The mean completion time was 5.0 seconds per addition problem, 5.6 seconds for
multiplication, and 8.0 seconds for combined problems.6 These results suggest that in-
cluding simple modular arithmetic does not pose a significant barrier to authentication
for our population (Mechanical Turk workers); it could be more problematic for others.

4.3 Accuracy

Participants authenticated with our system five times: three times on day one immedi-
ately after being assigned a PIN or pattern, once more on day one after the survey and
math questions, and a fifth time when they returned for day two. We consider a partici-
pant to have successfully logged in if she can authenticate within three tries (before she
is shown her password again). Many participants performed poorly in the first trial, as
they first used the system, but by the end of the third trial most participants seemed to
grasp password entry. Figure 6 (Appendix A) shows the percentage of participants who
successfully logged in per condition, per trial.

Surprisingly, by the final authentication all conditions show similar accuracy, despite
the large differences in success in the previous trials. This indicates that after some prac-
tice, users can authenticate just as successfully with the complicated conditions as with
the simpler ones. In this final trial, no differences between conditions were found using
Fisher’s exact test at the α = 0.05 significance level. (Seven pairs of conditions were
selected a priori and tested without correction; all other pairs were Holm-corrected.)

We also examined the types of mistakes participants made, finding that many mis-
taken entries were very close to correct. Across the PassGrids conditions, 308 of 1400
participants (22%) made errors in the day two recall. In 7% of these cases, the par-
ticipant entered a passcode with too many digits; 16% used too few. 65% percent of
participants who made errors used only one wrong digit in their passcode; 33% of these
got the last digit wrong. 13% of mistaken participants entered the right digits in the
wrong order, and 6% entered a passcode that appears to result from transposing their
pattern to an incorrect starting cell. Forty-three of 1000 participants in conditions with
operators (4%) entered a passcode for the correct pattern with no operators. Note that
individual participants may exhibit more than one type of error.

4.4 Storage and Memorability

We use storing behavior as a rough proxy for perceived memorability; that is, conditions
in which participants wrote down their passwords more often can be considered harder
to remember. During the survey at the end of day two, we asked, “Did you write down or
store any information to help you remember your password pattern? (please be honest,
you get paid regardless, this will help our research).” The results of this question are
shown in Figure 3.

Unsurprisingly, patterns in conditions that are intuitively more difficult, specifically
those where participants needed to memorize more information, were more frequently
written down. PGx+4 (83%) and PG+4 (75%) were each stored significantly more often

6 Measured from page load to submission of answer, which includes the time needed to load the
page, navigate the mouse/cursor to the answer field, type the answer, and submit.
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than all the other conditions.7 PGcodecard, while much more resistant to observation at-
tack, was not significantly different in storage frequency from a standard length-4 Pass-
Grid (44% and 43% respectively). This is not surprising, because we always showed
the codecard on the screen; in practice, the user would need to store it.

Fig. 3. Percentage of participants who stated they did or didn’t store
their password, by condition

PIN

PGbasic

PGlength5

PG+1

PG+4

PGx+1

PGx+4

PGcodecard

0% 25% 50% 75% 100%
thr

r

n=
120
80

86
114
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103
97
149
51
107
93
165
35
88
112

Fig. 4. For this analysis, we split the participants in each condition
into two groups, those who stored their password (top) and those
who did not (bottom), and compared their day 2 login success rates.
Note sample sizes are different, and noted on the right. We a priori
selected PIN, PGbasic, PG+4, and PGx+4 for significance testing,
only the latter two showed significant differences (FET, p < .006).

Surprisingly, some
PassGrids conditions,
such as PGbasic, were
stored significantly
less frequently than
PINs (43% and 60%
respectively). How-
ever, that difference
may be caused, at least
in part, by the fact that
writing down a pattern
is less straightforward
and familiar than
writing down a PIN,
rather than by dif-
ferences in perceived
memorability.

We also compared
accuracy between
participants who said
they did not write
down their password
and those who said
they did. We show the
results in Figure 4.
Across all conditions,
87% of participants
who wrote down their
passwords authenti-
cated successfully on
day two. The success
rate for those who
did not write down
was only 76%, a
significant difference
(FET, p < .001).
Within conditions,
we saw no significant
difference in accuracy
between writers and

7 All comparisons in this paragraph HFET, α = 0.05.
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non-writers for PIN and PGbasic. In PG+4 and PGx+4, writers were significantly more
accurate than non-writers (FET, p < .006). (These conditions were selected a priori for
significance testing.)

As a rough estimate of memorability, we also consider how many participants did
not write down their password, yet authenticated successfully on day two. Just 33.5%
of our 200 PIN participants didn’t write down their password and still logged in; this is
similar to PGx+1, at 34.0%. Excepting PGcodecard, where participants were told they
did not need to memorize or store the translation, the condition that performed best
was PGbasic, where 48% of participants successfully authenticated on day 2 without
password storage. In the worst case, PGx+4, only 8.5% of participants were able to
successfully log in without password storage, suggesting it may not be tractable by
memory alone.

One further note is that some participants indicated they were not storing the entire
PassGrid password, but only the operators they needed to apply.

4.5 User Perception

To explore user perception of PassGrids, we asked a series of Likert questions on day
two (1-5 from strongly agree to strongly disagree). Three of these were: “Using Pass-
Grids was ...” annoying, difficult, and fun. A fourth asked the participant if remembering
their password was difficult. We graph the responses in Figure 7 in Appendix A.

Our results indicate that most PassGrids variations are more fun than PINs. Some are
also more difficult, but in some cases additional complexity can be achieved without
decreasing usability.8 PGbasic and PGlength5 performed best, being rated significantly
more fun than PIN but not significantly different in annoyance or difficulty. The other
PassGrids conditions were significantly worse than PIN in annoyance and difficulty.

Comparing PassGrids conditions to each other, PGx+1 was not significantly different
in user perception than PG+1, but users rated it significantly easier to remember and use
than PG+4. PGx+4 was the worst overall.

4.6 Dropouts

While there are many reasons for participants to leave a study, it is likely the dropout
rate can be abstracted as a rough metric for difficulty and user frustration. We examined
the number of participants who accepted the task from Mechanical Turk, but then left
the study before completing day one, and found that the rate at which users dropped
out of our study increased roughly in line with the number of operators added in the
PassGrids conditions. The results are shown in Figure 5.

The dropout rate among participants assigned to PassGrids was significantly higher
than among PIN participants (33% and 16% respectively).9 Within PassGrids condi-
tions, those in PGlength5 were not significantly different from those in PGbasic, but
were significantly less likely to drop out than those in PGcodecard. Similarly, PGx+1
was not significantly different from PG+4, but had significantly more dropouts than

8 All comparisons in this paragraph HFET, α = 0.05.
9 All comparisons in this section HFET, p < 0.001.
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PG+1. Lack of a significant difference does not mean that dropout rates were the same,
but it does indicate that the size of any difference is small. On the other end of the spec-
trum, PGx+4 participants were nearly as likely to drop out as they were to complete day
one (44.8%).

PIN
PGbasic

PGlength5
PG+1
PG+4

PGx+1
PGx+4

PGcodecard

0% 20% 40% 60% 80% 100%
dropouts
participants succesfully completing day 1

n=
83 16
116 24
155 23
141 30
194 36
269 38
348 45
175 31

%

Fig. 5. Percentage of participants who upon accepting the
MTurk task successfully completed day one. Ranges from
16.4% for PIN to 44.8% for PGx+4.

We did find that in condi-
tions with the highest dropout
rates (PG+4, PGx+1. PGx+4)
accuracy on the math prob-
lems was highest (94-96%,
compared to 91% in PIN).
This may mean that those
participants who dropped out
were not as confident at math-
ematics. While we might ex-
pect demographic differences
between conditions due to the
differences in dropout rates,
we did not see that.

4.7 Timing Information

Password authentication includes many subtasks, such as reading the web page, remem-
bering the password, entering the password, and retrieving written notes. Identifying
and timing these subtasks in an online study is infeasible. Here, we present instead two
measures of timing: entry time and login time. Entry time estimates the amount of time
spent entering the password and is taken from the first successful attempt of the third
authentication. We used the third practice entry here, to attempt to reduce the impact
of memory-based recall, focusing just on time to actually authenticate, as the partici-
pants had just done this twice prior. Login time encompasses an entire authentication,
including unsuccessful attempts, and is taken from the final authentication. All times
were measured from server-side events, which do not account for client-side delays like
page loading. Therefore, these times might be overestimates. The timing data is shown
in Table 2.

In entry time and login time, PIN is the clear winner, as expected. Among PassGrids
conditions, the cost of additional complexity in authentication time is clearly illustrated.
Median entry times range from 12 sec for PGbasic to 38.5 sec for PGx+4. Login times
are almost three times longer, even though the mean number of attempts required on
day two was 1.8. This suggests that authentication takes longer when users haven’t
used their password in several days.

4.8 Tutorial

A potential problem with comparing PassGrids to PINs is pre-existing user familiar-
ity with PINs. People have seen and used PINs many times, but are likely completely
unfamiliar with one-time graphical PIN systems in general, as well as with our spe-
cific implementation. To attempt to address this, we created a series of video tutorials,
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based on PassRules system specifications but with some modifications for our condi-
tions. Since this was an online study, we have no way of knowing if a video was actually
watched. Users may have covered the video with another application, muted the audio,
or otherwise underutilized the tutorial.

Table 2. Median login times in
seconds per condition

entry login
time (s) time (s)

PIN 6.0 20.0
PGbasic 12.0 35.0
PGlength5 15.0 51.0
PG+1 15.0 51.5
PG+4 23.0 74.5
PGcodecard 20.0 56.0
PGx+1 17.0 50.0
PGx+4 38.5 96.5

We recorded the number of times participants
returned to the video tutorial after being shown their
password. Of the 1400 participants across the seven
PassGrids conditions, 363 participants (26%) returned
to watch the tutorial at least once, with most returning
only once (299 participants), and one participant return-
ing 5 times.

Despite the tutorials, we found there was still some
confusion about PassGrids. In the free-response portion
of the day 1 survey, many participants described the con-
cept as both “interesting” and “new.” Some found it con-
fusing, and it is unclear whether they understood that
the passcode would be different each time. When asked
how they remembered their pattern, participants gave re-
sponses such as, “just keep retrying the combination” or “I had a very hard time with
remembering due to the fact that you changed the numbers around on the side and I had
to put different numbers for each number.” From such comments, it seems that improv-
ing the tutorial so that more participants truly understand how PassGrids work could
prove beneficial.

5 Discussion

Our results show that a system-assigned one-time PIN system such as PassGrids is a
viable PIN replacement for systems where observation attack prevention is a priority.
While not invulnerable against observation attacks, attackers must be technologically
assisted, with complete knowledge of the grid and a non-trivial algorithm for determin-
ing passcodes with a high likelihood of success.

We found that several methods can be used to increase the security of PassGrids,
including increased length, mathematical operators, and codecards. Modular arithmetic
is not difficult for our participants when explained in straightforward terms.

While mathematical operators do provide additional security without suffering a loss
in ability to authenticate, there are substantial usability drawbacks as the complexity in-
creases. Participants considered our most difficult condition, PGx+4, substantially more
difficult to remember and use. We also saw greatly increased rates of password storage,
and we lost nearly half of our incoming participants in that condition, more than any
other. All this together suggests math should be used in moderation, with as few con-
stants as possible and a minimal number of pattern elements affected. Additionally, we
must keep in mind that increased complexity here will lead to more password storage,
which depending on the threat model may be more harmful than the benefits gained.

Increasing length did result in slight observation resistance gains, with little differ-
ence in accuracy, reported enjoyment, or timing, and only a slight increase in storage;
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however, it is likely that length cannot continuously be increased without more substan-
tial usability losses.

Finally, the codecard functionality allowed us to examine a much greater observation
resistance, by increasing the space of the translation in a more diverse way than simple
operators will ever allow. Overall, PGcodecard performed well, but the requirement of
a written source that must be kept secret in order to achieve the observation resistance
benefits may not in practice be usable. Additionally, this requirement may not align
with the motivation behind one-time PIN systems, especially if the goal is to allow
participants to log in, simply from memory, as with a standard PIN.

Applying similar types of modifications to other systems, such as the closely related
GrIDsure system is straightforward; users could select longer patterns, or select oper-
ators in combination with their patterns. GridPIN could be extended in a similar way,
after using the displayed keypad and selected direction to map the original PIN digit to
a one-time digit, an additional mathematical operator or codecard could be applied. A
similar modification to PassFaces might require users to find a starting number associ-
ated with the correct face, then modify that number using mathematical operators or a
codecard.

We tested modifications on a basic one-time PIN system, increasing the length,
adding mathematical operators or a digit translation, each designed to increase the ob-
servation resistance of the system. We measured how these modifications affected the
usability of a system in various ways including memorability, storage, enjoyability, and
accuracy. We believe that these modifications and the results we described here are not
unique to this system, but give password system designers an understanding of how
these techniques can enhance the security of other one-time PIN systems.
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A Additional User Study Results

Fig. 6. Percentage of participants who logged in successfully (either on their first attempt or
within three), across three practice authentications, day 1 recall, and day 2 entry, by condition
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Fig. 7. Likert responses graphed by response, by condition. All participants answered four stan-
dard questions on day two about difficulty to learn, difficulty to use, annoyance, and fun to use,
for each password system.
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Abstract. The matrix barcodes known as Quick Response (QR) codes
are rapidly becoming pervasive in urban environments around the world.
QR codes are used to represent data, such as a web address, in a com-
pact form that can be scanned readily and parsed by consumer mobile
devices. They are popular with marketers because of their ease in de-
ployment and use. However, this technology encourages mobile users to
scan unauthenticated data from posters, billboards, stickers, and more,
providing a new attack vector for miscreants. By positioning QR codes
under false pretenses, attackers can entice users to scan the codes and
subsequently visit malicious websites, install programs, or any other
action the mobile device supports. We investigated the viability of QR-
code-initiated phishing attacks, or QRishing, by conducting two exper-
iments. In one experiment we visually monitored user interactions with
QR codes; primarily to observe the proportion of users who scan a QR
code but elect not to visit the associated website. In a second experi-
ment, we distributed posters containing QR codes across 139 different
locations to observe the broader application of QR codes for phishing.
Over our four-week study, our disingenuous flyers were scanned by 225
individuals who subsequently visited the associated websites. Our survey
results suggest that curiosity is the largest motivating factor for scanning
QR codes. In our small surveillance experiment, we observed that 85% of
those who scanned a QR code subsequently visited the associated URL.

Keywords: Phishing, Mobile, Security, QR Code, Smartphone.

1 Introduction

A Quick Response code (QR code) is a two-dimensional matrix of black and
white pixels [20] that can be used to store information in a compact and optically-
scannable form. QR codes have gained popularity due to their higher information
density and improved readability compared to one-dimensional barcodes. As the
number of smartphone users grows rapidly [8], businesses are turning to QR
codes en masse to provide a fun and simple way to direct smartphone users to
their websites and products. QR codes are designed to be readable regardless
of orientation and in cases where a code is partially damaged or masked. These
properties facilitate the use of QR codes in consumer applications to convey
information to users.

A.A. Adam, M. Brenner, and M. Smith (Eds.): FC 2013, LNCS 7862, pp. 52–69, 2013.
c© International Financial Cryptography Association 2013
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Fig. 1. Screen capture of the most popular “barcode scanner” on Android: ZXing.
With default settings, the URL is prominently shown to the user after scanning.

QR codes are typically “scanned” by photographing the QR code using a
mobile device, such as a smartphone. The image is then interpreted by a QR
code reader that users may install as an application on their mobile device. The
reader decodes the message and performs an operation based on the message. For
example, if the encoded data contains a link to a mobile application download,
the reader may launch a marketplace application such as Google Play or Apple
App Store. The content represented by a QR code is often a hyperlink, and the
associated action is to launch the device’s web browser and visit the website
specified by the code.

QR codes can be found on store-front windows, magazines, newspapers, web-
sites, posters, mass mailings, and billboards. Businesses display QR codes on
advertisements to direct people to their websites. One study found over 14 mil-
lion U.S. mobile users scanning QR codes during June 2011 [26].

The ease with which one can create and distribute QR codes has not only
attracted businesses, but also scammers seeking to direct people to phishing
websites. Phishing is a semantic attack that cons individuals, under the guise
of a legitimate organization or individual, into visiting a malicious website or
providing sensitive information [21]. With the increased usage of QR codes, QR
code phishing, or QRishing (phonetically: “krihsh-ing”), presents a threat to this
new, convenient technology. Concerns for the safety of QR codes are increas-
ing [11, 24, 26, 28]. An attacker might place a sticker of a QR code containing
malicious content over a legitimate QR code or create an entirely new QR code
advertisement masquerading as a legitimate entity.

Some QR code reader applications may perform actions without first present-
ing the human-readable QR code content to the user. For example, an application
may automatically open a hyperlink in the device’s web browser without permit-
ting the user to first verify the hyperlink. In this case, it is easier for attackers
to deceive users into divulging private information or, even worse, installing ma-
licious software on their phones. On the other hand, if the barcode application
displays the URL to the user, an astute user may notice a suspicious-looking
URL. However, use of “URL shorteners” can make it more difficult for users to
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evaluate a URL. Figure 1 depicts an application displaying the URL to the user
and awaiting further action by the user.

To frame the scope of the problem, we tested the most popular reader applica-
tions from the Android and Apple marketplaces in January 2012.We downloaded
and tested the top ten free applications for “barcode scanner” from Google Play
and the Apple App Store. Thirty percent of these top ten free scanning applica-
tions in the Google Play Market and 50% in the Apple App Store immediately
visit a scanned URL in the default configuration. Tables showing the particular
applications and results can be found in the appendix.

The purpose of this study is to measure the threat QR codes pose as a phishing
attack vector and to identify ways to improve the safety of QR code interaction.
We are interested in the behaviors of smartphone users when they see QR codes
posted in public places, including whether or not they look for context around
the QR code, scan the QR code, and visit the website from the QR code.

We further motivate the problem with related work in Section 2. The user
study consisted of two experiments: (1) A QRishing experiment and (2) a base-
line surveillance study of user interaction with QR codes, which we describe
in Section 3 and Section 4, respectively. Security implications of the study are
presented in Section 5 and conclusions in Section 6.

2 Related Work

Phishing is a type of semantic attack where the malicious party attempts to
gain sensitive information (e.g., account credentials or credit card numbers) by
baiting victims with communications and content that appears to be from a
legitimate party (e.g., a counterfeit password change website). Existing research
has repeatedly shown that typical computer users have difficulty distinguishing
between legitimate content and phishing content [14–16, 32]. QRishing is an
extension of phishing that utilizes QR codes.

Downs et al. interviewed 20 non-expert computer users about their decision-
making process when they encountered suspicious looking emails [16]. Their
study suggests that simply being aware of Phishing-style scams is insufficient.
Furthermore, their findings suggest that providing message-specific contextual
cues (e.g., “this website is requesting a password”) may be more effective than
sender-specific cues, as scammers exploit the fact that many victims have a real
account with the entity that is being faked.

The economic viability of typosquatting demonstrates the usefulness of mis-
spelled and misleading domain names [22]. The only technological controls cur-
rently available to counter QRishing rely on the user to identify questionable
URLs or involve cues from external tools, such as domain blacklisting services.
Such cues have previously been shown to be misunderstood by users [17] who
may not even understand the difference between positive and negative cues [14].

Dhamija et al. found that nearly a quarter of their 22 participants did not use
browser-based cues (e.g., the address bar and status bar) leading to incorrect
identification of fraudulent websites [15]. We find similar results, in the case
where QR codes are used as a medium for phishing – specifically, 36% of our
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phishing participants indicated that they did not or could not recall checking
the link.

The ease with which one can access web content via QR codes may induce
more users to ignore browser-based cues as compared to entering or follow-
ing a link. A typical QR code use case involves a scan and a click. Perceptive
and security-conscious users may pause to examine the hyperlink but, in gen-
eral, there is very little explicit interaction with the encoded data. The use of
shortened URLs and the limited screen space of smartphones further obscures
browser-based cues.

Similar to other phishing work, non-technical controls, such as increasing user
education [27], may produce similar effects when applied to QRishing. A combi-
nation of automated detection systems along with user education may prove to
be the best approach [21].

The security and usability research communities have explored various pro-
posals for combating phishing attacks. Zhang et al. leveraged message-specific
contextual cues for automated phishing detection in their implementation of
CANTINA [32]. Dhamija et al. presented a defense against phishing attacks
that made use of trusted paths to prevent window spoofing and independently
computed images that allowed users to authenticate the remote party by visually
verifying that the expected image was received [14].

Phishing and the effects of malware are perhaps more threatening on mobile
devices than on traditional computers. The management model, long patching
cycle, limited screen space, and myriad of input types and sensors found on
mobile devices make mobile oriented malware particularly distressing [19, 30].

Concurrent to our research, an Internet vigilante claimed to have conducted
a QRishing attack by changing his Twitter icon to a QR code. This QR code
represented a shortened URL that ultimately led victims to a webpage that
reportedly hosted a WebKit browser exploit and secondary exploits for iOS and
Android devices. This five-day attack is claimed to have garnered 1200 victims
of which 500 successfully executed the secondary OS-specific payload [31].

In addition to the claimed QRishing attack via Twitter, industry researcher
Eric Mikulas has recently presented work on QR code phishing attacks [29].
Following our study, Mikulas conducted a similar attack predominately using
small stickers to place QR codes around Pittsburgh, PA. Similar to our study,
these QR codes lead smartphone users to an informative website about QR code
risks. After posting 80 stickers and receiving fewer website visits than expected,
Mikulas said he plans to “attach them to fliers offering a false incentive or even
place his stickers on top of existing advertisements and QR codes.”

3 QRishing Experiment

The ease with which one can create and distribute QR codes may make them at-
tractive to scammers seeking to direct people to phishing websites. The purpose
of this study is to understand how users interact with QR codes in public spaces
and to assess the susceptibility of smartphone users to QRishing attacks. In this
experiment, we posted flyers around the city of Pittsburgh, PA. Each passerby
who scanned one of the flyers was directed to a a brief online survey.
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(a) qrcode only (b) qrcode inst. (c) qrcode SNS (d) ripoff SNS

Fig. 2. An example flyer for each of the four conditions deployed in the QRishing
experiment. (a) shows qrcode only –flyers with a QR code. (b) shows qrcode instruc-
tions –flyers with a QR code and usage instructions. (c) shows qrcode SNS –flyers
advertising a mock SNS study with QR code. (d) shows ripoff SNS –flyers advertising
a mock SNS study with rip-off tabs.

3.1 Methodology

We posted flyers with QR codes both on the Carnegie Mellon University campus
and in public locations around Pittsburgh (e.g., at bus stops, public bulletin
boards at restaurants, coffee shops, etc). All flyers were posted in public locations
where flyers are routinely placed. Each QR code on a poster represented a unique
URL to our webserver, allowing us to unambiguously know in which location the
participant observed our flyer. We used random, unique URLs similar to popular
“URL shortening” services for each flyer. Such URLs are commonly used in
QR code advertising. Further, the use of random URLs minimizes the risk that
after scanning one flyer, curious participants could easily determine and visit
URLs associated with other flyers. In the last week of January and first week of
February 2012, we posted flyers at 139 different locations: 104 campus locations,
35 off-campus locations. Each flyer was checked weekly and, if needed, replaced.
This experiment had four conditions (pictured in Figure 2):

– qrcode only. A flyer with only a QR code.

– qrcode instructions. In addition to the QR code graphic, includes instruc-
tions on how to use a QR code.

– qrcode SNS. Innocuous flyer utilizing a QR code (a “social networking”
user study advertisement).

– ripoff SNS. A user study flyer similar to 3, but with traditional rip-off tabs
instead of a QR code.

All conditions were randomly distributed across the locations and ran simul-
taneously for four weeks. When a person scanned the QR codes (or visited the
URL on the rip-off tab), they were taken to our website where they were informed
about the experiment and prompted to participate in an optional survey.

Conditions qrcode only and qrcode instructions did not have any advertised
function, thus any participant in these conditions is likely to have scanned the
QR code out of curiosity, compulsion, fun, etc. Conditions qrcode only, qrcode in-
structions and qrcode SNS all involve the use of QR codes and thus provided
insight into the frequency with which QR codes on flyers are scanned. Without
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Fig. 3. Survey responses. Most participants scanned QR codes out of curiosity, agree
than QR codes are useful, read the URL prior to visiting the website, and know the
term “QR code.”

a QR code, ripoff SNS served as a performance baseline to compare with the
other three conditions.

Regardless of condition, upon visiting the URL, participants were notified of
the study via webpage and given the choice to follow a link to take an optional
survey. We also recorded the access time, IP address, and user-agent from the
server web log. Upon completion of the survey (or electing not to participate in
the survey) the participant was automatically taken to a debrief webpage for the
experiment. Participants who reported being under 18 years old were informed
that their data would not be used in research and we discarded associated data.

3.2 Results

Of the 139 posted flyers, 85 (61%) were utilized by participants to visit the
study website at least once, totaling 225 hits across all conditions. Examination
of source address, access time and poster location (URL) indicated that only once
did the same device scan a QR code twice. One hundred twenty-two participants
(54%) completed the optional survey. Seventeen participants started, but did not
complete the survey, and five participants self-reported to be under 18, and were
removed from the study.

In the survey, participants were asked “Do you know what a QR code is?” The
majority (83%) of survey takers responded “Yes,” indicating some familiarity
with the technology. Even 51% of participants in ripoff SNS, which did not use
a QR code, answered “Yes,” further indicating that participants were aware of
the technology. We posit that although some smartphone users may not know
the term “QR code,” the majority of users know the function of a QR code when
presented with one.

We also asked participants about the primary reason they chose to scan the
QR code (including an option for “I did not scan a QR code”). We observed far
more participants scanning the QR code out curiosity than for related informa-
tion. Figure 3 shows the distribution of survey responses from participants. More
than 75% of the survey respondents scanned the flyer out of curiosity (64%) or
for fun (14%). Less than 4% claim to have scanned the QR code because the re-
lated information seemed useful. Twenty percent of the respondents indicate that
they did not scan a QR code, and all of these participants were in ripoff SNS.
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Fig. 4. Mobile vs desktop users by con-
dition.

Fig. 5. Visited URLs and Survey Com-
pletion by condition

As expected, participants not using a mobile device were also predominately in
the condition without a QR code, ripoff SNS, though not exclusively (Figure 4).

Among the four conditions, qrcode only had the most participants while rip-
off SNS had the least number of participants. Figure 5 shows the distribution
of participants who both visited the URL and completed the survey across the
four conditions. While curiosity was reported to be the main reason for initially
scanning a QR code, participants were significantly more likely (χ2 = 8.7344, df
= 1, p = 0.003) to complete the survey in conditions that explicitly advertised
a study than those that had no advertised functionality.

Fifty-eight percent of respondents report reading the URL prior to visiting
the link. While this behavior is likely safer than that of the 36% who did not
read the URL, they still visited an obscure URL to an unrecognized domain (we
registered the domain just prior to the study).

Across all four conditions we found that men were at least 2.5 times more
likely to participate, especially in qrcode only where we observed more than 7.6
times as many male participants. While we are uncertain of exactly how many
individuals passed our flyers, nor how many of them possessed mobile devices, we
can approximate percentages based on demographic data for the respective areas.
For the on-campus flyers we can compare to CMU’s general population [25], and
for off-campus flyers we can compare to Pittsburgh census [12] data for the
area we posted flyers. Further, we can use market penetration data [4] [5] to
approximate percentages of smartphone owners. The gender distribution on-
campus is 63% male, 37% female [25], and off-campus in the Pittsburgh area
is 52% male, 48% female [12]. Among U.S. smartphone users, the gender is
distributed 47% male, 53% female [5]. The incumbent population suggests that
approximately 50–60% of our participants should be male, yet we observed 75%.

The only condition that fell within the expected gender ratio was qrcode in-
structions. As shown in Figure 6, qrcode instructions has fewer male respondents
and more “Prefer not to answer” than the other three conditions. There is no
way to tell the gender of those who selected “Prefer not to answer.” While the
result is not statistically significant, it is clear that in our experiment qrcode in-
structions had more respondents who wished not to reveal their gender.

Our two most observed age ranges (on and off campus) were 18–24 and 25–34,
together accounting for 78% of our participants. This closely aligns with the two
age groups that have most adopted smartphones [4].
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Fig. 6. Self-reported gender by con-
dition. qrcode instructions has fewer
male and more “Prefer not to answer”
participants than any other condition.

Fig. 7. Poster performance by location
type. For each location type, green bars
show the number of fliers posted, and yel-
low bars show accumulated clicks.

We found that flyers at bus stops far outperformed other locations. On aver-
age, flyers posted at bus stops solicited nearly seven URL visits per flyer. Figure 7
shows the distribution of off-campus flyers as grouped by bus stop, restaurant,
coffee shop and other. Flyers posted at bus stops may receive more attention
simply due to behavior at such a location. For example, those waiting for the
bus to arrive are likely bored and are forced to wait idly at the location for a
non-trivial duration.

We examined other metrics such as day-of-week, time-of-day, and user per-
ception of QR code usefulness, all of which did not prove useful as a predictor
of behavior. Additionally, we examined the networks from which devices were
connecting, and the results were as expected in the U.S. Of the cellular network
users 54% used Verizon Wireless, 31% AT&T, and 15% Sprint. The non-cellular
users primarily (63%) used campus networks while the primary home Internet
providers where Comcast (18%) and Verizon (6%).

3.3 Limitations

Unlike the envisioned attack scenario, we are bound by ethical, legal, and In-
stitutional Review Board limitations in the presentation and placement of QR
codes. A would-be attacker may have little consideration for vandalism, cov-
ering existing QR codes with his own, or any number of other less scrupulous
activities.

Like many on-campus studies, our observed population for on-campus flyers
is biased to the local population of CMU. Similarly, our off-campus flyer loca-
tions were subject to the respective populations in Pittsburgh and may not be
representative of other areas.

In qrcode SNS and ripoff SNS, the “social networking user study,” the fly-
ers will have only attracted individuals interested in such a study. Other false
pretenses could have been employed, such as a local band or work-from-home
opportunities, but would have similarly limited the set of individuals attracted
to the flyer.

In our experiments we used “shortened URLs,” which have their own security
implications [23]. It is possible that users may be more likely to follow a typical
URL, but we felt that using a shortened URL exhibited more realistic conditions
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as shortened URLs are often used in QR code advertisements. The short property
of shortened URLs also fits nicely with mobile devices as the limited screen space
will cause many URLs to be truncated for display, resulting in the user only
having the ability to observe part of the URL. Further, we wanted seemingly
random URLs so that users could not easily predict the URL of a poster they
had not physically encountered.

Particular to ripoff SNS, participants may have been less likely to correctly
type or may have had less desire to participate in the study due to the URL
format. The URLs used in all conditions were similar to those found in popular
URL shortening services (e.g., http://bit.ly, http://goo.gl). Such a random
pattern (e.g., skx0r132) may be perceived differently by participants than a link
consisting of a domain name and a common webpage naming convention (e.g.,
study.php).

4 Surveillance Experiment

Since QR codes are abundant in urban areas, we wanted to observe how people
interact with them in public spaces. Specifically, we wanted to identify how
many participants would scan the QR code and also visit the associated website
versus the number of participants who would scan the QR code but elect not to
visit the website. This observation provides insight about the potential for QR
codes as a phishing attack vector because examining the URL is a practical and
effective defense against many phishing threats. The use of QR codes minimize
the person’s effort in obtaining a URL; the person does not have to manually
transcribe the URL from the source material. Such reduced interaction may
encourage the unsafe behavior of visiting a questionable website without seeing
the URL, sacrificing security in favor of usability.

This section describes the methodology, experimental design, and analysis of
the surveillance experiment. We refer to this experiment as surveillance exp in
the subsequent text.

4.1 Methodology

We posted a flyer containing a QR code on a bulletin board at Carnegie Mel-
lon University and placed it under video surveillance. By comparing captured
video footage of people scanning the QR code with server logs, we were able to
identify the number of participants who scanned the code as well as the num-
ber of participants who actually visited the URL encoded in the QR code. If a
corresponding entry did not exist on the server we assumed that the participant
scanned the QR code, but chose not to visit the website. The experiment had
two conditions: an incentive condition and a no-incentive condition.

– surv qrcode only. In the no-incentive case, we collected two weeks of
footage using a flyer containing only a QR code, similar to Figure 2(a).

– surv incentive. Following the incentive case, we collected two additional
weeks of footage using a flyer offering the chance to win a $50 Amazon gift
card.

http://bit.ly
http://goo.gl
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The sequence of events a participant followed in both conditions is as follows.
First, a person who walks by the bulletin board noticed our flyer. They became
a participant in our study when they entered the field of view of the camera and
scanned the QR code. If the participant chose to visit the website (or the reader
application automatically opened the link), they were presented with a simple
web page that thanked the person for their interest in the study and asked
them to take a survey. The person may have selected “continue” to further
participate by taking an online survey, selected “cancel” to continue directly
to the debrief material, or simply elected to close the browser. Similar to the
qrishing exp experiment, participants who reported that they were under the
age of 18 received an additional debrief message stating that their data would
not be used in the study and that they were not eligible to receive the incentive.

Every time a participant accessed our secure server, we recorded the time of
access, the IP address, and user-agent in the web server log. The IP address
was used to assess the connection type (e.g., campus Wi-Fi). Participants in
surv incentive were asked to provide their email address in order to be notified
in the event they won the gift card. Providing an email address was at the sole
discretion of participant. Furthermore, we ensured that a participant’s email was
not correlated with her survey responses.

4.2 Data Capture

We posted a flyer containing a QR code in the Gates Center for Computer Sci-
ence on CMU’s Pittsburgh campus. The flyer was posted on an announcements
board located on the main floor of the building, an area which is open to the
public and access-controlled only at night. A camera and netbook were mounted
above the board to capture the activity of people around the poster. We checked
the flyer daily to ensure it was unobstructed and that there were no other QR
codes nearby. After some field trials at the site using both Android and iPhone
smartphones, we concluded that a 3-by-3 inch QR code would best ensure the
participant was within the field of view of the camera.

The netbook was configured to capture data only when motion was detected.
The camera recorded four frames per second for as long as there was motion,
and for 60 seconds thereafter. Each time a picture was captured, it was imme-
diately processed with an edge-detection algorithm in order to minimize storing
more data than required by the experiment and to protect the privacy of the
participant. The experiment configuration is depicted in Figure 8.

An example of data captured from one participant’s interaction is shown in
Figure 9. This figure shows a participant approaching the flyer, photographing
the flyer, and leaving the experiment area.

4.3 Removing False Positives

Due to the sensitivity of the software motion detection and the communal nature
of the experiment site, the vast majority of collected images are not imminently
useful. In many cases, passersby will briefly trigger data capture, people will
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(a) Front (b) Above

Fig. 8. Surveillance experiment equipment configuration. The camera and netbook are
mounted on the area above the announcements board. The box around the person
represents the field of view of the camera. (a) shows the setup from the front, facing
the board. (b) shows an isometric view from above.

Fig. 9. A participant photographing the flyer posted on the bulletin board at the bot-
tom of each frame. The sequential progression is from left-to-right and top-to-bottom.
The rectangles that overlay the participant indicate software motion detection. Each
frame is processed using an edge-detection algorithm in order to minimize capturing
more data than required by the experiment and to protect the privacy of the partici-
pant.

move chairs into the field-of-view or otherwise congregate or loiter. Our flyer was
secured at each corner with thumb-tacks, however other flyers may have been
secured only at the top leading to some circumstances where activity outside of
camera view caused flyers to move. The situation most apt to provide a false
positive is when a subject appears to be facing the flyer, but it is not clear if
the subject is actually photographing the flyer. By examining such situations in
context with time-adjacent images, we are able to identify unrelated activities,
such as posting or retrieving a flyer unrelated to our study. Examples of each
of these false positives are provided in Figure 10. The captured images provide
enough fidelity to accurately determine which should be discarded from analysis.

4.4 Results

We collected data for four weeks beginning February 7, 2012, two weeks using
the surv qrcode only display (10 participants) followed by two weeks using the
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(a) Foreign object (b) External effects
(wind)

(c) Possible partici-
pant

(d) Posting an un-
related flyer

Fig. 10. The communal nature of the experiment site encourages inhabitants to loiter,
as seen in (a) where an individual has moved a chair into the experiment area and
relaxed. (b) depicts nearby “wind” which occasionally caused nearby flyers to trigger
motion detection. From the frame shown in (c), it is difficult to discern if the person
in is scanning the flyer or not. However with the additional context of time-adjacent
frames, it is obvious that the person is searching for the best location to post a flyer
unrelated to the study. The posting, (d), is performed several seconds after (c).

surv incentive display (two participants). We conducted a follow-on experiment
by re-posting surv qrcode only for two more weeks (six participants) at which
point we could no longer use the location. From video analysis we determined
that three individuals likely scanned the QR code, but elected not to visit the
URL. Of these three individuals, one was from the surv incentive, one was from
the surv qrcode only and one was from the follow-on no incentive condition. In
our study 85% (15/18) of people that scanned a QR code proceeded to visit the
website, however our results may not be representative of a larger population.
Nine participants visited the URL in the surv qrcode only (plus five more in the
follow-on), and only one in surv incentive. This ratio suggests that the incentive
may not have actually enticed the participants to scan the QR code. Moreover,
more people scanned the poster in the follow-on than in surv incentive, further
re-enforcing the tendency to scan the no incentive condition.

Five participants, all in the surv qrcode only, started the survey. Of these five,
one was under 18 and discarded, another selected “Prefer not to answer” and
“Neutral” for every question. The remaining three participants were all students
of age 18-24, two male and one female. Of these three, two completed the survey.
Interestingly, one answered the question “How often do you scan a QR code?”
with “Every time I see one” while the other answered “Rarely.” The devices
of the nine participants include four iPhones, four Android devices, and one
BlackBerry.

4.5 Limitations

This experiment was conducted in a single, on-campus location, limiting results
to a single population. The location was in the computer science building, leading
to a relatively technologically-sophisticated population. The location was near a
primary walking path and near a coffee shop, both of which contribute to a wider
demographic, but the single location certainly has population bias. Further, the
participant pool may have degraded between conditions, since the same location
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was used for both conditions. For example, participants may not scan a new
poster, anticipating that the new poster is part of the same study.

Another technical limitation was the subjectivity in determining whether a
person scanned the QR code. If a correlated entry appeared in the server logs,
the person certainly scanned the QR code. However, without the server log entry,
we are forced to decide whether the images indicate that a person scanned the
QR code. As shown in the results, nearly all (85%) of people who scanned the
code also visited the website leaving 15% subject to scrutiny. None-the-less,
the analysis is subjective and it is possible that some instances may have been
misclassified.

5 Security Implications

Unsurprisingly, of the 229 participants we observed, more than 80% (184) used
a mobile device in our studies. Contrary to national metrics from around the
time of our study showing an Android majority [9] [4], we observed 57% (105)
using an Apple iOS device and 38% (69) using an Android based device (the
remaining five percent used Blackberry and Windows mobile devices). Given
that the majority used either an iOS or Android device, it is also no surprise
that of the mobile clients, 96% of browsers are WebKit based. Figure 11 shows
user-agent distribution for the measured devices.

Fig. 11. Observed user-agent and mobile vs desktop browser distribution

At the time of this research, known vulnerabilities and public exploits existed
that target the WebKit browser directly [6] [1] or a content handler (such as
PDF files [2]) for all Android and iOS devices observed in this study. In order
to take advantage of such vulnerabilities, an attacker must persuade the user to
visit a web site serving malicious content, possibly using a QR code. A successful
attack will result in the attacker having remote access to the same resources as
the browser.

In many cases, executing in the same context as the browser may be enough
to achieve attack objectives such as reading browser cookies or stealing website
passwords. Other attack objectives require more privileged access. This elevated
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access is often referred to as “rooting” or “jailbreaking” the mobile device. Root-
ing exploits are often very dependent on the operating system version.

We observed the operating system distribution for iOS and Android devices.
The fragmentation present for Android is consistent with what has been reported
in the literature and by Google [7, 18, 30].1 We observed nine different iOS ver-
sions, but greater than 80% (89) of iOS devices were running the most recent,
5.0.1. In Android we observed 11 different iOS versions, and no single version
was present on more than 30% of devices. The two versions with the highest
percentage of devices were 2.3.3(18%) and 2.3.4 (27%), neither of which were
the most current software within an Android branch at the time of the study
(in this case 2.3.7). Rooting exploits not requiring physical device access were
publicly available at the time [13] [3] for 83% (59) of Android and 17% (19) of
iOS devices we observed.

Compared to the actions required from an unscrupulous attacker, conducting
our study demanded significantly more effort. For example, we spent considerable
time ensuring that flyers at all locations were available. Since each location
required a unique flyer, we tracked which specific flyers were posted so that
the distribution of conditions and specific URLs were maintained throughout
the experiment. Similarly, our exposure was limited to locations where we were
ethically and legally permitted to post QR codes. A would-be attacker does not
have such problems, permitting the attacker to expend significantly less time and
receive significantly more exposure when compared to this study. For this reason,
our findings should be considered an extreme lower bound on the susceptibility
of QRishing.

In many cases QRishing would be conducted physically, meaning that an
attacker would have to find some way to post QR codes where a user might
approach and scan the code. The physical format of QRishing could be realized
in many forms: full posters, sticker overlays, etc. In our study we simply posted
disingenuous flyers. When compared to digital forms of phishing, such as email,
the cost of performing a QRishing attack is likely comparatively high. The cost
of printing QR codes is negligible, but it takes time to post them and other
risks, such as being physically caught placing a malicious QR code, represent
considerable potential cost. On the other hand, an attacker, unbound by legal
and ethical issues, can place QR codes in a wider range of places than we were
permitted.

Mobile browsers are largely not employing technical controls that have been
available in desktop browsers for some time. For instance, technical controls may
be used to assist the user in making security-conscious decisions. Some reader
applications already display the QR code content prior to performing an action,
such as visiting a website. While this simple action requires the user to “click one
more button,” the opportunity to at least assess the potential for a questionable
domain is beneficial. This could be augmented with security-specific controls
that are already ubiquitous in desktop browsers such as comparing the scanned
URL to a blacklist or some other “safe browsing” technology.

1 Google’s self-reported numbers [7] are grouped less precisely than ours. But when
we group ours accordingly, they align closely.
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Security indicators for valid certificates and SSL/TLS connections are widely
adopted by desktop-browser vendors and allow consumers to assess the security
of their communications over the web. However, the deployment of technical
controls and security indicators to mobile browsers is complicated by the rela-
tively small screen real estate for handheld devices. In an empirical study of ten
mobile browsers and two tablet browsers, Amrutkar et al. find that many of the
World Wide Web Consortium’s (W3C) guidelines for security indicators in web
user interfaces are not implemented on mobile browsers and that there is little
consistency among mobile browsers that do implement security indicators [10].

Another technological control specific to smartphones is to enable timely ap-
plication of security updates to mobile browsers and core device software. Feature
updates could be separated from security updates. The separation would allow
security updates to be applied quickly and independently of feature updates,
allowing economic motivations to drive the release (or not) of feature updates.
This control does not specifically address the threat of QR codes, but can mit-
igate the subsequent threats posted by the malicious websites. Similarly, if the
browser was a self-contained component, similar to other mobile applications, it
could be updated independent of the core software of the device. In this light,
alternative browsers such as Firefox mobile, provide a method to use an updated
browser on old devices where system software is no longer updated.

6 Conclusion

We presented two experiments demonstrating that QR codes are a viable method
for conducting phishing attacks. We posted QR code posters across 139 different
locations and found that 225 individuals scanned at least one poster over a four-
week period. Overall, 61% of the disingenuous posters were scanned by at least
one person.

Most users (75%) scanned the QR code out of curiosity or for fun. Compar-
atively, very few scanned in order to solicit more information about the context
surrounding the QR code. The results of our surveillance experiment indicate
that most users who scan a QR code will subsequently visit the related URL,
even if the domain is unfamiliar and uses “URL shortener” style URLs. Provid-
ing security controls that already exist in desktop browsers to mobile browsers
may foster safer behavior than what we observed in this study.

While a QRishing attack likely requires more resources than a typical email
oriented phishing attack, the cost of conducting a QRishing attack is negligible.
However, indirect costs, such as physically being caught, present considerable ad-
ditional risk over traditional phishing mechanisms. None-the-less, if the attacker
wishes to target a particular audience, such as smartphone users, QRishing may
be a viable option. The ease with which such an attack can be mounted against
current smartphones is particularly concerning given the long patching cycle and
potential for an attacker to gain elevated privileges on the device. With or with-
out the security-specific controls, user awareness of new threats like QRishing
will be critical as mobile devices become increasingly popular.
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Appendix

Table 1. QR code reader applications tested. Five of the top ten free iOS applications
and three of the top ten free Android applications automatically visit URLs scanned
from QR codes.

No. Application [Vendor] Auto
Visit

1 Barcode Scanner [Versolab] no
2 ShopSavvy (Barcode and QR Scan-

ner) [ShopSavvy, Inc.]
yes

3 RedLaser Barcode and QR Scanner
[eBay, Inc.]

no

4 ScanLife Barcode and QR Reader
[Scanbuy, Inc.]

yes

5 AT&T Code Scanner [AT&T Inc] no
6 pic2shop - Barcode Scanner

[Vision Smarts]
no

7 Bakodo - Barcode Scanner
[Dedoware, Inc]

no

8 NeoReader - QR reader
[NeoMedia Technologies, Inc]

yes

9 i-nigma QR Code scanner
[3GVision]

yes

10 MOBILETAG - Barcode Scanner
[Mobile Tag]

yes

(a) iOS Applications

No. Application [Vendor] Auto
Visit

1 Barcode Scanner [ZXing] no
2 ShopSavvy Barcode Scanner

[ShopSavvy, Inc.]
yes

3 QuickMark Barcode Scanner
[SimpleAct, Inc.]

no

4 RedLaser Barcode and QR Reader
[eBay Mobile]

no

5 ScanLife Barcode and QR Reader
[Scanbuy, Inc.]

yes

6 Barcode scanner [george android] no
7 i-nigma Barcode Scanner

[3G Vision]
yes

8 AT&T Code Scanner
[AT&T Service, Inc.]

no

9 ixMAT Barcode Scanner
[ixellence.com]

no

10 BARCODE SCANNER
[Jet Ho]

no

(b) Android Applications

Many mobile devices do not have any QR code reading software pre-installed.
Tables 1(a) and 1(b) show the specific applications tested, whether the appli-
cation automatically visits a URL retrieved from a barcode, and the order (top
to bottom) of popularity on March 8, 2012. Several of the most popular iOS
applications were either not free, or did not scan QR codes. We did not test any
applications that were not free. Thirty percent of these top ten free scanning
applications in the Google Play Market and 50% in the Apple App Store im-
mediately visit a scanned URL in the default configuration. When applications
employ this feature, the user has no opportunity to visually inspect the URL
prior to visiting that URL.



A.A. Adam, M. Brenner, and M. Smith (Eds.): FC 2013, LNCS 7862, pp. 70–82, 2013. 
© International Financial Cryptography Association 2013 

“Comply or Die” Is Dead: Long Live Security-Aware 
Principal Agents 

Iacovos Kirlappos, Adam Beautement, and M. Angela Sasse 

University College London, Department of Computer Science,  
London, United Kingdom 

{i.kirlappos,a.beautement,a.sasse}@cs.ucl.ac.uk 

Abstract. Information security has adapted to the modern collaborative 
organisational nature, and abandoned “command-and-control” approaches of 
the past. But when it comes to managing employee’s information security 
behaviour, many organisations still use policies proscribing behaviour and 
sanctioning non-compliance. Whilst many organisations are aware that this 
“comply or die” approach does not work for modern enterprises where 
employees collaborate, share, and show initiative, they do not have an 
alternative approach to fostering secure behaviour. We present an interview 
analysis of 126 employees’ reasons for not complying with organisational 
policies, identifying the perceived conflict of security with productive activities 
as the key driver for non-compliance and confirm the results using a survey of 
1256 employees. We conclude that effective problem detection and security 
measure adaptation needs to be de-centralised - employees are the principal 
agents who must decide how to implement security in specific contexts. But this 
requires a higher level of security awareness and skills than most employees 
currently have. Any campaign aimed at security behaviour needs to transform 
employee’s perception of their role in security, transforming them to security-
aware principal agents. 

Keywords: Information security management, compliance, decision-making. 

1 The Need for Information Security 

Organisations today face an ever-increasing number of information security threats: 
intellectual property theft can severely impact competitiveness, loss of customer 
information can damage corporate profiles and loss of access to corporate systems can 
impact the organisation’s productivity [1]. Despite the significant amount of time 
being invested in producing effective security solutions by researchers and industry 
experts, the challenges and potential threats organisations face today are higher than 
ever [1].  

After implementing technical controls strong enough to minimise an organisation’s 
exposure to all but the most sophisticated (and costly) attacks, security researchers 
and practitioners today focus on humans as the “weakest link” in the security chain 
[2]. Information security turned to the disciplines of Human-Computer Interaction 
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(HCI) and Behavioural Economics for security solutions that their employees can, and 
will, comply with [3-5]. Research in usable security and economics of security has 
yielded some valuable insights, but the problem of non-compliance is still rife. There 
have been steps to re-designing security solutions to fit human capabilities and 
limitations [5-7], and to base on them on people’s real security needs, rather than 
what experts think [8], but we are still lacking an understanding of drivers of security 
behaviour ‘beyond the interface’.  

In this paper, we examine real-world non-compliance examples to understand 
drivers for non-compliant actions in information security. We present a study 
designed to identify the drivers of deliberate non-compliance, and then consider how 
this understanding can be used to transform Information Security Management. We 
begin by summarising existing literature on managing security behaviour.  

2 Organisational Approaches to Information Security 

Information Security management currently attempts to reduce an organisation’s 
exposure to security risks primarily by formulating policies of how they should 
behave to avoid those risks, and communicating those policies to employees. Policies 
are usually in the form of documents, which define the security objectives of the 
organisation, the responsibilities of employees, and sanctions for non-compliance. 
Policies are vital for organisations - without them, specific security implementations 
can be developed without a clear understanding of the organisation’s wider security 
objectives and employee responsibilities [9][10]. But current security policies do not 
address the security challenges organisations face for two reasons: 

1. Employees have no insights on policy design [11]: policies are designed to reflect 
the way the policymakers believe employees should behave, usually adding 
elements required to comply with regulations, audit checks and international 
standards.  

2. The formulation of both policies and standards is largely based on lessons learnt 
from past failures, and is rarely grounded in scientific principles [12]. Security is 
currently a craft, that is only useful for securing organisations against breaches that 
closely resemble past events. It also makes assumptions about the context and the 
environment in which the interaction of employees with information-handling 
systems takes place, ignoring factors like employee workload, and treating all 
compliance scenarios as the same [13]. This results in policies ending up as long 
lists of dos and don’ts located on web pages most employees only access when 
they have to complete their mandatory annual “security training” and which has 
little to no effect on their security behaviour. 

So employees don’t comply with security policies. Most organisations respond by 
trying to reduce the possibility for non-compliance through technical mechanisms – 
such as making downloading of information impossible. Enforcement usually takes 
the form of access control, restricting which employees can have access to which 
files. Compliance with the policies may be monitored. (In the case of access control, 



72 I. Kirlappos, A. Beautement, and M.A. Sasse 

though, what tends to be monitored is whether access entitlements are still appropriate 
– rather than if an employee is in possession of a document they should not have). 
Security training and risk communication are used to influence employee behaviour 
towards compliance and reduce security risks. There are indications, though, that this 
set of current measures is not effective: 

1. Compliant behaviours are being associated with specific threat scenarios or 
working practises, but there is little understanding of principles, or culture of 
secure behaviour. This means most employees are unable to take the initiative and 
make local decisions when new security problems arise [14][15]. 

2. Enforced compliance with cumbersome mechanisms consumes valuable employee 
resources, reducing the organisation’s productivity [3][4]. In reality, large parts of 
the organisation (consider line managers, for instance) are complicit in employees’ 
non-compliance, because – whatever the policies say – they value productivity 
more.  

3. Compliance enforcement creates tension and deepens the value gap between 
security enforcers and the rest of the organisation [16]. Frustration with security is 
attributed back to the enforcers, which can result to any information coming from 
them being treated with scepticism or ignored and breeds a negative attitude 
towards information security in general [5] which can discourage compliance with 
security mechanisms - even sensible and well-designed ones [17]. 

Recent industry reports state that information security risks are increasing [1][18-
20], so Information security research needs to develop more effective and sustainable 
approaches to managing non-compliant employee behaviour. Our contribution, 
presented in this paper, is a detailed, empirically-based understanding of reasons for 
non-compliance. This provides decision makers with a framework for identifying 
plausible ways of managing employee behaviour more effectively, and evaluating 
their effectiveness in a systematic fashion. 

3 Understanding Non-compliance  

To obtain more detailed insights into employee compliance, researchers need access 
to employees who are willing and able to honestly speak about their security 
behaviour within the work environment. We have built relationships with a number of 
partner organisations that were prepared to grant us access to their employees, 
encourage participation, and publicly assure them there would be no reprisals. Over 
the past two years we have conducted studies in two partner organisations as part of a 
process to identify areas of friction between the business and security processes, and 
to design and deploy appropriate interventions. 

The first stage in this process is to conduct a series of interviews. This stage has 
been completed in two organisations. 126 interviews were conducted with the US and 
the UK parts of a major energy company, and 86 interviews with the UK employees 
of a telecommunications company. The interviews were semi-structured and probed 
aspects of security awareness and compliance, including: 
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1. The employee’s awareness of the sensitivity of information they handle, and why 
they need to protect it. 

2. Their knowledge of existing security policies, and what mechanisms they should 
or could use to reduce security risks. 

3. Their experiences when interacting with the existing security policies and 
mechanisms.  

4. Examples of, and reasons for non-compliance: how they circumvent policies and 
mechanisms, and their understanding of risks associated with these. 

The majority of employees reported non-compliance in the organisation’s day-to-day 
operations; interviewers then asked follow up questions to identify the conditions that 
led to the use of workarounds, the factors they used to decide whether to comply or 
not comply, and their understanding of the risks involved in their actions.  

The insights we present here are based on a subset of the 126 interviews conducted 
in the first company, and a complete analysis of all interviews with respect to one 
mechanism: access control [21]. These were analysed using a thematic coding 
analysis based on the three Grounded Theory stages [22]: open, axial and selective 
coding. This led to the identification of three different non-compliance situations: 
high compliance cost, lack of understanding, unavailable compliance mechanisms. 

The second stage of the process, completed in the utility company and underway in 
the telecommunications company, is the deployment of a scenario-based survey that 
presents participants with an example of a conflict situation drawn from an analysis of 
the interviews. Participants are offered 4 non-compliant courses of action that would 
allow them to resolve the conflict and were asked to rank the options in order of how 
likely they would be to use them and also to rate how severe a breach of policy the 
course of action is. A statistical analysis of the 1256 results from the survey (utilising 
MANOVA, Spearman’s Rho and Chi-Squared tests) revealed several key “hotspots” 
where options rated as insecure were still being highly ranked as viable options 
Additionally, we were able to identify a US/UK cultural difference through the 
analysis of the results, which allowed us to further refine our understanding of the 
problem, and potential effective solutions. We also analysed 874 voluntary free-text 
comments left by participants using a Grounded Theory coding approach. 

Using findings from these studies, summarised in the following sections and 
grouped according to the non-compliance situation they relate to, we aim to devise 
tangible suggestions to reduce the friction between the existing security 
implementation and business processes, provide guidelines for the design and 
deployment of future security mechanisms, and also aid in the development and 
maintenance of a more mature and resilient security culture.  

3.1 Could Comply, But Cost too High  

The first reason we identified as a driver for non-compliance is the high individual 
resource investment (such as time, or cognitive or physical effort) that certain security 
mechanisms demand. The main focus of the majority of employees is not to be 
secure, but to efficiently complete a primary production task – such as manufacturing 
goods, financial investment, or delivering CNI services. This results in employees 
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being willing to spend a limited amount of both time and effort on secondary tasks, 
such as security (the Compliance Budget, [3]). Security mechanisms that impose high 
workload overheads make non-compliance an attractive option for quick primary task 
completion [3][23]. Most organisations are unaware of, or ignore, the impact of 
security mechanisms on users. Cormac Herley [4] has pointed out, that in the 
consumer context, “security people value customers’ time at zero”. Our studies show 
that in the work context, organisations work on the assumption that employees can 
simply absorb the effort associated with security compliance. But because most 
security mechanisms are difficult and cumbersome to use, employees literally feel 
their time/effort being drained. This experience drives non-compliance: the perceived 
risk mitigation achieved by complying does not seem worth the perceived cost of 
effort and disruption to the primary task [4]. The greater the perceived urgency and 
importance of the primary task, the more attractive or acceptable non-compliant 
options become - even when employees are aware of potential risk. Employees re-
organise their primary tasks to avoid or minimise their exposure to security 
mechanisms that slow them down significantly [24]. Our interviews yielded several 
examples of this around file sharing [21]. In our subsequent survey, we included a file 
sharing scenario, in which a group of employees had to share a large volume of files, 
but incorrect permissions prevented some of them from accessing those. The pressure 
of an upcoming deadline, combined with employees knowing that setting up access 
takes about a week, led to the most frequently chosen response (selected by 32.6% of 
employees) being “to email the restricted document archive directly to all recipients 
on his work group mailing list”. The same respondents rated this as the second most 
risky option, giving it a severity rating of 4/5). In the (voluntary) free-text comments 
for this scenario, most respondents described the consequences of not completing the 
primary task as definite and severe, whereas the risk associated with breaching the 
security policy was only a potential one.  

In our interview analysis, we identified the following frequent non-compliance 
instances driven by the primary-task focus:  

1. 50% of employees shared their passwords for quick access to systems if colleagues 
needed access for work purposes, but did not have the necessary permissions, 
because it “would take ages” to get the permissions changed. Password and 
account sharing is a common workaround. Our interviewees also expected their 
colleagues to do the same for them. Even some managers reported this as common 
and acceptable practice: “employees newly-involved in a project access the system 
using someone else’s credentials until their access is sorted out”. This is an 
example of organisations becoming complicit in circumvention of policies and 
mechanisms which do not fit with the primary task. 

2. 53% of employees reported having used personal unencrypted USB drives to share 
data perceived to be sensitive with colleagues because it is faster and easier than 
company-issued encrypted ones. The effort involved in using the latter did was 
perceived to be “not worth it for simple file transfers around the office”. Some 
interviewees said “they immediately wiped the drives afterwards” to prevent data 
falling to the wrong hands. 
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In both cases, the delay to completing the primary task is perceived as “not worth the 
effort” of guarding against a potential, unclear risk; implicit in these statements is 
“we’ve done it many times and nothing bad happened, so surely it cannot be that 
bad?” Employees knew they were not complying with policies but felt this was 
justified by getting their job done or helping a colleague. The survey also supports our 
conclusions: in the scenario where an employee does not have an encrypted USB 
stick, the use of an unencrypted one was second most popular choice, scoring less 
than 1% behind the most popular option of borrowing an encrypted drive from a 
colleague. It was also rated as the second least severe risk; only uploading the files to 
public data storage received a higher severity rating.  

3.2 Could Comply, But Why Should I? 

Inaccurate perceptions of risk and technology underlie many insecure behaviours 
[25][26]. In particular employees under-estimate the risk mitigation that can be 
achieved by compliance with some policies – and this, in turn, makes non-compliance 
appear a more attractive option. Examples of this include:  

1. Employees rarely considered the possibility that their actions might lead to 
malware being introduced to their organisation’s systems – hence the perception 
that using a personal USB stick would cause no harm.  

2. Employees did not consider that deleted data can be easily recovered from drives 
if those are lost; they believed that deleting all the data from a drive after 
finishing with a file transfer provides adequate protection. 

3. Employees considered any data stored on their company laptops to be secure 
because a Windows password was required to access them - but the Windows 
password was only used for access control purposes. This resulted in unsafe 
practices, like storing sensitive files locally on the laptops, assuming they are 
adequately protected when travelling on public transport [27]. 

We also found most employees did not have a good understanding of what 
information security is, and what it tries to protect. Security risks were described as 
“just to confidentiality not security” when confidentiality is a key goal of information 
security. There were also varying and inaccurate statements of what particular 
security policies permitted or prohibited - creating many security myths. 

The survey results indicate that even when employees are aware of a policy and 
interpret it correctly, this is not a strong motivator for individual behaviour. We linked 
each of the options in the scenarios to a behaviour and attitude type. When asked what 
to do when observing a clear breach of policy by a colleague or visitor, the most 
frequently chosen option was “report suspicions but take no direct action” 
Employees took a passive approach – they did not think they had any responsibility to 
promote compliance with security policies. It is not sufficient for organisations to just 
correct employee misconceptions about policies and risks of their actions. They 
should also make adherence to security policies, and actively promoting adherence, 
part of the psychological contract they have with employees [28] – but this will not 
work if security interferes with individual and organisational tasks and processes to 
the point that compliance is perceived as “not worth it”. 
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3.3 Something’s Awry, Just Can’t Comply  

In some cases, compliance may not even be an option, regardless of how much time 
or effort employees are willing to invest. Employees reported being unable to comply 
because the implementation the corresponding security mechanisms did not match 
basic requirements: 

1. Employees justified copying files to laptops because there was insufficient space 
on their network drive, or because they had experienced problems accessing files 
they needed from home or while travelling.  

2. Employees found the encrypted USB drives provided by the organisation were too 
small, so alternative file-sharing methods such as using unencrypted drives or 
emailing files had to be used. 

3. The large number of passwords required in order to ensure access to the various 
corporate systems resulted in employees being unable to recall those from memory. 
This led to writing their passwords down, either in electronic form on their laptop 
or in a document they carry with them all the time. 

In the above cases, most employees were aware of the increased risks associated with 
their behaviour, but felt that the organisation’s failure to provide a “properly working 
technical implementation” forced them into workarounds so they could keep working 
and complete their primary task. The employees’ perception was that the organisation 
would prefer security transgressions to “letting everything grind to halt” – and this 
was confirmed by similar responses from respondents with managerial responsibility 
in the survey. This is another example of how the organisation is complicit in 
employees’ non-compliance.  

4 Rethinking Information Security Management  

Organisations looking to have effective information security need balance between 
the productivity and risk management goals. Our observations suggest that currently, 
organisations do not manage this balancing act: they set high targets for both 
productivity and security, and leave it to employees to resolve any conflicts between 
them. Most of the time, employees will chose productivity because 1) their behaviour 
is focussed on the primary task, and 2) they are principal agents who are trying to 
maximise their own benefit [29]. Based on our results here and those of other studies 
[5, 24] we suggest that most organisations are complicit in security non-compliance. 
They enable and reinforce their employees’ non-compliance choices because they 

1. Reward employees for productivity not security, 
2. Fail to identify and fix security policies and mechanisms that create friction, and 
3. Rarely enact the sanctions they threaten in case of non-compliance - very few 

organisations that threaten ‘comply or die’ on paper act on it1.  

                                                           
1 One of the authors has been involved in a (as yet unpublished) study of a company that 

publicly declares that non-compliance with any of its ‘principal security rules’ is grounds for 
instant dismissal. It would have to dismiss half of its workforce every month if it acted on 
this declaration; it would not be able to continue operating if it did. 
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Pallas [29] has applied the economic concept of Principal-Agent relationship to 
managing information security; we found his approach extremely helpful both in 
explaining the behaviours we identified, and to identify changes that organisations 
can make to break the non-compliance cycle. Employees are rational actors and to 
motivate them to comply with security policies, they have to perceive compliance as 
serving their own best interest [4]. The traditional  “command and control” approach 
– where policies are set centrally by security experts, who select mechanisms and 
specify behaviours that must be complied with, without considering individual tasks 
or business processes – does not work in modern, flat, geographically distributed 
organisations who want to be agile, and want productive employees with ideas and 
initiative. Most organisations and policy makers have moved from compliance to risk-
based information security standards (such as ISO27001), but have failed to make the 
same shift when it comes to managing employees’ security behaviour; in that case 
organisations are 'unwittingly complicit' as they do not realise they are acting in a 
schizophrenic and uncoordinated way, negatively influencing employee compliance. 
Central policies and mechanisms cannot fit the variety of local and situational 
contexts in which individual employee decisions take place. Greater flexibility is 
needed to adapt to local circumstances, and solve conflict with tasks and business 
processes as they arise. Employees need to understand the risks surrounding their 
roles and the benefits of compliance to both themselves and the organisation, and then 
be trusted to make their own risk decisions in a way that mitigates organisational risks 
[15]. To aid the effective implementation of this security management approach the 
implemented security mechanisms need to be better aligned with the primary task, 
aiming to improve the identified employee misconceptions and misunderstandings 
that lead to non-compliance.  

4.1 Align Security Policies with Main Productivity Objectives 

As we previously mentioned, security implementations need to act as enablers to the 
primary tasks not blocking those. Teo and King [30] introduce the term Information 
Systems Alignment to describe “The degree to which the information systems plan 
reflects the business plan”. We argue that the same needs to apply to information 
security: The more a security policy and its implementation accommodate employee 
priorities and values, the more it improves the alignment of incentives in the enforcer-
employee principal-agent relationship [29]. Thus, the security policy is less likely to 
be resisted [31]. 

To achieve this Information Security Alignment, employee attitudes and beliefs 
need to be considered when formulating security policies [30]. As shown in Section 
3.2 high-level, abstract information security goals are not a strong motivator for 
employees – they cannot compete with concrete demands of business processes that 
employees know well, and for which they understand the consequences of failure to 
deliver.  

Failure to take into account the beliefs and attitudes of employees results in the 
target group (end users) not adequately participating in the design of security 
mechanisms, or the creation and maintenance of a strong security culture, which 
inevitably are going to affect their day-to-day jobs. Participatory design [33] has been 
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at the core of most successful human factors and usability engineering processes, and 
security designers cannot afford to ignore it. The reasons for non-compliance 
identified in our findings provide a good starting point for incorporating similar 
procedures into security design. Those need to be communicated to policymakers and 
security designers, so that information security solutions more suited to employee 
daily routines can be created. This can re-adjust employees’ cost-benefit decisions, 
increasing compliance rates and creating a positive attitude towards security, which 
can also render employees more susceptible to attempts to instigate and maintain a 
stronger security culture within the organisation. 

4.2 Adjusting the Cost-Benefit Perception 

To improve employee compliance decisions we also need to target their individual 
cost-benefit analysis. After creating policies and security implementations that 
accommodate for employee needs and priorities, we need to target the cost-benefit 
balance to shift it towards compliance by making it an economically attractive option 
for employees [34]. Beautement et al. [3] identify four factors through which this 
balance can be influenced (Design, Culture, Monitoring, Sanctions). In the remainder 
of this section we discuss how these four factors relate to our current findings, 
explaining how each one of those can be targeted to encourage compliance by 
changing the employees’ perceived cost-benefit balance. 

Design. Even for the most risk-aware and knowledgeable employees, the cost-benefit 
balance will favour non-compliance when implemented systems impose high 
overheads on their primary tasks [24]. Reduced compliance costs can eliminate the 
identified “cost too high” and “can’t comply” non-compliance instances. To improve 
on the security design an organisation needs to:  

1. Check that security mechanisms work in a given context. A network drive on 
which employees are encouraged to store their documents should be adequately 
sized so that they do not run out of space, combined with auto-archiving systems to 
prevent employees travelling around with confidential data on their laptops. In 
addition, encrypted laptop drives could reduce the risks when employees need to 
have some files stored locally and VPN access should be improved to reduce the 
need to transfer data through other channels. Single sign-on systems can eliminate 
the need to write down passwords, while providing every employee with an 
encrypted USB drive can reduce the need to use unencrypted ones. In all cases the 
secure option should also be the easiest one to use. 

2. Provide flexibility to make local and situational adjustments. Employees who need 
access to systems to proceed with their primary tasks cannot wait for a few 
working days for that to be granted, otherwise they will find another way to get 
access (usually through their trusted colleagues). Many interviewees reported that 
outsourcing of IT services had removed previously available routes to getting local 
and temporary adjustments made. The ability to make such adjustments would 
reduce password sharing and information sharing through unauthorised channels 
that is driven by the focus on productivity. The processes required for security, as 



 “Comply or Die” Is Dead: Long Live Security-Aware Principal Agents 79 

well as the necessary mechanisms and technology, should mesh cleanly with the 
needs of the primary task. 

Communicating the Value of Security. Once compliance-enabling systems are 
implemented, the organisation can consider raising employee awareness of risks and 
principles for managing them. Blanket ‘security education campaigns’ are not 
effective – messages need to be targeted at the perceptions held by specific groups of 
employees. The question “why should I care?” needs to be answered – what are the 
benefits? Organisations have to move away from the ‘fear’ sell of breaches and 
sanctions, and emphasise information security’s contribution to achieving 
organisational objectives, and personal values, such as professionalism, instead [35]. 
This can be achieved through improved understanding of: 

• Everyone contributes to security. Employee perception of security needs to be 
changed from “getting in the way of achieving organisational goals” to “important 
for the organisation achieving its goals” [36]. Employees need to realise that by 
following recommended security practices they are contributing to the smooth and 
efficient operation of business processes, as security ensures the availability of the 
resources required for the primary task to be successfully completed.  

• My specific contribution to protecting the organisation. All employees can damage 
the organisation when not complying, even in relatively small ways. Thus, they all 
bear some responsibility for organisational security. Employees need to know what 
precautions they should be taking to reduce the organisation’s exposure to security 
risks. 

The two points above need to be communicated to employees through well-designed 
Security Awareness, Education and Training (SAET) campaigns. Those need to be 
formulated on a role-specific basis based on the identified employee misconceptions 
and non-compliance drivers, rather than flooding them with generic, organisation-
wide advice that ends up doing more harm than the attacks they seek to prevent [37]. 
This approach also allows for increased flexibility, as organisations whose employees 
are adequately aware about the need for security, can tailor their behavioural change 
campaigns to start from the education stage. When employees are adequately 
knowledgeable on threats and vulnerabilities surrounding their role, organisations 
only need to implement an effective training scheme, testing their knowledge and 
only reverting back to education when misunderstanding is identified. Once the 3 
steps have been effectively implemented, role-specific reminders of the key messages 
are needed to reinforce awareness and keep the employees informed on new risks. 
Also, education material should always be available for employees that need to refer 
back to it.  
 
Monitoring, Sanctions – maybe. Trust, Definitely. When the security systems of an 
organisation are designed in a way that favours compliance and employees are well-
aware of the information security risks related to their roles, expensive architectural 
means (physical and technical mechanisms to prevent unwanted behaviours [29]) 
become obsolete: compliance now comes from employees motivated to behave 
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securely [38], based on norms developed by the existence of both formal and informal 
rules that are significantly cheaper to enforce [29]. This can also create a positive 
environment where employees feel well-trusted by the organisation, inducing further 
compliance. The definition of trust as “willingness to be vulnerable based on positive 
expectations about the actions of others” [39] may sound like an oxymoron to old-
school command and control security managers, but organisations where employees 
have increased responsibilities are more likely to establish a high-level of security 
awareness and improved understanding of the need for security [15][28][40]. On the 
other hand, employees that abuse trust should be visibly punished; clever monitoring 
implementations can detect employee trust abuse [41] and employees that observe 
sanctions enforced, are less likely to attempt to knowingly abuse trust.  

5 Conclusions 

Our results show that a better understanding of real-world employee compliance 
decisions creates a new perspective for information security management. Many 
organisations know that ‘comply or die’ is dead – but some still keep conjuring up its 
ghost, while others struggle to find an alternative paradigm for managing their 
employees’ security behaviour. We suggest that the first necessary step is to recognise 
employees’ primary task focus, and design security that fits into individual tasks and 
business processes. Only when this can been achieved should organisations focus on 
communication. Identifying misconceptions and myths that justify insecure behaviour 
helps to design targeted campaigns to bust or transform these. A clear set of 
information security principles needs to be identified and communicated to create 
employees who are risk-aware and know how to manage the risks that apply to them.  

5.1 Future Research 

We are currently expanding our research to include other organisations, aiming for a 
better multi-organisational understanding of employee security perceptions and 
compliance-affecting factors. This will allow the generalisation of our research 
findings to provide an industry-wide view of current problematic information security 
mechanisms and practices, together with suggestions on how those practices can be 
improved to increase compliance rates. The focusing of our research on the analysis 
of empirical data, gathered by investigating real-world problems from active 
operational environments, can result in improved effectiveness of security decision 
making and wider adoption of the underlying principles by organisations when 
designing their security solutions.  
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Abstract. With increasing use of information systems, many organi-
zations are outsourcing information security protection to a managed
security service provider (MSSP). However, diagnosing the risk of an in-
formation system requires special expertise, which could be costly and
difficult to acquire. The MSSP may exploit their professional advantage
and provide fraudulent diagnosis of clients’ vulnerabilities. Such an in-
centive to mis-represent clients’ risks is often called the credence goods
problem in the economics literature[3]. Although different mechanisms
have been introduced to tackle the credence goods problem, in the in-
formation security outsourcing context, such mechanisms may not work
well with the presence of system interdependency risks[6], which are in-
troduced by inter-connecting multiple clients’ systems by the MSSP. In
particular, we find that allowing clients to seek alternative diagnosis of
their vulnerabilities may not remove the MSSP’s fraudulent behaviors.
We shall explore alternative ways to solve the credence goods problem
in the information security outsourcing context.

Keywords: Information security outsourcing, credence good, interde-
pendency risks.

1 Introduction

Enhancing the security of information systems has become an important task for
organizations. An accurate risk assessment is often important in implementing
a cost-efficient security protection. By knowing the actual risk level, an organi-
zation can procure the appropriate level of security protection.1 However, it is
not easy to accurately diagnose the risk of an information system, especially for
organizations without proper security expertise. Therefore, many organizations
would prefer to outsource their security protection to a managed security service
provider (MSSP). Yet, the information asymmetry between the MSSP and his
clients introduces an incentive for the MSSP to cheat his clients, which could

1 An excessively high security protection could lead to wastage of resources and poor
usability. Similarly, sub-standard security protection could expose the organization
to excessive risks and losses.
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subsequently lead to fraudulent behaviors.[4][5]2 In this study, we investigate
such an incentive and discuss the implications for practices of security protec-
tion. We also study the challenges brought by system interdependency, which is
a key feature of information security outsourcing that introduces new risks to
the clients.[2][6]

Our model is founded on contract theory in economics, which studies how
the MSSP and his clients behave based on their incentives.[1] While the prior
literature in credence goods studies mechanisms to prevent inefficient treat-
ment [3][4][5], our study focuses on fraudulent diagnosis and how clients can
obtain their true risk level from the MSSP’s diagnosis. In particular, we shall
discuss how the MSSP decides his pricing mechanism and how it variously relates
to his incentive to provide honest/dishonest diagnosis.

Section 2 presents our basic model. We start by showing that the MSSP will
always charge one price to all clients of different risks, and hence his diagnosis
is un-informative. Then, we introduce the self-diagnosis option to the clients
and show that it incentivizes the MSSP to provide truthful diagnosis. Section 3
discusses the impact of introducing system interdependency risk. In particular,
we show that in the presence of system interdependency risks self-diagnosis is
insufficient to rectify the MSSP’s incentive to hide the clients’ risks.

2 Basic Model

We make the following assumptions in the basic model: [A1] There are n clients
and one managed security service provider (MSSP). Each client values her system
at v. [A2] Each client’s system face a particular risk ω ∈ {h, l} decided by the
nature. The probability of being high risk is r, and the probability of being
low risk is 1 − r. [A3] A high risk system will be attacked by a hacker with
probability ah ∈ (0, 1). A low risk system will be attacked with probability
al ∈ (0, 1), ah > al. [A4] The clients do not know their risk levels. The MSSP can
accurately diagnose clients’ risk levels. [A5] The unit cost of security protection
quality q, which represents the probability of deterring an attack, is ck for clients
and cs for MSSP, ck > cs. [A6] v, r, ah, al, ck, cs are public information. [A7]
ahv < cs. [A8] The clients cannot verify the MSSP’s effort in security protection
(i.e., there is no verifiability).

Assumption A7 implies complete security protection is cost-inefficient, and so
it avoids a corner solution with q∗ = 1. Assumption A8 implies that the MSSP
will choose the security quality independent of the protection fee he charges.

The game begins with nature chooses clients’ risk level, and the MSSP chooses
capacity m and publishes contract information such as price p. After that, a
client will decide whether to consult the MSSP. If not, she will directly choose
protection quality in-house. Otherwise, she will visit the MSSP and receive a
diagnosis. Based on the diagnosis result and offered price, the client will decide
whether to accept the service. The MSSP will choose protection quality if she

2 For example, the MSSP may exaggerate his clients’ risks and over-charge them with-
out working hard to protect them.
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accept, or she will just choose protection quality in-house otherwise. After the
protection quality is decided, the hacker launches attacks and outcomes are
realized.

A client who does nothing in security protection will have expected utility
u0 = (1− ā) v, where ā = rah + (1− r) al is the expected attack rate. Suppose
that a client has decided to develop security protection in-house. Her expected
utility would be

uk = [1− ā (1− qk)] v − 1

2
ckq

2
k, (1)

where qk is the security quality from in-house development. Differentiating uk

with respect to qk, the optimal quality is q∗k = āv
ck
. Therefore, the expected utility

of the client with in-house development is

u∗
k = (1− ā) v +

1

2

(āv)
2

ck
, (2)

which is greater than the expected utility of not protecting the system, i.e.
u∗
k > u0. Hence, u

∗
k is the client’s reservation utility.

To attract clients to use his service, the MSSP has to introduce a compensation
term (“Liability”) β ∈ (0, 1] in the contract. If a client is attacked under the
MSSP’s protection and loses v, then the MSSP has to compensate her by βv.
Without such compensation, by assumption A8, the MSSP can always minimize
his cost by providing qs = 0, which is undesirable to the clients.

2.1 One Price Solves All

We first consider the case where the MSSP charges a single price p on security
protection to all clients. A client’s expected utility of outsourcing to the MSSP
would be

us = r [1− ah (1− β) (1− qs,h)] v + (1− r) [1− al (1− β) (1− qs,l)] v − p, (3)

and the MSSP’s expected profit would be

π = r

[
p− ah (1− qs,h)βv − 1

2
csq

2
s,h

]
+ (1− r)

[
p− al (1− qs,l) βv − 1

2
csq

2
s,l

]
.

(4)
Differentiating π with respect to qs,h and qs,l, the optimal quality is q∗s,h =
ahβv
cs

and q∗s,l = alβv
cs

. By backward induction, the client’s expected utility of
outsourcing becomes

us = (1− ā) v + āβv +

(
ā2 + σ2

a

)
v2

cs
β (1− β)− p, (5)

where σ2
a = r (1− r) (ah − al)

2 is the variance of the attack rate. Substituting
q∗s,h and q∗s,l into (4), the MSSP’s profit maximization problem becomes:

max
p,β

[
p− āβv +

1

2

(
ā2 + σ2

a

)
(βv)

2

cs

]
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s.t. p ≤ āβv + v2

[
β (1− β)

(
ā2 + σ2

a

)
cs

− 1

2

ā2

ck

]
.

The price constraint ensures that the clients are not worse off after using the

MSSP’s service, i.e. us ≥ u∗
k. The optimal solution is β∗ = 1, p∗ = āv − 1

2
(āv)2

ck
,

and π∗ = v2

2

(
ā2+σ2

a

cs
− ā2

ck

)
> 0.

Will the MSSP price discriminate, i.e., offer ph to high risk clients and pl to
low risk clients? It turns out that he will not. If he sets the prices honestly, the
clients will learn their own risk levels from the MSSP’s diagnosis and pricing.
This will help the clients select the proper qk with respect to their risk levels,
which would increase their reservation utility and so decrease the MSSP’s profit.
On the other hand, if the MSSP “cheats” the clients on pricing, then they could
always maximize their utility by only accepting a low price, pl ≤ p∗.

From the above reasoning, we propose that the MSSP will prefer to offer a
single price contract in the information security outsourcing market:

Proposition 1. In information security outsourcing, setting a single price con-
tract with liability term, which does not reveal any risk information of the clients,
is optimal for the MSSP.

Note that the low risk clients are worse off because they will be subsidizing
the high risk clients. Therefore, the MSSP will tend to exaggerate clients’ risk
to encourage them to use his service. Once the clients recognize this fact, they
will probably ignore the MSSP’s recommendation and protect their own system
using the average quality. This results in either over-protected for low risk clients
or under-protected for high risk clients, which makes the system less usable.

We next consider the case when the clients can seek alternative diagnosis (we
call this “self-diagnosis”).

2.2 Self-diagnosis

With self-diagnosis, we assume that the clients can pay dk to a third-party
consultant to reveal her risk. After self-diagnosis, the clients can treat themselves
using the corresponding quality, i.e. q∗k,h = ahv

ck
and q∗k,l =

alv
ck

. The reservation
utility of a client with risk level ω after self-diagnosis and self-treatment will be

ud∗
k,ω = (1− aω) v +

1

2

(aωv)
2

ck
− dk. (6)

Further, the client will choose between in-house protection and outsourcing,
depending on which option gives more utility, after self-diagnosis. Therefore, the
minimum expected utility of a client after self-diagnosis would be

ud∗
k = (1− ā) v +

1

2

(āv)2

ck
+

1

2

(σav)
2

ck
− dk. (7)

If dk ≤ 1
2
(σav)

2

ck
, then ud∗

k ≥ u∗
k, which means that it is efficient for clients to

seek self-diagnosis. We will assume that such a condition holds in the following
analysis.
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We first consider the case where the MSSP charges different prices for different
types of clients. Suppose that the MSSP charges honestly, i.e., offering ph to high
risk clients and pl to low risk clients. This situation is similar to serving two
market segments with r = 1 and r = 0, which is both profitable. Therefore, he
will serve both types of clients with the following profit maximization problem:

max
ph,pl,β

r

[
ph − ahβv +

1

2

(ahβv)
2

cs

]
+ (1− r)

[
pl − alβv +

1

2

(alβv)
2

cs

]
,

s.t. us,h ≥ u∗
k,h, us,l ≥ u∗

k,l.

The constraints show that the MSSP charges the clients honestly so that a
client with a particular type of risk will not be worse off. The solution is β∗ = 1,

p∗h = ahv − 1
2
(ahv)

2

ck
> p∗l = alv − 1

2
(alv)

2

ck
, and π∗ =

(ā2+σ2
a)v2

2

(
1
cs

− 1
ck

)
.

However, the MSSP has incentive to overcharge the low risk clients with p∗h,
which is the main reason that price discrimination is unsustainable in the case
without self-diagnosis. A client will always accept p∗l since it is beneficial for
either type, and self-diagnose only when p∗h is offered. By doing so, the clients
can punish a dishonest MSSP by turning down the p∗h offer and do in-house
protection instead. Therefore, the MSSP will earn nothing if he overcharges the
clients, and the clients know it.

We next consider the possibility of a mixed self-diagnosis strategy. To con-
struct such a strategy, consider the profit of serving a low risk client with low
price:

πl,p∗
l
=

(alv)
2

2

(
1

cs
− 1

ck

)
, (8)

and the profit of serving a low risk client with a high price:

πl,p∗
h
= (1− ρ)

[
(alv)

2

2

(
1

cs
− 1

ck

)
+ (ah − al) v

(
1− 1

2

ahv

ck
− 1

2

alv

ck

)]
, (9)

where ρ is the probability of self-diagnosis when a client was offered a high price
(“Re-diagnosis Rate”). An effective mixed strategy should result in πl,p∗

h
≤ πl,p∗

l
,

which gives rise to the re-diagnosis rate:

ρ ≥
(ah − al)

(
1− 1

2
ahv
ck

− 1
2
alv
ck

)
(ah − al)

(
1− 1

2
ahv
ck

− 1
2
alv
ck

)
+ a2l v

(
1
cs

− 1
ck

) . (10)

The client would maximize her utility by minimizing the re-diagnosis rate, and
so the equality holds for (10) in equilibrium. This re-diagnosis rate removes the
MSSP’s incentive to cheat and supports the price discrimination equilibrium.

We now consider the case where the MSSP charges a single price p to all
clients. If all client prefer to self-diagnose, then at least one type of clients would
benefit from using the revealed risk information for in-house treatment. So, the
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MSSP can earn more by serving both types of clients with price discrimination.
On the other hand, the clients would prefer to use the MSSP’s service directly
without self-diagnosis if and only if the MSSP charges them a low price. But,
by doing so he will get sub-optimal profit because he is practically giving out
surplus to high risk clients.

From the above discussion, the MSSP could earn more profit by price dis-
crimination. Hence, the self-diagnosis option removes the MSSP’s incentive to
conceal risk information.

Proposition 2. With a cheap self-diagnosis option, the MSSP will truthfully
reveal the clients’ risk information.

When the MSSP’s diagnosis result is verifiable at a low cost, clients can actu-
ally learn from the MSSP’s recommendation. As a result, they can protect their
own system according to their own risk, so that the systems are secured without
losing usability. However, in reality, different systems are often interconnected
to address users’ need, which introduce new challenges. In the next section, we
will examine how system interdependency risks affect the current situation.

3 System Interdependency Model

We add the following assumption to extend the basic model with system inter-
dependency risks: [A9] A client who joined the MSSP’s network will lose εv if
at least one other system in the MSSP’s network is compromised. The MSSP
needs to compensate βεv to all affected clients who are not directly attacked.

Consider the MSSP’s network with m clients. The probability of at least one
system being attacked is

PX>0 = 1−
mh∏
i=1

[1− ah (1− qs,h,i)]

ml∏
i=1

[1− al (1− qs,l,i)] , (11)

where mh is the number of high risk clients in the network, ml is the number
of low risk clients in the network, mh +ml = m. The loss of a client j with risk
level ω will be Lω,jv = aω (1− qs,ω,j) (1− ε) v+ εvPX>0. Since the loss involves
m-th order terms, to simplify the analysis, we approximate it by only retaining
the first order terms:

˜Lω,j = aω (1− qs,ω,j) (1− ε) + ε

[
mh∑
i=1

ah (1− qs,h,i) +

ml∑
i=1

al (1− qs,l,i)

]
. (12)

3.1 Without Self-diagnosis

Suppose that the MSSP charges p to all clients. The expected utility of client j
who uses the MSSP’s service would be

us,j = r [(1− Lh,j) v + Lh,jβv − p] + (1− r) [(1− Ll,j) v + Ll,jβv − p] , (13)
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and the MSSP’s expected total profit would be

π =

mh∑
i=1

(
p− Lh,iβv − 1

2
csq

2
s,h,i

)
+

ml∑
i=1

(
p− Ll,iβv − 1

2
csq

2
s,l,i

)
. (14)

Differentiating π with respect to qs,h,i and qs,l,i, the optimal quality is q∗s,h,i =
Tahβv

cs
and q∗s,l,i =

Talβv
cs

, where T = 1 + ε (m− 1) is the (amplified) risk factor
due to system interdependency.

The expected utility of outsourcing the protection would then become

us =
[
1− L̄ (1− β)

]
v − p, (15)

where L̄ = T ā− T 2(ā2+σ2
a)βv

cs
is the expected loss after outsourcing. Now, suppose

that the MSSP is committed to serve a client after diagnosis, which means that
he cannot freely choose mh and ml. In a network with m clients, the expected
number of high risk clients would be E [mh] = rm, and the expected number
of low risk clients would be E [ml] = (1− r)m. Therefore, the MSSP’s profit
maximization problem becomes

max
p,β,m

m

[
p− L̄βv − 1

2

(
ā2 + σ2

a

)
(Tβv)

2

cs

]

s.t. p ≤ (ā− L̄
)
v + L̄βv − 1

2

(āv)
2

ck
.

The solution is β∗ = 1, p∗ = āv − 1
2
(āv)2

ck
, and the number of clients served by

the MSSP satisfies the following equation: m∗ = 1
2 +

E[aq∗s ]v− 1
2 csE[q

∗2
s ]− 1

2
(āv)2

ck

2εv(ā−E[aq∗s ])
,

where E [aq∗s ] = rahq
∗
s,h + (1− r) alq

∗
s,l and E

[
q∗2s
]
= rq∗2s,h + (1− r) q∗2s,l.

If the MSSP can freely choose mh and ml, when he will charge p∗, a low
risk client who uses the MSSP’s service will be subsidizing the high risk clients.
Therefore, the optimal decision for the MSSP is to serve only the low risk clients
in equilibrium, and get the subsidies as profit.

However, once the clients realize this, they will demand for a lower price since
p∗ is not a desirable price for low risk clients. Therefore, the MSSP can no longer
charge p∗ if he does not commit to serve the clients, which results in sub-optimal
profits.

What if the MSSP sets different prices for different clients? Since the inter-
dependency risk limits the MSSP’s capacity, and serving a high risk client with
p∗h is more profitable compared with serving a low risk client with p∗l , the MSSP
will prefer to serve only the high risk clients. Specifically, the optimal decision

for capacity satisfies m∗
l = 0 and m∗

h = 1
2 +

ahvq
∗
s,h− 1

2 csq
∗2
s,h− 1

2

(ahv)2

ck

2εahv(1−q∗s,h)
. Therefore,

the MSSP has great incentive to overcharge the low risk clients, since kicking
out a low risk client is not a problem.3 Hence, the MSSP always prefers to offer

3 If a low risk client accepts ph, the MSSP can earn even more since the required
protection level and the interdependency risk brought by this client is lower.
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a high price ph, which means that posting two prices cannot be an equilibrium
strategy.

Yet, clients will only accept a low price pl, and they will suspect that they get
overcharged when ph is offered. These competing strategies cause the market to
breakdown.

If the MSSP uses a mixed strategy and offers ph and pl sometimes, clients
will only accept when pl is offered, which result in sub-optimal profit compared
with the case of using single price with service commitment.

From the above discussion, if the MSSP does not commit to serve every clients,
then he will end up serving only one type of clients. This reveal the clients’ risk
information, and hence result in sub-optimal profit, or even market breakdown.
Therefore, the MSSP will prefer to charge a single price and commit to serve
every client, which leads to a similar outcome as Proposition 1.

3.2 With Self-diagnosis

Continue from the above discussion, when the MSSP posts two prices, he is
committed to serve any clients with ph. However, with self-diagnosis, the clients
can verify whether they really get overcharged. Hence, the clients who learn that
they have a high risk from self-diagnosis will continue to use the MSSP’s service.

The market will not breakdown and the MSSP’s aggressive pricing strategy is
actually “resurrected” by self-diagnosis. The MSSP has no incentive to deviate
from this strategy, since offering pl < ph will result in sub-optimal profit.

Therefore, even when self-diagnosis is feasible, the credence goods problem
still remains when system interdependency is present.

Proposition 3. In the presence of system interdependency, when there are suf-
ficient high risk clients in the market and the clients can cheaply self-diagnose,
then the MSSP will always charge a single price ph, and only high risk clients
will use the MSSP’s service. In other words, self-diagnosis will not dissuade the
MSSP’s from concealing the clients’ risk information.

In this situation, low risk clients are rejected by the MSSP, so that they cannot
enjoy a better protection. Even worse, every clients need to verify the MSSP’s
diagnosis, which results in duplication of diagnosis cost.

4 Final Remarks

The typical credence goods problem is often solved by introducing verifiability
of the service provider’s efforts. Here, we show that by introducing verifiability
in the MSSP’s diagnosis (which is done by self-diagnosis), the MSSP will truth-
fully reveal the clients’ risks in the basic setting. However, when we introduce
system interdependency risks into the model, the MSSP will have incentives to
exaggerate clients’ risks and offer a high price, which seems common in reality.
This brings challenges to organizations that want to learn their risk level and
avoid constantly over-paying for security protections. In future work we shall
study alternative mechanisms that can tackle this challenge.
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Appendix: Proof of Propositions

Proof of Proposition 1

We first derive the equilibrium profit under single price contract. The Lagrange
function of the profit maximization problem is

Λ = p−āβv+

(
ā2 + σ2

a

)
(βv)2

2cs
−λ

{
p− āβv − v2

[
β (1− β)

(
ā2 + σ2

a

)
cs

− ā2

2ck

]}
(16)

where λ ≥ 0. The first order conditions are:

∂Λ

∂p
= 1− λ = 0 (17)

∂Λ

∂β
=

(
ā2 + σ2

a

)
v2

cs
(β − 2βλ+ λ)− āv (1− λ) (18)

and the Kuhn-Tucker condition is:

− λ

{
p− āβv − v2

[
β (1− β)

(
ā2 + σ2

a

)
cs

− 1

2

ā2

ck

]}
= 0 (19)

Solving the above equations, we have λ = 1, β∗ = 1, and p∗ = āv − 1
2
(āv)2

ck
.

Substitute them back to (4) and (5) yields the client’s expected utility and the
MSSP’s expected profit:

u∗
s = (1− ā) v +

1

2

(āv)
2

ck
= u∗

k (20)

π∗ =
v2

2

(
ā2 + σ2

a

cs
− ā2

ck

)
(21)
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We then prove that price discrimination is sub-optimal. Suppose the MSSP
charges two price honestly, then clients can infer their risk information and use
it to decide in-house protection quality. The reservation utility of a client with
risk level ω is

u∗∗
k,ω = (1− aω) v +

1

2

(aωv)
2

ck
(22)

which can be obtained by considering a degenerated market with r = 1 and
r = 1 on (2). Hence, the overall expected reservation utility of a client will be

u∗∗
k = (1− ā) v +

1

2

(
ā2 + σ2

a

)
v2

ck
(23)

Since the overall reservation utility u∗∗
k is increased, and the total welfare be-

tween a client and the MSSP does not change, the MSSP’s profit is decreased.
Specifically, it becomes:

π∗∗ =

(
ā2 + σ2

a

)
v2

2

(
1

cs
− 1

ck

)
(24)

By comparing (21), (22), (24) and (25), part of the MSSP’s surplus 1
2
(σav)

2

ck
moves towards the client. Therefore, offering a single price is optimal for the
MSSP.

Proof of Proposition 2

We first discuss the way to obtain the equilibrium profit, which is basically
applying the result in Proposition 1. Consider the MSSP serves two different
market with r = 1 and r = 0, and substitute them into the equilibrium profit
from Proposition 1, i.e. (22). By taking the weighted average, we can obtain the
equilibrium profit:

π∗ =

(
ā2 + σ2

a

)
v2

2

(
1

cs
− 1

ck

)
(25)

We then show that the MSSP will not stick on offering a single price in the
equilibrium. Firstly, it is trivial to see that if not all clients uses the MSSP’s
service, his profit will be sub-optimal and he can increase it by price discrimi-
nation. Secondly, If every clients uses the MSSP’s service, the total welfare the
MSSP and a client will be

W = r

{[
1− ah

(
1− q∗s,h

)]
v − csq

∗2
s,h

2

}
+(1− r)

{[
1− al

(
1− q∗s,l

)]
v − csq

∗2
s,l

2

}
(26)

which is obtained by applying the MSSP’s cost cs into clients’ problem. Note
that the total welfare W = us + π in this case. From previous analysis, the
optimal quality for the MSSP will always be q∗s,h = ahβv

cs
and q∗s,l =

alβv
cs

. Hence,
(27) could be re-written as:

W = (1− ā) v +
(
ā2 + σ2

a

)
v2
[
β (2− β)

2cs

]
(27)
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A client will only use the MSSP’s service when us ≥ ud∗
k . Hence, the MSSP’s

profit will be

π ≤ (ā2 + σ2
a

)
v2
[
β (2− β)

2cs
− 1

2ck

]
+ dk (28)

The equality holds when us = ud∗
k , which means the MSSP extracts all surplus

from clients. And the right hand side of (29) reaches the maximum when β = 1.
However, us = ud∗

k and β = 1 are contradicting. In order to have us = ud∗
k , the

price p must satisfy the following:

p = ahβv − 1

2

(ahv)
2

ck
+

(ahv)
2

cs
β (1− β) (29)

p = alβv − 1

2

(alv)
2

ck
+

(alv)
2

cs
β (1− β) (30)

Since ah > al and ahv < ck, β = 1 cannot solve both (30) and (31) together.
Therefore, a sufficient small dk would guarantee that the profit of offering single
price is smaller than that of offering two different prices. Hence, the MSSP will
offer two prices honestly and it solves the credence good problem.
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Abstract. Security systems frequently rely on warning messages to
convey important information, especially when a machine is not able
to assess a situation automatically. There is a significant body of work
studying the effects of warning message design on users with numerous
suggestions on how to optimise their effectiveness. Design guidelines and
best practises help the developer to display urgent information. In this
paper, we present the first empirical analysis on the extent of the influ-
ence of linguistic properties on the perceived difficulty of the descriptive
text in warning messages. We evaluate warning messages extracted from
current browsers and present linguistic properties that can improve a
warning message text’s perceived difficulty. Our results confirm that,
while effects of attention, attitude and beliefs are at least as important
as the linguistic complexity of the text, several steps can be taken to
improve the text’s difficulty perceived by the user.

Keywords: Usable Security, Comprehension, Warning Messages, Read-
ability.

1 Introduction

Designing and writing warning messages can be considered a form of art. In the
past, users and IT professionals alike were confused by complicated warning and
error messages that seemed to consist of only hex numbers and stack traces, such
as the famous “blue screen of death”. A considerable amount of work has contin-
uously improved the quality of warning messages for many different applications
and proposed guidelines on how to compose useful and understandable dialogues
(e. g. [3,6,13]). However, users still seem to struggle with warnings on a regular
basis, suggesting that there are still open problems in creating understandable
and helpful warning messages.

The reception of warning messages by a user is often explained using Wogal-
ter’s Communication-Human Information Processing (C-HIP) model [15] or Cra-
nor’s extension of C-HIP: the human-in-the-loop (HITL) framework [4]. In both
models, information is conveyed from a source through a channel to a human
receiver. At the receiving end, the information first needs to gain sufficient at-
tention before the information enters the comprehension stage. Afterwards, at-
titudes and beliefs as well as motivation further influence the information before

A.A. Adam, M. Brenner, and M. Smith (Eds.): FC 2013, LNCS 7862, pp. 94–111, 2013.
c© International Financial Cryptography Association 2013
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the processing results in behaviour. A lot of work has been put into optimising
colours, fonts, symbols and icons to attract attention and facilitate reception.

In this paper, we investigate the comprehension stage: does the structural
composition (syntax and vocabulary) of a warning message’s text influence the
user’s overall perception and support comprehension? Or, in other words: if a
user chose to read a warning message, would he or she be able to extract the
necessary information and find the text easy to parse and understand?

It has been recognised that the descriptive text provided in warning messages
needs to convey important information about the problem and be understand-
able by most computer users at the same time. In 2011, Bravo-Lillo et al. [3]
compiled a set of design guidelines and present rules for descriptive text, includ-
ing:

– “describe the risk; describe consequences of not complying; provide
instructions on how to avoid the risk;”

– “be brief; avoid technical jargon.”

However, these guidelines are hard to quantify, especially since there is no
example of a perfect warning message to date. Thus, judging whether or not the
requirements and advice of the guidelines are sufficiently met usually needs an
expert’s opinion or dedicated testing through user studies. Consequently, there is
considerable effort and knowledge involved in analysing and optimising warning
messages. Small development efforts, such as start ups or app developers, often
do not have the resources to thoroughly analyse the warning messages used in
their products. They could benefit from more concrete and possibly objectively
testable instructions on how to create useful warning messages in particular.

This paper investigates several methods to automatically assess warning mes-
sage texts and analyses to which extent linguistic properties in general influence
the user’s perceptions of a warning message text. We will present an evaluation
of existing readability measures on current browser security warnings as well as
four empirical studies to assess the user’s perceptions. Our results indicate that
existing warning messages are too hard to read for the average user and that
particular sentence structures as well as technical terms, which can be found in
indexes of computer security textbooks, significantly correlate with the perceived
difficulty of warning messages.

To the best of our knowledge, there has not been any work that empirically
investigates the role of text comprehension and readability for computer warning
messages to date. This work expands on preliminary results that have provided
an overview of warning message readability using existing measures [8].

We offer three main contributions:

– We validate whether or not existing readability measures are suitable to
judge warning message texts and determine the linguistic difficulty of existing
warning messages.

– We investigate the effect of linguistic properties of warning message texts
on the users’ perceptions and provide empirical evidence for the influence of
grammatical structures and vocabulary on warning message comprehension.
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– We present quantifiable properties of text that influence warning message
readability and comprehension.

The remainder of this paper is structured as follows: First, we introduce re-
lated work, before summarising readability of browser messages using a set of
existing readability measures and an analysis thereof. Section 4 reports on the
results of a user study that assess the applicability as well as the results of
these readability measures. Sections 5 and 6 describe two online studies, collect-
ing users’ ratings of warning messages and comparing them to several linguistic
properties. Additionally, effects of translation and a comparison between differ-
ent software products are presented. Section 7 presents the results of interviews
that discussed particular problems on a word and sentence level with users. Sec-
tion 8 discusses limitations before Section 9 finally summarises the implications
of our results and concludes this paper.

2 Related Work

A considerable amount of research has investigated warnings in the digital realm.
Cranor’s Human-In-The-Loop (HITL) framework [4] is a specialisation of Wogal-
ter’s C-HIP model [15] and describes how interactions between computers and
humans can cause security problems.

Egelman et al. [6] presented a first study on warning efficacy for phishing
prevention in 2008. They found that a large part of their test subjects chose
to heed warnings that required interaction from the user and offer guidelines to
improve warnings. According to their results, effective warnings need to interrupt
the primary task, provide clear choices, fail safely and prevent habituation.

In a similar fashion, Sunshine et al. [13] tested the efficacy of certificate warn-
ings presented by browsers and tried to improve the state of the art by modifying
colours based on context and providing more detailed and interactive informa-
tion on risks. While their changes improved efficacy, they concluded that the
warnings still leave users vulnerable to man-in-the-middle attacks. Maurer et al.
[9] also showed that warnings based on user input data types can help to prevent
phishing and decrease habituation by increasing the context of a warning.

Bravo-Lillo et al. [3] provided another perspective on improving warning mes-
sages. They found that design changes can improve understanding and moti-
vation but also realised that warning messages were not able to help users to
differentiate between low and high-risk situations. Understanding and motiva-
tion were also found to be strongly connected and important factors in safely
responding to warnings. Additionally, Bravo-Lillo et al. [2] offer qualitative in-
sight into warning assessment by users of different skill levels and conclude that
all aspects of warning design need to be considered in order to improve warnings.
They also explicitly mention that the process of reading a warning is a central
concern for warning message reception.
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In another line of work, previous research has empirically investigated read-
ability issues of end-user license agreements [7] and found shortcomings in
informing the user before demanding consent.

The related work has conferred many valuable insights into the effectiveness
and design of warning messages as well as problems with readability. We hope
that the analyses presented in this paper complement the existing results by
investigating the role of linguistic properties for the comprehension of warning
message texts.

3 Readability Measures

In a previous publication [8], we explored the application of readability mea-
sures from the domain of educational psychology for computer warning mes-
sages. These measures take a piece of text and predict a level of reading skill
necessary for comprehending the contents. For example, obtaining a value of 11
from a readability measure, such as SMOG [10], for a piece of text implies that
an average reader needs to have the reading level of a student in 11th grade to
be able to process the linguistic structure of this text. It is important to note
that readability measures do not address the semantic difficulty of a text, but
focus on linguistic difficulty, which is related to complicated sentence construc-
tion, long or polysyllabic words and similar properties. However, a text can be
deemed to be “readable” using a certain measure but still confuse a reader. Yet,
the linguistic difficulty is an important precursor for the overall comprehension
of a text and therefore a useful indicator. If readability, as obtained from a suit-
able readability measure, is bad, the semantic information is harder to extract.
In the remainder of this paper, we generally address linguistic difficulty as de-
scribed above, as opposed to semantic difficulty or other aspects of text layout,
such as typesetting.

Previously, we presented an analysis of security warnings based on warning
messages from the two most common open-source browsers, Google Chrome
and Mozilla Firefox. We extracted 24 English warning texts (15 for Chrome, 9
for Firefox) and added another four certificate warnings (hostname verification
or unknown root CA warnings) from Internet Explorer 8, Safari, Outlook and
iTunes to our sample to offer a broader cross-product comparison for a par-
ticularly common warning message. Warnings include certificate and phishing
warnings, as well as messages indicating connectivity problems or unreachable
servers. We also collected the same warnings in German. The selected warnings
have at least about 50 words, because the readability measures we used are not
validated for shorter samples of text. An abbreviated list of the warnings can be
found in Appendix A.

We found that the predicted reading skills for this set of warnings differ depend-
ing on which measure is applied. However, all measures suggested at least an av-
erage reading level of an eighth grade student, while the SMOG measure, which
is most suitable for warning messages due to its construction, even predicted the
reading level of a first year college student for the averagewarningmessage.Details
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can be found in [8]. The extent to which these values are appropriate and useful is
discussed in the following section.

4 Exploratory Study

To validate the readability results described above, we conducted an exploratory
study of readability and linguistic comprehension. In order to minimise the effects
of differences in language skills, we decided to test only native speakers. Since
the study was conducted in Germany, we used the German versions of the set
of 28 warning messages introduced above.

4.1 Design

Participants took a standard reading ability test to judge their individual read-
ing level (Metze’s “Stolperwoerter” test [1]). Next, they were presented with a
cloze test (a piece of text where every fifth word is removed and has to be filled
in by the participant) on six selected warning messages and scored based on
their success rate. Cloze tests are commonly used as comprehension tests for the
construction of the existing readability measures [5]. We selected four German
warnings from Chrome and two from Firefox, since their readability scores (Am-
stad’s measure for German texts) were distributed across the range we found
in the tests described above. We stripped the warnings of all identifying and
distracting features, using the same font and background for all messages. We
introduced a fictitious browser named InterBrowse, as well as a fictitious bank-
ing website mybank.com, and replaced all references to the original software and
websites with these names. Participants were given a simple working scenario
stating that they were trying to surf to www.mybank.com using InterBrowse and
then encountered a warning. We also reminded them that we intended to test
the messages and not the participants’ performance. After completing the cloze
tests, participants re-read the full messages and sorted the texts by their feeling
of comprehension. We pre-tested our protocol in a laboratory setting, discussed
in previous work [8].

4.2 Participants

Based on this study protocol, we invited 1,486 students on a university-wide
mailing list to participate in an online study. We advertised a study on browsing
behaviour that would take 20 to 25 minutes and offered participants the chance
to win a lottery of two 100e Amazon vouchers as motivation. We received 311
complete responses, after removing non-native speakers and respondents with
IT-related majors. The participants’ average age was 22.8 and 130 came from
the faculty of arts (cf. Table 2 in the Appendix). Technical experience among
our participants was rather high, with an average of 2.29 on a scale from 1 (high
expertise) to 5. Upon completion of the tasks, 216 participants (69.5 %) reported
that they had seen one of the six warnings before and 49 (15.8 %) were unsure.
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4.3 Results

For each participant, we collected the Stolper score, i. e. the individual’s reading
level, the cloze performance, i. e. how many of the gaps in the text were filled
in correctly, the time taken per cloze text, and each participant’s ranking in
terms of subjective readability of the six presented warning messages, i. e. which
messages did the participant find harder or easier to read and understand. Cloze
performance was automatically assessed using a Levenshtein distance of 3 on the
provided answers. Therefore, a word in a gap was counted as correct if the edit
distance was equal or less than 3 compared to the original word, accounting for
typos. This approach was chosen over an individual assessment of the semantics
of the provided solution, since manually assessing each solution would have been
too time consuming and could have biased results due to subjective scoring. To
compensate for this strict assessment of performance, we chose a lower criterion
score (see below).

We found significant differences in the cloze test performances between par-
ticipants with high or low technical expertise. Since the cloze performances were
found to be non-normally distributed (Kolmogorov-Smirnov Z between 1.579
and 2.862, p < .031 in all cases), we applied the Mann-Whitney U test and
found significant differences in all messages (U between 5, 762 and 6, 344, Z be-
tween −2.301 and −3.144 with p < 0.05) except one (Message 6, U = 7, 595.5,
Z = −.493 and p = .622). While all other messages received higher scores from
high-expertise participants, this particular message took the longest time to com-
plete on average and received similar scores from both groups. The seldom seen
message was about the use of a weak signature algorithm in a certificate and
might therefore have been perceived as equally complicated by high- and low-
expertise participants. Interestingly, this message also received the best average
performance across all warnings, which suggests that complicated messages can
be understood if enough time is spent.

In our reading ability test (Stolper-Test), the 311 respondents achieved an
average score of 77.85% (sd = 17.95), which is above average for their age
group. The average score for participants between 21 and 25 years is 70.7% and
for people of 26 years and older is even lower (66%), according to [1]. This effect
can be explained by the above-average education of students.

Readability Results. Using the participants’ reading abilities, we calculated read-
ability scores for each of the six tested warnings to compare with existing mea-
sures. This procedure was adopted from the original construction of several other
readability measures which use cloze tests on passages of selected texts to derive
the readability formula through regression [5]. The scores are based on a criterion
score or threshold of correct answers on the corresponding cloze test. A criterion
score of 90% or higher is necessary for important information that needs to be
well understood by readers [5,8]. However, since cloze performance was auto-
matically assessed, we chose a criterion score of 70% to account for synonyms.
Using this criterion, we calculated readability scores for the six warnings as the
average reading level (Stolper score) of participants that performed better than
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the criterion score on a particular warning message. Therefore, lower values for
the readability score indicate higher readability.

According to the results (cf. Table 3 in the Appendix), our score correlates
highly with the number of words in a message (ρ = .943, p = .005). While
there are no other significant correlations due to the small sample size, we found
indications of potential correlations with Amstad (ρ = .714, p = .111) and
LIX (ρ = −.600, p = .208) scores. However, the implied direction of corre-
lation is conflictive: These numbers suggest that better readability according
to our Stolper-score-based measure is connected with worse readability accord-
ing to Amstad and LIX. We could not find a significant correlation with the
participants’ rankings of messages either.

Because of the small number of warnings in this exploration, we cannot
generally reject the applicability of readability measures for warning messages.
However, the results suggest that the existing measures for German texts (i. e.
the Amstad and LIX scores) do not fit the scores we collected directly from
participants.

Another important trend is that for those students achieving 70% or more
correct answers in cloze testing, the mean reading ability is considerably higher
(> 79%) than the average score in their age group and older age groups (66 −
70%). This implies that the average person would find these warnings hard to
read.

The results also suggest that the readability scores we derived from Stolper
scores somewhat mirror the participants’ perceptions: scores are higher for mes-
sages rated as having the best subjective readability and lower scores for those
perceived as worst. Another interesting implication of our results is that we did
not find any correlation at all between the existing readability measures for Ger-
man texts and the participants’ subjective ratings of warning comprehension.
The next section investigates this further.

5 Rating Study

The study described in the previous section focused on gaining direct measure-
ments of text readability to evaluate the applicability of readability measures.
The results suggest that the readability scores obtained from existing measures
may not mirror the participants’ perceptions of warning messages.

With the study presented in this section, we aimed to gather how easy peo-
ple perceive understanding a warning message text to be. If a text is easier to
read, the problem of users not reading or skimming warning messages might
be alleviated. Therefore, we collected user ratings for the 28 warning messages
introduced in Section 3. Again, we used the German versions of the texts and
tested native speakers, to minimise effects of language skill levels.

5.1 Design

We prepared an online survey that presented each participant with six out of our
set of 28 warning messages. Participants were primed with the same scenario as
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in the previous study. The order and selection of the messages was randomised
for each participant. For each warning message, participants were asked to read
the message, to summarise the contents roughly in one sentence and then rate
their perception of the warning message with four items on a 7-point scale from
“I completely agree” to “I completely disagree”. The items addressed compre-
hension of the entire message, the words used in the message, previous exposure
and understanding of why the message appears. We also added two additional
items, which were semantically inverse to two items in the original set. Be-
fore starting the rating exercise, we asked participants an attention question,
that required participants to answer “No” even though the correct answer was
obviously “Yes”. At the end of the survey, we collected demographics.

5.2 Participants

We invited 1,522 students of the same mailing list1 to participate in the survey.
The study was advertised as a follow-up of the previous study that would take
8 to 12 minutes to complete, welcoming new and returning participants. Once
again, we offered participation in a lottery for two 50e Amazon vouchers as com-
pensation. 250 participants successfully completed the survey. First, we removed
participants that wrongly answered the attention question with “Yes” instead
of the required “No”. We also removed records of participants that study IT or
a related subject, whose native language was not German and whose browser
language was not German, to remove effects stemming from the level of language
skill as well as daily exposure to warnings in different languages. Furthermore,
responses that had a mean difference of three or more between the two inverse
items and the corresponding original items were removed. Lastly, we filtered re-
spondents that always chose the same answers on the rating items and those who
either entered nonsensical summaries or copy-and-pasted parts of the warning
message.

After filtering, 119 complete and validated responses remained. 40.3% of our
participants were female, 51.3% had participated in the study described above
and 60.5% reported to have seen one of the warnings they were shown before
(cf. Table 4 in the appendix). On average, it took the participants about 16
minutes to complete the survey, which is considerably longer than anticipated
by pretesting in a laboratory setting.

5.3 Results

Initially, we checked for demographical imbalances in our rating results, using
the non-parametric Mann-Whitney U test, since normality testing indicated sig-
nificant deviations from the normal distribution in many of the rating variables.
We found a few imbalances on the item for message comprehension: Messages
5, 21 and 27 were rated significantly better by participants that had previously
participated in the first study. Message 12 received better ratings from men and

1 The number of subscribers increased between studies.
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messages 18 and 22 received significantly different ratings by participants that
stated they had seen some of the warnings before. Since there was no obvious
pattern in these differences, we accept them for further analysis.

We used Spearman’s rho as a robust measure to test the monotonic re-
lationship between rating ranks. The average ratings for comprehension and
understanding the cause are strongly correlated (ρ = .937, p < .001) as is com-
prehension and difficulty of vocabulary (ρ = −.797, p < .001). Additionally,
there is a relationship between previous exposure and the three other items
(ρ = −.65, ρ = .76 and .80, p < .001): having more experience with a warning
may support comprehension and understanding the cause.

Linguistic Properties. To see if particular linguistic properties of a warning mes-
sage influence the users’ perceptions, we used the Stanford Parser [11] and Part-
of-Speech (POS) tagger [14] for German texts to analyse the structure of the
warning texts. We gathered frequencies for 54 types of tags from the “Stuttgart-
Tübingen-Tagset”, as well as parse-tree parameters, including average number
of nominal and verb phrases per sentence, as well as maximum and average
parse-tree depth.

Several POS tag types showed medium to strong correlations with the ratings:
Articles (ART, ρ = .593, p = .001) and the participle perfect (VVPP, prefix
or infix “ge”, ρ = .564, p = .002) appear to positively correlate with ratings,
while the occurrence of the particle “zu” (english: “to”) in front of an infinitive
(PTKZU, ρ = −.63, p < .001) showed a negative correlation. Linear regression
showed that VVPP and PTKZU can explain 54.7% of the total variance in the
participants’ comprehension rating. Additionally, we did not find any meaningful
correlation with the existing readability measures Amstad and LIX.

We also found correlations between the readability score we calculated based
on cloze testing in the previous study with the maximum parse-tree depth (ρ =
−.872, p = .054) and the number of attributive adjectives per sentence (ADJA,
ρ = −.90, p = .037), but not with the ratings collected in this study. However,
these correlations lack power, since the previous study only investigated six
warning messages.

6 English Rating Study

In order to explore if similar effects exist for English warnings, we ran an addi-
tional rating study with the same setup on Amazon’s Mechanical Turk (MTurk).
Furthermore, warning messages for international software projects, such as Fire-
fox and Google Chrome, are usually written in English and then translated into
the different languages for localisation. It is possible that translation may cause
the resulting warning messages to have a different linguistic structure compared
to one written directly in the target language. Thus, we also used this study to
compare the results of the translated warning texts with their original counter-
parts to see if translation has any effects on the ratings.
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6.1 Design

We used the English versions of the set of 28 warning messages and created a
HIT that advertised a task to rate ten browser warning messages on MTurk.
We offered 1.50 $ as compensation for each successful completion and stated
that only non-random and honest answers would receive the compensation. The
study included the same validation questions as before and presented ten ran-
domly selected warnings to each participant after introducing the InterBrowse
and mybank.com scenario.

6.2 Participants

Our HIT was completed by 120 workers and took an average time of 20 min-
utes and 13 seconds (sd = 12 minutes and 29 seconds). We applied the same
filtering methods as described in the previous study and hence retained 68 valid
responses. Each message received an average of 24.3 ratings, ranging from 15
to 32. The average age of participants was 37 years (sd = 12.7), exactly half
were female, and the overall self-reported technical experience was 2.44 (sd =
1.01). Respondents stated their occupation as student (8.8%), full-time employee
(14.7%), part-time employee (47.1%), self-employed (20.6%) and other (8.8%),
including unemployed and homemakers.

6.3 Results

Similar to the results above, many of the rating variables showed significant de-
viations from a normal distribution (Kolmogorov-Smirnoff Test). We therefore
ran the remaining analysis using non-parametric tests. First of all, the data was
checked for demographical imbalances. For the comprehension rating, we found
that messages 25 and 26 were perceived to be more difficult by younger partic-
ipants. Interestingly, as in the results for the German versions of the messages,
message 12 was perceived as being significantly easier to comprehend by men
(Mann-Whitney U = 48, Z = −2.297, p = .026). Similar to above, the different
ratings show significant correlations, although the strength is slightly weaker.

To identify structural features that influence ratings in English messages,
we again applied the Stanford Parser and POS tagger for English texts to the
English warnings. We used the 36 POS tags of the Penn Treebank Tagset2, as
well as the number of nominal and verb phrases, number of words per sentence,
maximum number of words in a sentence, and (maximum) parse-tree depth. In
contrast to before, we found only two correlations: the number of determiners
(DT, similar to articles, ρ = −.60, p < .001) negatively influenced the ratings
on difficulties with the vocabulary and the comprehension rating (ρ = .491,
p = .008). In this case, linear regression was able to explain 46.2% of the variance
in the comprehension rating, using the number of words in the longest sentence
as well as the number of wh-determiners (WDT, e. g. “which”) and co-ordinating
conjunctions (CC, e. g. “and”). There also was no meaningful correlation with
the existing readability measures for English texts.

2 http://www.cis.upenn.edu/~treebank/home.html

http://www.cis.upenn.edu/~treebank/home.html
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Comparison with German Results. We found a medium to strong correlation
between the ranks for the German messages from the previous study to the
English pendants (ρ between .68 and .78 for the four rating items, p < .001),
indicating that messages perceived as complicated in German were also perceived
as such in English and vice versa. Therefore, we conclude that the effects observed
in the German messages do not purely stem from translation.

Next, we ranked all messages according to the three rating categories com-
prehension, understanding the cause and difficulty of vocabulary in the respec-
tive language. Based on the top and bottom five messages in each category, we
found that three messages performed very well and four messages performed
very poorly in both languages. Messages 18 and 19, (Firefox: “Reported Attack
Page” and “Suspected Web Forgery”), and 28 (Safari, “Invalid Certificate”) were
consistently among the highest ratings. These warnings use easy, non-technical
vocabulary and give direct recommendations on possible actions for the user.

The four messages receiving consistently bad ratings comprise three messages
from Chrome (“Weak Signature Algorithm”, “Unlisted Server Certificate”, and
“No Revocation Mechanism”), as well as one from Firefox (“SSL Disabled”).
These messages address very technical issues and have probably never been seen
by any of our participants: they also received very low previous exposure ratings.

Comparison between Products. Between the six certificate warning messages of
different products that we included in the set of warnings, results showed that
the Safari message was consistently found to be the easiest to comprehend and
to use the easiest words. Likewise, we found that the message from Internet
Explorer 8 was consistently rated worst. While the messages have comparable
length (42 and 59 words respectively), the Internet Explorer message repeatedly
uses the word “certificate” and other technical terms. The Safari message, in
contrast, uses simple language, states a cause, the involved risk and asks the
user to decide on a course of action.

Two Chrome warnings in our set differed only by their headline. One read:
“This is probably not the site you are looking for!” and the other said “The site’s
security certificate is not trusted!”. The message that did not mention certifi-
cate in the headline received consistently better ratings in both languages. Even
though the difference is not statistically significant, this trend may imply that
technical terms at the very beginning of a warning message can negatively influ-
ence the users’ perceptions. To further investigate which factors influence users’
perceptions of a warning message text in particular, we conducted interviews.

7 Interview

The previous studies have shown that there can be particular linguistic proper-
ties that may influence a user’s perception of a warning message. The use and
placement of technical terms as well as specific grammatical constructs showed
correlations with the user ratings. We conducted interviews to directly analyse
the participants’ perceptions of technical terms and linguistic features, such as
sentence composition.
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7.1 Design

The interview was introduced to the participants as an investigation of read-
ability in Internet browser warning message texts. We reminded them that this
test was not about their abilities to comprehend the warnings but that their
insights as to why a certain message might be hard to understand was of in-
terest. Participants were presented with six warning messages as well as our
InterBrowse scenario and would then be asked to carefully read the message.
Next, we queried which sentences or parts of sentences were hard to read and
their explanation. Afterwards, participants ranked all 6 warnings according to
the perceived level of complexity. In a last task, they were provided with three
highlighters and the same set of warning messages once more: we asked them to
use a green highlighter to mark easy and clear words, a yellow one for words of
medium difficulty that they still knew the meaning of and a red one for unclear
and hard words. While they were working, we asked participants to offer their
reasoning and collected their comments.

7.2 Participants

The participants were randomly recruited by phone from the database of more
than 1,500 students also used above. Non-native speakers, students of German
and Literature or Computer Science were excluded. We offered a compensation
of 10e and interviewed eight students (three female, 19 to 24 years old, four
from the faculty of arts and four from the sciences) before our results reached
saturation. Two participants had taken part in one of our previous studies, seven
stated that they had seen one of the warning messages before or were unsure,
four mainly use Firefox while two use Safari, one Chrome and one IE. The mean
self-reported technical experience was 2.87 (sd = .64).

7.3 Results

Participants’ comments can be divided into three main categories, detailed be-
low. Participants are referred to as P1, . . . , P8.

Headlines. Seven respondents stated that a warning’s title should be short and
precise. Additionally, five claimed that technical terms should not be in a head-
line. Four participants offered that “if I only looked at the heading, I wouldn’t
have had any clue what the error message is about” (P7). Participants agreed
that an ill-conceived headline would deter them from continuing to read.

Positive Properties of Sentences. Short, precise sentences with an easy struc-
ture were appreciated by all respondents. Four of them explicitly requested that
a simple sentence structure should be used: “[This] makes the message more
colloquial and perfect for people who aren’t experts” (P8). All participants of-
fered that technical terms used in error messages hamper the understanding and
awareness of the potential problem. The text marking tasks also showed that
short sentences are preferred, yet, according to the comments, longer and more
complex structures do not necessarily lead to readability problems.
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Negative Properties. All participants agreed that the use of technical terms (see
below) discourages them from reading (on) and trying to understand the sce-
nario. P2 added: “One has to be really desperate to read this passage thor-
oughly”. In a similar fashion, half of the participants stated that in daily life,
they would simply ignore paragraphs with many technical details. Six partici-
pants attempted to decode the meaning and the possible impact of the infor-
mation in some of the warning messages, but failed. They felt “insufficiently
informed” (P6) by the messages. P1 stated: “You simply want to get to the de-
sired website and I don’t understand the problem itself nor when or how it will
get solved”. These findings generally confirm the general preconceptions and the
results of previous work.

Word-level Observations. During the word marking exercise, participants often
indicated words as hard that had a technical background or referred to unclear
concepts. The list included words such as “certificate” or “entity”, but also simple
adjectives, including “attacking” and “weak”. Table 5 in the Appendix provides
an overview of all words mentioned by participants.

Using this list of words, we counted occurrences in our set of 28 German warn-
ing messages. Again using Spearman’s Rho, the counts of hard words showed a
correlation of .559 (p = .002) with the ratings of comprehension obtained in the
studies described above, even though the list of words was only obtained on 6
of the 28 messages. Expanding on the implications of these results, we used the
index terms of a computer security textbook [12]3 as an extended word list. The
count of words from this list found in the 28 warning messages provided a slightly
stronger correlation with ratings (ρ = .646, p < .001). The three best-rated and
four worst-rated messages identified in section 6.3 also consistently received cor-
responding index-word counts of one match or less and three matches or more
respectively. The same holds for headlines: the best-rated messages only used
“website” in their headings while the worst-rated messages used technical terms
(e. g. “certificate” or “revocation”).

8 Limitations

There are several limitations which need to be taken into account: First, our
participants were either students or Mechanical Turk workers, which both rep-
resent a special group of people. Especially the students may present a best-case
scenario for text comprehension, due to the exposure to difficult reading assign-
ments in many subjects. However, the groups are quite different in terms of age
and education, as well as professional background. Yet, we still found similar
results in both studies.

Second, collecting self-reported measures likely causes a certain amount of
bias. However, we implemented measures to try and mitigate these effects, by
randomising messages and their order, as well as using only relative comparisons.

3 We chose this textbook because it was the most recent security textbook digitally
available at our library with an index.
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Finally, we did not address the efficacy of warning messages explicitly, but used
user ratings. While “pleasant” readability is a goal within itself, the correlation
between readability and efficacy needs to be explicitly studied in future work.
As noted above, related work suggests that facilitating the understanding of
warning messages can predict user behaviour [13].

9 Discussion

During the course of our investigations, we found several aspects of warning mes-
sage texts that influence their reception by users. First, cloze testing indicated
that the required average reading level for warning messages is higher than the
average reading level of most adults, mirroring the common image of warning
messages often being too complicated. Results also hinted at the possibility that
complicated messages can be understood by many readers if they spend enough
time. However, these tests also indicated that the set of existing readability
measures does not predict warning message difficulty accurately.

We then conducted the rating studies to collect users’ ratings of warning mes-
sages and analyse if there are linguistic properties that can explain the rating
differences. In both English and German warning texts, linguistic properties
were able to explain about half of the variance in the ratings. Grammatical
constructs that increase the information content of a sentence, for example co-
ordinating conjunctions in English texts and German infinitive constructions,
as well as grammatical tenses, such as the participle perfect in German texts,
cause texts to be perceived as harder to understand. Additionally, we found that
in both German and English versions of the warnings, messages with easy and
non-technical vocabulary consistently received positive ratings while those that
addressed specific technical problems consistently received negative ratings. A
comparison between warnings from different products showed similar results.

Finally, we interviewed users and gathered aspects of warning message texts
that may influence comprehension: headlines, non-technical vocabulary and short
sentences were among the most frequently stated issues influencing the users’
perceptions of warning message texts. Interestingly, the stated need for precise
statements can cause conflicts: technical vocabulary is commonly used to make
statements precise and short.

We were able to show that the linguistic properties identified in our studies
can also be found in the best and worst message texts, according to the collected
ratings. The set of words extracted from our interviews as well as a computer
security textbook’s index showed significant correlations with the ratings.

As stated above, our findings were able to explain about half of the variance
in ratings using linguistic properties. We thus conclude that the linguistic prop-
erties of warning message texts and consequently issues that users might have
with complicated sentence structures or difficult compounded words are one part
of the larger puzzle, which entirely needs to be taken into account when design-
ing new warning messages. Additional factors, such as missing context, previous
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exposure, unclear semantics, and effects of attitudes and beliefs can also strongly
influence the users’ perceptions of warning messages and their text.

Altogether, we found quantitative empirical evidence that linguistic properties
can help to improve warnings: keeping headlines simple, using as few technical
words as possible and creating short sentences without complicated grammat-
ical constructions makes warning messages more pleasant for the user. A fi-
nal take-away is that warning messages should not contain words that can be
found in IT security textbook indexes. It is of course a challenge to describe the
warning without such terms, however our results suggest it is a challenge worth
working on.
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A Warning Messages

Due to space constraints, the full set of warnings used in the study cannot
be shown in the paper. In the following, we present an overview of messages
while the full set can be downloaded from http://benutzerstudie.dcsec.

uni-hannover.de/warnings/.

Table 1. Overview of warning messages used in the study

# Browser Beginning of Message
1 Chrome The site’s security certificate has expired! For a certificate which

has not expired, the issuer of that certificate is ...
2 Chrome The site’s security certificate is not trusted! You attempted to

reach mybank.com, but the server presented ...
3 Firefox This Connection is Untrusted. You have asked InterBrowse to

connect securely to mybank.com, but ...
4 Chrome The site’s security certificate is not trusted! You attempted to

reach mybank.com but instead you actually reached ...
5 Chrome Invalid Server Certificate. You attempted to reach mybank.com,

but the server presented an invalid certificate. ...
6 Chrome The server’s security certificate is not yet valid! You attempted

to reach mybank.com, but the server presented ...
7 Chrome This is probably not the site you are looking for! You attempted

to reach mybank.com but instead you actually ...
8 Chrome The site’s security certificate is signed using a weak signature

algorithm! You attempted to reach mybank.com, but ...
9 Chrome The server certificate contains a weak cryptographic key! You

attempted to reach mybank.com, but the server presented ...
10 Chrome The server’s security certificate is revoked! You attempted to

reach mybank.com, but the certificate that the server ...
11 Chrome Unlisted Server Certificate. This site lists all its valid certificates

in DNS. However the server used one which isn’t listed. ...
12 Chrome The server’s security certificate has errors! When you connect to

a secure website, the server hosting that site presents ...
13 Firefox This Connection is Untrusted. You have asked InterBrowse to

connect securely to mybank.com, but we can’t confirm ...
14 Chrome This webpage is not available. InterBrowse’s connection attempt

to mybank.com was rejected. The website may be down, or ...
15 Chrome No revocation mechanism found. No revocation mechanism

found in the server’s certificate. When you connect to ...
16 Chrome Unable to check whether the server’s certificate was revoked.

When you connect to a secure website, the server hosting ...
17 Chrome Unknown server certificate error. An unknown error has oc-

curred. When you connect to a secure website, the server ...
18 Firefox Suspected Web Forgery. This page has been reported as a web

forgery designed to trick users into sharing personal or ...

http://benutzerstudie.dcsec.uni-hannover.de/warnings/
http://benutzerstudie.dcsec.uni-hannover.de/warnings/
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19 Firefox Reported Attack Page! This web page at mybank.com has been
reported as an attack page and has been blocked based on ...

20 Firefox The certificate is not trusted because it is self signed. my-
bank.com uses an invalid security certificate. ...

21 Firefox Certificate will not be valid until date. mybank.com uses an in-
valid security certificate. The certificate will not be valid ...

22 Firefox The certificate expired on date. mybank.com uses an invalid se-
curity certificate. The certificate expired on ...

23 Firefox SSL protocol has been disabled. An error occurred during a con-
nection to mybank.com. Can’t connect securely because ...

24 Firefox Untrusted Connection Error. You have asked InterBrowse to
connect securely to mybank.com, but we can’t confirm that ...

25 MS IE 8 Security Certificate Problem. There is a problem with this web-
site’s security certificate. The security certificate ...

26 iTunes InterBrowse cant verify the identity of the server mybank.com.
The certificate for this server was signed by ...

27 MS Outlook Problem with the site’s security certificate. The information you
exchange with this site cannot be viewed or changed ...

28 Safari InterBrowse can’t verify the identity of the website mybank.com.
The certificate for this website is invalid. You might ...

B Tables

Table 2. Demographics for the exploratory online study. Self-reported technical ex-
pertise was measured on a scale of agreement to the statement “I have a very detailed
understanding of computer technology and the Internet” with 1 being complete agree-
ment and 5 complete disagreement. The Stolper score indicates reading ability on a
scale from 0-100% of successful completion of 35 reading tasks in five minutes.

N: 311
Age: 22.8, sd = 4.1

Tech. Expertise: 2.29, sd = .92

Area of Studies: 130 Arts (41.8%)
181 Sciences and Other (58.2%)

Browser: 195 Firefox (62.7 %)
56 Chrome (18.0 %)
14 Internet Explorer (4.5 %)
17 Opera (5.5 %)
28 Safari (9.0 %)
1 Other (.3 %)
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Table 3. Results of cloze testing. Higher Amstad and lower LIX scores suggest better
readability. The average rank indicates the position within the participants’ subjective
ordering of warnings (ranks closer to 1 indicate better subjective readability). Lower
values of our readability score (70% criterion score) indicate better readability. The
last column shows the number of participants that were above the 70% criterion score.

Message Words Amstad LIX Avg. Rank Score 70 #Respondents

1 61 62.84 39.67 3.05 80.16 110
2 45 43.48 59.44 2.78 79.17 69
3 85 54.99 54.19 3.87 80.73 43
4 114 68.02 38.59 3.25 81.14 70
5 99 71.44 45.79 3.49 80.25 81
6 59 49.64 48.65 4.55 79.54 112

Table 4. Demographics for the Rating Study. Self-reported technical expertise was
measured on a scale of agreement to the statement “I have a very detailed understand-
ing of computer technology and the Internet” with 1 being complete agreement and 5
being complete disagreement.

N: 119
Age: 22.7, sd = 4.02

Tech. Expertise: 2.34, sd = .98

Area of Studies: 51 Arts (42.9%)
68 Sciences (57.0%)

Browser: 82 Firefox (70.1%)
16 Chrome (13.7%)
8 Internet Explorer (6.7%)
3 Opera (2.5%)
8 Safari (6.7%)
2 N/A (1.7%)

Table 5. Words mentioned by interview participants, arranged by difficulty and num-
ber of participants they were mentioned by. The category “high-one” was omitted
because it was empty.

Medium Difficulty High Difficulty
one more than one more than one

to confirm weak signature algorithm
to issue attacking security certificate
to forge security settings certificate
expiry to expire entity

to adapt server network administrator
to check to present (a certificate) proxy server
to contact manipulation proxy settings

operating system security credentials
to block identity information

private information identification
communicate secure connection
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Abstract. Prior social science research has shown that tie strength is a useful in-
dicator of context-dependent trust in many real-world relationships. Yet, it is often
challenging to gauge trust in online environments. Given a multitude of variables
that represent social relationships, we explore how to visualize interpersonal tie
strength to empower people to make informed, context-dependent online trust de-
cisions. Our goal is to develop visualizations that are meaningful, expressive, and
comprehensible. In this paper, we describe the design of four visualizations. We
also report on the results of two user studies, where users commented that our
visualizations are highly comprehensive, meaningful, and easy to understand.

1 Introduction

Social interactions are increasingly moving into the online world. For example, tradi-
tional physical-world interactions, such as finding a babysitter, a partner, or a renter,
used to work through word-of-mouth; however, people find it convenient to perform the
same interactions online nowadays. Unfortunately, the online realm suffers from a lack
of cues that can help people make informed trust decisions. As Steiner’s famous car-
toon depicts, “[o]n the Internet, nobody knows you’re a dog,” referring to the difficulty
of verifying one’s identity on the Internet [26].

For example, many people receive friend invitations in online social networks (OSNs)
from casual acquaintances, friends of a friend, and even total strangers. A major prob-
lem here is that little information exists to help differentiate between people one has
actually met, and scammers who impersonate an individual; indeed, prior studies have
shown that such attackers fooled many OSN users, including security-conscious indi-
viduals [1, 4, 17, 24].

One potential approach for trust establishment is to automate trust decisions such that
computers make trust decisions for people. However, two major drawbacks render such
automation infeasible: context-dependent nature of trust and differences in individuals.

Context-Dependent Nature of Trust. Trust varies depending on different contexts;
different types of trust are needed for identifying an appropriate person for a babysitter
for your child, for carpooling, or for new renters for your home. An automated sys-
tem, however, is not clairvoyant and cannot make accurate decisions about which social

A.A. Adam, M. Brenner, and M. Smith (Eds.): FC 2013, LNCS 7862, pp. 112–130, 2013.
c© International Financial Cryptography Association 2013
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Fig. 1. An example visualization of tie strength between Bob and David. This diagram visualizes
how far away from a random reference point two people have been interacting over a period of
a year, how much time they have been spending at each location, whether the interactions were
before or after 6:00 PM, and whether the interactions were on weekdays or weekends. These data
can be feasibly acquired by smartphones (e.g., collocation can be acquired using GPS or Wi-Fi
geo-location and duration/time of day/day of the week can be recorded on smartphones).

context the trust decision needs to be made in. For example, OSNs today cannot auto-
matically distinguish between a social friend, a co-worker, an acquaintance of a friend,
or a stranger whom you have never met.

Differences in Individuals. Every individual has distinct characteristics which are
hard for automated techniques to capture; some people may choose to trust everyone
while others may not. For example, extroverts have been found to be more willing to
trust other people than introverts [12]. Given such differences in individuals, making
trust decisions are difficult to account for in an automated manner.

Our goal in this paper is to understand what kind of information and how to offer it
to people so that they can make informed trust decisions. We leverage prior research re-
sults which have shown that interpersonal tie strength is a good indicator of large classes
of trust relations [16, 19], and social science researchers have established a plethora of
parameters that correlate with tie strength [11, 14, 16, 19, 21, 25, 27].

Using parameters that we believe could be feasibly acquired by smartphones or on-
line interactions, we explore the design space of visualizing tie strength to empower
users to make informed, context-dependent trust decisions. Past work has shown how
collocation data using smartphones and laptops [2], activity data on Facebook [14] and
Twitter [13], and sensors and smartphone data [7] can be used to infer a range of char-
acteristics about social relationships between people. Given the past work, one might
ask why visualizations are needed, rather than just having, for example, a simple num-
ber that summarizes tie strength as, for example, 4 out of 5. A single number, however,
is inadequate for at least two reasons: 1) numerical representation of tie strength may
not be able to capture the details that are crucial for making informed trust decisions,
and 2) deliberate attackers may be able to maliciously enhance numerical tie-strength
values. Instead, we suggest visualizing tie strength with a rich set of features, which can
be provided to users solely or as a supplement to numerical values. For example, one
of the tie-strength visualizations that we propose is Figure 1, which depicts a summary
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of proximity information over a period of a year such that users can infer tie strength
between Bob and David.

Contributions. This paper makes the following research contributions:

1. We explore the design space of interpersonal tie-strength visualizations that em-
power users to make informed, context-dependent trust decisions.

2. We present the design of four different visualizations illustrating aspects of tie
strength (selected from a first-round user study).

3. We analyze usability in terms of meaningfulness, intuitiveness, and applicability to
various use cases based on a second round of user study results.

Our user study results show that our visualizations are highly understandable; over 90%
of study participants correctly interpreted the tie strength information on our visualiza-
tions. Also, study participants reported that our visualizations are intuitive while accu-
rately portraying tie strength, and they provided diverse applications where they can use
the visualizations to make informed, context-dependent trust decisions.

2 Background: Interpersonal Tie Strength

Pioneering research by Granovetter explored the strength of ties that exist between indi-
viduals [16]. Following his work, researchers studied the theoretical parameters for tie
strength: amount of time [16,19], intimacy [16], affection [19], emotional intensity [16],
reciprocal interaction [16, 19], structural factors [6], emotional support [27], and social
distance [21]. Among multiple dimensions, Gilbert and Karahalios argue that relatively
simple proxies can be substituted for determining tie strength in practice [14]: commu-
nication reciprocity [11, 16, 19], existence of at least one mutual friend [25], recency
of communication [20], and interaction frequency [15, 16]. In our work, we embrace
many of these insights. In particular, we designed many of our visualizations to convey
communication reciprocity, recency, and frequency.

An extensive amount of literature has demonstrated that the frequency of interaction
among people increases their likelihood of forming a friendship or romantic relation-
ship [5]. Some studies have used physical proximity as a proxy for the amount of social
interaction between pairs [10,23], for example, showing that communication frequency
drops exponentially with the distance between a pair [3, 28]. Cranshaw et al. provide
a model for predicting friendship based on the contextual features of users’ location
trails [2], using collocation and where collocations happened as a primary feature. This
past work suggests that physical proximity may be a useful proxy for tie strength, an
observation that we rely on in many of our visualizations.

Overall, our work builds on a great deal of past work in social science investigating
relationships and strength of ties. Our primary contributions here are in the design and
evaluation of new visualizations for conveying aspects of tie strength.

3 Problem Definition

Our interest is to explore visualizations that are based on data that have been shown to be
feasibly acquired by smartphones or online interactions. Hence, based on these proxies
for the variables in Section 2, we specifically consider the following 11 parameters:
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1. Collocation. As suggested by prior work [2, 9], this parameter represents the placement
when multiple users are physically present at the same location.

2. Number of collocations. This parameter represents the number of distinct locations where
users physically interact [2, 9].

3. Duration of interaction. This parameter represents the time duration when users inter-
act [2].

4. Time of day. This parameter represents when the interaction takes place [2, 9].
5. Day of the week. This parameter represents whether the interaction occurs during weekdays

or weekends [2, 9].
6. Length of relationships. This parameter represents how long two users have known each

other [15, 16].
7. Interaction frequency. This parameter represents how frequently users communicate through

online (e.g., emails, chatting) and offline (e.g., face-to-face meeting, phone conversation) in-
teractions [15, 16].

8. Friendship level. We propose friendship level to represent the social proximity between two
users. For example, Alice may be one of Bob’s top 10 best friends based on the quality and
the quantity of their interactions.

9. Interaction reciprocity. This parameter represents whether the interaction was one-way
(e.g., Alice attempts to call Bob who never responds) or reciprocal (e.g., When Bob misses
Alice’s call, he calls her back) [11, 16, 19].

10. Recency of interaction. This parameter represents how recent the previous interaction is [20].
11. Number of mutual friends. This parameter represents how many common friends two users

share [25].

3.1 Assumptions

In this paper, we explore parameters whose values could be feasibly collected using
smartphones or online interactions, and we assume that data acquired by smartphones
or online interactions is correct. We also assume that visualizing the combination of pa-
rameters can be performed on a smartphone, and that a public-key cryptosystem is used
for signing the visualization as follows: Bob, who creates a tie-strength visualization
with David, has a private key to digitally sign the visualization, and Alice can validate
Bob’s signature with Bob’s public key. Hence, digital signatures enable verification of
the diagram and prevent forgeries.

For privacy, we assume that Bob can, at his discretion, decide to whom or whether at
all to release information about his relation with David by signing (or not signing) the
visualization. Analogously, David can release visualizations at his discretion.

3.2 Design Goals

Our goal is to accurately capture and visualize tie strength such that users can make
informed, context-dependent trust decisions. Our desired properties are as follows:

– Meaningful. Visual diagrams should be designed using relevant parameters to con-
vey semantically meaningful and useful tie-strength information to users. That is,
presented diagrams should not mislead viewers to draw inaccurate conclusions.
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– Intuitive. Visual diagrams should be intuitive such that users can interpret and un-
derstand the diagrams without difficulty. Ordinary users should understand the dia-
grams without rigorous training or explanations.

Note that the design goals are in tension with each other. For example, satisfying
meaningfulness requires accurately portraying parameters of tie strength, and satisfying
intuitiveness is in direct conflict with meaningfulness as accurate information can easily
be incomprehensible.

3.3 Mapping Visualization Parameters

A multitude of design options exist to visualize tie strength parameters, including for ex-
ample position on x- and y-axis, shape, size, color, and connection between objects [22].
Based on various mappings for the visual parameters to tie-strength indication values,
we designed 12 different diagrams conveying tie strength as a formative exercise to help
us explore the design space and solicit early feedback from participants. In particular,
we explore visualizing the combination of multiple, relevant parameters in the same
plot to accurately convey tie strength. Due to space limitations, however, we only focus
on the top four visualizations that were found to be most useful and meaningful by our
participants, as shown in Figures 2–5. Low-ranked visualizations are shown in Figure 1
and Figures 10–16 in Appendix.

We evaluated these diagrams through two rounds of user studies. The goal of the
first study was to help us qualitatively understand the pros and cons of each of these
visualizations, and filter out less useful visualizations. The goal of the second study was
to measure the meaningfulness, intuitiveness, and applicability of these visualizations
to a range of use cases. Towards this end, we took the top four visualizations from the
first study and conducted a series of tests using Mechanical Turk.

4 Study 1: Formative Study

The objective of this first study was to choose a subset of the 12 diagrams that people
find intuitive and helpful in evaluating social tie strength. Note that our goal was not to
directly compare the diagrams against each other, but rather to understand what kind of
information was useful and desirable to users.

In this study, we recruited 19 volunteers (9 females and 10 males) from diverse lo-
cations, including universities, a professional/office building, and a coffee shop. Partic-
ipants were in the age range of 21 – 54, with various educational backgrounds (from
high school graduates to doctoral degrees), and the interview took 20 minutes. In terms
of the technical background, all participants were computer-savvy, using computers for
at least 10 hours per week.

Procedure. We invited each participant to a room and described 12 diagrams in ran-
domized order. After describing each diagram, we asked the participant to provide feed-
back on the diagram. Throughout the study, we asked the participant to speak out loud.
After seeing all 12 diagrams, we asked the participant to group them in 3 categories:
like, dislike, and unsure. We asked reasons behind the decision and asked the participant
to pick the best 3 diagrams that (s)he would use to infer tie strength.
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Fig. 2. Diagram A.
This diagram presents
frequency and recency
of interaction, length of
relationship, reciprocity,
and the number of
mutual friends using
colored bars. 10 par-
ticipants selected this
diagram as one of their
top 3 choices.

Results. In general, participants selected diagrams that they identified as simple, in-
tuitive, and/or fun to examine. Figures 2–5 had the highest rankings overall from the
formative study. Below, we describe the design rationale behind each of these 4 dia-
grams and the feedback that the study participants provided.

4.1 Diagram A: Bar Graph Visualization of Interaction Frequency

Diagram A focuses on displaying how frequently a user has interacted with his friend(s)
using bars over the length of their relationships (Fig. 2). In particular, Diagram A illus-
trates the following parameters:

– Length of relationships is displayed on the x-axis in logarithmic scale. We chose
this design to let people easily see older information about interactions, as well as
more recent interactions.

– Interaction frequency is displayed on the y-axis using colored bars. For example,
users see that the interaction frequency between Bob and Carol has been decreasing
as the sizes of the bars on both Bob’s and Carol’s sides are decreasing; on the other
hand, the interaction frequency between Bob and David has been increasing.

– Interaction reciprocity is shown based on the proportion of the bar sizes. For exam-
ple, equal-sized bars on a graph implies that two users interact reciprocally; how-
ever, if one side’s bar is significantly longer/shorter than the other side’s bar, the
interaction has been one-way.

– Recency of interaction is portrayed based on the existence of the most recent bars
on the graph. In Fig. 2, Bob and Carol’s most recent interaction was last week.

– Number of mutual friends is represented by the number of distinct graphs on a single
plot. In Fig. 2, the viewer and Bob have two mutual friends: Carol and David.

We plot average interaction frequencies with colored background for those who are
on a diagram. From Fig. 2, pink background represents the average interaction fre-
quency that Alice has with all her other friends. Hence, this diagram enables users to
approximate “friendship level” in comparison to average friend: users can compare if
Alice interacts more or less frequently with the given mutual friend, and perceive better
tie strengths between Alice and the mutual friend.

Analysis of Diagram A. Diagram A emphasizes the interaction frequency over time.
Objectively presenting the actual interaction frequency may be challenging; for
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Fig. 3. Diagram B. This diagram
presents friendship level, length of
relationships, recency of interac-
tion, and number of mutual friends
on a Polar coordinate system. 8 par-
ticipants selected Diagram B as one
of their top 3 choices.

example, an introvert user may have low frequency values compared to an extrovert
user. On the other hand, by providing an average value on all diagrams and by normal-
izing the average value to be consistent, Diagram A enables users to remove such biases
and evaluate the relative frequency values in an intuitive manner.

Extra information regarding the interaction frequency can be encapsulated in Dia-
gram A. For example, users can place the mouse pointer over a bar to get the percentage
of online versus offline communications.

A potential limitation of Diagram A may be the scale issue when multiple graphs
are shown on a single plot. Fig. 2 displays two graphs, and people may feel overloaded
when multiple graphs, with distinct colors, are displayed.

Feedback on Diagram A
Pros. 10 out of 19 participants picked Diagram A as one of their top 3 choices. In
particular, participants expressed their preference of this diagram in terms of their fa-
miliarity with the bar graphs and the simplicity for understanding its implication. One
participant expressed enthusiasm since this diagram can preserve privacy with ambigu-
ity: “[h]aving reciprocal interaction means good relationships, but having no interaction
does not necessarily mean negative relationships.”
Cons. Although 10 participants picked Diagram A as one of their top 3 choices, they
were cautions of sharing their own Diagram A with others. Two participants mentioned
that this diagram seemed to reveal information in detail, and 3 people raised the possi-
bility of misinterpretation: given 2 interaction frequency diagrams – one with the par-
ticipant’s significant other and the other with the participant’s close friend – on a single
plot, the significant other may get upset that the friend is a stronger tie to the participant.

4.2 Diagram B: Polar Coordinate Visualization of Friendship Level

While Diagram A portrays the variations of interaction frequencies over time on the
Cartesian coordinate system, Diagram B emphasizes the changes in friendship level on
the Polar coordinate system using line graphs (Fig. 3). By placing a user (Alice) on the
center, a curve (of Bob) approaching the center can be intuitively interpreted as they are
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getting closer to each other in terms of friendship; on the other hand, a curve moving
away from the center may indicate that their friend relationships are not as good as
before. Diagram B illustrates the following parameters:

– Length of relationship is displayed over the angle in logarithmic scale.
– Friendship levels are displayed at uniformly distributed distances away from the

origin with the scales of top 5, 10, 20, 50 best friends, and acquaintances.
– Number of mutual friends is represented by the number of distinct graphs on a single

plot. In Fig. 3, the viewer and Bob have two mutual friends: Carol and David.

Analysis of Diagram B. Friendship level is another way of indicating tie strength,
and Diagram B illustrates friendship levels using the Polar coordinate system. We as-
sume that a system can automatically deduce friendship ranking among all friends. We
conjecture that placing a targeted user on the center of the diagram and showing the
changes in friendship level with lines over time is one of the natural ways of visualizing
tie strength. Hence, people may find Diagram B attractive and intuitive.

Feedback on Diagram B
Pros. Most people provided positive feedback on Diagram B. For instance, one partici-
pant commented that “the information is composed organically.” Three people admitted
the the circular shape made this graph harder to understand, but they were still attracted
to this design. Eight participants selected Diagram B as one of top 3 choices because
the information was displayed in a clear manner and they could easily infer relationship
changes by examining the flow of the lines.
Cons. Those participants who put Diagram B into the “dislike” category indicated that
the circular orientation made this diagram hard to read. One participant also mentioned
that this diagram took time to understand how the tie strength was portrayed. Another
participant commented that Diagram B did not display too much information.

4.3 Diagram C: Line Graph Visualization of Interaction Frequency

Line graphs are useful in displaying increases and decreases in values over time. We
apply line graphs in Diagram C where they depict the variation in interaction frequency
over the length of relationships (Fig. 4). Diagram C illustrates the following parameters:
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– Length of relationships is displayed on the x-axis in logarithmic scale.
– Interaction frequency is displayed on the y-axis without a detailed scale.
– Interaction reciprocity is shown using the amount of shade on each plotted dot. For

example, a fully-colored dot implies that the interaction is reciprocal, and a half-
colored dot implies that the interaction is one-way where the originator is based on
the side of the color as shown in Fig. 4.

– Recency of interaction is conveyed based on the most recent point on the graph. In
Fig. 4, Bob and Carol’s most recent communication was last week.

– Number of mutual friends is represented by the number of distinct graphs on a single
plot. In Fig. 4, the viewer and Bob have two mutual friends: Carol and David.

Similar to Diagram A, we introduce an average interaction frequency line on Dia-
gram C, which represents the average interaction frequency that Alice has with all her
other friends. This average line enables users to infer approximate “friendship level”
relative to average friends. With this average, users can compare if Alice interacts more
or less frequently with the given mutual friend, and can perceive better tie strengths
between Alice and the mutual friend.

Analysis of Diagram C. Diagram C maps the same set of parameters as Diagram
A. However, the reduced reciprocity information on Diagram C enables overlaying the
lines which results in a more compact representation as well as the ability to more
easily compare the different friendship levels. Instead of a bar graph, Diagram C is a
connected line graph. Along with the average line, users may find Diagram C simple
to read and easy to interpret. Furthermore, Diagram C can encapsulate extra informa-
tion (e.g., percentage of online and offline communication and the reciprocity ratio) by
placing a mouse pointer over each dot.

Feedback on Diagram C
Pros. Participants enjoyed the representation of reciprocity on this diagram. Seven
participants who picked Diagram C as one of their top 3 indicated that this diagram was
easy to read and understand. They also mentioned that comparing multiple graphs was
straightforward.
Cons. Two participants mentioned that the symbols to represent reciprocity versus
one-wayness were confusing. Instead of using the same color within a circle to repre-
sent reciprocity as shown in Fig. 4, they suggested using different colors or textures to
represent reciprocity on each graph.

4.4 Diagram D: Dot Graph Visualization of Distinct Collocation

People tend to spend a lot of time together with their strong ties. However, the amount
of time spent together by itself may not be a robust parameter to infer tie strength due
to high false positive rate. For example, co-workers spend a lot of time together while
they may not necessarily be close friends. On the other hand, people do not tend to
visit many distinct places with casual acquaintances; people only interact with casual
co-workers at their work place. Based on this observation, we conjecture that strong ties
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Fig. 5. Diagram D. This diagram displays the
magnitude of the number of distinct places
Alice visited together with her other friends
and how much time Alice has spent interact-
ing with them. 8 participants selected Dia-
gram D as one of their top 3 choices.

can be distinguishable based on the number of collocation and duration of interaction.
Diagram D (Fig. 5) maps the following parameters:

– Number of distinct collocations is mapped on the y-axis, ranging from a few to a lot
of locations.

– Duration of interaction is mapped on the x-axis, ranging from little interaction to
a lot of interactions, expressed in terms of time. In this diagram, the time duration
includes not only physical but also other offline and online interactions.

– Number of mutual friends is displayed using dots over the plot.
– Reciprocal interaction is implied in this diagram since physical interactions can

only occur when two people are near each other’s vicinity.

For example, Fig. 5 shows that Alice and Carol have been spending a lot of time
together while visiting many distinct places, possibly implying their strong-tie friend
relationship. On the other hand, Alice and Eve have been spending a lot of time together
but in few places, possibly implying a weak-tie co-worker or classmate relationship.

Analysis of Diagram D. Diagram D incorporates fewer parameters than others. We
presumed that such simplicity would be better in preserving users’ privacy, and that
people would find this simpler diagram easy to understand and suitable for a number of
use cases.

Feedback on Diagram D
Pros. All participants emphasized that Diagram D was straightforward and simple to
understand. They also enjoyed to see a large number of mutual friends on the same plot.
Cons. Although participants enjoyed the simplicity, three of them raised the issue that
it might be hard to determine the relationship since they might not get as much informa-
tion from this diagram versus the other diagrams. Also, two participants were confused
by the yellow and green quadrant representations and suggested better use of colors.

4.5 Summary of Study 1

The formative study enabled us to pick the top 4 diagrams that people expressed suit-
ability and usefulness in inferring tie strength.
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Fig. 6. Scatterplot showing diagram popu-
larity vs. understandability in inferring tie
strength. This diagram shows that the popu-
lar diagrams (e.g., Diagrams A–D, L) were
easier to understand and infer tie strength
compared to those low-ranked diagrams (Di-
agrams E–K). Note that we selected Diagram
C over Diagram L as one of the top 4 dia-
grams because participants indicated that Di-
agram C carries more information and is eas-
ier to infer tie strength than Diagram L.

Fig. 6 summarizes the relationship between the participants’ understandability in in-
ferring tie strength and the popularity of 12 diagrams (Diagrams F – L are in Appendix).
In summary, the participants favored diagrams that are easy to understand and infer tie
strength. Note that Diagram C and Diagram L both received 7 votes. However, we se-
lected Diagram C as one of the top 4 choices based on two reasons: 1) the participants
indicated that Diagram C carries more information that would be useful to infer tie
strength compared to Diagram L, and 2) Diagram L visualizes the same parameters as
Diagram B for which a lot of participants expressed their fondness.

5 Study 2: Evaluation of Visualizations

Using the top 4 diagrams from Study 1 (as rated by participants), we conducted an
online user study to analyze if the top 4 diagrams convey semantically meaningful and
useful tie-strength information to users, and if these diagrams are easy to interpret and
understand. we also studied the applicability of these diagrams to other use cases.

5.1 User Study Background

We conducted an online survey using Amazon Mechanical Turk (MTurk). We followed
common methodologies for running MTurk studies [8, 18]. We wanted to focus on
U.S. participants first; hence, we set the location restriction flag on MTurk to invite
only users located within the U.S.

Our online survey had two rounds: the first round was to analyze meaningfulness and
intuitiveness of Diagrams A–D, and to solicit other use cases for the diagrams. Based
on the use cases that participants provided, we designed a follow-up survey to evaluate
the applicability of Diagrams A–D to various use cases.

From 201 total participants, we analyzed the responses from 96 participants who
completed both rounds after eliminating careless users as follows: 1) we eliminated
anyone who provided contradicting answers to simple questions that we purposefully
asked multiple times with different wording, and 2) we eliminated anyone who provided
the same answers (both multiple-choice and fill-in answers) for at least 3 diagrams. The
demographics of the 96 participants are as follows: 73% female and 27% male within
the age range of 16 – 41 (μ = 36.4, σ = 9.4), all living in the U.S. All participants,
even those we eliminated, were paid at least $1.00. Participants who provided accurate
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answers in the comprehension section of our study were paid $2.00. Finally, participants
who returned for our follow-up survey on use cases were paid an additional $0.30. Thus,
the 96 participants whose data we report on were paid $2.30 each.

5.2 Study Scenario

We used a within-subjects design and asked study participants to play a role as follows:
“You are coordinating a surprise party for your best friend Alex. You would like to invite
Alex’s best friends whom you don’t know, but you don’t want to ask Alex directly. You
found an application which analyzes how close people are to Alex. This application can
show you 4 different diagrams, each of which draws different features to represent how
close of a friend a person is to Alex. You are now ready to explore all 4 options and find
out whom to invite to Alex’s surprise party. Please explore each diagram carefully and
answer the questions.”

To minimize biases, we randomized the order of Diagrams A–D, and for each dia-
gram, we described in detail what parameters the diagram visualizes and how users can
interpret them along with some examples. We then asked questions on each diagram
to test comprehension, meaningfulness, and intuitiveness. At the end of the study, we
asked the participants to provide other use cases for each diagram in their own words.

5.3 Study Results

For all analyses reported in this section, we conducted repeated measures ANOVA tests
using Greenhouse-Geisser correction (if the sphericity assumption was violated) and
post-hoc pairwise comparison tests using the Bonferroni adjustment.

Comprehension. To measure how well participants comprehended Diagrams A–D, we
asked 5 questions about each diagram; we asked 3 questions pertaining to the individual
parameters that each diagram illustrates (e.g., when was the most recent interaction
that Alex and Bailey had?, how many distinct places did Alex and Casey visit?), 1
question for interpreting the graphs in general (e.g., how did the interaction frequency
change between Alex and Bailey over the last year?), and 1 question for comparing
two different graphs/points on each diagram (e.g., between Casey and Drew, who did
Alex interact more frequently with last week?). Note that not all diagrams carry the
same parameters and the same information; hence, we modified some questions on the
diagrams while maintaining the same relative level of difficulty.
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Fig. 8. Partial order graph from the Bonferroni post-hoc pairwise test based on (a) comprehension,
(b) accuracy, (c) appropriateness, and (d) intuitiveness of Diagrams A–D. An arrow from X to
Y means that Diagram X is statistically significant than Diagram Y in each property with 95%
confidence rate. A p-value is shown next to the corresponding arrow.

Figure 7 shows the percentage of correctly answered questions on each diagram. As
Figure 7 shows, all diagrams achieved high comprehension rate (over 90%). In particu-
lar, some diagrams resulted in significantly better comprehension than others according
to the ANOVA test (see Table 1). Post-hoc pairwise comparison tests reported that Di-
agram D resulted in significantly higher comprehension rate compared to Diagrams A
and C, and so did Diagram B compared to Diagram C. Figure 8(a) is the partial order
graph based on this pairwise comparison test results.

Meaningfulness. To evaluate meaningfulness, we asked participants to evaluate how
accurately each diagram portrays tie strength and how appropriate each diagram is for
surprise party invitation, both using the 7-point Likert scales (1: not meaningful at all
– 7: very meaningful). We used subjective measures to capture people’s perceptions of
how accurately each diagram portrays tie strength and how appropriate each diagram is
for the use case of surprise party invitation.

An ANOVA test (χ2 = 11.84, p = 0.037) reported that the mean accuracy ratings
of 4 diagrams were statistically significant as shown in Table 1. The partial order graph
based on the pairwise test results is shown in Figure 8(b). Based on the results, we can
conclude that Diagram B, depicting the level of friendship over length of relationship,
is the visualization that participants rated as portraying tie strength most accurately.

In terms of how appropriate each diagram is for the use case of surprise party invita-
tion, an ANOVA with the sphericity assumption satisfaction (χ2 = 16.83, p = 0.005)
reported that mean appropriateness differed with statistical significance among 4 dia-
grams (see Table 1). The partial order graph based on the pairwise test results is shown

Table 1. Means and repeated measure ANOVA results for design goals (N = 96). The highest
means that are statistically significant from others are highlighted in bold.

Comprehension Accuracy Appropriateness Intuitiveness
min:0 max:5 min:1 max:7 min:1 max:7 min:1 max:7

A 4.623 ± .079 5.146 ± .147 5.104 ± .183 4.521 ± .200
B 4.823± .071 5.667± .152 5.708± .159 5.198 ± .168
C 4.544 ± .072 5.229 ± .139 5.188 ± .160 5.167 ± .146
D 4.948± .027 5.031 ± .154 5.115 ± .175 6.135± .100

ANOVA
F (2.365, 285) = 8.30 F (2.748, 285) = 4.29 F (3, 285) = 4.06 F (2.657, 285) = 20.00

p < 0.0005 p = .007 p = .008 p < 0.0005
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in Figure 8(c). Based on these results, we can conclude that Diagram B is the most ap-
propriate visualization to infer tie strength for the use case of surprise party invitation.

Intuitiveness. We asked participants to rate how intuitive each diagram was to under-
stand given a Likert scale from 1 (not intuitive at all) to 7 (very intuitive). An ANOVA
test (χ2 = 21.17, p = 0.001) reported that mean intuitiveness differed statistically sig-
nificantly among 4 diagrams as shown in Table 1. Figure 8(d) is the partial order graph
based on the pairwise-test results. Hence, participants found Diagram D as the most
intuitive visualization.

Use Cases. We wanted to understand what participants thought about using 4 diagrams
for other use cases. To evaluate use cases, we asked participants to provide their own (if
possible). Based on participants’ feedback, we created a follow-up survey and invited
them back to select the diagram(s) they deemed suitable for each use case.

Figure 9 is the bar graph summarizing the result for the use cases. We provided 4
examples based on our conjectures: 1) validating Facebook friend inviter, 2) validating
product recommenders on Amazon, 3) verifying the renter of the participants’ vehicles,
and 4) finding a roommate. Among many examples that the participants provided, we
show the following on Figure 9: 1) finding a babysitter, 2) finding close people for
determining table seatings, 3) analyzing crime investigation, and 4) learning whom the
participants’ children hang out with.

Overall, Diagram B had the highest scores on all use cases except crime investi-
gation; for this case, the participants reported that Diagram A, depicting interaction
frequency, and Diagram D, depicting collocation, are suitable.

6 Discussion

Table 2 summarizes how Diagrams A–D satisfy the design goals based on the partici-
pants’ feedback. Based on the study results, we can conclude that Diagram B, depicting
the changes in the friendship level over the length of time period using simple lines, is
the best tie-strength visualization among 4 designs since it was ranked to be the most
meaningful diagram and had a high comprehension rate. For implementation, further
study may be needed to study how to represent such concrete friendship levels using
online and offline communications.

One major complaint about Diagram B was that the Polar coordinate system was
challenging to read (although it graphically depicts distance from the center point);
indeed, Diagram C plots the interaction frequency over length of time using simple
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Table 2. Summary of design goal sat-
isfactions for Diagrams A–D. A dot is
placed on the diagram with the high-
est mean value that was statistically sig-
nificant from other diagrams for each
property.

lines on the Cartesian coordinate system. However, a recurring downside of Diagram C
was the representation of the reciprocity: users expressed the difficulty of understanding
the definition of reciprocity. Hence, we leave it as a future study to verify the criticality
of reciprocity for inferring tie strength for context-dependent trust decisions.

Privacy. In this paper, our main focus was to study the utility of the visualizations.
Although these diagrams show sensitive information, it is also abstracted to minimize
specific details, such as when calls are made or what the content of the communica-
tions are. Furthermore, privacy-sensitive data is aggregated and normalized, without
revealing exact values, and release of tie strength visualization information is entirely
voluntary. Thus, a user can suppress releasing information that s/he does not feel com-
fortable about. For example, one participant in Study 1 mentioned, “I like [Diagram
A] since it doesn’t look trivial to figure out the exact interaction frequency. To me, this
diagram greatly preserves privacy.” Another participant also mentioned, “although [Di-
agram D] shows less information than other diagrams that I’ve seen so far, I think this
diagram can still be useful. But I’m not quite sure how helpful this diagram would be to
check how close people are.” We plan to study privacy aspects in our future work once
the utility is recognized.

7 Conclusion

We explored the design space of visualizing interpersonal tie strength to empower users
to make their own informed, context-dependent trust decisions for various collaborative
activities. We designed 12 different diagrams for visualizing tie strength, based on data
that have been shown to be feasibly gathered from smartphones and online interactions.
In our first user study, we solicited qualitative feedback from our participants regarding
our designs, and based on this feedback, we narrowed our visualizations down to four. In
a second user study, we were able to analyze how comprehensive, meaningful, and easy
to understand our visualizations were. Although we found that participants appreciated
the applicability of our visualization to a wide range of collaboration use cases, future
research still needs to determine the extent of its suitability.
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A Low-Ranked Diagrams

The following diagrams, along with Diagram E in Figure 1 are the ones that were not
selected as top 4 diagrams from Study 1.
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Fig. 10. Diagram F. This diagram shows how far away from a random reference location two
people have been interacting over a period of a year, how much time they have been spending at
each location, and whether the interactions happened on weekdays or weekends.
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Fig. 11. Diagram G. This diagram shows how far away from a random reference location two
people have been interacting over a period of a year, how much time they have been spending at
each location, and whether the interactions were before 6:00 PM or after 6:00 PM.
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Fig. 12. Diagram H. This diagram shows the number of distinct locations that Alice has physically
been collocated with her friends Bob and Carol over a period of a year, and how much time they
have been spending at each location, and whether the interactions took place on weekdays or
weekends.
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Fig. 13. Diagram I. This diagram is a variation of Diagram H, emphasizing distinct collocations.
Unlike Diagram H, this diagram visualizes collocations of two people using blocks. Different
colored blocks represent distinct locations and the size of the blocks indicates the amount of time
two people have spent together.
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Fig. 15. Diagram K. This diagram plots two user’s interaction frequency over time, as in Diagram
A. In contrast to Diagram A, Diagram K displays an additional parameter: time of day.
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Abstract. Many privacy issues concerning photos on the Web and par-
ticularly the social Web have been discussed in the past. However, much
of this discussion is based on anecdotal evidence and has focused on
media uploaded by users themselves. We present the results of a survey
conducted with 414 participants that studies user awareness of privacy
issues concerning the sharing of media including media shared by others.
We additionally investigate the current perception of metadata privacy,
since metadata can amplify threats posed by photos on the Web, for
instance by tagging people or linking photos to locations. Furthermore,
we present how this metadata can be used to help to protect private in-
formation and discuss the concept of a privacy-privacy-tradeoff and how
this can be used to enable people to discover photos relevant to them
and therefore regain control of their media privacy.

Keywords: privacy, awareness, social media, photo sharing, metadata,
privacy-privacy-tradeoff.

1 Introduction

A multitude of privacy issues with online photos have been discussed in the past
years [1,3,2,6,7,10,12], with photography in general being a point of contention
for privacy issues for over a century [13]. The thought of being depicted in a
photo somewhere on the Web is already a privacy concern for some people:
Even a picture of someone at a perfectly harmless location may raise objections.
People feel even more threatened by pictures showing them in embarrassing
situations, doing socially questionable things, or at a place or with someone
they would rather deny having been with. Research has shown that people feel
their privacy threatened by photos taken by nearly any other person, no matter
if they are from people outside [1] or inside their social circle, including friends
and family [3]. Furthermore, media content may not just harm personal privacy,
but can also cause immediate effects, since employers, insurance companies and
banks use such information to gather knowledge about employees or clients. An
increasing number of people have become cautious about sharing personal data
in social network services (SNS). Yet, SNS users still create threats to their
own privacy by accidentally disclosing compromising pictures of themselves to
the public. Access control facilities offered by SNS help people keeping their
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media private up to a certain degree, though usability or comprehension issues
often complicate the effective deployment of privacy settings [6,10]. Aside from
these relatively obvious problems, other threats have not yet received sufficient
attention: Shared photos not only affect the uploaders’ privacy, but the privacy
of all persons visible in the photo. Threats posed by such photos are particular
insidious, since the potential victims are not involved in the uploading process
and thus cannot take any preemptive measures against being depicted online.
While for instance tagging people in photos can be prevented in current SNS,
there currently are no countermeasures to the upload itself except legal actions or
demanding that the media be taken offline again. Since online sharing of media
cannot be simply prohibited, raising awareness about shared media on the Web
is the key issue to address privacy concerns arising from the increased use of the
social Web.

For privacy threats of shared media to take effect, two requirements have to
be fulfilled: To cause harm, media needs to be able to be associated to a person.
In addition, the media in question must contain objectionable content for that
person. The association and the content can both be either non-technical – i. e.
only recognizable by humans – or technical – i. e. content actively linking to
a personal profile, or metadata containing a compromising time or location. In
this context, the metadata plays an integral role: It stores additional information
besides the picture itself and is easily machine-readable. The use of contemporary
cameras and especially smartphones amplifies the privacy threat posed by shared
media: Current cameras are capable of gathering location information via GPS
or Wi-Fi-tracking and automatically embed it into photos. Latest applications
additionally integrate facial recognition functions that aim to automatically tag
individuals in photos. Modern devices ease the annotation of shared media with
information that may give rise to privacy concerns.

In this paper, we focus on threats posed by photos shared by others and
analyze their relevance by presenting results from an online survey. We discuss
awareness of media sharing as a key issue in Sect. 2 and examine the current
importance of metadata privacy in Sect. 3. Our analysis is based on the results
of an online survey with 414 participants, showing that while most participants
are aware of possible privacy threats, they also see a need for a better chance to
effectively control which photos depicting them are shared. Using a prototypical
system, designed to raise awareness about media sharing, we discuss privacy-
privacy-tradeoffs that disclose certain private information to a social network
privacy service to regain control over more important private information in
Sect. 4. Finally, we conclude this paper in Sect. 5

1.1 Survey Design and Participants

The remainder of this paper describes the results of an online survey. We will
introduce the individual parts of our survey in combination with the respective
results in separate sections.
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1,418 members of a university-related mailing list were invited to participate
in the survey. The invitation asked for participation in a survey on privacy
issues of media sharing. While explicitly mentioning privacy has possibly caused
selection bias, we intended to recruit users interested in this topic to investigate
a best-case scenario. As an incentive for participation, we offered participants
an option to enter a raffle for two $ 60 vouchers from Amazon.

We received 414 complete and valid answers. 53.9% of our participants were
male and 46.1% female. About 25% of the participants already had at least
one university degree. The average age of participants was 23±4 years. 22.2%
indicated a high or very high technical expertise. According to Westin’s privacy
segmentation index [9], 91.8% of the participants were classified as privacy prag-
matists, 6.0% as fundamentalists and 2.2% as unconcerned. Thus most of our
participants handle their online privacy pragmatically depending on the situa-
tion, indicating that most of them would therefore not simply be uninterested
in privacy controls nor demand them regardless of the real threat, but present
differentiated opinions on the topic at hand.

Normality testing indicated significant deviations from the normal distribu-
tion (Kolmogorov-Smirnov) for most rating variables as expected, which is why
we employ non-parametric test measures to discuss our results.

2 Online Photo Awareness

When reports about employers and banks using social media to gain knowl-
edge about their employees and customers increased, privacy problems of shared
media began to catch the public’s i.e. the media’s attention. However, the ex-
tent to which this attention actually translates into user actions or awareness
is unknown. Thus, one goal of our survey was to learn about the extent of the
awareness users currently have concerning online photos they might be depicted
in. Are people really aware of the threat posed by pictures shared by others and
their possible impact? Do users realize that pictures they are not tagged in also
cause privacy issues?

2.1 Linking Media to People

Most of the popular SNS like Facebook or Google+ and media-sharing sites like
Flickr allow users to tag objects and people in the media they upload. Media can
be commented on, annotated with keywords, or directly linked to a person. The
direct link between profiles and photos thereby was initially met with a great
outcry of privacy concerns. Such links simplify finding pictures of people beyond
the content they consciously share in their profiles. For this reason, current SNS
allow their users to either completely forbid others to link them in shared media
or to approve links before they become visible to the public. However, such
links also have a positive side: When tagged in a photo, users usually receive
notifications about the link and consequently about the photo that might raise
privacy concerns. Based on this notification, users can check the picture and
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possibly have unwanted content removed or access restricted [2,12]. One goal
of our survey was to find out to what extent users are aware of the positive
effect of such tags. To gather reasons for tagging others in photos, we asked
our participants how frequently they tag someone for specific reasons, using a
7-point scale from not at all to very often (cf. Fig. 1). 30% of the participants
stated that they never tag people in their photos just to notify the tagged user.
The remaining 70% rated this item with a mean rating of 5.34 (sd = 1.42),
indicating that this is a valid reason for tagging for most users. Likewise, 54.8%
of all participants stated that they never tag someone in a photo to make other
people aware of this photo. For the remaining participants, this also appears to
be a less important reason with a mean rating of 3.73 (sd = 1.55). The numbers
indicate that our participants rather tag their friends to notify them about their
presence in pictures than to distribute their photos to others.

To assess the perception of being tagged, we asked participants to rate their
feelings on the effects of being tagged in photos, on a 7-point scale from (1) like
it very much to (4) neutral and (7) dislike it very much (cf. Fig. 2). The results
indicate that becoming aware of photos of oneself is not the most important effect
of tagging for our participants. This mirrors the Web 2.0 spirit: Most participants
state they significantly prefer (Wilcoxon test, Z = −3.41, p = .001) finding
photos of others with a mean of 3.51 (sd = 1.37) to finding photos of themselves
with a mean value of 3.79 (sd = 1.8). However, participants also stated that they
rather dislike that others can find their photos because of tags with a mean of
4.77, sd = 1.55. These results confirm typical assumptions about social sharing:
SNS users like to be able to easily find photos of others while they dislike others
being able to easily find pictures of themselves. Feelings about being informed
about pictures of oneself tend to be more neutral which indicates that they see
only little to no awareness benefits in being tagged. Therefore, people rather tag
to follow the Web 2.0 spirit than for privacy reasons.

count [%]

spread photo
notify tagged

50 0 50

items
not at all                very often

Fig. 1. (q13) How frequently do
you tag for these reasons?

count [%]

others > of myself
I > of others
I > of myself

50 0 50

items
like it very much       neutral      dislike it very much

Fig. 2. (q14) Rate the effect of people
tags: Who finds photos of whom

Limits of Tagging. The positive side of tagging people with profile links should
not be underestimated. Indeed, such links are the only solution available in
current SNS to notify people of photos of themselves besides any out-of-band
communication between photographers and depicted people. The links offer a
certain level of awareness, but one has to keep in mind that they are limited
to photos of friends or indirect friends, because outside of these circles, access
control, missing social connections and the lack of interest prevent notification.
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To judge the seriousness of this deficit, we tried to assess the origin of privacy
issues from the users’ viewpoint. We asked our participants to rate the extent of
a possible privacy violation by photos shared by different groups of people on a
7-point scale from very low to very high (cf. Fig. 3). Most respondents rated any
violation higher than very low : Only 1.4% of the participants rate a possible
violation to be very low regardless of who shared the photo. The participants
rate the violation level of photos shared by friends to be the lowest with a mean
of 3.64 (sd = 1.85). Photos shared by friends of friends were rated to caused
a medium level of violation on average (4.69, sd = 1.66) and the media shared
by strangers was rated highest with an average rating of 5.23 (sd = 1.95). The
differences in mean ratings are significant (Friedman test, χ2

2 = 185.41, p <
.001)). Additionally, 47% of participants rated privacy violations by strangers’
photos consistently higher than those caused by direct and indirect friends. We
conclude that participants perceive threats caused by strangers’ photos to be
worse than other privacy violations. In contrast to photos posted by direct or
indirect friends, photos uploaded by strangers are neither tagged with entailing
links, nor do they result in any notification. Therefore, profile links as a privacy
feature have serious deficits because they do not cover this scenario.

The results on the extent of a possible privacy violation suggest that partic-
ipants seem to believe that others do not comply with a “moral obligation”, as
described in [2], even though most people declare they think about other users’
privacy when sharing media: We asked the participants to rate the influence of
threats to others and threats to themselves as decision-making criteria for shar-
ing a photo using a 7-point scale from not at all to very much. Only 2% of our
participants answered that they do not think about threats to others at all when
sharing photos on the Web. Within the remaining participants, about 61% rate
threats to others and threats to themselves with the same value. Interestingly,
6.6% of participants rated threats to others as a sharing criterion higher than
threats to themselves.
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Fig. 3. (q17) Estimate a possible pri-
vacy violation of photos shared by ...
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Fig. 4. (q19) How well do you feel informed
about all photos of yourself?

2.2 Awareness Today

In the context of shared photo awareness, we also need to consider photos that
contain identifying information but are not linked to profiles. Compared to pho-
tos directly linked to a person’s profile and therefore immediately discoverable
photos, unlinked photos are more critical: A tag that contains identifying infor-
mation is attached to a photo, but no link to a person’s profile is made. This
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can technically be implemented in a multitude of ways, ranging from mention-
ing a name in the headline or a comment in a SNS, to metadata that describes
depicted people stored in the image file. While the potential damage of course is
smaller, the threat can remain hidden far longer, because no automated mecha-
nism helps to find this image. Currently, the only way to combat this threat is
for the concerned person to pro-actively crawl the Web in search of such photos.
We asked the participants of our survey to estimate the risk of someone finding
a photo of them anytime in the future that this someone should not have seen.
They assessed the likelihood of three scenarios of how they could be associated
to a picture using a 7-point scale from very low to very high. While 24% of the
participants rated the risk of someone finding a photo that was previously linked
to a SNS profile to be very low, only 11% rated that risk to be very low if the
photo contained personal references in the metadata or if they are only visible
in a photo. This is an obvious result, since the tagged person is notified about
photos linked to his or her SNS profile and can therefore be removed if necessary.
Users see more future threats in unknown photos with personal references than
in those they are only visible in: In the former case, 45% of the participants
rated the risk to be in the worst three elements of the scale, while only 35% did
so in the latter case. This difference is statistically significant (McNemar test,
χ2 = 10.32, p = .001). This indicates that participants believed photos with
actual personal references in the metadata to be more easily discoverable, for
instance using a search engine, than those they are only visible in.

Finally, our study addressed to which extent users are satisfied with currently
available options to become aware of photos of themselves. Thus we first queried
respondents how they are currently becoming aware of photos of themselves,
using a multiple-choice question. 75% stated that they automatically get noti-
fications by email when tagged in a photo (94% of these were Facebook users);
52% of the participants stated that they get to know about photos of themselves
by chance; 39% of them hear about photos of themselves in conversations and
30% in friends’ messages; 18% actively look for photos; 4.6% get informed by
messages from non-friends; and 3.4% stated that they do not become aware of
photos of themselves at all. Automated notifications are only possible in the case
of profile-linked tags in current SNS. It is important to note that all the means
of becoming aware of photos presented to the participants are not applicable in
the case of non-linked tagging or missing tags.

Furthermore, we asked our participants to rate how well they feel informed
about several types of photos of themselves on the Web, on a 7-point scale from
completely sufficient to completely insufficient (cf. Fig. 4). Concerning decent
photos, their perceived level of available information was a little better than
neutral (3.2, sd = 1.85) and concerning objectionable photos, their average per-
ception was exactly neutral (4.0, sd = 1.85). In detail, 22% stated that their
level of information is completely sufficient concerning decent photos of them-
selves while 25% chose a level from worse than neutral to completely insufficient.
In contrast, only 11% state a level of completely sufficient concerning objection-
able photos, while 39% of the participants assert that their level of information
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about bad photos of themselves was worse than neutral to completely insufficient.
Again, the differences between these values are statistically significant (McNe-
mar test, χ2 = 50.77, p < .001). We finally asked the survey participants whether
they would like to use a service that helps them finding relevant photos, which
requires its users to manually screen potential photos. 53.1% of them answered
with a clear yes and 41.8% were interested in using such a service. Only 3.6%
argued that the effort of screening would overbalance benefits. Others called on
the uploaders’ moral obligation or denied being depicted online at all.

2.3 Summary

Becoming aware of uploaded photos that a user is visible in is the key issue for
combating privacy threats created by online media. Popular services allow their
users to tag people in shared media. Mostly, tagging creates a link to the profile of
that person. The tagged person is notified and can take action. Respondents did
not see very much awareness benefits in such linked tags. Even if these features
were fully appreciated, the privacy benefit is limited to photos of direct and
indirect friends within their circles of friends. Photos shared by other people
and outside of service boundaries cannot benefit from such mechanisms. Yet,
users rate exactly those photos to pose the biggest threat for a possible privacy
violation. In order to become aware of all relevant photos, photos with non-
linked personal references as well as photos without any reference to a person
have to be considered. For these types of photos, there currently are no effective
possibilities to increase awareness besides manually crawling the web. When
asked in which way and how well they are informed about photos they may
be depicted in, participants’ answers confirm that improvements are needed in
the area of online media awareness and privacy. Although prior research has
shown that users tend to spend little effort in privacy settings, nearly all of our
participants are willing to invest at least some time in screening potential photos,
if this offers a chance of being informed about potential privacy violations. A
participant even offered to pay a one-time fee for such a service. The challenge
is to implement a service that caters for the users’ privacy needs and does not
create new threats to the users’ privacy at the same time.

3 Photo Metadata

Metadata is used to add valuable context information to images and helps to
order, categorize and even find images in huge media libraries or by search en-
gines. Metadata handling is integrated in nearly every image processing software
and digital camera today. Modern devices automatically save several pieces of
metadata with each photo, including the current date, time and GPS coordi-
nates and even the camera owner’s name. Additionally, an increasing number
of applications support semi-automatic tagging of photos with textual location
information based on reverse geocoding or tagging people within images. Besides
the image itself, metadata of that image can also harm the privacy of a person.
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Metadata can link people to images, for instance by storing names of photog-
raphers or depicted people. It can also contain information about the time or
location of taking a photo that can create or amplify privacy threats.

3.1 Knowledge and Nescience of Users

Regarding privacy concerns of metadata, it is important to differentiate between
data that is loosely attached to media for instance in the UI of a website and
data stored directly in an image file. While the former is typically only accessible
within the service and protected by access control, the latter is spread with the
image and is generally as persistent as the image itself. Since only a part of
all users (61% of our survey participants) knows the term metadata, we can
assume that even less know the difference between these two kinds of metadata
storage and their respective implications. In our survey and consequently in this
paper, we therefore only use the abstract term metadata to refer to additional
information of photos, such as time, headline, or tagged people, regardless of
how it is stored. During our survey, however, one participant commented: “No
difference was made between embedded metadata and metadata stored externally,
that makes a world of differences when spreading a photo”.

To estimate how users handle metadata, we asked the 253 participants that
indicated to know what metadata is to agree or disagree to a set of statements.
About 25% stated that they do not add additional metadata to photos. However,
some users might nonetheless do so in SNS, without knowing the term. About
6% of the 253 participants stated that they remove all metadata from images
before they share them on the Web and an additional 35% stated that they
remove parts of the metadata. 2% said that the online services they use remove
metadata on upload. Our participants also admitted to nescience: 58% answered
that they do not know what their SNS or media-sharing sites do with photo
metadata. 29% state that they do not know which additional information is
contained in the photos they share. About 27% of the 253 participants state
that they do not think about metadata at all when sharing images on the Web.
In contrast, 9% of the 253 state that metadata is an important part of sharing.

3.2 Private Metadata

Most research and online services consider only few pieces of metadata of photos
as confidential or related to privacy. We already discussed the practice of tagging
people in current SNS in Sect. 2.1. Beyond these kind of tags, the location of
a person or the location a photo was taken is most discussed in other papers
and one of the few that is also specifically addressed in current services on the
Web. The general term location mostly refers to GPS-basedWGS-84 coordinates.
Other location information, such as the name of a city or a point of interest, or an
address where a photo has been shot is often not considered. But, since geocoding
has become cheap and easy, coordinates and textual location information have
to be dealt with equally. However, this is generally not the case: For instance, at
the web-based photo sharing feature of Apple’s iCloud Photo Stream, WGS-84
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coordinates are removed, but any other location information is retained. This
shows that we have to extend the current notion of privacy-related information
in media metadata. Additional meta-information will raise privacy concerns in
the future: The number of cameras that write a camera identifier into photos
rises. These ids may not be as unique as a smartphone’s IMEI, but still can
be used to re-identify a camera owner. Additional concerns may arise from new
metadata standards that allow tagging people with names and bounding boxes
directly within image files. Up to now, this was only possible and known in the
context of online SNS, but applications like Google Picasa or Windows Live
Photo Gallery as well as libraries like exiv2 implement these standards today.

With our survey, we aimed to asses the users’ view of the privacy implications
of different pieces of metadata and how severe they estimate a possible privacy
violation caused by the disclosure of such data to be. We asked our participants
to rate the possible privacy impact of adding such metadata to media depicting
others on a 7-point scale from very low to very high. Additionally, we asked
them to rate the privacy impact of metadata added by others to media depicting
themselves using the same scale. Table 1 in the appendix shows details of both.

Comparing the different kinds of metadata, headline, description, and tags are
perceived to have the least impact with a mean rating of 3 (sd = 1.7) across both
questions on the 7-point scale from very low to very high. The creation date and
time of a photo (3.6, sd = 1.7), the photographers’ name (3.4, sd = 1.8), and
also broad location information, such as the city or region where a photo was
taken, (3.9, sd = 1.7) are considered to have slightly less than medium impact.
In contrast, the names of depicted people (4.9, sd = 1.8) and exact location
information, such as GPS-based coordinates or a postal address, (5.2, sd = 1.7)
are perceived as having a higher impact.

People. It is interesting to note the difference between names of depicted people
and the photographer’s name, since both indicate persons related to a photo.
Finding the name of camera owners in photos also implicates their presence at
that time and place, as long as the camera or smartphone was not lent to others.

Location. Our participants rated location as the kind of metadata with the
highest privacy impact. However, recent related work voiced doubts that loca-
tion still raises much concerns with today’s smartphone users, compared to the
beginning of the mobile era. For instance, in the “very-upset-ranking” of Porter
Felt et al. [11], the participants ranked location-related risks in the bottom half
and the actual location was ranked second-lowest out of eleven data types. Fisher
et al. [4] show that iOS users seem to pay attention to which apps they allow to
use location and do not disable the feature in general. Krumm [8] summarizes
different results, showing that people do not seem to care about location privacy.
So why does our data differ?

The prior work mainly deals with location in the context of location-based ser-
vices, the pro-active publication of locations, or the misuse of location permissions
by smartphone applications. In all these cases, location and where that informa-
tion is storedmay be less tangible to people. Our survey has been conducted in the
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context of photo sharing on the Web. In this case, location is at least connected to
a picture and eventually to additional meta-information. A photo may be seen to
last longer in the public. Photos are indeed not touchable, but muchmore concrete
in the participants’ mind than a single location recorded by an abstract service.
Caused by the higher familiarity with photos, location data in pictures may raise
more privacy concerns than in other contexts. To the best of our knowledge, no pre-
vious work compared users’ feelings about location data in different contexts. We
believe that there are different aspects that may explain the differences of results,
which we will investigate in future research.

To examine the influence of the audience when disclosing location data, we
asked our participants to rate how they felt if people get to see a photo of them
that includes location information, using a 7-point scale from very unconcerned
to very concerned with 4 as neutral. When sharing a photo with location data
with friends (2.24, sd = 1.5) or friends of friends (3.51, sd = 1.7), participants
state to be more or less unconcerned and more concerned in the case of other
people (5.16, sd = 1.8). However, when it comes to servers, for instance the
service that hosts the photo (5.23, sd = 1.8) or a privacy service that searches
for depictions (5.28, sd = 1.9), people state to be even more concerned, which
is contrary to the results of Felt et al [11]. The scenario of a privacy service will
be discussed in the next section.

3.3 Summary

In this section, we discussed the role of metadata on the respondents’ perception
of privacy. While users of SNS know that they can add comments, locations or
people tags to images on the Web, the general idea of metadata seems still to be
less known to users. Only few people know about metadata that is stored directly
in photos. Consequently, few people know about privacy-related data that might
already be contained in images before they are uploaded to the Web. Even if
they do know about the data, we have to ensure that people are aware of the
contained information: For instance, the photographer (and therefore also the
likely owner of the camera) was also present when a photo was taken. There also
is little difference between GPS-based coordinates and postal addresses due to
geocoding. Additionally, we presented results that are in conflict with previous
investigations on sharing location data. Further research is needed to examine if
and why there is a difference in perception.

In general, the potentially important role of metadata has to be made clear
to users who are concerned about their privacy. Additionally, many processes
that handle metadata are not forthcoming about which kind of information
they handle in which way. For instance, it needs to be clear that if location
information is removed, all kinds of location information are removed, including
coarse locations or geocoded information. Moreover, there is little awareness of
which information is stored in images by software and cameras: A single option
in Google Picasa decides if people tags are stored in its database or are written
into the files. Most users are not aware of the consequences of this choice. Canon
cameras can also write the camera owner’s name into the metadata, which also
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has possible privacy implications. Regarding photos and metadata, transparency
and usable privacy mechanisms are needed to lower privacy threats as well as
the danger of nescience.

4 A Privacy-Privacy-Tradeoff

Traditional privacy research aims to preserve users’ privacy at all cost. We pro-
pose that this is not necessary and desirable in real world systems, especially in
the social Web that is built around contributing and sharing. Users decide which
aspects of their personal data they disclose to others. The Web 2.0 spirit shows
that many people are happy about sharing things as long as they benefit from
it or appear in a positive light.

Photo metadata can contain various information from technical details about
the camera used to context information about the who, when, where and what
of a photo. It can be used to preserve the non-visual context of a photo or it can
be used to order a huge collection of images. In addition to these traditional use
cases, we propose to also use some pieces of metadata for security and privacy
purposes. A somewhat related intention can be found in the work of Klemperer
et al. [7]: they derive access control rules for images from their keywords. In
contrast, we propose to leverage image metadata to protect the privacy of the
people affected by an image by allowing people to become aware of it [5].

The following scenario illustrates how metadata can be used to this end: The
service S assists users in finding media that might be relevant to them. S may be
implemented as a value-added service within a SNS. Users of S can define pri-
vate locations on a map or update their current location at the service through
“checking in” or similar approaches. Based on co-location checks of users’ pri-
vate areas and the location information of photos uploaded to the SNS via S,
the service notifies users who may be depicted in a photo based on respective
locations. Additionally, SNS profile pictures can be used as training data for face
recognition to improve results. In this example, the service S leverages location
metadata and profile pictures of users to make them aware of photos, so that
they can protect themselves against unwanted publication.

Most of the necessary metadata is private to the affected people. If we want to
use this information for privacy protection, we face some fundamental questions
about the privacy of information that potential users have to decide for them-
selves: Firstly, is all information that at least some people regard as private also
private to the user? Secondly, is all information that the user regards as private
equally private in the way that the number or groups of people or services, which
he allows to get to know the information, are identical? Otherwise, what infor-
mation would the user share with which people or services? This creates privacy
levels containing information that is similarly relevant to users’ privacy. While
most privacy fundamentalists and privacy unconcerned might have exactly one
level of privacy, the number of privacy pragmatists in our study was found to
be considerably higher. We therefore suggest building privacy mechanisms based
on privacy levels.
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To confirm the usefulness of this suggestion, we asked the participants of our
survey to what extent they agree to the existence of privacy levels as defined
above (cf. Fig. 5). On a 7-point scale from (1) strongly agree to (7) strongly
disagree with 4 as neutral, the participants provided a mean agreement of 2.63
(sd = 1.7). 13.5% of the participants indicated disagreement (5.6% strongly
disagree), 12.3% were neutral, and 74.2% indicated agreement (33.1% strongly
agree). We found no relation between the answers and the Westin segmentation.
According to these results, participants generally feel that there are different
levels of privacy, while about one third strongly supported this notion.

If privacy levels exist, we can take advantage of them: A privacy service may
leverage some information that is less private to a person to secure other informa-
tion that is more private to that person. We call this a privacy-privacy-tradeoff :
If privacy levels exist in a system that builds on (public but also private) infor-
mation – like current SNS and other social sites – users can choose to disclose
less private information to secure other, more private information.

In our survey, we validated this idea by asking if our participants agree to
this kind of tradeoff. We accompanied this question with a short description of
the above scenario where they could choose to “reveal their location to a service
to get notified about photos in which they might be depicted”. We asked the
participants to rate their agreement using a 7-point scale from (1) strongly agree
to (7) strongly disagree with 4 as neutral, concerning if they, in general, would
disclose some private information to secure other more private information (cf.
Fig. 5). Participants gave a mean agreement of 3.49 (sd = 1.7). While 22.7%
of the participants indicated disagreement to this privacy-privacy-tradeoff and
24.5% of them answered neutrally, 52.7% of the 414 participants voiced their
agreement to the tradeoff.

count [%]

(q28) swap private information
(q27) different privacy levels exist

80 60 40 20 0 20 40

items
strongly agree       neutral      strongly disagree

Fig. 5. (q27) Do privacy levels exist? (q28) Would you in general share some private
information to secure other more private information?

We also asked participants which information they would trade for being
notified about photos they might be depicted in that would otherwise be hard
to find or even not accessible. We used the same 7-point scale as above. As
shown in Fig. 6, participants mostly agreed using their existing profile pictures
(2.97, sd = 1.8) to get notifications about photos. These, for instance, could be
used to train face recognition. The second information the participants would
be willing to disclose to some extent is pre-defined locations (4.0, sd = 1.9) that
could be used for co-location checks to find photos at static places like home.
On average, participants were reluctant to provide additional profile photos that
comply with guidelines, like for a passport (4.5, sd = 1.9), which would be
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more suitable to train face recognition. They also indicated slight disagreement
on providing their SNS list of friends (4.5, sd = 1.8) that could be used to
specifically monitor friends’ photos. Participants disagreed most to the use of a
location-based service to constantly disclose their current location to the photo-
service (5.4, sd = 1.9). This kind of data would obviously allow for the most
effective co-location checks with photos.

Altogether, besides the use of existing profile photos, our participants on av-
erage disagree to trade private information when it comes to implementing a
real tradeoff. However, if we consider respondents that indicated agreement (in-
cluding those that would not mind) on trading private information as potential
users, we get the following percentages: 67.5% (82.6%) might allow the use of
existing profile photos, while 35% (51.7%) would provide extra photos comply-
ing to guidelines. 30.9% (50.5%) would allow to use their friends list. 39.6%
(61.8%) would define private locations on a map and 19.1% (31.2%) would use
the location-based service to update their current location.

count [%]

LBS-based current location

pre-defined static locations

friends list

special profile photos

existing profile photos

50 0 50

items
strongly agree       neutral      strongly disagree

Fig. 6. (q30) What information would you disclose to a photo-sharing service to find
photos of yourself that you otherwise would not be able to find or access?

Additionally, we added three questions to our survey that describe specific
tradeoff situations to investigate agreement using the same 7-point scale:

q31: “I am less upset if someone finds out where I have been than if that person
gets to see private photos of myself.” — Participants somewhat agreed on
average (3.0, sd = 1.7); 66.2% indicated agreement and 15.7% answered
neutrally.

q32: “I am less upset if my SNS knows where I have been than if my friends and
strangers gets to see unwanted photos of myself.”— Again, Participants
somewhat agreed on average (3.3, sd = 1.8); 60.4% indicated agreement
and 16.2% answered neutrally.

q33: “If there is a privacy service that notifies me about unwanted photos in
which I am depicted but needs to know where I have been, I would use
it. I would tell it where I have been to get to see possible photos of my-
self.”— Participants provided an average agreement of 3.7 (sd = 1.8);

53.2% indicated agreement and 16.1%̇ answered neutrally.
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While all answers differ significantly (Friedman test, χ2
2 = 44.46, p < .001),

answers to the first two questions appear to be weakly correlated (Spearman’s
ρ1+2 = 0.596, p < .001) and answers to the third appear to be independent
(ρ2+3 = 0.236, ρ1+3 = 0.226, p < .001). Hence, respondents generally indicated
agreement to scenarios stating a direct privacy tradeoff, but were more reluctant
about disclosing information to a service to get notified of possible photos of
them. This may imply that participants do see a privacy tradeoff but are not
quite willing to trust another service to keep even less sensitive data private.

4.1 Summary

Our hypothesis that not all private information is equally private to people but
is structured into several privacy levels was confirmed by our results; only 5.6%
of participants strongly disagreed. Given that privacy levels exist, we suggested
leveraging this circumstance: We proposed to use less private information to
secure information that is more private to users. We asked participants to what
extent they would agree to a privacy-privacy-tradeoff. In general, 77.2% agreed
or were neutral towards this proposal. However, when participants were asked
about a real implementation instead of a general idea, less people agreed to trade
private information. While participants agreed to disclose SNS profile pictures
for notifications about photos, they were generally more reluctant towards other
information, especially location. However, a considerable amount of participants
was ready to trade private information and may therefore be considered to be
potential users of tradeoff-based privacy mechanisms.

The results of the explicit tradeoff situations confirms this impression: 60.4%
of the participants agreed that they prefer their SNS knowing where they were
rather than other people, from inside or outside of their social circle, seeing
unwanted pictures. Furthermore, 53.2% of participants directly agreed to using
a service offering this privacy-privacy-tradeoff.

5 Conclusion and Future Work

The results of our survey give a detailed account of the privacy preferences users
have concerning the sharing of photos and their perceptions about linking photos
to people. The assessment of the users’ current degree of awareness shows that
improvements are needed in the area of online media awareness and that users
are willing to accept additional effort to gain improved awareness.

We investigated the role of metadata and differences in the perceived privacy
impact of the unwanted disclosure of specific metadata: Personal references and
location data raise most concerns for the users. These findings partly contradict
the current views in related work, which state that users are not particularly
concerned about location information. We therefore suggest that location privacy
needs to be reconsidered in general and especially in the context of shared media,
since our survey indicates that there are strong concerns about disclosing this
kind of location information.
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We also discussed the general idea of a privacy-privacy-tradeoff. Our survey
shows that such a tradeoff would be appreciated by a fair number of users.
The willingness to use a tradeoff-based service depends on the offered benefits:
When participants were asked if they wanted to become more aware of photos
of themselves, most agreed. However, the disclosure of meta-information and
private data was also considered an issue. Finding the right balance in this
tradeoff is an interesting topic of future research. We hope the results presented
in this paper can serve as a basis for designing privacy-privacy-tradeoff-based
services that take the users’ perceptions into account.
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A Additional Details to Participants’ Answers

A.1 Online Photo Awareness

Figure 7 shows the answers concerning different decision-making criteria for shar-
ing photos on the Web as discussed in Sect. 2.1. Figure 8 shows answers about
the estimated chance that someone anytime in the future finds photos that may
raise privacy concerns. The items differentiate the ways how a photo is connected
to a person as described in Sect. 2.2.
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Fig. 7. (q11) Rate the influence of the
items as criteria for sharing a photo
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Fig. 8. (q25) Estimate the risk that some-
one finds an unwanted photo anytime in
the future

A.2 Metadata Privacy

As presented in Sect. 3.2, we asked our participants to rate the possible privacy
impact of adding metadata to media depicting others on a 7-point scale from
very low to very high. Additionally, we asked them to rate the privacy impact of
metadata added by others to media depicting themselves using the same scale.
Figure 9 shows the answers to both questions and Table 1 a summary of them.

Table 1. Estimation of the impact of metadata

metadata added by myself others Wilcoxon Spear-
with impact to others myself signed ranks man’s ρ

mean sd mean sd Z p (p < .001)

headline, description, tags 2.94 1.66 3.23 1.75 −4.739 .000 0.73
date & time of creation 3.63 1.70 3.59 1.67 −0.478 .632 0.69
photographer’s name 3.49 1.79 3.28 1.83 −3.274 .001 0.65
depicted peoples’ names 5.08 1.70 4.76 1.87 −4.204 .000 0.64
broad location (city, region) 3.95 1.62 3.90 1.74 −0.902 .367 0.68
exact location (address, GPS) 5.31 1.68 5.17 1.75 −2.102 .036 0.68

Spearman’s ρ indicates that participants’ answers to both questions correlate
positively (ρ between 0.64 and 0.73, p < .001): those who see a higher impact on
their own privacy also see a higher impact on other’s privacy. We also found a
trend that respondents who stated to use location metadata more frequently also
saw less privacy impact through that kind of metadata. This may indicate that
people who add a particular kind of metadata are more open for the benefits of
such information and thus have less concerns about their privacy impact.
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The extent of the estimated impact on privacy appears to be independent
from the direction of a threat, i. e. regardless of whether a participants’s own
metadata harms others or foreign metadata harms the participant. For most
kinds of metadata, participants perceived that their own metadata has a higher
privacy impact on others than others’ metadata has on themselves. While some
differences were statistically significant, the differences were only slight.
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Fig. 9. (q23) Estimate the impact of metadata you add to shared photos on others.
(q24) Estimate the impact of metadata others add to shared photos on you.

To compare the privacy levels of different metadata, we asked participants
to rate the privacy of different metadata in the context of a privacy-privacy-
tradeoff. We used a 7-point scale from completely public to completely private.
The major results as shown in Fig. 10 are congruent with the question about
the impact of metadata (cf. Fig. 9). Exact location information is considered
to be the most private kind of data, with GPS-based coordinates being more
sensitive (91.1%̇ somehow private, 60.4% completely private,m = 6.26, sd = 1.2)
than addresses or location names (88.9% somehow private, 45.7% completely
private, m = 6.02, sd = 1.4). Broad locations, like city names, have a mean
value of m = 4.21 (sd = 1.5,median = 4,mode = 5). People depicted in the
image are the second most private group of metadata, where tags with bounding
boxes (m = 5.46, sd = 1.4,median = mode = 6) in the image are regarded as
slightly more private as those without (mean = 5.14, sd = 1.4, median = mode
= 5). Again the name of the photographer is regarded as less private (mean =
median = mode = 4, sd = 1.7). The unique id of a camera is also perceived to
be more private, with a mean value of 4.72 (sd = 2,median = 5,mode = 7).

Figure 11 shows feelings about photos with embedded location information
that someone might stumble upon as discussed in Sect. 3.2.
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Fig. 10. (q29) How do you feel about the privacy of photo metadata?

count [%]

privacy service
photo hoster

others
friends of friends

friends

50 0 50

items
very unconcerned       neutral      very concerned

Fig. 11. (q26) How do you feel when these people get to see a photo of yourself that
includes location information?

A.3 Privacy-Privacy-Tradeoff

Figure 12 shows answers to the three explicit privacy-privacy-tradeoffs as pre-
sented in Sect. 4.
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Fig. 12. (q31 - q33) Three explicit privacy-privacy-tradeoffs (cf. Sect. 4)
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Abstract. Online dating is an increasingly thriving business which boasts billion-
dollar revenues and attracts users in the tens of millions. Notwithstanding its pop-
ularity, online dating is not impervious to worrisome trust and privacy concerns
raised by the disclosure of potentially sensitive data as well as the exposure to
self-reported (and thus potentially misrepresented) information. Nonetheless, lit-
tle research has, thus far, focused on how to enhance privacy and trustworthiness.
In this paper, we report on a series of semi-structured interviews involving 20
participants, and show that users are significantly concerned with the veracity of
online dating profiles. To address some of these concerns, we present the user-
centered design of an interface, called Certifeye, which aims to bootstrap trust in
online dating profiles using existing social network data. Certifeye verifies that the
information users report on their online dating profile (e.g., age, relationship sta-
tus, and/or photos) matches that displayed on their own Facebook profile. Finally,
we present the results of a 161-user Mechanical Turk study assessing whether our
veracity-enhancing interface successfully reduced concerns in online dating users
and find a statistically significant trust increase.

1 Introduction

In the last few years, social networking has remarkably altered our social ecosystem.
Online Social Networks (OSNs) offer highly efficient means for establishing or main-
taining social connections. A 2011 survey of 6,000 people found that about 35% of
respondents reported spending more time socializing online than face-to-face and that
33% of users were more likely to speak to someone new online than offline [3].

Alas, the resulting ubiquitous gathering and dissemination of personal information
also prompts some important privacy and trust concerns. The research community has
begun to investigate how publicly sharing some kinds of personal information can help
malicious entities launch various schemes such as creating personalized phishing at-
tacks [23] or guess Social Security numbers [2].

Motivated by the significance and increasing recognition of trust and privacy is-
sues [6], researchers have applied principles from human-computer interaction to the
design of security software, e.g., for social network chats [15], anonymizing social
graphs [16], and file/email encryption [41]. One of the most difficult challenges in en-
hancing trust, security, privacy in most networked systems has always been, and still
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remains, the human factor [22,36]. Awareness, perceptions, and reactions of non-tech-
savvy users are subjective, and security experts and researchers have often struggled
to gain understanding of the concerns of everyday usersfor whom security is not a pri-
mary task [13]. Making this situation more difficult to contend with, study volunteers
have a tendency towards social desirability distortion, wishing to present themselves in
a favorable light to the experimenter by omitting information or even misrepresenting
their behaviors [33]. Thus, it is not surprising that participants report safer practices and
higher privacy concerns than they actually demonstrate in practice [1].

As a result, we have been inspired to develop means for end users of social media
to side-step awkward security and privacy mechanisms in achieving their social objec-
tives. In particular, we focus on Online Dating Services (ODSs), attracted by their grow-
ing popularity and distinctive anthropological characteristics. ODSs differ from typical
OSNs, as they are almost exclusively used to connect with strangers. boyd [4] defines
OSNs as services allowing users to create and view web profiles, as well as to search
other profiles to connect and communicate with. boyd also mentons that these con-
nections almost exclusively involve existing or shared social contacts – not strangers.
Conversely, the typical ODS does aim to connect strangers.

Online dating has become remarkably popular: 20% of heterosexual couples and
60% of same-sex couples now report having met online [34]. In 2012, more than 40
million users were estimated to be part of a $1.9 billion revenue industry [11]. Notwith-
standing its popularity, online dating raises some worrisome privacy and trust issues.
Because of the inherent need to engage with and reveal potentially sensitive informa-
tion to unknown others, ODSs amplify many of traditional social-networking security
and privacy issues. And yet, somewhat surprisingly, very little research has focused on
the problem of how to make them more trustworthy and privacy-respecting.

Motivated by the above concerns, this paper explores a number of potential ways to
enhance trust and privacy in ODSs. We seek ODS users’ input by conducting a series of
semi-structured interviews (involving 20 participants) and concentrate on concerns that
are particularly relevant to non-security-savvy users. We found that participants were
particularly worried about the veracity of ODS profiles. Following these semi-structured
interviews, we present a user-centered design of a mock-up interface, called Certifeye,
that allows users to certify some attributes, e.g., age, relationship status, photos, in their
ODS profile. Certifeye does so by attesting that the information reported on the ODS
profile matches that same information on the user’s Facebook profile. Certifeye can
be plugged on any existing ODS to add profile certification and bootstrap trust among
users. In theory, profiles can be certified using a number of sources; however, driven by
our user-centered design approach, and following a series of semi-structured interviews,
we choose to use existing social network data for this purpose. For instance, if a user
is listed as “in a relationship” on Facebook, it would be cumbersome to change her
status to “single”, as friends and, most embarrassingly, the user’s partner would likely
notice this change. Profile certification is performed seamlessly, by granting the ODS
provider access to one’s Facebook profile through Facebook API, which results into
obtaining a “certification badge”. Certifeye does not require users to mutually “open”
their Facebook profiles and does not aim to replace the ODS credentials with Facebook
credentials in the vein of OAuth [29] or OpenID [30] technologies – we only need a
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mechanism to verify the matching of information without accessing/storing any private
information.

In order to assess whether or not a mock-up of our veracity-enhancing capability can
successfully reduce trust concerns, we conducted a Mechanical Turk study involving
161 participants. The ODS users were asked to rank their concern on a scale from 1 to
7 (1 being not at all concerned, 7 extremely concerned), and we found a statistically
significant increase in trust present when users were shown our proposed interface.

2 Related Work

This section reviews prior work on trust and privacy in Online Dating Services (ODSs).
We also survey previous efforts toward the design of usable, private, and trustworthy
Online Social Networks (OSNs) and analyze whether solutions applicable to OSNs can
be adopted to ODSs.

2.1 Trust and Privacy Concerns in Online Dating

Misrepresentation in OSNs has been recently investigated by Sirivianos et al. [38], who
introduced “FaceTrust”, a system using social tagging games to build assertion validity
scores for profile information. Likewise, misrepresentation is an issue for ODSs as well
and was first analyzed by Brym et al. [5], who reported that 89% of participants (ODS
users) felt that “people online might not tell you the truth about themselves” and 85%
agreed that “people you meet online might be hiding something.” Ellison et al. [14] also
pointed out that online daters must balance two conflicting goals – they need to present
oneself in the most positive light in order to attract a mate, while simultaneously know-
ing that one must be honest if one wants their relationship to progress past the first
meeting. Thus, ODS users must balance positive self-presentation with transparency.
However, while ODS users might not lie about crucial traits, they do alter attributes
that they consider minor, such as age or height. Toma et al. [39] reported consistent,
conscious misrepresentation. In their study, eighty participants were asked to recall the
height, weight, and age listed on their ODS profiles. Participants were generally able to
accurately recall the information on their ODS profile. The information on the partic-
ipants profiles was found to be significantly different from what was reported on their
driver’s licenses. The deception was found to be not subconscious, since participants
were able to recall the false values.

Recent research also shows that online daters daters take action when they suspect
misrepresentation. Gibbs, Ellison, and Lai [17] found that many participants often en-
gaged in information seeking activities, such as “Googling” a potential date.

In addition to trust issues, there seems to be some privacy concerns associated with
using ODSs, including disclosing one’s presence on a dating site. Couch et al. [10]
described how the risk of “exposure” – i.e., a coworker or acquaintance stumbling
across one’s profile. However, Couch’s participants who reported exposure concerns
were users of specialty fetish sites and/or sites geared specifically towards extremely
short-term relationships. Conversely, our interviews focused on how users looked for
medium to long term relationships, and we feel there is no longer a social bias against
users seeking long term, monogamous relationships using ODSs.
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Finally, Motahari et al. [26] discussed the concept of social inference, finding that
that 11% of study participants could correctly identify who they were communicating
with, by utilizing out-of-band knowledge. For instance, someone may know there is
only one female, hispanic local soccer team member, and use that outside knowledge to
de-anonymize a seemingly anonymous profile.

2.2 Usable Trust and Privacy in Online Social Networks

As we discussed earlier, although ODSs and OSNs share several similar traits (e.g.,
the ability of viewing profiles, listing interests, and exchanging messages), they actu-
ally provide different types of services and incur different challenges. Nonetheless, by
examining prior work on OSNs, we aim to derive best practices for ODSs.

Privacy, trust, and security issues are often associated with the collection, reten-
tion, and sharing of personal information. One reason privacy concerns are pervasive in
OSNs is because security is not a primary task. As Dourish et al. [13] pointed out, users
often view security as a barrier preventing them from accomplishing their goals. Fur-
thermore, users may be unaware of the risks associated with sharing personal informa-
tion. Data posted on social networks can be subject to subpoena or, even after years, can
regrettably re-surface, e.g., during job hunting or an electoral campaign. Furthermore,
social networking data can be used for social engineering scams. For instance, Jagatic
et al. [23] showed that extremely effective phishing messages could be constructed by
data mining social networking profiles to personalize phishing messages.

Motivated by the significance of associated threats, a considerable amount of work
has been dedicated to user-centered design of privacy and trust enhanced OSNs. Privacy
and trust are similar, but separate concepts. Nissenbaum [28] discussed the concept of
“contextual integrity”, pointing out that personal information is not simply private or
public – privacy depends on context.

As pointed out by Camp [7], trust is separated from privacy, in that trust is the belief
in the integrity or authority of the party being trusted. Thus, trust is extremely closely
connected to veracity and reputation. Nonetheless, trust is similar to privacy in that it
must be incorporated into software’s design. Naturally, the task of effectively incorpo-
rating privacy and trust into a design may be challenging. Cavoukian [9] described 7
principles of “privacy by design.” These principles aim to embed privacy and data pro-
tection a throughout the entire life cycle of technologies, from the early design stage to
their deployment, use and ultimate disposal.

Similarly, Murayama et al. [27] discussed how the Japanese concept of “anshin” –
the emotional component of trust – can be taken into account when building systems.
While the concept of anshin may not be known by name to westerners, the concept
itself is not new. For example, Bruce Schneier used the term “security theater” [37] to
describe security measures taken by the TSA to increase the public’s feeling of trust in
flying post 9/11 which serve no useful purpose.

It could be argued that acts of security theater are attempts to create anshin. By
operationalizing anshin in this manner, we can see that it is important to increase trust in
a system, as well as see that failed attempts to increase trust can lead to user frustration.

Another issue typical of OSN is over-sharing. When social networks do not em-
bed privacy into their designs, users tend to over-share and make dangerous errors.
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For instance, Wang et al. [40] surveyed 569 Facebook users and found that 21% of
users had regretted posting information on Facebook, with regrets usually centering
around sensitive content, strong sentiments, or because the post exposed a lie or secret.
Moreover, even content that users do not regret posting can have privacy implications.
Gross and Acquisti [21] crawled the profiles of Carnegie Mellon University’s Face-
book population in 2005, and found that 90.8% of profiles publicly displayed images,
39.9% publicly displayed phone numbers, and 50.8% publicly displayed their current
residence. They also found that most users had not changed their privacy settings from
Facebook’s defaults. Sharing this kind of information can be harmful, aiding an attacker
in various re-identification attacks, such as guessing a user’s Social Security numbers
based on publicly available information [2].

In summary, while prior work has focused on privacy and trust in OSNs, or ana-
lyzed misrepresentation in ODSs, our work is the first, to the best of our knowledge, to
present a user-driven and user-centered design of an ODS interface that enhances trust
by leveraging information that is already available in OSNs.

3 Study Part 1: Ideation and Interviews

As mentioned in Section I, a remarkable amount of people who classify themselves
as “single and looking” use Online Dating Services (ODSs) today. Naturally, online
dating presents numerous privacy and trust issues, yet, little work has focused on them.
In order to avoid unnecessary effort on unfocused interviews (e.g., covering all possible
concerns about online dating), our first step was to brainstorm on a few concepts for
privacy and trust enhanced online dating, informed by what prior research suggests as
promising problem areas. Two security and privacy researchers held a series of informal
brainstorming sessions and then reviewed and evolved the ideas with a third researcher
experienced in user-centered design.

3.1 Initial Concepts

Based on our expert brainstorming session, we came up with four possible privacy
and/or trust enhancements to existing ODSs.

1. Identifying potential romantic partners in social circle without trusted third par-
ties: Consider the following scenario: Alice is attracted to Bob, but she does not
want to reveal her sentiment, unless Bob also likes Alice. Alice belongs to a so-
cial networking service (e.g., Facebook), and installs an application that lets her list
the people that she would like to date. By utilizing appropriate privacy-enhancing
technologies (e.g., [12]), this information could be exchanged and stored in such a
way that: (i) users only learn whether there is a match, and (ii) the provider does
not obtain any information about users’ interests and/or matches.

2. Identifying potential partners based on matching interests, without trusted third
parties: Many ODSs ask extremely personal questions, the answers to which users
would like to reveal only to prospective romantic partners. Similar to the above
idea, users’ answers could be exchanged and stored in a privacy-preserving manner,
so that only users with a minimum number of matching interests would disclose
personal information.
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Table 1. Age breakdown for interviewees

Age N %

18–25 6 30%
26–35 4 20%
36–55 8 40%
55–70 2 10%

Table 2. Education breakdown for interviewees

Degree N %

Some college, no degree 4 20%
Associate’s 1 5%
Bachelor’s 6 30%
Master’s 8 40%
PhD 1 5%

3. Automatic Exclusion of Coworkers/Friends: It may often be embarrassing to ad-
mit to friends that one is using ODSs to find someone for a certain kind of rela-
tionship. Therefore, it might be useful to grant the dating service access to their list
of Facebook friends, and exclude friends, coworkers, and/or family members from
seeing their profile.

4. Certification of Profile Data: A natural concern in ODSs is related to veracity of
user profiles. It seems possible that some service could pull data from another social
source (e.g., from Facebook) and certify on the dating site that the information is
accurate.

Having developed these four ideas, our next step was to determine which of them (if
any) matched the users’ needs. Therefore, we conducted a series of semi-structured
interviews where we asked users to describe their Facebook habits and their ODS habits.
We also posed several questions specifically designed to explore our initial ideas. (For
example, would users be willing to link their social networking profile to their ODS
profile?) We discuss these interviews in details below.

3.2 Interview Methodology

We recruited 20 users from a local classified advertisements website, as well as from
mailing lists at a local university.1 Interviewees were required to be past or present users
of ODSs. The male to female ratio was roughly equal (55% female). Participants ranged
in ages from 24 to 70 and were mostly educated, with 75% of users possessing at least
a bachelor’s degree. Age and education breakdowns are reported in Table 1 and 2.

Prior to the interview, participants were asked to fill out a short online survey. Be-
sides demographic information, they were presented with some multiple-choice ques-
tion covering their ODS habits, the services they use, the types of information they post
on Facebook, and whether or not they refrain from posting certain types of information
on Facebook. Participants were also asked about where they meet partners offline. After
the computer survey was filled out, a semi-structured face-to-face interview session was
arranged where users were asked to log into their Facebook account. We then asked the
interviewee to scroll down their “feed” until he or she came across an embarrassing,
controversial, or “edgy” post, either by themselves or others. Such “provocative” items

1 Our studies obtained the Exempt Registration status from PARC’s Institutional Review Board
(FWA Number: FWA00018829, Expiration 5/2/2017).
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were used to drive the discussion, aiming to tap into our interviewees real responses to
social actions (e.g., disclosures within the social networking environment), rather than
have them imagine how they might feel about abstract privacy and trust issues. While
examining the mini-feed, users were asked questions such as:

• Why did you choose to post this?
• Who can see this post? Did you consider that when posting this?
• Your friend made this update: would you post something like this? Why/why not?

We then asked the interviewees to discuss whether or not they would be willing to use a
theoretical online dating application which existed within Facebook, and whether they
would be willing to share their Facebook information with an ODS. The total time spent
on the computer survey and interview was, on average, approximately 45 minutes.

3.3 Interview Results

We anticipated that a relevant concern for our interviewees would be related to disclos-
ing, e.g., to their social circle, the fact that they dated online. Previous work [10] had
found that some ODS users feared exposure of their ODS habits, however, this concern
was limited to users of “an online dating website focused on sexual interests”, whereas,
our interviews were focused on how interviewees used more typical romance-oriented
ODSs – with fewer potentially embarrassing connotations. We found that a majority
of interviewees (15/20) did not see online dating as very embarrassing. While many
participants (14/20) did not want their entire social graph (including loose ties such as
coworkers and/or acquaintances) knowing they used online dating, these interviewees
were fine with close friends and family knowing that they used an ODS.

However, the participants still had some concerns. 75% of interviewees (15/20) did
not want their mini-feeds to reflect their use of dating apps. Further, 25% of users ex-
pressed a belief that using an online dating app on Facebook would mix social circles
in an undesirable fashion. While some participants did not wish to mix social circles
and date within their social network (4/20), other users simultaneously complained that
online dating “didn’t work’ (3/20) or that “chemistry is more than a profile” (7/20).
Nonetheless, the users did not mind if their close friends or acquaintances saw them on
an ODS. One interviewee compared being seen on an ODS to being seen at a gay bar:
“They can’t really judge me, cause, hey, they’re here too!” Thus, we conclude that users
were not particularly concerned with excluding coworkers and/or friends.

One problem that users did express was related to the veracity of ODS profiles.
Users overwhelmingly felt that they could not trust that the data they found in ODSs
was accurate. Older users were concerned that that profiles misrepresented age and/or
relationship status, while younger participants were more concerned that the photos
posted were either altered, out of date, or taken from an especially flattering angle (often
referred to as the “MySpace Angle”.)

Since we had initially considered creating a privacy-preserving dating application
for Facebook, our pre-interview survey asked users if there was any information the in-
terviewee refrained from posting to Facebook, then followed up with a question asking
“What security measures would Facebook have to take for you to be willing to share this
information?” All participants indicated that they had such information and about half
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Fig. 1. An example profile shown to users in our study

(11/20) responded that they “simply refuse to post this information” and that no tech-
nical measure could change their minds. In the interviews, participants also revealed
that certain information, such as address and/or phone number, was simply too private
to be entrusted to Facebook. Overall, our analysis clearly showed that concerns about
information disclosure were actually less relevant to users than the issue of veracity of
information contained in profiles. Interestingly, all participants agreed that a Facebook
profile contained enough information to make a decision about whether to date some-
one. This suggested that Facebook would be an ideal source of information to bootstrap
trust in ODS.

Note: Our analysis of the interviews focused on discovering common themes and
complaints to drive the design of our application (which was tested in a rigorous man-
ner, as noted later). Thus, any observations above do not necessarily extend to the
general population.

4 Study Part 2: The Certifeye Interface

Based on our interviews, we found that the direction of certifying profile data direction
would be the most valuable to ODS users. We called our system concept “Certifeye”
and designed it as a Facebook and ODS application allowing users to certify that their
ODS profile information was accurate. Aiming to address the problem of doubtful pro-
file veracity, Certifeye users could pull their relationship status, age, and photos from
their Facebook account, and receive green badges to show that this information had
been certified.
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Fig. 2. The Certifeye consent screen

We developed a visual mock-up of Certifeye for use in end-user evaluations. The
interface consists of three main screens. First, users are greeted with a generic ODS
profile (Figure 1) containing various personal information items such as profile photo,
age and relationship status, each with a certification badge displayed next to it. At the
outset, all certification badges are greyed out and display question marks.Upon click-
ing on a certification badge, Certifeye displays a consent screen (Figure 2). It should
be noted that the Certifeye UI also displays the numerical total of a user’s Facebook
friends. As discussed in Section 5, this is an important feature, since fake profiles will
be harder to create if they must have large numbers of friends. Creating fake profiles
requires technical expertise, time, and cost – barriers that may push dishonest users to
other, less trustworthy ODS services.

Finally, after consenting to the syncing of her Facebook account with her ODS pro-
file, the user is presented with the main Certifeye interface, where (s)he can choose to
certify relationship status, age, and/or photos (Figure 3). Observe that we embed trust
in our design by envisioning periodic user interaction to “renew” the certification. After
a user has gone through the Certifeye interface once, badges are not updated when her
Facebook information changes. Therefore, after a set period of time, the badges revert
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Fig. 3. The main Certifeye interface
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Table 3. Age breakdown for Turkers

Age N %

18–22 19 11.8 %
23–30 65 40.4%
31–50 67 41.6%
51–70 20 6.2%

Table 4. Education breakdown for Turkers

Education Level N %

9th – 12th, no diploma 2 1.2%
HS (includes GED) 27 16.8%
Some college (no degree) 43 26.7%
Associates 25 15.5%
Bachelor’s Degree 40 24.8%
Master’s Degree 20 12.4%
PhD 4 2.5%

to grey question marks. The Facebook API would actually grants ongoing access to a
user’s profile information once a user initially consents, however, we prefer to respect
users’ privacy and let them explicitly consent to a new information access.

4.1 The Turk Experiment

After creating our prototype interface, we then showed this interface to 161 Mechanical
Turk users. Users were asked if they were current ODS users, and users who were not
ODS users were not allowed to proceed with the survey. Users who were not screened
out were asked to rank their concern with the veracity of several types of ODS informa-
tion with and without our trust enhancements. Participants were even more representa-
tive of the general population than those in our initial interviews. (Age and education
breakdowns are reported in Table 3 and 4.) Also, remind that Mechanical Turk work-
ers have been shown to be as reliable as traditional participant pools for human subject
research [31].

Participants were asked for basic demographic information, then asked to rate their
comfort with three scenarios on a scale from 1 to 7 (1 = Not at all concerned, 7 =
Extremely concerned), in response to the following questions:
1. How concerned are you with people misrepresenting their relationship status on

online dating sites?
2. How concerned are you about people misrepresenting their age on online dating

sites?
3. How concerned are you about users on online dating sites misrepresenting them-

selves using old, altered, or engineered photos? (Examples: Photoshopped pictures,
the “MySpace Angle”)

Participants were also asked other questions (e.g., “How concerned are you about
computer viruses?”) to avoid biasing the participants towards trying to give “correct”
answers. The questions were also presented in random order to eliminate any positioning
effects. After participants had answered the questions, they were displayed a series of
mocked-up screenshots from the Certifeye interface. Users were taken through as “Bob”,
a hypothetical user of Certifeye, exploring the functionality of the software via a series
of annotated screenshots. Along the way, the functionality of Certifeye was revealed to
Bob (and thus, to the participant). After being shown the interface, Turkers were asked
to rank how concerned they were with misrepresentation assuming an ODS used the
interface they had just seen. As Kittur et al. [24] pointed out, Mechanical Turkers often
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try to cheat at tasks. To guard against this, a series of short “sanity-check” questions
ensured that users had paid attention to the interface. For example, a screen might state
that Bob clicked on “None”, and all the faces in the interface turned red. We would then
ask the user “What color did the faces in the interface turn?” Users who did not answer
all sanity checks correctly were not included in the analysis. Out of an initial pool of
200 users, 39 users failed their sanity check, leaving 161 valid responses for analysis.

4.2 Turk Study Results

Since levels of comfort are not assumed to be normally distributed, we used a Mann-
Whitney U test to check that the changes in average Likert scores presented in Table 5
were statistically significant. We asked participants to rank on a scale from 1 to 7 how
concerned they were that the ages, relationship statuses, and photos on an ODS which
used Certifeye were accurate (1 = Not at all concerned, 7 = Extremely concerned).
We found that users felt more comfortable with the Certifeye interface, and that the
difference was statistically significant. Specifically, for, age, relationship status, and
photos, respectively, Mann-Whitney U values are equal to 7978, 8326, and 7693.5.
n1 = n2 = 161 and P < 0.01 (2-tailed). As 1 represented not concerned at all, and 7
extremely concerned, this means that new level of concern is positively below neu-
tral (4/7), while the previous was not, thus, we conclude that the features provided by
Certifeye—verification of age, photos, and relationship status—reduce users’ concerns
with respect to information’s veracity.

Table 5. Results of Mechanical Turk Likert questions

Type of Info Concern Pre Concern Post P-Value
Photos 4.7 3.5 < .001

Rel. Status 4.6 3.4 < .001

Age 4.1 3.1 < .001

In our Mechanical Turk study, before being shown our interface, users were asked to
rank some criteria as for how important they are when deciding if a stranger’s Facebook
profile is genuine. (1 = Most important, 8 = Least important.) The order of options was
randomized for each participant to avoid biasing respondents to any particular item.
Below, we report suggested criteria, ordered from most important to least important
(according to participants in our study):
1. Number of friends
2. Location (city)
3. Workplace
4. College / Grad School
5. Mutual interests
6. Attractiveness / appearance
7. Other

As per “other”, common responses included having mutual friends, and whether the
profile appeared “spammy”. As a result, we conclude that “Number of friends” was the
most preferred criteria to assess whether or not a social network profile was genuine.
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5 Discussion

As mentioned earlier, our exploration of privacy and trust in ODSs has been user-driven.
We interviewed users based on a few preliminary concepts, such as, (1) Identifying
potential romantic partners within one’s social circle without trusted third parties, (2)
Listing sensitive information without a trusted third party, (3) Automatic exclusion of
coworkers/friends, and (4) Certification of profile data.

While we only pursed the certification of profile data (motivated by a stronger inter-
est of users), we now report on some lessons learned during our interviews. As men-
tioned in Section 3, we asked users whether they would like an application identifying
potential romantic partners, both (within and outside one’s social circle), without the
need to disclose “private”, possibly sensitive, information to any third party OSN or
ODS sites. While such application would naturally enhance users’ privacy, we found
that users did not see the point of using a computer system to meet people they knew
in real life. Thus, while interviewees were comfortable with linking Facebook profiles
to their ODS accounts, they did not see the point in doing so. For instance, one user
reported “If I want to ask someone out, I’ll ask them out – I don’t need a computer to
do that”. Even when prompted as to whether being connected with “friends of friends”
would be a useful function, interviewees were dubious as their friends could just intro-
duce them to potential matches. In general, interviewees seemed reasonably comfort-
able with online dating but agreed that they did not want their online dating information
sent to the general public. Some participants specifically mentioned that they would not
use a dating application that posted information to their Facebook mini-feed.

As mentioned in the interview results, users did not mind if their friends or acquain-
tances knew they used an ODS. Also, even if users did find the idea of automatic ex-
clusion of coworkers/friends useful, terms of service of most social network sites, e.g.,
Facebook, do not actually allow APIs to access social graph data of users who have
not opted in (therefore, this approach would be infeasible). We also found that, while
misrepresentation is a widespread concern, the specific kind of information actually
concerning users varied with age. Older users were concerned about misrepresentation
of age and/or relationship status. Relatively older women were especially wary that
older males may misrepresent their marital status, with many citing bad experiences
which led to such distrust. However, regardless of gender, older users wanted to ver-
ify that age and relationship status were accurate, whereas, younger users were more
concerned about accurate, recent photos being present on the ODS.

As a result, trust being a major concern, we decided to explore the user-centered and
usable design of mechanisms to bootstrap trust in ODS, by leveraging social-network
based reputation. This approach presented several interesting challenges. First, a user
could set up a fake social network profile, link it to her ODS profile, and “Certifeye” it
despite the fact that her information is actually false. As mentioned in Section 4.2, study
participants listed “number of friends” as the most preferred criteria to assess whether
a stranger’s Facebook profile was genuine or fake. So, we designed our software to
always include the number of friends along with the certification data. Specifically,
whenever a user certifies her profile, in addition to green or red badges, the profile is also
populated with a small box listing how many friends she has. Also, note that Facebook
actively takes steps to detect and remove accounts that it deems to be secondary or
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fake. This makes it hard for ordinary users to maintain fake profiles long enough to
gain a substantial number of friends (Facebook looks for suspicious patterns and blocks
suspect accounts but, unsurprisingly, will not reveal how it does this [19].)

Although users may friend unfamiliar people [35], Pew [20] has shown that most
Facebook users have an average of 229 friends. Spammers (i.e., malicious entities with
an economic incentive to abuse the system) tend to have more friends than average [32],
however, this requires a non-trivial time and economic commitments that are unrealis-
tic for ordinary people only trying to make their dating profile more appealing. Also,
creating fake profiles also increases the risk of the profile being blocked by Facebook.
Thus, these barriers will arguably push dishonest users to other less trustworthy ODSs.
Previous work – for instance, in the context of spam [25] – has showed that raising costs
for malicious users causes them to move to easier-to-abuse services.

Nonetheless, if we were to develop an actual service based on the Certifeye design,
we would further enhance trust by also taking into account additional information, such
as date of most recent status update or other automated fake account detection mecha-
nisms, such as, the one proposed by Sirivianos et al. [8]. Also, we would need provide
the users with information about how to interpret what data they see in another profile.

Certifeye also allowed the certification of ODS pictures. Users could earn a yellow
badge by sharing all of their profile pictures, and a green badge by sharing all of their
tagged photos. While, theoretically, users could untag themselves from unflattering pho-
tos before syncing their Facebook profile with our certification application, we feel this
is not a limitation, as already pointed out in previous work. Facebook profiles serve
as a form of self-presentation [4], thus, if Facebook users wish to share one facet of
themselves with an ODS, and another facet of themselves with their Facebook friends,
they would be forced to untag their unflattering photos, certify their profile, then retag
themselves. Once again, raising the effort required to create fake profile data will likely
prompt “malicious” users to move on to other, less well-protected ODSs.

Finally, while we describe our social verification based on Facebook profiles, note
that our techniques are not limited to one specific OSN. We use Facebook as an
example, motivated by its widespread penetration (900 million users in 2012 [18].)
Nonetheless, our techniques could work with any ODS and with any OSN providing
APIs to share age, relationship status, and pictures. We could easily modify our work-
flow so that Certifeye could interface with other services, such as Google Plus, Orkut,
Diaspora, etc.

6 Conclusion

This paper analyzed concerns of Online Dating Services (ODSs) users about the verac-
ity of information presented in the profiles of potential dates. Motivated by the results
of semi-structured interviews (involving 20 users), we designed an interface, called
Certifeye, that lets users certify some attributes, such as age, relationship status, and
photos, in their ODS profile. Our prototype does so by attesting that the information
reported on the ODS profile corresponds to that on the user’s own Facebook profile.
We ran a Mechanical Turk study with 161 users to assess whether or not a mock-up of
this veracity-enhancing capability successfully reduced trust concerns and, indeed, we
found a statistically significant reduction when users were presented with Certifeye.
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Naturally, our work does not end here. We plan to develop our Certifeye interface
and integrate it in an actual ODS. Also, we intend to further explore privacy and trust
concerns in the context of both ODSs and OSNs, and deploy usable privacy-enhancing
technologies, following similar user-driven approaches.
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Abstract. We introduce two new schemes for securely computing Ham-
ming distance in the two-party setting. Our first scheme is a very efficient
protocol, based solely on 1-out-of-2 Oblivious Transfer, that achieves full
security in the semi-honest setting and one-sided security in the mali-
cious setting. Moreover we show that this protocol is significantly more
efficient than the previous proposals, that are either based on garbled
circuits or on homomorphic encryption. Our second scheme achieves full
security against malicious adversaries and is based on Committed Oblivi-
ous Transfer. These protocols have direct applications to secure biometric
identification.
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1 Introduction

Secure Multiparty Computation (SMC) [35,13] enables a set of parties to jointly
compute a function of their inputs while keeping the inputs private. We here
focus on the 2-party case [14], also known as Secure Function Evaluation. Sev-
eral generic constructions exist in this setting, which apply SMC to any function
computed by two parties. In the semi-honest setting, where security is ensured
against adversaries following the protocol but trying to gain more information
than they should, the Yao’s protocol [35,24] can be used to achieve this pur-
pose using Oblivious Transfers and Garbled Circuits. In the malicious model,
where adversaries can follow any strategy, many generic constructions have been
proposed [19,23,17,28,18,25]. The problem of generic constructions is that they
are often far from being optimal when one wants to securely compute specific
functions of interest. However, it may happen that generic constructions can be
more efficient than specific ones [15].

We here consider the secure computation of the Hamming distance. Con-
cretely, two parties P1 and P2 hold bit strings of the same length n, resp.
X = (x1, . . . , xn) and Y = (y1, . . . , yn) and want to jointly compute dH(X,Y ) =

� This work has been partially funded by the ANR SecuLar project and the European
FP7 FIDELITY project (SEC-2011-284862).

A.A. Adam, M. Brenner, and M. Smith (Eds.): FC 2013, LNCS 7862, pp. 164–176, 2013.
c© International Financial Cryptography Association 2013



Secure HAmming DistancE Computation from Oblivious Transfer 165

Σn
i=1(xi ⊕ yi), without P1 (resp. P2) revealing X (resp. Y ) to P2 (resp. P1). For

now, let us consider this problem in the semi-honest setting. It has first been
solved using additive homomorphic encryption [20,29]. Using this technique, each
bit of P1’s input has to be encrypted in one Paillier ciphertext [30] and sent to
the other part who can then compute a ciphertext corresponding to the Ham-
ming distance, using homomorphic encryptions. Since Paillier ciphertexts must
be at least 2048 bit-long and homomorphic encryptions are multiplications and
exponentiations in large groups, this technique is inefficient. However, they also
propose in [20] an adaptation of their protocol to the malicious setting. Recently,
Huang et al. [15] showed that the generic Yao algorithm applied to Hamming
distance was more efficient in terms of computation time and bandwidth con-
sumption. Using the Yao algorithm, one needs to describe the function as a
binary circuit and then “garble” every gate of this circuit to a table of 4 sym-
metric ciphertexts. However, using the techniques of [22] and [32], XOR gates do
not need to be garbled and garbled gates can be reduced to 3 items. The circuit
used in [15] is the succession of n bit-wise (free) XOR’s and a Counter circuit
that adds the results of these XOR’s. This Counter circuit is the bottleneck of
their protocol.

The first proposal of our paper achieves full security in the semi-honest model.
We almost only rely on 1-out-of-2 oblivious transfer (OT 2

1 ). This primitive en-
ables a receiver to obtain 1 out of 2 elements held by a sender without the sender
learning the choice of the receiver and without the receiver learning information
on the other element held by the sender. In the Yao algorithm, using OT 2

1 ’s,
party P2 gets his input keys for a garbled circuit of the function to compute.
However, the keys sent by P1 are independent of P1’s inputs. Here we design
our scheme such that, in our OT’s, the elements sent by P1 also depend on the
input bits of P1 in such a way that the element obtained by P2 during the ith

OT 2
1 depends on xi⊕yi. Moreover using the technique of [26, Third Variant], we

avoid the use of a costly Counter circuit. We prove, using the OT-hybrid model
[6,23,14], that our protocol is fully secure in the semi-honest setting or one-sided
secure in the malicious setting, depending on the security level of the underlying
OT 2

1 . This protocol is significantly more efficient than the previous proposals for
secure Hamming distance in the semi-honest model [20,29,15,2].

We next extend our first proposal to a second protocol that is fully secure in
the malicious setting. Therefore, we use Committed Oblivious Transfer (COT)
[8] instead of basic OT 2

1 . In particular, we use a COT on bit strings with ho-
momorphic commitments, as in [21]. COT enforces that the parties are commit-
ted to their inputs to the oblivious transfers and moreover that the receiver is
committed to his output. The homomorphic commitment scheme enables us to
guarantee that the inputs of the sender are consistent and that the computation
run by the receiver on these inputs after the OT’s follows the protocol.

The proofs of security of our protocol secure in the malicious setting and
extensions to secure computation of weighted Hamming distance, of biometric
identification and of any linear combination of bit-wise independent functions,
appear in the extended version of this paper [3].
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2 SMC and Oblivious Transfer

2.1 Oblivious Transfer

Oblivious Transfer was first introduced by Rabin [33] as a two-party protocol
where a sender has a secret message that he sends to a receiver, which receives
it with probability 1/2, without the sender knowing if the message has been
received or not. This is however not the version that is now used in secure
protocols, but a slightly different primitive called 1-out-of-2 Oblivious Transfer
(OT 2

1 ). We here describe this primitive, some extensions to improve its use and
a derived version called Committed Oblivious Transfer (COT) [21], used in our
second proposal.

1-out-of-2 Oblivious Transfer. A 1-out-of-2 Oblivious Transfer is a crypto-
graphic primitive that enables a receiver R to obtain 1 out of 2 elements held
by a sender, without learning information on the other element and without the
sender knowing which element has been chosen. This kind of protocol is stronger
than a Private Information Retrieval (PIR) protocol [7] where only the choice
of the receiver remains hidden from the sender. The functionality enabled by
a OT 2

1 is described in Figure 1. For more details on implementations, see for
instance [14, Chapter 7]. For instance, the oblivious transfers of [27] and of [31]
can be used, respectively, in the semi-honest and in the malicious setting (see
Section 2.2 for the security definitions).

– Inputs: • Sender S inputs two n-bit strings X0 and X1

• Receiver R inputs a choice bit b
– Output: • S learns nothing on b

• R obtains Xb but learns nothing on X1−b

Fig. 1. The OT 2
1 functionality

Extensions. Several kinds of optimizations can be applied to Oblivious Trans-
fers, independently of the implementation. Two optimizations introduced in [16]
are of interest for our proposals. The first one [16, Section 3] enables, in the
random oracle model, to compute many OT’s with a small elementary cost from
k OT’s at a normal cost, where k is a security parameter. The second one [16,
Appendix B] enables to reduce oblivious transfers of long strings to oblivious
transfers of short strings using a pseudo-random generator.

Committed Oblivious Transfer. Committed Oblivious Transfer (COT) is
a combination of OT 2

1 and bit commitment, first introduced by Crépeau [8]
under the name Verifiable Oblivious Transfer. In this variant, both sender and
receiver are committed to their inputs before the oblivious transfer. Moreover,
the sender receives a commitment to the receiver’s output, and the receiver
obtains the randomness for this commitment. To our knowledge, the only scheme
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– Inputs: • S inputs two n-bit strings X0 and X1 and two random values
r0 and r1 used for commitment.
• R inputs a choice bit b and a random r used for commitment
• The common inputs are Com(b, r), Com(X0, r0) and Com(X1, r1)

– Output: • S learns nothing on b and r
• R obtains Xb and a random u but learns nothing on X1−b, r0 and r1.
• Both parties obtain Com(Xb, u).

Fig. 2. The COT functionality

that considers COT of bit strings is the one of Kiraz et al. [21], which uses
an homomorphic cryptosystem as commitment scheme. COT is described in
Figure 2, where Com denotes a commitment scheme.

2.2 Secure Two-Party Computation

Overview. Secure Multi-Party Computation [35] enables a set of parties to
jointly compute a function of their inputs while keeping their inputs private.
Different kinds of adversaries are considered:
• semi-honest adversaries who follow the protocols and try to gain more infor-
mation than they should on the other parties’ inputs,
• malicious adversaries who use any kind of strategy to learn information.

There also exists a notion of covert adversaries [1] who are malicious but
averse to being caught. Notice that we only consider static adversaries.

Security Definitions. Informally, security in SMC is ensured by simulating
the secure protocol in an ideal model where the inputs of both parties are sent
to a trusted party who takes care of the computation and sends the outputs back
to the respective parties and showing that all adversarial behaviours in a real
execution are simulatable in this ideal model. Full definitions and explanations
can be found in [13,14].

We quickly recall how full security is proven in the malicious setting. Let π
be a protocol for computing f(x, y) = (f1(x, y), f2(x, y)). In the real world, a
probabilistic polynomial-time (PPT) adversary A sends messages on behalf of
the corrupted party and follows an arbitrary strategy while the honest party
follows the instructions of π. In the ideal world, the honest party sends his
genuine input x to a trusted party. The adversary sends any input y′, of the
appropriate size to the trusted party. The trusted party first sends his output
f1(x, y

′) to the adversary and, if the adversary does not abort, also sends his
output f2(x, y

′) to the honest party. The adversary is also allowed to abort the
protocol at any time. Full Security against a malicious party Pi is ensured if, for
any PPT adversary in the real world, there is a PPT adversary in the ideal world
such that the distribution of the outputs in the real world is indistinguishable
from the distribution of the outputs in the ideal world.

A weaker notion is Privacy against a malicious party Pi, for i = 1, 2, that
guarantees that Pi cannot learn any information on the other party’s input.
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However, the execution in the real model might not be simulatable in the ideal
model. We say that a protocol achieves One-Sided Security in the malicious
model if it is fully-secure against a malicious Pi and private against a malicious
P3−i. See [14, Section 2.6] for further details.

In this paper, we prove security of our schemes in the OT-hybrid setting
[6,23,14]. In this setting, the execution in the real model is slightly modified.
The parties have access to a trusted party that computes oblivious transfers
for them. We only need to prove indistinguishability between executions in this
hybrid model and the ideal model to ensure security.

3 Secure Hamming Distance Computation

In the following, the + and − operators respectively denote modular additions
and subtractions, we assume that the context is explicit enough and do not recall
the moduli in the description of the algorithms. x̄, where x is a bit value, denotes
1− x. The Hamming distance is denoted by dH .

3.1 The Basic Scheme

We here introduce our new scheme based on oblivious transfers. The Yao algo-
rithm [35] also uses oblivious transfers but the inputs of the sender are random
keys that are independent of the actual inputs of the sender for the secure com-
putation. In the protocol we propose, the inputs of the sender P1 to the OT’s
depend on P1’s input bits. Consequently, the output of each oblivious transfer
depends on the input bits xi of P1 and yi of P2. We adjust our scheme so that
this output depends on xi ⊕ yi. Then, we use a technique inspired by [26, Third

– Inputs:

• P1 inputs a n-bit string X = (x1, . . . , xn)
• P2 inputs a n-bit string Y = (y1, . . . , yn)

– Output:

• 1st Option: P1 obtains dH(X,Y ) and P2 obtains nothing
• 2nd Option: P2 obtains dH(X,Y ) and P1 obtains nothing

– Protocol:
1. P1 generates n random values r1, . . . , rn ∈R Zn+1 and computes R = Σn

i=1ri
2. For each i = 1, . . . , n, P1 and P2 engage in a OT 2

1 where
• P1 acts as the sender and P2 as the receiver.
• P2’s selection bit is yi.
• P1’s input is (ri + xi, ri + x̄i).
• The output obtained by P2 is consequently ti = ri + (xi ⊕ yi).

3. P2 computes T = Σn
i=1ti

4. 1st Option: (1) P2 sends T to P1 (2)P1 computes and outputs T −R
2nd Option: (1) P1 sends R to P2 (2) P2 computes and outputs T −R

Fig. 3. The Basic Scheme
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Variant] to count the number of bits such that xi ⊕ yi = 1, i.e. to compute the
Hamming distance.

We assume that parties P1 and P2 respectively hold inputs X = (x1, . . . , xn)
and Y = (y1, . . . , yn). Party P1 prepares n random values r1, . . . , rn ∈R Zn+1

and prepares n oblivious transfers, as a sender. The inputs of the ith transfer are
arranged in such a way that a receiver with bit input y gets ri + (y ⊕ xi) mod
n + 1. To do so, input 0 of P1 is set to ri + xi and input 1 to ri + x̄i. Indeed,
if y = 0, xi ⊕ y = xi and if y = 1, xi ⊕ y = x̄i. P2 acts as a receiver for all
these n OT’s, with bit inputs y1, . . . , yn and gets (ri + (xi ⊕ yi))i=1,...,n. Then,
P2 adds all these values and gets T = Σn

i=1ri + Σn
i=1(xi ⊕ yi) = R + dH(X,Y ),

where R = Σn
i=1ri. Finally, depending on the party that is supposed to know

the output, either P1 sends R to P2 or P2 sends T to P1, the final output being
D = T −R = dH(X,Y ). The protocol is described in Figure 3.

Theorem 1 (Security of the Basic Scheme)
Assuming that the underlying OT 2

1 is secure in the semi-honest setting, the Basic
Scheme achieves full security in the semi-honest setting.

Assuming that the underlying OT 2
1 is secure in the malicious setting, the Basic

Scheme achieves, in the malicious setting:

– one-sided security, for the 2nd option: privacy against a malicious P1 and
full security against a malicious P2,

– privacy against a malicious P2, for the 1st option.

The proofs are detailed in Section 4.1.

3.2 The Fully Secure Scheme

Requirements on the Commitment Scheme. We assume that the commit-
ment scheme used in the Committed Oblivious Transfer we use in our scheme
fulfills the following requirements.

First, it must be additively homomorphic, i.e. there exist efficient operations
� and �, such that Com(x1, r1)�Com(x2, r2) = Com(x1 +x2, r1� r2), for any
x1, x2, r1, r2.

Second, there must exist a zero-knowledge proof of knowledge π2
1 , where both

parties know a commitment C = Com(x, r) and two values x1 and x2. In this
proof, the prover knows x, r and proves that x is either x1 or x2. Using the
notations of Camenisch and Stadler [4], π2

1 = PK{(α, β) : C = Com(α, β)∧(α =
x1 ∨ α = x2)}.

Let us consider the commitment scheme used in [21]. This commitment con-
sists of using a (2,2)-threshold homomorphic cryptosystem, i.e. Com(x, r) =
Enc(x, r) for a homomorphic cryptosystem where the public key is known by
both parties and the secret key is shared between the parties. By definition, the
first condition is fulfilled (usually � is a product and � an addition). The used
cryptosystem can be an additive ElGamal [11] or a Paillier [30] encryption. In
both cases, the second condition can be fulfilled (see resp. [5] and [10]). This
confirms that our requirements are reasonable.
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More details on the COT scheme of [21] and details on the π2
1 proofs can be

found in the extended version of this paper[3].

Our Proposal. Our second scheme adapts the Basic Scheme to the malicious
setting. We use a COT with a commitment scheme fulfilling the requirements
previously introduced. The commitment, together with the proofs of knowledge
of the inputs helps to ensure that the inputs are consistent and that the same
values are used along the protocol.

First, P1 and P2 commit to the oblivious transfer inputs and prove that these
inputs are well-formed. P2 proves that his inputs are bits and P1 proves that
his inputs differ by 1, i.e. for each input pair (ai, bi), there exists ri such that
(ai, bi) = (ri, ri + 1) or (ai, bi) = (ri + 1, ri). COT’s are then run with the same
inputs as in the basic scheme. Party P2 receives committed outputs, performs
the addition of these outputs and a commitment to this addition, thanks to the
homomorphic properties of the commitment scheme. P2 can prove, using the
commitments, that the value T obtained by adding the results of the COT’s is
consistent. In the same way, party P1 can prove that the value R is consistent
with his inputs to the COT’s. Indeed, Σn

i=1ai+bi = Σn
i=1(ri+ri+1) = 2Σn

i=1ri+
Σn

i=11 = 2R+n. Using the commitments to the ai’s and to the bi’s, P2 is then able

– Inputs: P1 inputs X = (x1, . . . , xn); P2 inputs Y = (y1, . . . , yn).
– Output: 1st (resp. 2nd) Option: P1 (resp. P2) obtains dH(X,Y ) and P2 (resp.

P1) obtains nothing
– Protocol: 1. P2 commits to all his bits yi: he computes and publishes

Com(yi, χi) for each i = 1 . . . n. He also proves, using π2
1 proofs on the com-

mitments, that yi = 0 or yi = 1.
2. P1 generates n random values r1, . . . , rn, uniformly from the plaintext space
of Com, and computes R = Σn

i=1ri
3. For each i = 1, . . . , n, P1 computes (ai, bi) = (ri + xi, ri + x̄i) and commits
to ai and bi. He computes and publishes (Ai = Com(ai, αi))i=1,...,n and (Bi =
Com(bi, βi))i=1,...,n

4. P1 proves to P2, using π2
1 proofs on the commitments, that |bi − ai| = 1, for

each i = 1, . . . , n.
5. For each i = 1, . . . , n, P1 and P2 engage in a COT where P1 acts as the
sender and P2 as the receiver, P2’s selection bit is yi, P1’s input is (ai, bi).
The output obtained by P2 is ti = ri + (xi ⊕ yi) and τi. Both parties obtain
Ci = Com(ti, τi)
6. P2 computes T = Σn

i=1ti,
7. 1st Option: (1) P2 computes C = Com(T, τ ) = C1 	 . . .	 Cn (2) P2 sends
T and a zero-knowledge proof that C commits to T to P1 (3) P1 computes
C = C1 	 . . .	Cn and checks the proof. (4) P1 computes and outputs T −R
2nd Option: (1) P1 computesK = Com(2R+n, ρ) = A1	. . .	An	B1	. . .	Bn

(2) P1 sends R and a zero-knowledge proof that K commits to 2R + n to
P2 (3) P2 computes K = A1 	 . . . 	 An 	 B1 	 . . . 	 Bn and checks that
K = Com(2R + n, ρ). (4) P2 computes and outputs T −R.

Fig. 4. The Fully Secure Scheme
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to check if the value R is consistent with the inputs of the COT’s. The protocol
is described in Figure 4. At any step, if a check fails, the party computing the
check should halt the protocol and output ⊥.

Theorem 2 (Security of the Fully Secure Scheme). Assuming that the
underlying COT is secure in the malicious setting, the Fully Secure Scheme
achieves full security in the malicious setting.

4 Security Proofs

4.1 The Basic Scheme

We here give the proof of security against a malicious P2 in the case of the 2nd

option. The guarantees of privacy against a malicious P2 for the 1st option, or
against a malicious P1 for the 2nd option are easily deduced from the privacy of
the OT’s, since no other messages are sent to these parties during the protocol.

Theorem 3 (Full Security against a Malicious P2-2
nd option). Assuming

that the underlying OT 2
1 is secure in the malicious setting, the Basic Scheme,

following the 2nd option, is fully-secure against a malicious P2 in the OT-hybrid
setting.

The following proof is partially inspired from the proofs of [26]. Indeed, our
scheme can be viewed as a reduction of the third variant of their Oblivious
Automata Evaluation, with only one state per line of the matrix, but where the
lines of the matrix are not identical.

Proof. Let B be a PPT adversary controlling P2 in the real world, we describe
a simulator SB who simulates the view of B in the ideal world.

SB runs B on input Y . Since we operate in the OT-hybrid model, B sends
Y ′ = (y′1, . . . , y

′
n) to the OT oracle. SB sends Y ′ to the trusted party and obtains

D = dH(X,Y ′). SB picks n random values t1, . . . , tn−1, T ∈R Zn+1 and computes
tn = T +D−Σn−1

i=1 ti. SB sends the ti’s to B as results of the oblivious transfer.
He then sends T . SB then outputs whatever B outputs.

Let us now prove the indistinguishability between the real and the simulated
views. Let V be a random subset of size t of {1, . . . , n}. (V represents the bit
positions where xi ⊕ yi = 1.) Consider the distributions:
• (DV ): Choose n uniformly random values {r1, . . . , rn} ∈ Zn+1. For every i ∈
{1, . . . , n}, let r′i = ri + 1 if i ∈ V and r′i = ri otherwise. Output (r′1, . . . , r

′
n).

• (D′
V ): Choose n uniformly random values R, r′1, . . . , r

′
n−1 ∈ Zn+1. Let R′ =

R+ t and r′n = R′ −Σn
i=1r

′
i. Output (r′1, . . . , r

′
n).

It is easy to show that DV and D′
V are identically distributed and that sam-

pling from D′
V only requires the knowledge of t. The distribution DV represents

the view of B in a real execution of the protocol while our simulator SB samples
from D′

V , with the only knowledge of the final output. Thus, the view of P2 in
the real world and the simulated view of P2 in the ideal world are indistinguish-
able, which ensures full security against a malicious P2. ��
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Remark 1. The proofs of security in the semi-honest setting are straightforward,
given the security guarantees of the Oblivious Transfer and the arguments ex-
plained in the previous proof proving that the outputs of the OT’s give no
information on the inputs of P2.

4.2 The Fully Secure Scheme

We use an adaptation of the OT-hybrid model to Committed Oblivious Transfer.
When the parties engage a COT in the COT-hybrid model, parties interact with
each other and have access to a trusted party that computes the COT for them.
Concretely, the receiver sends b, Com(b, r) to the trusted party, the sender sends
x0, Com(x0, r0) and x1, Com(x1, r1) to the trusted party. The trusted party
sends xb and r′ back to the receiver and Com(xb, r

′) to both parties. This model,
for a slightly different COT, has already been used in the proof of security of
the binHDOT protocol [20] for malicious adversaries.

Since we use zero-knowledge proofs of knowledge, our protocol cannot be
proved secure in the UC model [6] but in the stand-alone setting only. The proofs
of Theorem 4 and Theorem 5 appear in the extended version of this paper [3].

Theorem 4 (Full Security Against a Malicious P1). Assuming that the
underlying COT is secure in the malicious setting, the Fully Secure Scheme is
fully-secure against a malicious P1 in the COT-hybrid setting.

Theorem 5 (Full Security Against a Malicious P2). Assuming that the
underlying COT is secure in the malicious setting, the Fully Secure Scheme is
fully-secure against a malicious P2 in the COT-hybrid setting.

5 Efficiency

5.1 The Basic Scheme

The cost of the basic scheme described in Figure 3 is essentially the cost of n
OT 2

1 ’s of inputs of log(n) bits. Using the OT extension of [16], when many OT’s
are performed, the workload turns out to be two evaluations of a hash function
for P1 and one for P2 per input bit. The bandwidth requirement is then roughly
2n · log(n) bits.

Comparison to Previous Schemes. Let us compare our Basic Scheme to
two previous protocols [15], [20,29] for semi-honest secure Hamming Distance
computation, previously known as the most efficient proposals.

Other techniques, like Private Set Intersection Cardinality [9] or Private Scalar
Product Computation [12] can be easily adapted to perform secure Hamming
distance computation. However, in these proposals, use of homomorphic encryp-
tion and/or a linear number of exponentiations leads to schemes that are less
efficient than our proposal in the semi-honest model.
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We first compare to the application of the Yao algorithm to Hamming distance
computation described in [15]. In this setting, the Hamming distance function
has to be represented as a binary circuit. To get an idea of the cost of the
computation, we need to count the number of non-XOR gates in this circuit. Let
us assume that the size n of the inputs is a power of 2: n = 2N . The number
G of non-free gates is obtained (see the description of the Counter circuit in
[15]) by G = ΣN

i=1(2
N−i.i) ≈ 2N+1 = 2n. Let k be the security parameter of

the scheme. For the generation of the circuit, party P1 has to perform 4G hash
function evaluations. Then, P1 sends the circuit (3k · G bits) and his keys for
the circuit (n · k bits). Then P1 and P2 perform n OT 2

1 ’s on k-bit strings. P2

has then to perform G hash functions evaluations. Using the OT extension of
[16], the workload of P1 is roughly 10n hash functions evaluations, the workload
of P2 is 3n hash function evaluations and the bandwidth is 6kn bits. When m
Hamming distances on the same input of P2 are evaluated, all these operations
but the oblivious transfers of P2’s inputs have to be computed m times.

We now evaluate the workload and bandwidth requirements of the [20,29] al-
gorithm. The binHDOT protocol presented in [20] enables evaluation of a class
of functions depending on Hamming distance. We here consider its reduction
to the evaluation of the Hamming distance only. We describe the corresponding
protocol in the extended version of this paper. We moreover take into account,
in our evaluations, the optimizations presented in [29]. Party P2 prepares n ho-
momorphic ciphertexts, encrypting each of his inputs bits. These ciphertexts
are sent to P1 who homomorphically adds and subtracts them to obtain the
encryption of the Hamming distance. Taking into account the optimizations of
[29] (although we do not separate off-line and on-line phases), P1 has to perform
n homomorphic encryptions and P2 n homomorphic additions. They mainly ex-
change n ciphertexts. When m distances are computed, with the optimizations
of [29], P2’s work is almost the same and P1 has to perform mn/2 homomor-
phic additions, once n subtractions and 3.5n additions are preprocessed. The
bandwidth depends on the option and on the receiver of the result.

The comparison of these 3 protocols is summed up in Table 1, where hash
means hash function evaluations and k is the security parameter of the Yao algo-
rithm of [15]. We extrapolate to the simultaneous computation of m Hamming
distances (see [3, Section 5.2]) in Table 2. In the first line of Table 2, the (+m)
hom. ciphertexts corresponds to the case where P2 gets the result instead of P1.

For concrete estimations, k should be at least 80 and Paillier ciphertexts at
least 2048-bit long. It is easy to see that, for reasonable sizes of n, our scheme
is more efficient and requires significantly less bandwidth. In these tables, we do
not mention the k base OT’s that are needed in our basic scheme and in the
scheme of [15] for OT extension. They can be preprocessed.

Implementation Results. To prove our allegations regarding efficiency im-
provements in terms of computational workload, we ran the implementation
of secure Hamming distance used in [15] and an implementation of our basic
scheme using the same framework [34] on the same computer. The framework is
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Table 1. Secure Computation of One Hamming Distance in the Semi-Honest Model

P1 P2 Bandwidth (bits)

[20,29] n hom.add. n hom.enc. n hom.ciphertexts

[15] 10n hash 3n hash 6kn

The Basic Scheme 2n hash n hash 2n log(n)

Table 2. Secure Computation of m Hamming Distances in the Semi-Honest Model

P1 P2 Bandwidth (bits)

[20,29] mn/2 hom.add. n hom.enc. n(+m) hom.ciphertexts

[15] (2 + 8m)n hash (1 + 2m)n hash (2 + 4m)kn

The Basic Scheme 2n hash n hash 2mn log(n)

implemented in Java and we ran it on a single computer with a 2 GHz Intel Core
i7 processor and a 4 GB RAM. We think that the ratio of computation times
between the protocols is more relevant than an absolute value of the time of exe-
cution of our process. This comparison is illustrated in Figure 5. For inputs with
a few thousands bits size, the computation time required for our Basic scheme
is approximately 22% of the time required to compute the protocol of [15].

5.2 The Fully Secure Scheme

We assume that the COT of the Fully Secure Scheme is the one of [21], using
a threshold El-Gamal cryptosystem. According to [21], 24 exponentiations are
required per COT , once the inputs are committed.

P1 performs 2n commitments and runs n π2
1 proofs on the commitments.

He participates in n COT’s as a sender. He finally computes a product of n
ciphertexts (or 2n for the 2nd option). P2 performs n commitments and runs
n π2

1 proofs on the commitments. He participates in n COT’s as a receiver.

Fig. 5. Ratio computation times between our Basic Scheme and the protocol of [15]
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He finally computes a product of n ciphertexts (or 2n for the 2nd option). The
bandwidth mainly comprises 3n commitments and n COT’s.

In [20], Jarrous and Pinkas also propose an adaptation of their binHDOT pro-
tocol to the malicious setting. They also use a particular Committed Oblivious
Transfer functionality, with proofs that the inputs differ by a constant number
Δ, while we prove that our inputs always differ by 1. However, their protocol
(for a more generic functionality) ends with an oblivious polynomial evaluation.
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Abstract. The garbled circuit technique transforms a circuit in such
a way that it can be evaluated on encrypted inputs. Garbled circuits
were originally introduced by Yao (FOCS ’86) for the purpose of secure
two-party computation but have since found many applications.

In this work, we consider the problem of designing special-purpose
garbled circuits, which are garbled circuits that handle only a specific
class of functionalities. Special-purpose constructions are usually smaller
than general-purpose ones and lead to more efficient two-party protocols.

We propose a design framework for constructing special-purpose gar-
bled circuits based on structured encryption schemes, which are encryp-
tion schemes that encrypt data structures in such a way that they can
be queried through the use of a token. Using our framework, we show
how to design more efficient garbled circuits for several graph-based func-
tionalities (with applications to online social network analysis), Boolean
circuits, deterministic finite automata, and branching programs.

1 Introduction

Yao’s garbled circuit technique transforms circuits in such a way that they can
be evaluated on encrypted inputs. While garbled circuits were originally intro-
duced for the purpose of two-party secure function evaluation (SFE) [19], they
have since found many applications, some of which include the design of ho-
momorphic encryption schemes, one-time programs, circular-secure encryption,
non-interactive verifiable computation, functional encryption, and single-server-
aided SFE.

At a high level, the garbled circuit technique consists of: (1) a garbling proce-
dure that transforms a circuit C that computes a function f , and a set of inputs
x = (x1, . . . , xn) into a garbled circuit C̃ and an encoded input x̃ = (x̃1, . . . , x̃n);

(2) an evaluation procedure that computes a garbled output ỹ given C̃ and x̃;
and (3) a decoding procedure that, given ỹ and a set of decoding keys dk re-
turns f(x). The main security property provided by garbled circuits is input

privacy, which guarantees that, given (C̃, x̃,dk), no information about x is re-
vealed by the garbled circuit evaluation beyond what can be inferred from f(x).
As shown by Yao, combining garbled circuits with oblivious transfer results in
constant-round two-party SFE secure against semi-honest adversaries.

The importance of the garbled circuit technique in cryptography can be at-
tributed to several factors, including its security properties, its relative efficiency
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c© International Financial Cryptography Association 2013



178 S. Kamara and L. Wei

and, most importantly, its generality. In fact, like fully-homomorphic encryption,
garbled circuits are one of the few general-purpose primitives in cryptography.
While generality is crucial for establishing completeness theorems and for un-
derstanding the power of cryptographic techniques, it is well-known that it often
comes at the price of efficiency. In fact, it is common for special-purpose con-
structions (i.e., constructions that handle only a a sub-class of functionalities)
to be more efficient than general-purpose constructions.

Our Contributions. In this work, we consider the problem of designing special-
purpose garbling schemes. Given the importance of garbled circuits and the effi-
ciency improvements enjoyed by special-purpose constructions, this is a natural
and well-motivated problem. We make the following contributions.

We introduce a general framework for designing special-purpose garbling
schemes. Our framework is based on a connection between garbled circuits and
the notion of structured encryption [8] which is a generalization of index-based
searchable symmetric encryption (SSE) [18,10,7,9]. Roughly speaking, a struc-
tured encryption scheme encrypts a data structure in such a way that it can
be queried through the use of a query-specific token that does not reveal in-
formation about the query. Our approach essentially reduces the problem of
designing special-purpose garbled circuits to the problem of designing struc-
tured encryption schemes. Consequently, improvements in either the efficiency
or functionality of structured encryption can lead to similar improvements in
the design of special-purpose two-party protocols in the semi-honest model and
other cryptographic primitives that rely on input-private garbled circuits.

While our main contributions are conceptual, we demonstrate the utility of
our approach by constructing special-purpose garbling schemes for several useful
functionalities. For example, using our framework with the structured encryption
schemes of [8], we get special-purpose garbling schemes (and therefore two-party
protocols) for several graph-based functionalities that have applications to online
social networks. In addition, in the full version of this work we use our framework
to construct garbling schemes for other functionalities like branching programs
(BP), deterministic finite automata (DFA) and even Boolean circuits. In all
cases, the garbled circuits resulting from our approach are more efficient (i.e.,
either smaller or with faster evaluation) than the garbled circuits that would
result from applying Yao’s general-purpose construction.

The main building block we need to handle DFAs, BPs and Boolean circuits is
a matrix encryption scheme that supports lookups, i.e., a structured encryption
scheme that encrypts matrices in such a way that a location (i, j) can be queried
using a token.While such a scheme is described in [8], that particular construction
is not appropriate for our purposes. The problem is that the scheme from [8] is
only 1-dimensional in the sense that it generates a single token for a location (i, j)
in the matrix. For our purposes, however, we need a 2-dimensional scheme that
generates two independent tokens, i.e., one for i and one for j that can be combined
to lookup location (i, j). We show how to construct such a scheme based on the
1-dimensional construction of [8] and pseudo-random synthesizers [17].
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1.1 Background on Structured Encryption

Several variants of structured encryption were described in [8] but for our pur-
poses we need the structure-only variant which only encrypts data structures
as opposed to the standard variant which also encrypts messages. A struc-
tured encryption scheme is a tuple of four polynomial-time algorithms SE =
(Gen,Enc,Token,Querye) such that Gen is a probabilistic algorithm that takes
as input a security parameter k and outputs a private key K. Let T be an
abstract data type that maps queries q from a query space Q to an answer a
from a response space R. Enc is a probabilistic algorithm that takes as input
a key K, a data structure δ ∈ T and outputs an encrypted data structure γ.
Token is a (possibly probabilistic) algorithm that takes as input a private key K
and a query q ∈ Q and outputs a token τ . Querye is a deterministic algorithm
that takes as input an encrypted data structure γ and a token τ and outputs
an answer a ∈ R. Informally, a structured encryption scheme is secure against
chosen-query attacks (CQA1) if no useful information about q and δ can be
recovered from γ and τ beyond what can be deduced from a. We say that a
structured encryption scheme is secure against adaptive chosen-query attacks
(CQA2) if this holds even when queries are made adaptively (i.e., as a function
of the encrypted data structure γ and the results of previous queries and tokens).

As a concrete example, consider a graph encryption scheme Graph = (Gen,Enc,
Token,Neighe) that supports neighbor queries (we refer the reader to [8] for a
concrete construction). With such a scheme one can encrypt the edges E of a
graph G = (V,E) by computing γ ← Enc(K,E). A token for a vertex v ∈ V
can be created as τ ← Token(K, v) and the neighbors of v, denoted Γ (v), can
be recovered by computing Neighe(γ, τ).

Associative Structured Encryption. For our purposes, we need associative struc-
tured encryption schemes which allow one to associate arbitrary strings to each
output. So, with respect to our previous example, an associative graph encryp-
tion scheme supporting neighbor queries would: (1) allow the encryptor to as-
sociate arbitrary strings to each vertex of the graph during the encryption step;
and (2) reveal these strings whenever the associated vertex is in Γ (v). More
precisely, in addition to the secret key sk and the edges E, the Enc algorithm
would also take as input a set of strings (sv1 , . . . , sv|V |), where svi is associated
with vertex vi. Then, the algorithm Neighe would return, in addition to Γ (v),
the set {sw}w∈Γ (v).

Due to space restrictions, we refer the reader to [8] for formal definitions of
(associative) structured encryption and of the relevant security definitions.

1.2 Overview of Our Framework

At a high level, our framework consists of two steps. In the first step, the function
f is represented as a structured circuit which is a circuit-like computational
model where each gate g can query a data structure δ and where the input
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and output wires of g carry queries for the structures of g and g’s descendent,
respectively. Our notion of structured circuits is reminiscent of Naor and Nissim’s
circuits with lookup tables [16] though, in our setting, the contents of the data
structure cannot be set during computation. In the second step, at a very high
level, the structured circuit is garbled by encrypting each data structure δ with
an appropriate structured encryption scheme. These encrypted structures are
viewed as the garbled gates and the tokens used to query them are viewed as
the encoded wire values.

Note that the functionality and security properties needed to construct a
garbled gate are precisely what is provided by associative structured encryption
schemes. Indeed, a garbled gate must: (1) privately store the encodings for its
outgoing wires; (2) reveal those encodings when presented with encodings for
its input wires (according to the operation implemented by the gate); and (3)
not reveal anything about a wire value given only its encoding. Similarly, an
associative structured encryption scheme encrypts a data structure in such a
way that: (1) arbitrary strings can be stored in the encrypted structure and
associated with any answer; (2) these strings are only revealed when presented
with an appropriate query token; and (3) no information is revealed about the
query from the token.

2 Related Work

Garbled Circuits. Garbled circuits were introduced by Yao in his seminal work
on SFE [19]. Since, they have found many additional applications as discussed in
Section 1. Due to their wide applicability, several garbling techniques have been
introduced over the years. Recently, Applebaum, Ishai and Kushilevitz proposed
the first garbling scheme for arithmetic circuits [1].

Formalizations of garbled circuits have been proposed in the past. The most
notable is the notion of randomized encodings (RE), which was introduced by
Ishai and Kushilevitz [12,13]. While REs have found many applications in cryp-
tography and even in complexity theory, the RE abstraction is not appropriate
for certain applications. Recently, Bellare, Hoang and Rogaway [4,3] provided a
formal treatment of garbled circuits. The formalization we use here is similar to
that of [4,3] but does not capture function privacy (which, intuitively, guarantees
that a garbled circuit does not reveal information about its functionality) since
we are mostly concerned here with applications to two-party computation (as
opposed to private function evaluation).

Special-Purpose Garbled Circuits. In addition to the general-purpose construc-
tions described above, several works in the past have proposed two-party
protocols for various classes of functions that (sometimes implicitly) relied on
special-purpose garbled circuits. Some examples are [14,6,2], which construct ef-
ficient two-party protocols for evaluating ordered binary decision diagrams (OB-
DDS); and [15] which gives an efficient protocol for evaluating DFAs. All these
protocols can be viewed as a combination of a special-purpose garbling scheme
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with OT, just as Yao’s general-purpose two-party protocol is a combination of
a general-purpose garbling scheme with OT.

Structured Encryption. Structured encryption was introduced in [8] as a general-
ization of the notion of a secure index considered by Song, Wagner and Perrig in
[18] and Goh in [10] for the purpose of building searchable symmetric encryption
(SSE) schemes. SSE was first considered explicitly in [18].

3 Preliminaries

We use oracles in some of our definitions for conciseness. In each case, these
oracles only allow the adversary to make a single query. To stress this, we will
often say that an oracle is a single-query oracle.

An abstract data type is a collection of objects together with a set of opera-
tions defined on those objects. We recall the formalization of an abstract data
type given in [8]. Formally, a data type T is defined by a universe U = {Uk}k∈N

and an operation Query : U × Q → R, where Q = {Qk}k∈N is the opera-
tion’s query space and R = {Rk}k∈N is its response space. The universe, query
and response spaces are ensembles of finite sets indexed by the security pa-
rameter k. We assume that the universe is a totally ordered set and that the
response space includes special elements ⊥ and ε denoting failure and the empty
string, respectively. Given a data structure δ we sometimes write T (δ) to refer to
its type.

4 Syntactic and Security Definitions

A garbling scheme Garb consists of four algorithms (Grb,Enc,Eval,Dec). The
algorithm Grb is used to garble a circuit and to generate a secret key sk and a
set of decoding keys dk. The algorithm Enc is used with the secret key to encode
inputs, and the Eval algorithm is used to evaluate a garbled circuit on a set of
encoded inputs. Evaluation results in an encoded output which can be decoded
into the real output using the decoding algorithm Dec and an appropriate subset
of the decoding keys.

Definition 1 (Garbling scheme). A garbling scheme Garb = (Grb,Enc,Eval,
Dec) consists of four polynomial-time algorithms that work as follows:

– (C̃,dk, sk) ← Grb(1k,C) : is a probabilistic algorithm that takes as input a

circuit C with n inputs and � outputs and returns a garbled circuit C̃, a set
of decoding keys dk = (dk1, . . . , dk�) and a secret key sk.

– x̃ := Enc(sk, x) : is a deterministic algorithm that takes as input a se-
cret key sk, an input x and returns an encoded input x̃. We sometimes
write x̃ := Enc(sk,x) to denote the algorithm that takes multiple inputs
x = (x1, . . . , xn), runs Enc(sk, ·) on each xi and returns the garbled inputs
x̃1 through x̃n.
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– ỹ := Eval(C̃, x̃) : is a deterministic algorithm that takes as input a garbled

circuit C̃ and encoded inputs x̃ and returns encoded outputs ỹ.
– {⊥, yi} := Dec(dki, ỹi) : is a deterministic algorithm that takes as input a

decoding key dki and an encoded output ỹi and returns either the failure
symbol ⊥ or an output yi. We sometimes write {⊥,y} := Dec(dk, ỹ) to
denote the algorithm that takes multiple garbled outputs ỹ = (ỹ1, . . . , ỹ�),
runs Dec(dki, ·) on each ỹi and returns the outputs y1 through y�.

We say that Garb is correct if for all k ∈ N, for all polynomial-size circuits C,
for all inputs x for in the domain of C, for all (C̃,dk, sk) output by Grb(1k,C),

for x̃ := Enc(sk,x) and ỹ := Eval
(
C̃, x̃
)
and for all i ∈ [�], Dec

(
dki, ỹi

)
= yi.

Non-Adaptive Input Privacy. Most applications of garbled circuits rely on a
simple notion of security that guarantees that a garbled circuit C̃ together with
encoded inputs x̃ and the decoding keys dk reveal at most f(x). The follow-
ing simulation-based definition guarantees that the garbled circuit, the encoded
inputs and the decoding keys are all simulatable given the result of the computa-
tion. Intuitively, this implies that for some set of inputs x, an efficient adversary
that holds (C̃, x̃,dk) will not learn anything beyond f(x).

Definition 2 (Sim1-security). A garbling scheme Garb = (Grb,Enc,Eval,Dec)
is Sim1-secure with respect to a circuit C if, for all polynomial-size adversaries
A, there exists a polynomial-size simulator S such that the following distributions
are computationally indistinguishable:{〈

C̃, x̃,dk
〉
: (C̃,dk, sk) ← Grb

(
1k,C

)
;x ← A(1k); x̃ ← Enc(sk,x)

}
,

{〈
C̃, x̃,dk

〉
: x ← A(1k); (C̃, x̃,dk) ← S(C, f(x)

)}
.

Adaptive Input Privacy. While non-adaptive privacy is sufficient for some ap-
plications (e.g., secure two-party computation in the semi-honest model) there
are other useful applications for which it falls short. This typically occurs in
situations where the adversary can choose its inputs as a function of the garbled
circuit (for example in one-time programs [11]). The following simulation-based
definition of adaptive input privacy guarantees that the garbled circuit, the en-
coded input and the decoding keys are all simulatable given only the circuit and
the result of the computation. Like the non-adaptive definition, this holds for
adversarially-chosen inputs; but, unlike the non-adaptive definition, the inputs
can be chosen as a function of the garbled circuit.

Definition 3 (Sim2-security). A garbling scheme Garb = (Grb,Enc,Eval,Dec)
is Sim2-secure with respect to a circuit C if, for all polynomial-size adversaries
A, there exists a polynomial-size stateful simulator S = (S1,S2) such that the
following distributions are computationally indistinguishable:{〈

C̃, x̃,dk, stA
〉
: (C̃,dk, sk) ← Grb

(
1k,C

)
; stA ← AEnc(sk,·)(C̃,dk)

}
,
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{〈
C̃, x̃,dk, stA

〉
: (C̃,dk) ← S1(C); stA ← AOsimS2 (·)(C̃,dk)

}
,

where OsimS2 is a single-query oracle that takes as input x and returns x̃ ←
S2(C, f(x)).

5 Garbling Schemes via Structured Encryption

The first step in our framework is to describe the functionality f as a structured
circuit which, roughly speaking, is a circuit with gates that can query data
structures that support a given set of operations. Given a structured circuit
representation of f we then garble it using an appropriate set of structured
encryption schemes.

Structured Circuits. An n input and m output structured circuit C over a basis
B = {T1, . . . ,Tβ} is a directed acyclic graph with n input wires and m output
wires such that each gate g has access to a data structure of type T ∈ B which
supports an operation Query : U × Q1 × · · · × Qν → R. We say that g is a
(T , ν)-gate if: (1) it has access to a structure δ of type T ; and (2) it has ν input
wires that carry queries (q1, . . . , qν) ∈ Q1 × · · · × Qν and an output wire that
carries answers in R. We require that if g1’s output wire is g2’s ith input wire,
then R1 = Q2,i where R1 refers to the response space of g1 and Q2,i denotes
the ith query space of g2.

Throughout, we assume a topological ordering on C and denote its ith gate
by gi. For notational convenience, we sometimes write T (g), Q(g), R(g) to refer
to a gate g’s type, query space and answer space, respectively.

A structured circuit C is evaluated on input (q1, . . . , qn) from the input wires
to the output wires. When the inputs to the incoming wires of a gate g have been
obtained, the output wire of g is set to a := Query(δ, q1, . . . , qν). The output of
the circuit are the values obtained on the output wires of the circuit.

5.1 Our Framework

We now describe our approach to designing special-purpose garbled circuits. Let
C be a structured circuit over the basis B and let {SE1, . . . , SEβ} be a set of
structured encryption schemes for each abstract data type in B. Our approach
is described in detail in Fig. 1 and, at a high level, works as follows.

If g has access to a data structure δ of type T (e.g., a graph or a matrix) then
δ is encrypted using a structured encryption scheme for type T . The resulting
encrypted structure γ is the garbled gate and the tokens for queries q are used
as encodings for the wires. To allow for the connection of gates to one another,
the underlying structured encryption schemes must be associative.

Intuitively, the input privacy of the resulting garbled (structured) circuit is
guaranteed by the security of the structured encryption scheme. This approach
results in garbled circuits that have the same size as the structured circuit for f .
For certain functions, the structured circuit representation can be much smaller
than the boolean circuit representation (we discuss this further in Section 6).
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Let B = {T1, . . . ,Tβ} be a basis and (SE1, . . . ,SEβ) be associative struc-
tured encryption schemes for the types in B. Construct a garbling scheme
Garb = (Grb,Enc,Eval,Dec) for the class of n input and m output structured
circuits over B as follows:

– Grb(1k,C):
1. (output gates) let out = (o1, . . . , om) be the set of output gates

and for each oi,
(a) generate a key Ki ← SET (oi).Gen(1

k)

(b) for all a ∈ R(oi), sample λi,a
$← {0, 1}k

(c) compute γi ← SET (oi).EncKi(δ,λ), where δ is the structure of
oi and λ = {λi,a}a∈R(oi)

(d) set dki to be a lookup table that maps λi,a to a.
2. (non-output gates) let out = (g1, . . . , g�) be the set of non-

output gates and for each gi,
(a) generate a key Ki ← SET (gi).Gen(1

k)
(b) let d be the descendant of gi and let Kd be the key generated

for it
(c) for all q ∈ Q(d), compute τq := SET (d).TokenKd (q)
(d) compute γi ← SET (gi).EncKi(δ, τ ), where τ =

(τ1, . . . , τ|Q(d)|).
3. let C̃ = (γ1, . . . , γ|C|), where γj is the garbling of the jth gate in C
4. if in = (g�1 , . . . , g

�
n) are the inputs gates, let sk = (K�

1 , . . . ,K
�
n) be

the keys generated for these gates
5. let dk = (dk1, . . . ,dkm),

6. output (C̃,dk, sk)
– Enc(sk, x): compute τ ← SET (x).TokenK(x)(x) and output x̃ = τ .

– Eval(C̃, x̃): evaluate C̃ from the input wires to the output wires
as follows: when the tokens τ1 and τ2 of the incoming wires to a
garbled gate γ have been obtained, set the output wire of γ to
τ3 ← SET (γ).Querye(γ, τ1, τ2). After processing all gates, output ỹ =
(λo1 , . . . , λom), where λoi is the value obtained on the output wire of
the ith output gate oi.

– Dec(x̃, dki, ỹi): parse ỹi as λi and output yi := dki[λi].

Fig. 1. A framework for designing special-purpose garbled circuits



Garbled Circuits via Structured Encryption 185

Non-adaptive Input Privacy. We show that if the underlying structured encryp-
tion schemes are Cqa1-secure, then our construction results in a garbling scheme
that provides non-adaptive input privacy. Due to space restrictions, the proof is
deferred to the full version of this work.

Theorem 1. If (SE1, . . . , SEβ) are Cqa1-secure, then the scheme described in
Fig.1 is Sim1-secure.

Adaptive Input Privacy. In the full version of this work, we also show that if
the underlying schemes are Cqa2-secure, then the resulting garbling scheme
provides the stronger notion of adaptive input privacy.

Theorem 2. If (SE1, . . . , SEβ) are Cqa2-secure, then the construction described
in Fig.1 is Sim2-secure.

A Remark on Yao’s Construction. We observe that Yao’s garbled circuit con-
struction can be viewed as an instantiation of our framework using 2× 2 matrix
encryption schemes that support lookup queries. Recall that in Yao’s construc-
tion, garbled circuits are constructed as follows. Each gate g in the circuit C
is replaced with a garbled gate g̃. Here, we assume without loss of generality
that g has two input wires wa and wb and one output wire wc. The bit values
conducted by each wire are replaced with a randomly chosen encoding. So the
0 and 1 bits on wire wa are encoded as ωa

0 and ωa
1 which are sampled uniformly

at random. The encodings for all the bits of wb and wc are generated similarly.
The garbled gate g̃ is constructed such that, given (ωa

0 , ω
b
0) it returns ωc

g(0,0),

given (ωa
0 , ω

b
1) it returns ωc

g(0,1), and so on. Notice that because the encodings
are chosen uniformly at random, they do not reveal any information about the
real wire values.

These garbled gates can be viewed as structured encryption schemes for 2× 2
matrices that support lookups. To illustrate this, we briefly sketch how each
implies the other (we defer a more formal treatment to the full version of this
work). Given a Boolean gate g we can construct a garbled gate g̃ using any
associative 2-dimensional matrix encryption scheme for 2 × 2 matrices. The 0
and 1 labels for wa are tokens for the first and second row, respectively; and the
0 and 1 labels for wb are tokens for the first and second column, respectively.
The garbled gate g̃ is then the encryption of the matrix M defined as M [i, j] =
τcg(i−1,j−1), where τ

c
0 and τc1 are the tokens used as encodings for g’s output wire

(alternatively, for one of its descendent’s input wires). In the other direction, we
can construct an associative 2 × 2 matrix encryption scheme from any garbled
gate construction. It suffices to view the garbled gate as the encrypted matrix
(replacing the output wire encodings with the associated data) and the input
wire encodings as the tokens for lookup queries.

6 Concrete Constructions

In the previous Section, we showed how to construct special-purpose garbled
circuits for any function f that can be written as a structured circuit over a
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basis B. This requires, however, that we have structured encryption schemes for
the data types in B. In [8], several structured encryption schemes were proposed
including a matrix encryption scheme that supports lookup queries, a graph
encryption scheme that supports adjacency queries (i.e., given two nodes, test
whether they are adjacent), a graph encryption scheme that supports neighbor
queries (i.e., given a node, return all of its neighbors) and a web-graph encryption
scheme that supports focused subgraph queries. All the schemes in [8] were shown
Cqa2-secure so, using our framework, we get adaptively-secure special-purpose
garbling schemes for any structured circuit over the basis B consisting of the
data types mentioned above.

This leads to garbling schemes and (when combined with OT in the natural
way) special-purpose two-party protocols in the semi-honest model for several
graph-based functionalities. Note that in all these functionalities there is a set
of public vertices V , and one player holds a private set of edges E over V that
the second player wants to query in some way. This captures several real-life
scenarios, e.g., in online social network analysis where the identities of users is
public (e.g., Facebook, LinkedIn, Google+) but the relationships between users
(i.e., friendships, connections, relationships) is private. In particular, this leads
to two-party protocols for the following functionalities:

– (neighbor queries) fV (E, v) = (⊥, Γ (v)), where Γ (v) are the neighbor of v.
– (adjacency queries) fV (E, (v1, v2)) = (⊥,M [v1, v2]), where MG is the adja-

cency matrix of G = (V,E).
– (focused subgraph queries) fV ((E,D1, . . . , D|V |), w) = (⊥, Σ(w)), where D1

through D|V | are documents (e.g., user profiles) associated with the vertices
in V and Σ(w) = {vi ∈ V : w ∈ Di} ∪ {Γ (vi) ⊆ V : w ∈ Di}, i.e., the
vertices whose documents contain the keyword w and their neighbors.

We briefly note that in the context of online social networks, focused subgraph
queries (FSQ) allow P2 to make queries of the type “search for all users who are
friends with someone that likes product X”, which is particularly compelling for
marketing applications. In the context of healthcare (i.e., the vertices are patients
and the documents are their medical records), FSQs allow P2 to query for all
patients who are related to someone who has a particular disease or symptom.

In addition to the schemes mentioned above, we can use our framework to
design special-purpose garbling schemes (and therefore two-party protocols) for
functionalities not handled by the structured encryption schemes of [8]. This
includes Boolean circuits, DFAs and BPs. In fact, in the full version, we show that
all these functionalities can be handled using a 2-dimensional matrix encryption
scheme. Due to space restrictions, we only describe this new matrix encryption
construction and leave its application to Boolean circuits, DFAs and BPs—which
is straightforward—to the full version of this work.

While [8] show how to construct an associative matrix encryption scheme that
is Cqa2-secure, their particular construction is not appropriate for our purpose.
More precisely, their scheme is only one-dimensional, in the sense that it only
generates a single token for a lookup query (i, j). On the other, for our purposes,
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we need a scheme that generates independent tokens for i and j that can later
be combined to do a lookup at location (i, j) on the encrypted matrix.

1-D Matrix Encryption. At a high level, the scheme from [8] works as follows:
given an n × m matrix M a new matrix C is constructed such that each ele-
ment M [i, j] is stored in C at location (α, β) := PK1(i, j) encrypted under key
Kα,β := FK2(α, β), where P : {0, 1}k× [n]× [m] → [n]× [m] is a pseudo-random
permutation 1 F : {0, 1}k × [n]× [m] → {0, 1}�(k) is a pseudo-random function.
The encrypted matrix is C and a lookup token for location (i, j) consists of the
tuple (α, β, FK2 (α, β)).

2-D Matrix Encryption. We sketch here how to make the scheme from [8] two-
dimensional. Note that this approach only yields a Cqa1-secure scheme. This,
however, implies a Sim1-secure garbling scheme which is sufficient for important
applications like two-party computation.

Let �(k) be an upper bound on the length of the information stored in the
matrix (e.g., the associated data). We use a primitive introduced by Naor and
Reingold in [17] called a pseudo-random synthesizer, which can be built from
weak pseudo-random functions. A synthesizer Synth is an efficiently computable
function such that{〈

Synth(xi, yj)
〉
1≤i,j≤m

: x
$← Xn;y

$← Xn

}
c≈
{〈

r
〉
: r

$← Xn2

}
.

Let P and Q be two pseudo-random permuations and let F be a pseudo-random
function. In the new scheme the element M [i, j] is stored at location
(α, β) := (PK1(i), QK2(j)) inC andXORedwith the padKi,j := Synth(FK3(0‖α),
FK3(1‖β)). Lookup tokens for location (i, j) are simply (α, FK3(0‖α)) and
(β, FK3(1‖β)). It is easy to show that this scheme isCqa1-secure (we defer a proof
to the full version) so by, Theorem 1, it can be used to construct a Sim1-secure
garbling schemes. If Sim2-security is needed one can use the transformation of [3].
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Abstract. We propose a method to compute the exact minimal num-
ber of bootstrappings required to homomorphically evaluate any circuit.
Given a circuit (typically over F2 although our method readily extends to
circuits over any ring), the maximal noise level supported by the consid-
ered fully homomorphic encryption (FHE) scheme and the desired noise
level of circuit inputs and outputs, our algorithms return a minimal sub-
set of circuit variables such that boostrapping these variables is enough
to perform an evaluation of the whole circuit. We introduce a specific
algorithm for 2-level encryption (first generation of FHE schemes) and
an extended algorithm for �max-level encryption with arbitrary �max � 2
to cope with more recent FHE schemes. We successfully applied our
method to a range of real-world circuits that perform various operations
over plaintext bits. Practical results show that some of these circuits
benefit from significant improvements over the naive evaluation method
where all multiplication outputs are bootstrapped. In particular, we re-
port that a circuit for the AES S-box put forward by Boyar and Peralta
admits a solution in 17 bootstrappings instead of 32, thereby leading to a
88% faster homomorphic evaluation of AES for any 2-level FHE scheme.

Keywords: Fully Homomorphic Encryption, Bootstrapping, Boolean
Circuits, AES S-box.

1 Introduction

Fully homomorphic encryption (FHE) allows a worker to evaluate any circuit on
plaintext values while manipulating their encryption in a public fashion i.e. with
no knowledge of the decryption key. Gentry’s original proposal [13] introduced a
design principle that was later followed by a lot of FHE schemes [13,12,20,9,5,10,8].
Inherent to this design principle is the property that ciphertexts contain some
noise which grows with successive homomorphic multiplications; thus ciphertexts
need to be refreshed to maintain a low level of noise and allow subsequent homo-
morphic operations. In order to refresh ciphertexts, Gentry’s key idea, referred to
as bootstrapping, consists in homomorphically evaluating the decryption circuit of
the FHE scheme using the decryption key bits in encrypted form, thus resulting in
a different encryption of the same plaintext but with reduced noise. One ensures
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c© International Financial Cryptography Association 2013



190 T. Lepoint and P. Paillier

that the scheme parameters are such that the refreshed ciphertexts can handle at
least one additional homomorphic multiplication. By repeating this procedure,
the number of homomorphic operations becomes unlimited, thereby yielding a
fully homomorphic encryption scheme.

Noise Levels. In all known FHE schemes, a ciphertext ci contains a noise ri
which grows along with homomorphic multiplications and decryption is ensured
as long as ri does not exceed a given bound, i.e. ri < rmax. Without loss of
generality, we can assume that the noise is lower-bounded by the noise after a
bootstrapping operation1. We adopt a simplified approach by associating with
each ciphertext ci a discretized noise level �i = 1, 2, . . . , where 1 is the noise
level of ciphertexts resulting from a bootstrapping operation. Let c1 (resp. c2)
be a ciphertext with noise level �1 (resp. �2). Gentry-like FHE schemes are such
that c3 = c1+ c2 has noise level �3 = max(�2, �1) and c3 = c1× c2 has noise level
�3 = �1 + �2, where + and × respectively denote homomorphic addition and
multiplication. Therefore in these schemes, the noise level grows exponentially
with the number of homomorphic multiplications: to evaluate a circuit with L
sequential layers of multiplications, one must impose the maximum noise level
�max to be larger than 2L. This is practically unacceptable even for small values
of L and one must resort to bootstrapping periodically as the circuit is being
evaluated.

Note that our definition of noise levels neglects the logarithmic increase of the
noise size after a homomorphic addition. This approximation is often considered
in the literature and remains valid as long as the proportion of additions does
not become overwhelming in the circuit. Clearly, our simplified model would
become invalid outside of this context.

Exponential vs. Linear FHE Schemes. For the purpose of this work, the
above schemes will be referred to as being exponential. Recently, Brakerski, Gen-
try and Vaikuntanathan described a different framework where the ciphertext
noise grows only linearly with the number of performed multiplications instead of
exponentially [4]. This framework was used in several subsequent works [15,18,16]
and even improved [3]. These FHE schemes are said to be linear throughout the
paper. In linear schemes, homomorphic addition still outputs ciphertexts of level
�3 = max(�1, �2). However, a homomorphic multiplication c3 = c1 × c2 now re-
sults in a noise level �3 = max(�1, �2) + 1. Thus, to evaluate a circuit with L
layers of multiplications, one only requires �max � L. However, when the depth
of the circuit is not known at key generation time, this improvement is not strong
enough to completely eliminate the need for intermediate bootstrappings.

1 Notice that in most FHE schemes, freshly generated ciphertexts have a smaller
noise than the noise obtained after a bootstrapping operation, allowing the circuit
evaluator to save several bootstrappings at the beginning of the circuit. However, it is
very likely that in real-world applications, data to be evaluated homomorphically will
have been pre-processed and will not contain the smallest possible noise anymore.
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(b) Bootstrapping after
each multiplication
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(c) Minimal solution

Fig. 1. Different bootstrapping solutions in a FHE scheme with �max = 2. Plain lines
represent homomorphic multiplications while dashed lines represent homomorphic ad-
ditions. The red lines in (a) reveal that the ciphertext noise will exceed the noise limit.
Variables in a plain rectangle have a “large” noise (�i = �max = 2) and the ones in a
dashed blue rectangle are bootstrapped i.e. are re-encrypted to convert a “large” noise
(�i = 2) into a “small” noise (�i = 1).

Minimizing Bootstrappings. Overall, both exponential and linear FHE sche-
mes must resort to boostrapping in homomorphic circuit evaluation, either pe-
riodically or once in a while. However, the bootstrapping operation is reported
as being the most drastic computational bottleneck in all known FHE imple-
mentations [14,9,10,16,8]. Worse, most of them merely perform a bootstrapping
operation right after each multiplication, as suggested in [13,12]. It is easily seen
though, as shown by the toy example depicted on Fig. 1, that this simple ap-
proach is often not optimal and that fewer bootstrappings may be sufficient to
evaluate the whole circuit if positioned more judiciously.

Note that, even though finding a minimal solution is trivial and easily done by
hand in Fig. 1, this optimization problem seems to become far more difficult with
(even slightly) more complex circuits. Automated tools are therefore necessary to
identify (one of) the smallest possible set of circuit variables whose bootstrapping
will ensure a complete circuit evaluation in minimal time.

Contributions and Outline. We propose two efficient algorithms that au-
tomatically find an exact minimal solution for any given circuit i.e. output a
minimal list of circuit variables to which bootstrapping can be applied to eval-
uate the circuit. Section 2 introduces a first algorithm specific to the case of
FHE schemes with a maximum noise level set to �max = 2. This covers both
exponential and linear schemes since the two categories collide in this particular
case. In Section 3, we extend our algorithm to support exponential FHE schemes
handling up to �max � 3 noise levels. We show that the same extended algorithm
can also be used with linear schemes via a problem reformulation. Finally, Sec-
tion 4 reports a number of experimental results on a range of real-world circuits,
namely the benchmarking circuits for MPC and FHE proposed by Smart and
Tillich [19], as well as circuits implementing the AES S-box suggested by Boyar
and Peralta [2,1].
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2 Homomorphic Schemes with 2 Noise Levels

In this section, we consider a FHE scheme that can only handle two levels of
randomness in ciphertexts, i.e. level-1 ciphertexts can either be added (yielding
a level-1 ciphertext) or multiplied (yielding a level-2 ciphertext); however only
addition can be performed on ciphertexts with levels (1, 2), (2, 1) or (2, 2) since
the result of a multiplication would not be decryptable. As a result, the scheme
can only handle a single multiplication after each bootstrapping operation. This
framework was heavily considered [13,12,9,5,10,8] and implementations are avail-
able [11,7].

2.1 Stating the Problem

Let C = C(n1, n2) be a Boolean circuit made of AND, XOR and NOT gates which
takes as input n1 bits and outputs n2 bits. We denote by C† the same circuit as
C where gates are replaced with homomorphic additions and multiplications2.
Feeding C† with n1 encrypted bits (under the FHE scheme), it will then output
n2 encrypted bits corresponding to the outputs of C applied on the same input
bits in the clear. We denote by V = {vi : 1 � i � n} the set of all single-
assignment variables (ciphertexts) used in C† where v1, . . . , vn1 are the input
variables and vn−n2+1, . . . , vn the output variables. Now we assign a noise level
�i ∈ {1, 2, . . .} to each vi as follows: the noise levels �1, �2, . . . , �n1 ∈ {1, 2}
are already fixed by the input variables v1, . . . , vn1 . Using the two rules �i3 =
max(�i1 , �i2) when vi3 = vi1 + vi2 and �i3 = �i1 + �i2 when vi3 = vi1 × vi2 , we
let noise levels automatically propagate throughout the circuit down to some
output levels �n−n2+1, . . . , �n. Note that the noise levels of intermediate and
output variables are left totally unbounded during that initial propagation and
may therefore exceed by far the maximum level �max = 2 supported by the FHE
scheme, meaning that the corresponding variables are in fact not decryptable.
However, bootstrapping some variable vi resets �i to 1 and it is easily seen that
bootstrapping all variables v1, . . . , vn makes them all decryptable again: we then
say that C† is evaluatable. What we are after is a minimal subset I ⊆ {1, n}
such that bootstrapping vi for all i ∈ I has the same effect.

A Boolean Reformulation. To each vi ∈ V is assigned a Boolean value bi ∈
{True,False} that tells whether vi is to be bootstrapped or not when evaluating
C†. We also define a Boolean mapping B(vi) such that

B(vi) = True if and only if �i = 1 .

We see that if vi3 = vi1 + vi2 then

B(vi3 ) = bi3 ∨
(
B(vi1 ) ∧ B(vi2 )

)
. (1)

2 XOR and NOT gates correspond to homomorphic additions and AND gates to
homomorphic multiplications.



On the Minimal Number of Bootstrappings in Homomorphic Circuits 193

This is because �i3 = 1 only if �i1 = �i2 = 1 or, as an alternate case, �i3 equals 2
when vi3 is computed but bootstrapping vi3 afterwards resets �i3 to 1. Moreover,
if vi3 = vi1 × vi2 then

B(vi3 ) = bi3 . (2)

Indeed as the result of a multiplication vi3 has level �i3 = 2. The only way to get
�i3 = 1 is therefore to bootstrap vi3 after computing it. We also see that B(vi)
is already determined for input variables since for i = 1, . . . , n1,

B(vi) =

{
True if �i = 1,
bi if �i �= 1.

(3)

Overall, we see that the Boolean predicate B can also be propagated (as a mul-
tivariate Boolean expression) across the circuit using the above rules (1)–(3).
This operation can be done statically given the description of the circuit and
will result in a list of formal Boolean expressions for B(v1), . . . ,B(vn) that only
involve the ”bootstrapping” variables b1, . . . , bn.

We now capture the fact that C† is evaluatable or not as a Boolean predicate
φ2
C. In order to ascertain the correctness of all variables of C†, one must just

ensure that all variables entering a multiplication have noise level 1. Hence

φ2
C =

∧
vk=vi×vj∈C†

(
B(vi) ∧ B(vj)

)
. (4)

Obviously, φ2
C is a predicate involving b1, . . . , bn (or a subset thereof) and can

be computed once B has been propagated throughout the circuit. All in all,
evaluating C† with a minimal number of bootstrappings is reformulated as a
Boolean satisfiability problem: φ2

C must be satisfied with a minimal number of
variables b1, . . . , bn set to True.

DNF and Monotone Predicates. We observe that the Boolean predicate
φ2
C = φ2

C(b1, . . . , bn) is monotone since no negated literal ¬bi appears in φ2
C. A

monotone predicate is trivially satisfiable by setting all its variables to True.
What we want, however, is to satisfy φ2

C with as few bi’s set to True as possible.
An exact solution to our problem would be to represent φ2

C in Disjunctive Normal
Form (DNF) i.e. as an OR of ANDs. Given a DNF representation of φ2

C, it is easy
to identify an AND involving a minimal number of variables, thus providing a
minimal bootstrapping configuration for C†. However, noting μ(φ2

C) ∈ [1, n] this
minimal number, even just deciding whether μ(φ2

C) � t for some t ∈ [1, n] is a
priori intractable:

Theorem 1 ([17], Th. 3.4). Let φ be an n-variate Boolean monotone predicate
and t ∈ [1, n]. Let μ(φ) be the size of its smallest prime implicant. Deciding
whether μ(φ) � t is NP-complete.

We therefore circumvent this obstacle by adopting a heuristic approach and
further validate its effectiveness experimentally as reported later in the paper.
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2.2 A Heuristic Solver

We observe that φ2
C is computed in Eq. 4 as an accumulated conjunction: thus

when propagating B across C†, we systematically put each B(vi) in minimal Con-
junctive Normal Form (min-CNF) i.e. as an AND of ORs with as few terms as
possible. Obviously B(vi) becomes more complex (involves more bi’s) as the vari-
able vi is taken deeper in the circuit. However, the complexity increase remains
incremental from B(vi1 ),B(vi2 ) to B(vi3 ) for vi3 = vi1 op vi2 and computing the
min-CNF of B(vi3) given the min-CNF of B(vi1 ),B(vi2 ) therefore requires a mod-
erate computational effort. φ2

C is then aggregated along the way as a min-CNF
of other min-CNFs, which is easy to program. Once we are done collecting parts
and putting together the multivariate predicate φ2

C, we apply heuristic transfor-
mations on its min-CNF until it becomes small enough to allow a conversion
to DNF using a standard algorithm. A minimal bootstrapping configuration is
then selected from one of the smallest conjunctive clauses in the resulting DNF.

We apply 3 independent transformations on the min-CNF of φ2
C:

1. Bootstrap required variables: if φ2
C = (· · · ) ∧ bi ∧ (· · · ) for some bi then

set bi = True and repeat the operation until no longer applicable;

2. Remove redundant variables: a variable bi is redundant w.r.t. a variable
bj if every occurrence of bi in a clause of φ2

C appears together with an oc-
currence of bj (but the converse might not be true). In other words, any
clause c containing bi is of the form c = (· · · )∨ bi ∨ (· · · )∨ bj ∨ (· · · ). Setting
bi = True would of course lead to c = True but this will only remove all such
clauses c from φ2

C, whereas setting bj = True instead might induce additional
simplifications in other clauses of φ2

C. Therefore, we set bi = False, propa-
gate simplifications in the CNF of φ2

C, repeat the operation until no longer
applicable and restart with Step 1;

3. Maintain minimal CNF: Eliminate any clause that is tautologically im-
plied by another clause of φ2

C; repeat the operation until no longer applicable
and restart with Step 1.

In practice, these transformations are reasonably efficient and allow us to reduce
the min-CNF of φ2

C in such proportions that converting it to DNF afterwards is
either immediate or unnecessary (depending on the circuit C, φ2

C sometimes re-
duces to True by itself along the way, which terminates our algorithm). Therefore,
even though our method is unproven, we validated its practical effectiveness. We
refer to Sections 4 and 4.2 for experimental results.

Remark 1. Note that one might may also want to ensure that some output
variables vn−n2+j for j ∈ J ⊆ [1, n2] have noise level 1 instead of 2. Now,
resolving φ2

C and bootstrapping these output variables might not yield a minimal
solution. To address this case, we simply accumulate the predicates B(vn−n2+j)
for j ∈ J into φ2

C and apply the exact same strategy as above.
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3 Extension to FHE Schemes with Many Noise Levels

Assume we are now given a FHE scheme that can handle �max � 2 levels of
noise. Let c1, c2 and c3 be ciphertexts with noise levels �1, �2 and �3 respectively.
As discussed earlier, there exists essentially two different formulas for �3 when
c3 = c1 × c2:

– �3 = �1 + �2: this corresponds to the settings of exponential schemes
[13,12,9,10,5,3]. In these schemes, the modulus remains the same after a mul-
tiplication but the noise increase depends on the amount of initial noises in
the input ciphertexts3. At most log2(�max) layers of homomorphic
multiplications can be evaluated before resorting to bootstrapping;

– �3 = max(�1, �2)+1: this corresponds to linear FHE schemes found in [6,4,10].
The noise grows negligibly after a homomorphic multiplication, but the mod-
ulus is modified after each multiplication (therefore the relative amount of
noise increases). This technique is known as modulus switching, wherein �max

different moduli are used to evaluate �max layers of homomorphic multipli-
cations without bootstrapping. Moreover two ciphertexts can only be added
or multiplied when they have exactly the same noise level so that their un-
derlying rings become identical. In the following, we assume that the cost
of modulus switching for a variable vi, i.e. incrementing its noise level, is
negligible compared to the cost of a bootstrapping operation.

We generalize the method of Section 2 to FHE schemes with �max � 2 noise
levels: Section 3.1 focuses on a extended algorithm that works with exponential
schemes, and we show in Section 3.2 how to slightly modify C† in order to reuse
the very same algorithm as a black-box to address linear schemes.

We recall that our goal is to minimize the number of bootstrappings needed
to homomorphically evaluate the circuit C† on input (vi, �i)1�i�n1 . As above, we
associate to every circuit variable vi ∈ V a Boolean variable bi ∈ {True,False}
that tells whether vi is to be bootstrapped or not. Again, we construct a Boolean
predicate φ�max

C as a function of b1, . . . , bn, �1, . . . , �n1 that tells whether C† is
evaluatable. We then rely on our heuristic solver of Section 2 to issue a minimal
set I ⊆ [1, n] such that bi = True for all i ∈ I implies φ�max

C = True.

3.1 Extension to Exponential FHE Schemes

To any variable vi ∈ V, we now associate a vector B(vi) = (Bi,1, . . . ,Bi,�max−1)
with (�max−1) Boolean coefficients such that �i = j if and only if Bi,j is the first
coefficient set to True as j ranges from 1 to �max − 1, and �i = �max if none of
the coefficients is True. We make use of the Boolean vector B(vi) to encode the
noise level �i of vi and propagate it throughout the circuit as we did with B(vi)
in the binary case �max = 2. Let us describe in more detail how B(vi) evolves
when being propagated across the circuit:

3 Notice that the order of noise increase is quite different between [13,12,9,10,5] and [3],
but this does not change our high-level description.
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– for 1 � i � n1 i.e. for input variables, set

Bi,j = False for j �= �i and Bi,�i = True if �i < �max .

– when vk = vi + vj , set

B(vk) =

⎛
⎜⎝

bk ∨ (
Bi,1 ∧ Bj,1

)(
Bi,1 ∧ Bj,2

) ∨ (
Bj,1 ∧ Bi,2

) ∨ (
Bi,2 ∧ Bj,2

)
...

⎞
⎟⎠ , (5)

Indeed, �k = 1 if and only if vk is bootstrapped or (�i, �j) = (1, 1), oth-
erwise �k = 2 if (�i, �j) ∈ {(1, 2), (2, 1), (2, 2)}, etc. All vector coefficients
Bk,3, . . . ,Bk,�max−1 are formed in the same fashion.

– when vk = vi × vj , set

B(vk) =

⎛
⎜⎜⎜⎝

bk
Bi,1 ∧ Bj,1(

Bi,1 ∧ Bj,2

) ∨ (
Bj,1 ∧ Bi,2

)
...

⎞
⎟⎟⎟⎠ . (6)

This multiplication expresses the fact that �k = �i+ �j. Indeed, �k = 1 if and
only if vk is bootstrapped, �k = 2 if and only if �i = �j = 1, and so forth.

Remark 2. Before explaining how to construct the Boolean formula φ�max

C , let us
give a couple of remarks on our representation. First of all, this representation
does not imply that

(
Bi,j = True and Bi,m = False for m �= j

) ⇐⇒ �i = j, but
that (

Bi,j = True and Bi,m = False for 1 � m < j
) ⇐⇒ �i = j .

This allows us to simplify the formulas for homomorphic addition and multipli-
cation as we do not need to check whether Bi,m = False for m > �i (see Bk,2 in
Eq. (5) and Bk,3 in Eq. (6)). Secondly, when all the elements of B(vi) are False,
this means that vi is at the maximum level of noise �i = �max. Therefore this
representation nicely generalizes the one of Section 2.

We now construct the Boolean formula φ�max

C which tells whether the circuit
is evaluatable by setting

φ�max

C =
∧
vi∈V

(�i � �max) =
∧

vk=vi×vj∈C†

( ∨
1�m��max

Bk,m

)
.

Note that the clauses of φ�max

C encode the fact that to properly evaluate a ho-
momorphic operation vk = vi op vj , one must just have �k � �max. This is
automatically guaranteed by induction for all additions; expressed on all mul-
tiplications, this constraint precisely gives the above expression. As before, we
use minimal CNF representation to propagate B(vi) throughout the circuit and
aggregate all the clauses of φ�max

C on the way. This results in a min-CNF for φ�max

C

to which we apply the same 3 simplifying transformations. We finally convert the
resulting predicate to DNF (if necessary) to identify a minimal configuration.
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Remark 3. Notice that one might want to ensure that (a subset of) the output
variables have noise levels bounded by some � � �max. One then aggregates in
φ�max

C the clauses
∨

i�� Bn−n2+j,i for j ∈ [1, n2] before solving the system.

3.2 Extension to Linear FHE Schemes

In this section, we explain how to deal with the case where �3 = max(�1, �2) + 1
when c3 = c1 × c2. Instead of adapting the previous method, we apply it as a
black box to a modified version of the homomorphic circuit C†. The modified
circuit will no longer be consistent with its specification but can be treated
by our algorithm regardless. The key idea is to see that one can simulate the
linear framework in the exponential framework by replacing every homomorphic
multiplication c3 = c1 × c2 with a subcircuit c3 = (c1 + c2)× c1,2 where c1,2 is a
fixed ciphertext with noise level �1,2 = 1. Indeed, we get

�3 = max(�1, �2) + �1,2 = max(�1, �2) + 1,

which is the wanted value in linear schemes. As mentioned, the correctness of the
modified circuit as a homomorphic version of C is destroyed, but our extended
algorithm remains applicable to it and will compute a minimal bootstrapping
configuration in an oblivious fashion.

Note however that we need to slightly twitch the extended solver, otherwise
solutions might suggest to bootstrap the newly introduced variables vi,j . This
would not make any sense as these variables have no real existence and only
serve as helper variables in our simulation. We can easily circumvent this by
not assigning a Boolean bi,j (or equivalently by forcing it to be False in Bi,j) to
the variables vi,j . This eliminates the undesired collateral effect of seeing these

variables being bootstrapped when solving φ�max

C . We then successfully compute

a minimal bootstrapping configuration from φ�max

C as previously described.

4 Practical Experiments

In this section, we discuss practical results obtained by applying our algorithms
on several circuits (see Table 1). We implemented our basic and extended solvers
using Mathematica 9 running on a 2.6 GHz Intel Core i7 with 16 GB of RAM.
Although we did not specifically measure execution times, these range from a
few seconds to a few hours depending on the circuit size and �max (timings tend
to grow exponentially with �max). We focused on the benchmarking circuits for
MPC/FHE proposed by Smart and Tillich [19], and on circuits put forward by
Boyar and Peralta for the AES S-box [2,1]. For each circuit, we computed the
minimal number of bootstrappings needed to evaluate homomorphically that
circuit with an exponential FHE scheme supporting �max = 2 or �max = 4 noise
levels and with level-1 inputs and outputs i.e.

�1 = · · · = �n1 = 1 and �n−n2+1 = · · · = �n = 1.

Table 1 reports the results we obtained by applying our algorithms to the selected
circuits.
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Table 1. Minimal number of bootstrappings with level-1 inputs and outputs

Circuit C† �max Number of hom. Exact minimal number

multiplications in C† of bootstappings

Adder 32 bits [19] 2 127 127

Adder 32 bits [19] 4 127 64

Comparator 32 bits [19] 2 150 146

Comparator 32 bits [19] 4 150 74

DES (expanded key) [19] 2 18175 18041

DES (expanded key) [19] 4 18175 8997

AES S-box [2] 2 32 19

AES S-box [2] 4 32 12

AES S-box [1] 2 32 17

AES S-box [1] 4 32 12

4.1 MPC/FHE Benchmark Circuits

Our results show that circuits given as reference by [19] tend to be disappointing
when �max = 2 as we find that the minimal number of bootstrapping required
to evaluate them is nearly equal to the number of homomorphic multiplications,
thus being very close to the (trivial) upper bound. This can be explained by the
fact that these circuits are automatically generated from hardware components,
and clearly not optimized: they were not constructed to be small in terms of
gate count, or have a significantly smaller depth, etc. Their linear parts were
not optimized either [2]. Also note that setting �max = 4 instead of 2 divides the
number of required bootstrappings by a factor nearly two.

4.2 The Boyar-Peralta AES S-Box

To the best of our knowledge, the first real-life circuit evaluated by a fully homo-
morphic encryption scheme is a circuit for AES encryption proposed by Gentry,
Halevi and Smart [16]. However the authors decided to completely get rid of the
bootstrappings by choosing a FHE scheme with �max = 100 so that the entire
circuit can be evaluated at once. The drawback of this choice is that the public
key becomes prohibitively large and required a server with 256GB of RAM to run
the implementation and issue performance benchmarks. The authors suggested
that bootstrapping might certainly be used as an optimization, i.e. as a way to
balance the running time and the memory requirements.

The non-linear part of AES, computing the S-box, cannot be performed by
table lookups in an homomorphic implementation. We considered circuits for the
AES S-box already optimized by Boyar and Peralta with respect to gate count
or depth [2,1]. Our practical results are detailed on Table 1. Contrarily to the
circuits of [19], the Boyar-Peralta circuits were optimized and we found that their
minimal number of bootstrappings is nearly half the number of homomorphic
multiplications when �max = 2. As a result, homomorphically evaluating an AES
encryption with a 2-level FHE scheme can be boosted by a factor 1.88 by just
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choosing the circuit from [1] and use our 17-bootstrapping optimal configuration
{t21, t22, t23, t24, t26, t29, t33, t36, t40, s0, s1, s2, s3, s4, s5, s6, s7} as described in [8].

However, when �max grows, the gain of minimal bootstrapping operations with
respect to the case �max = 2 is smaller than for the circuits of [19] (and even lower
bounded by 8) due to the structure of these circuits4. Since the output variables
are required to have a minimal noise level, the last reduction phase implies that
the minimal solution consists in bootstrapping these output variables.

5 Conclusion

We introduced a method that computes the exact minimal number of boot-
strappings required to homomorphically evaluate any circuit using any known
FHE scheme. When �max = 2, the number of homomorphic multiplications is a
strict upper bound on the minimal number of bootstrappings but significantly
better figures can be found using our approach as exemplified by the circuit
from [1]. We see, however, that most commonly used circuits are disappoint-
ingly unoptimized with respect to their ”bootstrapping complexity”. As an av-
enue for future research, we suggest to explore algorithmic strategies to build
bootstrapping-efficient circuits i.e. to decrease their boostrapping complexity by
a specific design effort. Finally, it would be interesting to refine our definition
of noise levels to take into account the additional logarithmic effects induced by
homomorphic operations, especially in the case of linear FHE schemes.
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Abstract. We propose a privacy-preserving data processing system us-
ing homomorphic cryptosystem. Proposed system consists of several
functionalities corresponding to addition and multiplication of plaintexts
encrypted in ciphertexts. Using these functionalities repeatedly, any mul-
tivariate polynomial evaluation of secret inputs can be achieved. We
clarify the role and the function of each organization participating in the
process — custodians of personal data, processing center of cryptographic
function, and computing center. The cooperation of several entities makes
arbitrary times of the calculations, which is a requirement of fully homo-
morphic encryption, more efficient. We give security proofs of the scheme
and show the result of implementation of the scheme.

Keywords: e-administration, healthcare network, personal data
protection, homomorphic cryptosystem.

1 Introduction

1.1 Background

Systems such as e-administration or medical information system have to read
personal data. Although utilization of personal data generates many benefits
for society there is an undeniable risk that the personal data stored in the sys-
tems might be abused by operators or system administrators. Against this back-
ground, technological demands for preventing these abuses have been growing.
“Homomorphic system,” which enables it, has been actively developed. That
trend would have been triggered by Gentry [5], who discussed the possibility
of fully homomorphic cryptosystem. With the “cloud computing,” enabling to
share wide range of data and to utilize them among multiple entities, the demand
for performing arithmetic operation on encrypted personal data (hereinafter re-
ferred to as ‘encrypted data processing’), which enables “to allow utilization of
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the data without disclosing them” is rapidly growing. Besides the one which was
proposed by Gentry, several other encrypted data processing systems includ-
ing multi-party protocol have been actively developed by various researchers.
Nonetheless, existing systems would still be in the theoretical stage, because
of some challenges to overcome, including efficiency and resource requirement
[10,6,7,2].

In our study, a practical encrypted data processing system is proposed, using
conventional homomorphic cryptosystems such as Paillier [8,9,3] and a strict but
still practically feasible role-based access control. The roles and the functions of
these entities are as follows:

1. Custodians of personal data (Custodian) do not disclose the data which they
are responsible for. Therefore they are responsible for encrypting/masking
the specified data.

2. Processing Center of Cryptographic Function (PCCF) has two divisions.
Random Number Generation (RNG) division tells which data is necessary
and gives random numbers to mask each of them. It knows which ran-
dom number is used to mask which data, but cannot access any of the
masked/encrypted data. Decryption (DEC) division is responsible for de-
crypting the cipher data which is sent from CC. They know the encrypted
result and every secret key to decrypt the result (result of operating en-
crypted data), but cannot access any of the encrypted raw data.

3. Computing Center (CC) performs the calculations which are requested by
the client. It has full access to the encrypted/masked data but cannot access
to any other data including secret keys.

1.2 Our Contributions

Our goal is computing f(M) where f is a function composed of addition and
multiplication, and M = (M1, . . . ,Mj) is messages. Similar to the multi-party
protocol, this computation is executed while M is kept secret. In order to com-
pute f(M), the entity is divided into Custodian, PCCF, and CC, computes
cooperatively, and gets the final result. Also, computing f(M) (e.g. f(M) =
f1(M)·f2(M )+f3(M )) is divided into several additions and multiplications, and
the computation is executed by the step-by-step approach. Then, encryption of
the value of partial polynomial function fi of f is computed, and their combina-
tion gives encryption of the final result of f . fi(M) and its encryption E(fi(M))
do not appear throughout the process, and only encryption E(α · fi(M)) of the
value α · fi(M) masked by a random number α only appears. Therefore, the
entity with the decryption key are prohibited to access the encrypted data and
the ones with the access to the encrypted data do not have the decryption key,
thereby enabling the processing of data without giving information of the plain-
text M or the values of partial polynomial functions at all. While our proposed
scheme requires different random numbers with respect to each computation of
f(M) every time, re-encryption step or refreshing ciphertexts, which are applied
to the fully homomorphic encryption schemes, are not needed.
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2 Preliminary

2.1 Homomorphic Public Key Encryption

Homomorphic public key encryption plays an important role in our proposed
scheme. First, we introduce a notion of public key cryptosystem and its security.

Definition 1 (Public Key Encryption). A public key encryption (PKE)
scheme E = (G,E,D) consists of three algorithms.

– The key generation algorithm G accepts the security parameter λ in unary
form and outputs the plaintext space M, the ciphertext space C, a pair
(PK, SK), the public key and secret key for E. That is (PK, SK) ← G(1λ).

– The encryption algorithm E takes as input a public key PK and a message
M and outputs a ciphertext C. That is, C ← E(PK,M).

– The decryption algorithm D takes as input a secret key SK and a ciphertext
C and outputs a message M . That is M ← D(SK,C).

The correctness property of the PKE scheme E is defined as:

∀(PK, SK) ← G(1λ), ∀M ∈ M : D(SK,E(PK,M)) = M.

The most basic notion of security for a PKE scheme E is indistinguishability.
The advantage of the adversary APKE against an encryption scheme E is defined
as follows:

AdvPKE[E ] def=
∣∣∣∣Pr[APKE(M0,M1, c) = b̄ | b̄ R← {0, 1}, c = E(Mb̄)]−

1

2

∣∣∣∣
The encryption scheme E has indistinguishable property if for all probabilistic
polynomial time adversaries APKE, the advantage AdvPKE[E ] is negligible.

We give the definition of homomorphic PKE (e.g. [4], [1], [8], [9]) as follows.

Definition 2 (Homomorphic PKE). A homomorphic public key encryption
scheme E = (G,E,D) is defined by three algorithms as in Definition 1, together
with at least one pair of operations 〈+, ·〉 on the plaintext space M and the
ciphertext space C, respectively. The encryption algorithm E is a “homomor-
phism” between the plaintext space M and the ciphertext space C if M1 +M2 =
D(SK,C1 · C2) where C1 = E(PK,M1) and C2 = E(PK,M2) for arbitrarily
M1,M2 ∈ M.

2.2 Multivariate Polynomial

The inputs of our proposed scheme are values of each variable in a multivariate
polynomial, and the output can be directly computed by polynomial evaluation
at the given values without any cryptographic schemes. Multivariate polynomial
f is generally expressed as sum of several monomials. However, it is not always
efficient while the number of terms in f increases exponentially as total degree
of polynomial increases. On the other hand, f may have very simple expression.
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For example, if f can be decomposable into some factors of polynomials, we
should adopt this type of expression of f . In this case, in order to evaluate the
polynomial, by using this expression, fast and efficient computation is achieved,
while somewhat complicated computation (addition and multiplication of poly-
nomials) is required than in the case of general expression.

3 Model

Fig. 1 illustrates the model of our proposed scheme. Hereafter, we explain the
components of the model. We assume that secure channels, for example, which
use SSL, are used in our model.

3.1 Entities

In our proposed scheme, there are four entities: client, Custodians of the sensitive
data, processing center of cryptographic function (PCCF), and computing center
(CC). PCCF has two divisions: random number generation and decryption. We
assume that these entities are passive adversary and do not collude with each
other. Every entities is obliged to follow the protocol given as follows, but cannot
intentionally forget knowledge that it learns during the execution of the protocol.
The roles and functions of client, Custodian, PCCF, and CC are as follows:

Custodians Client

�
�

�
���

polynomial f
�
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PCCF: Processing Center of Cryptographic Function
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α = (α1, . . . , αj), θ, φ.
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decrypts ciphertexts.

�
(3) φ, f

�

(5) E(f(M))

�
�

�
�

�
����
�
�
�
�
���

decryption query

CC: Computing Center

Fig. 1. System Construction Overcoming Contradiction between the Protection and
Utilization of Personal Data
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Client. Client has an intention of computing some statistical information from
personal data. For obtaining a specific value, such as by utilizing statistics and
personal data, it defines calculation formula (multivariate polynomial whose vari-
ables are personal data Mi

1 ). Client gets to know the final result only by the
equation above, and cannot know the value of the middle course such sums and
products of personal data.

Custodians of Sensitive Data. Each custodian keeps personal data secret
(including the ability to deposit in the cloud), and sends only masked/encrypted
data to CC. Each custodian does not transmit and receive personal data mutually
even it is encrypted. An example in the real society is a hospital containing charts
of patients.

PCCF: Processing Center of Cryptographic Function. PCCF has two
divisions: random number generation (RNG) and decryption (DEC). Their di-
visions both cannot know plaintext (e.g. personal data).

RNG division generates random numbers α, θ, φ and sends to other entities.
RNG division requests CC to compute specified function f on encrypted data.

DEC division has the secret key of the cryptosystem used in the scheme. It
receives the encrypted data from CC and once computes the decrypted value.
Then, it randomizes the value by the random element given from the RNG
division. After that, it sends the randomized value back to CC. It also decrypts
the encryption of the final result sent from CC, and sends the decrypted data
to the client.

CC: Computing Center. CC computes on encrypted data without plaintext
(e.g. personal data). CC receives ciphertexts, calculation formula and auxiliary
ciphertexts and computes on encrypted data as promotion center operates. CC
computes addition and multiplication of the encrypted data, and calls the DEC
division to decrypt some masked data as required. After all these computations,
CC sends the encryption of the final result to the DEC division.

4 Functionalities of Proposed System and Their Security

Proposed system consists of several functionalities corresponding addition and
multiplication of plaintexts encrypted in ciphertexts. Using these functionali-
ties repeatedly, any multivariate polynomial evaluation of secret inputs can be
achieved.

In this paper, we denote by M, the plaintext space and by C, the ciphertext
space. We assume that M is a ring where an addition and a multiplication are

1 For practical purposes, personal data is expressed as Mij , where i corresponds to
personal ID, j corresponds to the type such as pension, income etc. For simplicity,
we denote the personal data by Mi throughout this paper.
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defined. On the other hand, only a multiplication is defined in C. In our con-
struction, M = Zn where n = pq, both p, q are large secret primes. Furthermore,
we use a homomorphic public key encryption (G,E,D) defined in section 2.1.

4.1 Masked Plaintext

Given a plaintext M ∈ M and a random element α ∈ M, we denote by α ·M ,
the masked plaintext of M (masked by α).

If masked plaintext C = α ·M is invertible i.e. C ∈ Z
∗
n, C has no information

of the plaintext M ∈ Z
∗
n. That is, given C ∈ Z

∗
n, there exists an element α ∈ Z

∗
n

which satisfies C = α ·M for arbitrarily M ∈ Z
∗
n.

4.2 Functionalities

Our scheme consists of four functionalities AMC, ACC, MMC, and MCC as fol-
lows.

Addition from Masked Plaintexts to Ciphertext (AMC) on input two
masked plaintexts of M1,M2 and two auxiliary ciphertexts, outputs a ciphertext
of the masked plaintext of M1 +M2. In our construction,(

α1M1, α2M2, E

(
γ1
α1

)
, E

(
γ1
α2

))
�−→ E(γ1(M1 +M2))

is realized by multiplications of ciphertext space, i.e. E

(
γ1
α1

)α1M1

·E
(
γ1
α2

)α2M2

.

Addition from Ciphertext to Ciphertext (ACC) on input two ciphertexts
of the masked plaintexts of M1,M2 and two auxiliary elements in M, outputs a
ciphertext of the masked plaintext of M1 +M2. In our construction,(

E(β1M1), E(β2M2),
γ2
β1

,
γ2
β2

)
�−→ E(γ2(M1 +M2))

is realized by multiplications of ciphertext space, i.e. E(β1M1)
γ2
β1 ·E(β2M2)

γ2
β2 .

Multiplication from Masked Plaintext to Ciphertext (MMC) on input
two masked plaintexts of M1,M2 and an auxiliary ciphertext, outputs a cipher-
text of the masked plaintext of M1 ·M2. In our construction,(

α1M1, α2M2, E

(
δ1

α1α2

))
�−→ E(δ1M1M2)

is realized by multiplications of ciphertext space, i.e. E

(
δ1

α1α2

)α1M1·α2M2

.
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Multiplication from Ciphertext to Ciphertext (MCC) is two party proto-
col between CC and DEC division as follows. At the beginning of the protocol,
CC has two ciphertexts of masked plaintexts of M1,M2 and an auxiliary ci-
phertext. On the other hand, DEC division has two auxiliary elements. After
the execution of the protocol, CC outputs the ciphertext of masked plaintext of
M1 ·M2. In our construction, two party protocol is realized as follows.

1. The inputs of CC are E(β1M1), E(β2M2), and auxiliary ciphertext

E

(
δ2

β1β2θ1θ2

)
.

2. The inputs of DEC division are θ1, θ2 ∈ M.
3. CC sends E(β1M1), E(β2M2) to DEC division.
4. DEC division obtains β1M1 and β2M2 by decrypting E(β1M1), E(β2M2).
5. DEC division computes θ1β1M1, θ2β2M2 using β1M1, β2M2, and auxiliary

elements θ1, θ2.
6. DEC divisions sends θ1β1M1, θ2β2M2 to CC.

7. CC computes E(δ2M1M2) = E

(
δ2

β1β2θ1θ2

)θ1β1M1·θ2β2M2

.

4.3 Definitions of Security

We give the notion of security of AMC,ACC,MMC, and MCC. In our model,
we assume all the communication channels are secure, and any two entities do
not collude. Because of the strong assumptions of our model, the security of
functionalities can be defined simply (almost same of the security definition of
public key encryption).

Definition 3. The advantage of any probabilistic polynomial time algorithm
AAMC against AMC is defined by

AdvAMC =
∣∣∣Pr [AAMC (M0,1,M0,2,M1,1,M1,2, c1, c2, c3, c4) = b | b R← {0, 1},

α1, α2, γ1
R← M, c1 ← α1Mb,1, c2 ← α2Mb,2,

c3 ← E

(
γ1
α1

)
, c4 ← E

(
γ1
α2

)]
− 1

2

∣∣∣∣ . (1)

AMC is secure if AdvAMC is negligible.

Definition 4. The advantage of any probabilistic polynomial time algorithm
AACC against ACC is defined by

AdvACC =
∣∣∣Pr [AACC (M0,1,M0,2,M1,1,M1,2, c1, c2, c3, c4) = b | b R← {0, 1},

β1, β2, γ2
R← M, c1 ← E(β1Mb,1), c2 ← E(β2Mb,2),

c3 ← γ2
β1

, c4 ← γ2
β2

]
− 1

2

∣∣∣∣ . (2)

ACC is secure if AdvACC is negligible.
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Definition 5. The advantage of any probabilistic polynomial time algorithm
AMMC against MMC is defined by

AdvMMC =
∣∣∣Pr [AMMC (M0,1,M0,2,M1,1,M1,2, c1, c2, c3) = b | b R← {0, 1},

α1, α2, δ1
R← M, c1 ← α1Mb,1, c2 ← α2Mb,2,

c3 ← E

(
δ1

α1α2

)]
− 1

2

∣∣∣∣ . (3)

MMC is secure if AdvMMC is negligible.

Definition 6. The advantage of any probabilistic polynomial time algorithm
AMCC,CR in CC against MCC is defined by

AdvMCC,CR =
∣∣∣Pr [AMCC,CR (M0,1,M0,2,M1,1,M1,2, c1, c2, c3, c4, c5) = b | b R← {0, 1},

β1, β2, δ2, θ1, θ2
R← M, c1 ← E(β1Mb,1), c2 ← E(β2Mb,2),

c3 ← θ1β1Mb,1, c4 ← θ2β2Mb,2, c5 ← E

(
δ2

β1β2θ1θ2

)]
− 1

2

∣∣∣∣ . (4)

The advantage of any probabilistic polynomial time algorithm AMCC,Dd in DEC
division against MCC is defined by

AdvMCC,Dd =
∣∣∣Pr [AMCC,Dd (SK,M0,1,M0,2,M1,1,M1,2, c1, c2, θ1, θ2) = b | b R← {0, 1},

β1, β2, θ1, θ2
R← M, c1 ← E(β1Mb,1), c2 ← E(β2Mb,2)

]− 1

2

∣∣∣∣ . (5)

MCC is secure if both AdvMCC,CR and AdvMCC,Dd are negligible.

Definition 7. Proposed scheme is secure if AMC, ACC, MAC, and MCC are
secure.

5 Proposed Scheme

Based on the model, functionalities given in previous sections, we explain our
proposed scheme using Fig. 2.

Decision of Polynomial. The client decides the multivariate function f and
sends it to the proposed system. Note that f is not secret.

(1)-(3) Random Number Generation. RNG division on inputs f , outputs
random elements, auxiliary elements, and auxiliary ciphertexts to Custo-
dian, DEC division, CC respectively. Note that the random elements and
the auxiliary elements are nonce with respect to each computation of f .
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(4) Masking/Encryption. Custodians computesmaskedplaintexts and cipher-
texts. They send them to the CC. After sending them, Custodians do not need
to participate in the computation.

Computation in CC CC calculates AMC, ACC, and MMC.
Protocols between DEC and CC. DEC division and CC calculate MCC

cooperatively.

(5)-(6) Final Decryption. CC sends E(f(M)) to DEC, and DEC sends the
decryption results to Client.

Note that the RNG division coordinate the random elements to get f(M)
(i.e. the final masked element is 1). On the other hand, all the inputs/outputs of
each entities are masked plaintexts using random elements, or their ciphertexts,
any entities cannot know the intermediate computation results without masked
element.

6 Security Proofs

Theorem 1. If the homomorphic cryptosystem used in proposed scheme is in-
distinguishable against Chosen Plaintext Attack, the proposed scheme is secure.

From the definition 7, it is sufficient to show that AMC, ACC, MMC, and
MCC are secure. From the limitation of pages, we give the proof that AdvAMC is
negligible. Other proofs will be given in full version of this paper.

Proof. First, we construct an algorithm B that breaks indistinguishability of
PKE (see section 2.1) using an adversary AAMC who breaks security of AMC
of our scheme with the non-negligible probability. First, C, the challenger of
security game of PKE, sends PK to B. B forwards PK to AAMC. AAMC sends

(M0,1,M0,2,M1,1,M1,2) to B as the challenge message. B chooses α1, α2, γ1
R← M

and sends

(
γ1
α1

,
γ1
α2

)
to C as the challenge message of PKE game. B obtains the

challenge ciphertext C = E

(
γ1

α1+b̄

)
from C. B chooses β

R← {0, 1}, and return

(c1, c2, c3, c4) =

(
α1Mβ,1, α2Mβ,2, C, E

(
γ1
α2

))
if β = 0,

(c1, c2, c3, c4) =

(
α1Mβ,1, α2Mβ,2, E

(
γ1
α1

)
, C

)
if β = 1,

to AAMC. After obtaining b as the guess of AAMC, B outputs b. If β = b̄, the
random coin of the challenger of PKE game, B’s simulation is perfect. Otherwise,
the challenge ciphertext (c1, c2, c3, c4) has no information of message because of

the randomness of α1, α2, γ1. Therefore, AdvPKE[E ] = 1

2
AdvAMC.
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Custodian of Sensitive Data

Custodian 1 has M1, . . . , and custodian j has Mj .

Each custodian i computes αiMi, E(βiMi).
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Fig. 2. General Form of System Construction to Enhance Compatibility between the
Protection and Utilization of Personal Data

7 Performance of Implementation

We confirmed that whether our proposed scheme works in realistic time with
computational experiments. Table 1 shows a result of our implementation of the
proposed scheme with Paillier cryptosystem [9]. Any homomorphic public key
encryption scheme is applicable to our scheme, and Paillier cryptosystem has
large plaintext space while that space is one bit in many practical fully homo-
morphic encryption schemes. The computation times are evaluated on PC with
Intel Core i3 at 3GHz and 4GB of RAM. In our setting, each party has two data
M1,i and M2,i for i = 1, . . . , j. Utilizing the proposed scheme, we computed aver-
age, variance and covariance of these data. In order to compute these values, the

value of multivariate polynomials f1 =

j∑
i=1

M1,i, f2 =

j∑
i=1

M2,i, f3 =

j∑
i=1

M2
1,i,

f4 =

j∑
i=1

M2
2,i, and f5 =

j∑
i=1

M1,iM2,i are required. Table 1 shows that the
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Table 1. Implementation Results of Proposed Scheme

Encryption Scheme:
1024 bits 2048 bits

Paillier Cryptosystem Paillier Cryptosystem
Parameters: Parameters:

j = 20 j = 100 j = 20 j = 100

random number generation: (1)(2) 0.15 sec. 0.67 sec. 0.16 sec. 0.74 sec.

encryption: (3)(4) 18.8 sec. 93.7 sec. 141 sec. 722 sec.

computing AMC,ACC,MMC,MCC 9.95 sec. 51.3 sec. 69 sec. 365 sec.

computing f1, . . . , f5: decryption of (5) 0.33 sec. 1.40 sec. 2.22 sec. 9.63 sec.

computing statistical values: (6) < 0.01 sec. < 0.01 sec. < 0.01 sec. < 0.01 sec.

statistical processing on encrypted data using our proposed is feasible. The total
computation time is less than 20 minutes even in the case of the number j of
personal data is 100. We remark that the times of the encryption (3)(4) and
the computing AMC,ACC,MMC,MCC are higher estimates and reducible when
they are performed in parallel. These computations are performed by each cus-
todian or the computing center, which have enormous computational resource.
Since the computation time of our scheme does not depend on the bound on
the maximum number of multiplications, our scheme enables the other kind of
computation than the statistical processing as we computed. Comparison with
other schemes is a subject of future investigation.

8 Concluding Remarks

We proposed a system with collaboration of homomorphic cryptosystems. Using
several functionalities defined on this paper enables us to compute multivariate
polynomial evaluation of secret inputs. Although our proposed scheme requires
slightly strong assumptions on the entities, the security definitions are very sim-
ple and security proofs of the scheme is given in an intuitive manner. Composing
a scheme based on weaker assumptions on communication channels and the en-
tities is an issue in the future. Formal proofs of the security of the whole protocol
is also our future study. Towards the future practical implementation, we will
be urged the consideration on the system management scheme.
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Abstract. In the problem of private outsourced computation, a client wishes to
delegate the evaluation of a function f on a private input x to an untrusted worker
without the latter learning anything about x and f(x). This problem occurs in
many applications and, most notably, in the setting of cloud computing.

In this work, we consider the problem of privately outsourcing computation
to a cluster of machines, which typically happens when the computation needs
to be performed over massive datasets, e.g., to analyze large social networks or
train machine learning algorithms on large corpora. At such scales, computation
is beyond the capabilities of any single machine so it is performed by large-scale
clusters of workers.

To address this problem, we consider parallel homomorphic encryption (PHE)
schemes, which are encryption schemes that support computation over encrypted
data through the use of an evaluation algorithm that can be efficiently executed in
parallel. More concretely, we focus on the MapReduce model of parallel computa-
tion and show how to construct PHE schemes that can support various MapReduce
operations on encrypted datasets including element testing and keyword search.
More generally, we construct schemes that can support the evaluation of functions
in NC0 with locality 1 and polylog(k) (where k is the security parameter).

Underlying our PHE schemes are two new constructions of (local) random-
ized reductions (Beaver and Feigenbaum, STACS ′90) for univariate and multi-
variate polynomials. Unlike previous constructions, our reductions are not based
on secret sharing and are fully-hiding in the sense that the privacy of the input is
guaranteed even if the adversary sees all the client’s queries.

Our randomized reduction for univariate polynomials is information-
theoretically secure and is based on permutation polynomials, whereas our
reduction for multivariate polynomials is computationally-secure under the
multi-dimensional noisy curve reconstruction assumption (Ishai, Kushilevitz,
Ostrovsky, Sahai, FOCS ’06).

1 Introduction

In the problem of private outsourced computation, a client wishes to delegate the eval-
uation of a function f on a private input x to an untrusted worker without the latter
learning anything about x and f(x). This problem occurs in many applications and,
most notably, in the setting of cloud computing, where a provider makes its computa-
tional resources available to clients “as a service”.
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One approach to this problem is via the use of homomorphic encryption (HE). An
encryption scheme is homomorphic if it supports computation on encrypted data, i.e., in
addition to the standard encryption and decryption algorithms it also has an evaluation
algorithm that takes as input an encryption of some message x and a function f and
returns an encryption of f(x). If a HE scheme supports both addition and multiplication,
then it can evaluate any arithmetic circuit over encrypted data and we say that it is a fully
homomorphic encryption (FHE) scheme [10].

The problem of outsourced computation occurs in various forms. For instance, in
addition to the simple client/worker setting described above, clients often wish to out-
source their computation to clusters of workers. This typically occurs when the compu-
tation is to be performed over massive datasets, e.g., to analyze large social networks or
train machine learning algorithms on large corpora. At such scales, computation is be-
yond the capabilities of any single machine so it is performed on clusters of machines,
i.e., large-scale distributed systems often composed of low-cost unreliable commodity
hardware. For our purposes, we will view such a cluster as a system composed of w
workers and one controller. Given some input, the controller generates n jobs (where
typically n � w) which it distributes to the workers. Each worker executes its job in
parallel and returns some value to the controller who then decides whether to continue
the computation or halt.

In this work, we consider the problem of privately outsourcing computation to a clus-
ter of machines. To address this, we introduce parallel homomorphic encryption (PHE)
schemes, which are encryption schemes that support computation over encrypted data
through the use of an evaluation algorithm that can be efficiently executed in parallel.
Using a PHE scheme, a client can outsource the evaluation of a function f on some
private input x to a cluster of w machines as follows. The client encrypts x and sends
the ciphertext and f to the controller. Using the ciphertext, the controller generates n
jobs that it distributes to the workers and, as above, the workers execute their jobs in
parallel. When the entire computation is finished, the client receives a ciphertext which
it decrypts to recover f(x).

Applications of PHE. As discussed above, the most immediate application of PHE is
to the setting of outsourced computation where a weak computational device wishes to
make use of the resources of a more powerful cluster. Clearly, to be useful in this setting
it is crucial that either: (1) running the encryption and decryption operations of the PHE
scheme take less time than evaluating f on the input x directly; or (2) the PHE scheme
is multi-use in the sense that the evaluations of several (different) functions can be done
on a single ciphertext (this is also referred to as the online/offline setting). In this work
we focus on the latter and present several multi-use PHE schemes. Using our schemes
a client can encrypt a large database during an offline phase and then, have the workers
evaluate many different functions on its data during the online phase. In particular, at
the time of encryption, the client does not need to know the functions it will want to
evaluate during the online phase.

Parallel Computation. Most computations are not completely parallelizable and re-
quire some amount of communication between machines. The specifics of how the
computation and communication between processors are organized leads to particular
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architectures, each having unique characteristics in terms of computational and commu-
nication complexity. This has motivated the design of several architecture-independent
models of parallel computation, including NC circuits [5], the parallel RAM (PRAM)
[8,14], Valiant’s bulk synchronous parallel (BSP) model [18], LogP [6] and, more re-
cently, the MapReduce [7] and Dryad models [12]. It follows that an important consid-
eration in the design of PHE schemes is the parallel model in which the function will be
evaluated. In this work, we focus on the MapReduce model (which we describe below)
but note that our choice is due mainly to practical considerations (e.g., the emergence
of cloud-based MapReduce services such as Amazon’s Elastic MapReduce) and that
PHE can also be considered with respect to other models of parallel computation. As an
example, note that any FHE scheme yields an NC-parallel HE scheme for any function
f in NC.

1.1 Overview of Techniques

Designing PHE Schemes. We propose a general approach to designing PHE schemes.
Roughly speaking, our approach yields PHE schemes for any function f that can be
randomly reduced to another function g. A randomized reduction (RR) [2,3] from a
function f to a function g transforms an input x in the domain of f to a set of n inputs
S = (s1, . . . , sn) in the domain of g such that f(x) can be efficiently reconstructed
from (g(s1), . . . , g(sn)). In addition, a RR guarantees that no information about x or
f(x) can be recovered from any subset of t ≤ n elements of S.

A natural approach to constructing a PHE scheme (ignoring the particular model of
parallel computation) is therefore to encrypt x by using a RR to transform it into a set
(s1, . . . , sn) and have each worker i evaluate g on si independently. The results can then
be sent back to the client who can recover f(x) using the reduction’s reconstruction al-
gorithm. As long as at most t workers collude, the RR will guarantee the confidentiality
of x and f(x). Unfortunately, there are two problems with this approach. First, as far
as we know, the best hiding threshold achieved by any RR is t ≤ (n − 1)/q, which is
for univariate polynomials of degree q [2,3]. In the context of cloud computing, how-
ever, this is not a reasonable assumption as the cloud provider owns all the machines
in the cluster. 1 Another limitation is that the client has to run the RR’s reconstruction
algorithm which can represent a non-trivial amount of work depending on the particular
scheme and the parameters used.

We address these limitations in the following way. First, we show how to construct
fully-hiding RRs, i.e., reductions with a hiding threshold of t = n. Our first construction
is for the class of univariate polynomials while the second is for multivariate polynomi-
als with a “small” (i.e., poly-logarithmic in the security parameter) number of variables.
As far as we know, these are the first RRs to achieve a threshold of t = n. Towards han-
dling the second limitation, we observe that if the recovery algorithm of the RR can be
evaluated homomorphically, then the reconstruction step can also be outsourced to the
workers. Clearly, using FHE any recovery algorithm can be outsourced, but our goal
here is to avoid the use of FHE so as to have practical schemes. Our approach therefore

1 Of course one could use the above approach with more than one cloud providers if they do not
collude.
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will be to design RRs with recovery algorithms that are either (1) simple enough to be
evaluated without FHE; or (2) efficient enough to be run by the client. We note that
in cases where the reconstruction algorithm can be outsourced to the workers, we can
make use of RRs with reconstruction algorithms that are more expensive than evaluat-
ing f(x) directly.

Designing Fully-Hiding RRs. The best known RRs for polynomials [2,3] work roughly
as follows. Let Q be the polynomial of degree q that we wish to evaluate and x ∈ F

m

be the input. First, each element of x is shared into q · t+ 1 shares using Shamir secret
sharing with a sharing polynomial of degree t (i.e., the hiding threshold). This yields m
sets of shares (s1, . . . , sm), where si = (si[1], . . . , si[q·t+1]). Each worker j ∈ [q·t+1]
is then given (s1[j], . . . , sm[j]) and evaluates Q on his shares. Given the results of all
these evaluations, the client interpolates at 0 to recover Q(x). This approach yields a
hiding threshold of up to t = (n − 1)/q. Note that this construction works equally as
well for m = 1. As shown in [2,3], this can be improved to t = n · c log(m)/m for any
constant c > 0 and m > 1.

Due to their reliance on secret sharing, it is not clear how to extend the techniques
from [2,3] to achieve t = n and (informally) it seems hard to imagine using any tech-
nique based on secret sharing to achieve full hiding. Instead, we introduce two new
techniques for designing RRs. The first works for univariate polynomials and makes
use of permutation polynomials over finite fields (i.e., bijective families of polynomi-
als). The resulting RR is information-theoretically secure and very efficient. Our second
approach is only computationally-secure but works for multivariate polynomials. The
security of the RR is based on the multi-dimensional noisy curve reconstruction as-
sumption [13,17].

Resulting PHE Schemes. Using our fully-hiding RRs we get PHE schemes for uni-
variate and multi-variate polynomials (with a small number of variables). We stress,
however, that PHE schemes for univariate polynomials can be constructed without go-
ing through our RR-based approach. In fact, in the full version of this work we give an
example of such a construction based only on HE schemes that support addition and
a single multiplication [4,11]. This particular construction is very simple and slightly
more efficient (i.e., by a constant factor) with respect to client-side work than our PHE
scheme for univariate polynomials. We stress, however, that our RR-based approach
is more general and yields schemes for more than just univariate polynomials. Since
the focus of our work is on our RR-based approach to PHE, we only describe here the
construction that results from our RR for univariate polynomials and omit the “simple”
construction.

1.2 Our Contributions

While (sequential) homomorphic encryption constitutes an important step towards pri-
vate outsourced computation, an increasing fraction of the computations performed “in
the cloud” is on massive datasets and therefore requires the computation to be per-
formed on clusters of machines. To address this, we make the following contributions:

1. We initiate the study of PHE . In particular, we consider the MapReduce model
of parallel computation and formalize MapReduce-parallel HE schemes. Given the
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practical importance of the MapReduce model and the emergence of cloud-based
MapReduce clusters, we believe the study of MapReduce-parallel HE to be impor-
tant and well motivated.

2. We construct new RRs for univariate and multivariate polynomials with a small
number of variables (i.e., polylogarithmic in the security parameter). Our reduction
for univariate polynomials is information theoretically secure while our reduction
for multivariate polynomials is secure based on the multi-dimensional noisy curve
reconstruction assumption [13]. Both our constructions achieve a hiding threshold
of t = n and are, as far as we know, the first constructions to do so.

3. We give a general transformation from any RR to a MR-parallel HE scheme given
any public-key HE scheme that can evaluate the reductions’ recovery algorithm.
If the RR works for any function within a class C, then the resulting MR-parallel
scheme is C-homomorphic.

Due to space limitations, we are not able to include all our results. In the full ver-
sion of this work, we also consider and formalize the notion of delegated PHE (which
also hides the function being evaluated) and give a delegated construction for any func-
tion with output values that can be computed by evaluating a (fixed) univariate poly-
nomial over the input values. We also give optimized variants of our (non-delegated)
MR-parallel HE schemes for both univariate and multi-variate polynomials. Finally, we
show how, using techniques from [15] and [9], our MR-PHE schemes can be used to
perform various queries over encrypted databases like set membership testing,
disjunctions queries and keyword search.

2 Preliminaries and Notation

Polynomials. If p is a univariate polynomial of degree d over a field F, then it can be
written as p(x) =

∑
α∈S p(α) · Lα(x), where S is an arbitrary subset of F of size d+1

and Lα is the Lagrangian coefficient defined as Lα(x) =
∏

i∈S,i�=α(x − i)/(α − i).
A permutation polynomial p ∈ F[x] is a bijection over F. One class of permutation
polynomials which will make use of in this work are the Dickson polynomials (of the
first kind) which are a family of polynomials D = {Dd,β} over a finite field F indexed
by a degree d > 0 and a non-zero element β ∈ F. If |F|2 − 1 is relatively prime to d
and if β �= 0, then the Dicskon polynomial Dd,β defined as

Dd,β(x)
def
= Dd(x, β) =

d/2�∑
λ=0

d

d− λ
·
(
d− λ

λ

)
· (−β)λxd−2λ,

is a permutation over F. For d = 2 and any β �= 0, we have D2,β(x) = x2 − 2β which
is a permutation over any F such that |F|2 − 1 is odd.

Homomorphic Encryption. Let F be a family of n-ary functions. A F -homomorphic
encryption scheme is a set of four polynomial-time algorithms HE = (Gen,Enc,Eval,
Dec) such that Gen is a probabilistic algorithm that takes as input a security parameter
k and outputs a secret key K; Enc is a probabilistic algorithm that takes as input a key
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K and an n-bit message m and outputs a ciphertext c; Eval is a (possibly probabilis-
tic) algorithm that takes as input a function f ∈ F and n encryptions (c1, . . . , cn) of
messages (m1, . . . ,mn) and outputs an encryption c of f(m1, . . . ,mn); and Dec is a
deterministic algorithm takes as input a key K and a ciphertext c and outputs a message
m. In this work, we make use of 2DNF-HE schemes which support an arbitrary num-
ber of additions and a single multiplication. Concrete instantiations of such schemes
include [4] and [11].

3 MapReduce-Parallel Homomorphic Encryption

In this section, we first give an overview of the MapReduce model of computation to-
gether with an example of a simple MapReduce algorithm. We refer the reader to [7,16]
for a more detailed exposition. After formalizing the MapReduce model, we define
MapReduce-parallel HE schemes and present our security definitions for standard and
delegated MR-parallel HE schemes.

3.1 The MapReduce Model of Computation

At a high level, MapReduce works by applying a map operation to the data which results
in a set of label/value pairs. The map operation is applied in parallel and the resulting
pairs are routed to a set of reducers. All pairs with the same label are routed to the same
reducer which is then tasked with applying a reduce operation that combines the values
into a single value for that label.

A MapReduce algorithm Π = (Parse,Map,Red,Merge) is executed on a cluster
of w workers and one controller as follows. The client provides a function f and an
input x to the controller who runs Parse on (f, x), resulting in a sequence of input
pairs (�i, vi)i. Each pair is then assigned by the controller to a worker that evaluates
the Map algorithm on it. This results in a sequence of intermediate pairs {(λj , γj)}j .
Note that since the Map algorithm is stateless, it can be executed in parallel. Typically
the number of input pairs is much larger than the number of workers so this stage may
require several rounds. When all the input pairs have been processed, the controller
partitions all the intermediate pairs and each set of the partition is then assigned to
a worker that applies the Red algorithm on it. Again, since Red is stateless it can be
executed in parallel (though it can be sequential on its own partition). The outputs of all
these Red executions are then processed using Merge and the final result is returned to
the client. At any time, a worker is either executing the Map algorithm (in which case
it is a mapper) or the Red algorithm (in which case it is a reducer).

An Example. A simple example of a MapReduce algorithm is to determine frequency
counts, i.e., the number times a keyword occurs in a document collection. The parse
algorithm takes the document collection (D1, . . . , Dn) as input and outputs a set of
input pairs (i,Di)i. Each mapper receives an input pair (i,Di) and outputs a set of
intermediate pairs (wj , 1)j for each word wj found in Di. All the intermediate pairs
are then partitioned by the partition operation into sets {Pl}, where Pl consists of all
the intermediate pairs with label wl. The reducers receive a set Pl of intermediate pairs
and sum the values of each pair. The result is a count of the number of times the word
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wl occurs in the document collection. The merge algorithm then concatenates all these
counts and returns the result.

3.2 Syntax and Security Definitions

An MR-parallel HE scheme is a HE whose evaluation operation can be computed using
a MapReduce algorithm.

Definition 1 (MR-parallel HE). A private-key MR-parallel F -homomorphic encryp-
tion scheme is a tuple of polynomial-time algorithms PHE = (Gen,Enc,Eval,Dec),
where (Gen,Enc,Dec) are as in a private-key encryption scheme and Eval = (Parse,
Map,Red,Merge) is a MapReduce algorithm. More precisely we have:

K ← Gen(1k): is a probabilistic algorithm that takes as input a security parameter
k and that returns a key K .
c ← Enc(K,x): is a probabilistic algorithm that takes as input a key K and an
input x from some message space X, and that returns a ciphertext c. We sometimes
write this as c ← EncK(x).
(�i, vi)i ← Parse(f, c): is a deterministic algorithm that takes as input a function
f ∈ F and a ciphertext c, and that returns a sequence of input pairs.
(λj , γj)j ← Map(�, v): is a (possibly probabilistic) algorithm that takes an input
pair (�, v) and that returns a sequence of intermediate pairs.
(λ, z) ← Red(λ, P ): is a (possibly probabilistic) algorithm that takes a label λ
and a partition P of intermediate values and returns an output pair (λ, z).
c′ ← Merge

(
(λt, zt)t

)
: is a deterministic algorithm that takes as input a set of

output pairs and returns a ciphertext c′.
y ← Dec(K, c′): is a deterministic algorithm that takes a key K and a ciphertext
c′ and that returns an output y. We sometimes write this as y ← DecK(c′).

We say that PHE is correct if for all k ∈ N, for all f ∈ Fk, for all K output by Gen(1k),
for all x ∈ X, for all c output by EncK(x), DecK

(
Eval(f, c)

)
= f(x).

To be usable in the setting of private outsourced computation, a PHE scheme should
guarantee that its ciphertexts reveal no useful information about the input x or the output
f(x). We note that in this setting it is sufficient for this to hold with respect to a single
input. In the context of outsourced computation, as opposed that of secure communi-
cation, the cost of generating a new key per input is negligible. As such, our security
definitions only guarantee security for a single input (which could be, e.g., a massive
dataset).

Definition 2 (CPA1-security). Let PHE = (Gen,Enc,Parse,Map,Red,Merge,Dec)
be a MR-parallel F -homomorphic encryption scheme and consider the following prob-
abilistic experiments where A is an adversary and S is a simulator:

RealPHE,A(k): the challenger begins by running Gen(1k) to generate a key K . A
outputs an input x and receives a ciphertext c ← EncK(x) from the challenger. A
returns a bit b that is output by the experiment.
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IdealPHE,A,S(k): A outputs an input x. Given |x|, S generates and returns a cipher-
text c to A. A returns a bit b that is output by the experiment.

We say that PHE is secure against a single-message chosen-plaintext attack if for all
PPT adversaries A, there exists a PPT simulator S such that

|Pr [RealPHE,A(k) = 1 ]− Pr [ IdealPHE,A,S(k) = 1 ]| ≤ negl(k),

where the probabilities are over the coins of Enc, A and S.

4 Randomized Reductions for Polynomials

In this section, we formally define randomized reductions [1,2,3] and then present our
fully-hiding constructions for univariate and multivariate polynomials. Our definitions
follow closely the ones given by Beaver, Feigenbaum, Killian and Rogaway [3].

Let t, n ∈ N such that t ≤ n. A function f : X → Y is (t, n)-locally random
reducible to a function g : X̃ → Ỹ if there exists two polynomial-time algorithms
RR = (Scatter,Recon) that work as follows. Scatter is a probabilistic algorithm that
takes as input an element x ∈ X and a parameter n ∈ N, and returns a sequence
s ∈ X̃n and some state information st. Recon is a deterministic algorithm that takes as
input some state st and a sequence y ∈ Ỹ n and returns an element y ∈ Y . In addition,
we require that RR satisfy the following properties:

– (Correctness) for all x ∈ X ,

Pr
[
Recon

(
st, g(s1), . . . , g(sn)

)
= f(x) : (s, st) ← Scatter(x, n)

] ≥ 3/4,

where the probability is over the coins of Scatter. We depart slightly from the
original definition [3] in that here Recon does not need to take x as input.

– (t-hiding) for all I ⊆ [n] such that |I| = t, and all x1 and x2 in X such that
|x1| = |x2|,{

〈si〉i∈I : (s, st) ← Scatter(x1, n)

}
≈
{
〈si〉i∈I : (s, st) ← Scatter(x2, n)

}

where the distributions are over the coins of Scatter. If t = n, we sometimes say
that f is fully hiding. If the distributions are identically distributed we say that f is
perfectly hiding, and if the distributions are computationally indistinguishable we
say f is computationally hiding.

– (Efficiency) for all x ∈ X and all s and st output by Scatter(x, n), the time to
evaluate Recon(st, g(s1), . . . , g(sn)) is less than the time to evaluate f(x).

If g �= f then RR is a local random reduction (LRR). If g = f , then RR is a
randomized self reduction (RSR). Furthermore, if there exists a pair of algorithms
RSR = (Scatter,Recon), such that for every function f in some class C, RSR is a
random self reduction for f , then we say that RSR is a universal random self reduction
over C. All of our constructions are universal.

A Note on Efficiency. For our purposes, the efficiency requirement is not necessary.
This is because in our MR-PHE constructions, the Recon algorithm is not executed by
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the client but, instead, is executed homomorphically by the cluster. As such, a more
important requirement for us is that Recon to be “simple” enough so that it can be
evaluated homomorphically without making use of FHE.

4.1 A Perfect Randomized Self Reduction for Univariate Polynomials

In this section, we present a fully-hiding randomized reduction for univariate polyno-
mials. As far as we know, the best hiding threshold previously achieved by any RR for
univariate polynomials is t ≤ (n−1)/q which is achieved by the construction of Beaver,
Feigenbaum, Killian and Rogaway [2,3]. Like the construction presented in [2,3], our
randomized reduction is universal and self-reducing.

Let Q be a degree q univariate polynomial over a finite field F such that |F| ≥ 2q+1

and |F|2 − 1 ≡ 1 (mod 2), and let δ[Fn]
def
=
{
v ∈ F

n : vi �= vj for all i, j ∈
[n]
}

. Consider the random self reduction Poly1q = (Scatterq,Reconq) for Q defined as
follows:

– Scatterq(x): let n = 2q+1 and sample a vectorα uniformly at random from δ [Fn].
For all i ∈ [n], compute si := D2(αi,−x/2) = α2

i + x. Output (s1, . . . , sn) and
st = α.

– Reconq(st, y1, . . . , yn): output y =
∑n

i=1 yi · Lαi(0).

Theorem 1. Poly1q is a perfect and fully-hiding randomized self reduction.

Proof. Towards showing correctness, let Q̂(α)
def
= Q

(
D2(α,−x/2)

)
(for some x ∈ F)

and note that Q̂(0) = Q(x). We therefore have:

y=

2q+1∑
i=1

yi ·Lαi(0)=

2q+1∑
i=1

Q
(
D2(αi,−x/2)

)·Lαi(0)=

2q+1∑
i=1

Q̂(αi)·Lαi(0) = Q̂(0) = Q(x),

since deg(Q̂) = 2q. We now consider perfect hiding. Let n = 2q + 1 and note that for
fixed q ∈ N and x ∈ F, Scatter evaluates the vector-valued function fx,q : δ[Fn] →
δ[Fn] defined as

fx,q(α) =

(
D2

(
α1,−x/2

)
, ..., D2

(
αn,−x/2

))
,

for a random α. Note that fx,q is a permutation over δ[Fn] since D2(α, β) is a permu-
tation over F for any β (this follows from the fact that |F|2 − 1 ≡ 1 (mod 2)). Let U
be the uniform distribution over δ[Fn]. In the following, for visual clarity we drop the
subscript q and denote fx,q by fx. For all x1 and x2 in F,

SD
(
fx1(U), fx2(U)

)
= max

S⊂δ[Fn]
|Pr [ fx1(U) ∈ S ]− Pr [ fx2(U) ∈ S ]|

= max
S⊂δ[Fn]

∣∣Pr [U ∈ f−1
x1

(S)
]− Pr

[U ∈ f−1
x2

(S)
]∣∣

≤ max
V,V ′⊂δ[Fn]

|Pr [U ∈ V ]− Pr [U ∈ V ′ ]|
= 0

where the last equality follows from the fact that |V | = |V ′| since fx1 and fx2 are
permutations over δ[Fn].
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4.2 A Computational Randomized Self Reduction for Multivariate Polynomials

We now present a fully-hiding RSR for multi-variate polynomials. The best known
hiding threshold previously achieved is from a construction of [2,3] which achieves
t ≤ n · c log(m)/m for c and m greater than 1. Our construction is universal and
self-reducing.

Let Q be a m-variate degree q polynomial over a finite field F such that |F| ≥ n+1,
for n ∈ N. Consider the randomized self reductionPolymq = (Scatterq,Reconq) defined
as follows:

– Scatterq(x): let n = 2q + 1 and sample m univariate polynomials (p1, . . . , pm) of

degree 2 such that pi(0) = xi for all i ∈ [m]. Let N = ω(n · (n/q)m) and α
$←

δ[Fn]. For all j ∈ [n], set zj :=
(
p1(αj), . . . , pm(αj)

)
and for all j ∈ [n+1, n+N ]

set zj
$← F

m. Let S = (s1, . . . , sn+N ) be the sequence that results from permuting
the elements of Z = (z1, . . . , zn+N ) at random and let Γ be the locations in S of
the elements in Z that were chosen at random in F

m. Output S and st = (π(α), Γ ),
where π denotes the (random) permutation used to permute Z.

– Reconm,q(st, y1, . . . , yn+N): parse st as (α, Γ ) and output y =
∑

i�∈Γ yi · Lαi (0).

The security of our randomized reduction is based on the multi-dimensional noisy
curve reconstruction assumption from Ishai, Kushilevitz, Ostrovsky and Sahai [13],
which extends the polynomial reconstruction (PR) assumption from Naor and Pinkas
[17].

Assumption 2 (Multi-dimensional noisy curve reconstruction [13,17]). The multi
dimensional noisy curve reconstruction (CR) assumption is defined in terms of the fol-
lowing experiment where x is a m-dimensional vector over a finite field F, d > 1, and
t = t(k) and z = z(k) are functions of k:

CurveRec(k,x, d, n,N,m): sample a vector α
$← F

n and a random subset of
N indices Γ chosen from [n + N ]. Choose m random univariate polynomials
(p1, . . . , pm) such that each pi is of degree at most d and that pi(0) = xi. For
all j ∈ [n], set zj = (p1(αj), . . . , pm(αj)) and for all j ∈ [n + 1, n + N ] set

zj
$← F

m. Let S = (s1, . . . , sn+N) be the sequence that results from permuting
the elements of Z = (z1, . . . , zn+N ) uniformly at random. The output of the exper-
iment is (s1, . . . , sn+N ).

We say that the CR assumption holds over F with parameters (d, n,N,m) if for all
x1 and x2 in F

m,{
CurveRec(k,x1, d, n,N,m)

}
c≈
{
CurveRec(k,x2, d, n,N,m)

}

We note that the CR assumption is believed to hold when N is ω(n · (n/d)m) and
|F| = N [13].
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Remark. Setting n and N to be polynomial in k, the CR assumption is believed to hold
as long as m = polylog(k). We note, however, that the parameters provided in [13]
and used in this work are for the stronger “augmented CR” assumption which outputs,
in addition to the vectors (s1, . . . , sn+N), the evaluation points (α1, . . . , αn) together
with N random values. It is therefore plausible that the CR assumption could hold for
a wider range of parameters and, in particular, for m = poly(k).

In the following theorem, we show that Polymq is a fully-hiding and universal RSR for
the class of multivariate polynomials with a poly-logarithmic number of variables.

Theorem 3. Polymq is a computational and fully-hiding random self reduction.

The proof follows almost directly from Assumption 2, so due to space limitations, it is
deferred to the full version of this work.

5 MR-Parallel HE from Randomized Reductions

We now show how to construct a MR-parallel HE scheme from any F -homomorphic
encryption scheme and any fully-hiding RR between functions f and g whose recon-
struction algorithm is in F . At a high-level, the construction works as follows.

The RR’s scatter algorithm is applied to each element xi of the input x. This results
in a sequence si and a state sti. The latter is encrypted using the F -homomorphic en-
cryption scheme and each mapper receives a pair composed of a label � = i and a value
v of the form (si[j], ei) for i ∈ [#x] and j ∈ [n] and where ei is an F -homomorphic
encryption of sti. The mapper evaluates g on si[j] and returns an intermediate pair with
label λ = i and value γ =

(
g(si[j]), ei

)
. After the shuffle operation, each reducer

receives a pair composed of a label i and a partition

P =

((
yi,j, ei

)
, . . . ,

(
yi,n, ei

))
,

where yi,j = g(si[j]) for j ∈ [n]. Since Recon is in F , the reducer can evaluate
Recon(ei, yi,1, . . . , yi,n) homomorphically which results in an encryption of f(xi).

Theorem 4. If HE is CPA-secure and if RR is fully-hiding, then PHE as described in
Figure 1 is secure against single-message chosen-plaintext attacks.

We sketch a proof of Theorem 4 and leave a full proof to the full version of this work.
Consider the simulator S that simulates ciphertexts in an Ideal(k) experiment as fol-
lows. Given #x it generates (pk′, sk′) ← Gen(1k) and, for all i ∈ [#x], it computes
(s′i, st

′
i) ← Scatter(0) and e′i ← HE.Encpk′ (st′i). It outputs c′ = (pk′, s′1, . . . , s

′
#x,

e′1, . . . , e
′
#x). The fully-hiding property of RR guarantees that the s′i’s are indistinguish-

able from the si’s generated in a Real(k) experiment. Similarly, the CPA-security of
HE guarantees that the e′i’s are indistinguishable from the ei’s generated in a Real(k)
experiment.

Direct Constructions. By instantiating the RR and the HE scheme in our general con-
struction with our fully-hiding RSR for univariate polynomials (from section 4.1) and
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Let HE = (Gen,Enc,Eval,Dec) be a public-key F-homomorphic encryption
scheme and let RR = (Scatter,Recon) be a C-universal (t, n)-local random-
ized reduction from f to g such that Recon ∈ F . Consider the multi-use MR-
parallel C-homomorphic encryption scheme PHE = (Gen,Enc,Eval,Dec), where
PHE.Eval = (Parse,Map,Red,Merge), defined as follows:

– Gen(1k): compute (pk, sk) ← HE.Gen(1k). Output K = (sk, pk).
– Enc(K,x): for all i ∈ [#x], compute (si, sti) ← Scatter(xi) and ei ←

HE.Encpk(sti). Output c = (pk, s1, . . . , s#x, e1, . . . , e#x).
– Parse(f, c): for all i ∈ [#x] and j ∈ [n], set �i,j := i and vi,j :=

(f, pk, si[j], ei). Output (�i,j , vi,j)i,j .
– Map(�, v): parse v as (f, s, e) and compute a ← HE.Encpk(g(s)). Output

λ := � and γ := (a, e).
– Red(λ, P ): parse P as (ar, er)r and compute z ← HE.Eval(Recon, er, (ar)r).

Output (λ, z).
– Merge

(
(λt, zt)t

)
: output c′ := (zt)t.

– Dec(K, c′): for all i ∈ [#c′], compute yi := HE.Decsk(zi). Output y =
(y1, . . . , y#c′).

Fig. 1. MR-parallel HE from RR and HE

an FHE scheme, we get a multi-use MR-parallel HE scheme for the class of functions
whose output values can be computed by evaluating a (fixed) univariate polynomial of
the inputs. In addition, the resulting construction can be made delegated by encrypting
the coefficients of the polynomial using the FHE scheme and having the mappers per-
form their computations homomorphically. Current FHE constructions, however, are
not yet practical enough for our purposes so, in the full version, we present a direct
construction based only on additively homomorphic encryption. The construction can
be made delegated if we use 2DNF-HE. The direct construction also has the advantage
that the input pairs sent to the mappers are smaller than what would result from our
general construction.

Similarly, if we instantiate our general construction with our RR for multi-variate
polynomials (from Section 4.2) and an FHE scheme, we get an MR-parallel HE scheme
for the class of functions whose output values can be computed by evaluating a (fixed)
multi-variate polynomial on the inputs (with small number of variables). To avoid the
use of FHE, however, we present in the full version of this work a direct construction
that only makes use of additively HE.
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Abstract. Homomorphic encryption offers potential for secure cloud 
computing. However due to the complexity of homomorphic encryption 
schemes, performance of implemented schemes to date have been unpractical. 
This work investigates the use of hardware, specifically Field Programmable 
Gate Array (FPGA) technology, for implementing the building blocks involved 
in somewhat and fully homomorphic encryption schemes in order to assess the 
practicality of such schemes. We concentrate on the selection of a suitable 
multiplication algorithm and hardware architecture for large integer 
multiplication, one of the main bottlenecks in many homomorphic encryption 
schemes. We focus on the encryption step of an integer-based fully 
homomorphic encryption (FHE) scheme. We target the DSP48E1 slices 
available on Xilinx Virtex 7 FPGAs to ascertain whether the large integer 
multiplier within the encryption step of a FHE scheme could fit on a single 
FPGA device. We find that, for toy size parameters for the FHE encryption 
step, the large integer multiplier fits comfortably within the DSP48E1 slices, 
greatly improving the practicality of the encryption step compared to a software 
implementation. As multiplication is an important operation in other FHE 
schemes, a hardware implementation using this multiplier could also be used to 
improve performance of these schemes.  

1 Introduction 

Cloud computing offers numerous advantages to users, such as computing as a 
service, storage and management of large amounts of data. Yet this requires the trust 
of the public cloud service provider to maintain an adequate level of security and 
prevent leakage of private data. Data security has been shown to be the greatest 
concern of clients who use the cloud [1]. If users could encrypt their data before 
storing it in an (untrusted) cloud server and still be able to compute on these 
ciphertexts, they could take advantage of the benefits of cloud computation without 
the risk of leaking their private data. 

Secure cloud computing could be achieved by the use of an efficient fully 
homomorphic encryption scheme. Homomorphic encryption is a method of encryption 
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featuring four steps: {key-gen, encrypt, evaluate, decrypt}, where the step evaluate 
enables the correct computation, such as addition and multiplication, on ciphertexts 
without the use of decryption. Traditionally, homomorphic encryption schemes were 
either additively or multiplicatively homomorphic; such schemes are also known as 
partially homomorphic encryption schemes. Examples include the multiplicatively 
homomorphic ElGamal [2] and the additively homomorphic Paillier [3] cryptosystems. 
In 2005 Boneh-Goh-Nissam introduced a scheme which allowed a combination of 
additions and one multiplication on encrypted data [4]. 

The area of homomorphic encryption leapt forward in 2009 however, with Gentry's 
ground-breaking work on a fully homomorphic encryption (FHE) scheme based on 
ideal lattices, which introduced the first technique to allow an arbitrary number of 
operations (both additions and multiplications) to be employed on ciphertexts [5]. A 
FHE scheme is created by extending a somewhat homomorphic encryption (SHE) 
scheme, which allows a limited number of multiplications and additions. In the last 
few years there has been much research to improve the efficiency of homomorphic 
encryption schemes [6], [7], [8]. The theory behind homomorphic encryption is 
developing at a quick pace; however there are few published results of timings from 
implementations of these schemes. Moreover, from the results that have been 
published, it is clear that improvements in the efficiency of these schemes are still 
needed. For example, in the SHE implementation of the largest lattice-based scheme 
in [9], bitwise encryption is reported to take 3.2 minutes. In addition, the FHE 
implementation of the integer-based scheme for the large implementation in [10], 
bitwise encryption takes 7 minutes 15 seconds. The recent FHE implementation of 
AES [8] requires approximately 36 hours and 256 GB RAM to evaluate AES; this 
shows there is still much to be done before such schemes are practical and 
comparable to existing cryptographic encryption schemes. It also highlights the 
complexity of homomorphic encryption and underlines the demand for more efficient 
implementations. In this paper we investigate implementing a hardware building 
block, which in some form features in all of the SHE and FHE schemes, in order to 
improve their performance and hence their practicality. 

Three main structures have been proposed for FHE/SHE schemes: lattice-based, 
integer-based and schemes based on learning with errors (LWE) or ring learning with 
errors (RLWE). The current focus of the research community is on RLWE schemes, 
as these promise greater efficiency due to recent optimisations to support batching, for 
example in [7]. However the integer-based schemes, introduced by van Dijk, Gentry, 
Halevi and Vaikuntanathan (DGHV) in [11], have a relatively simple structure in 
comparison to the RLWE schemes and lattice-based methods introduced by Gentry. 
The efficiency of the latest integer-based schemes [10], [12] is comparable to the 
lattice-based schemes.   

As a first step in our investigation into a hardware implementation of SHE or FHE 
schemes, we consider the proposed parameter sizes and the main underlying 
computations involved in the encryption step of the integer-based FHE scheme 
proposed by Coron et al [10], a scheme similar to the original DGHV integer-based 
FHE scheme [11]. The main computations are modular reduction and large integer 
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multiplication, and are used in all of the FHE schemes. Therefore an efficient 
hardware implementation of these crypto-primitives can be used in future real time 
hardware implementations of any FHE scheme to improve performance. We focus on 
considering a hardware implementation of large integer multiplication and highlight 
some of the major issues involved. We begin to address these implementation issues 
by selecting a suitable large integer multiplication algorithm for hardware 
implementation. Due to the computational complexity of large integer multiplication, 
it is likely that a custom circuit architecture exploiting an Application Specific 
Integrated Circuit (ASIC) or a high-end FPGA technology in the form of a Xilinx 
Virtex 7 device will be required to enable real-time implementation. Considering the 
reconfigurable nature and quick development time of FPGAs we base our 
implementations on these. These devices also have exceptional levels of on-chip 
multiplication capability in the form of DSP48E1 slices. 

To our knowledge, there are no current hardware implementations of complete 
FHE schemes; however there has been work on FPGA implementation of primitives 
for a SHE scheme using Mathworks® Simulink [13]. There has also been research in 
similar areas, for example [14] discusses the practicality of existing applications of 
homomorphic encryption by an empirical evaluation based on the lattice-based 
scheme by Smart and Vercauteren [15], and highlights implementation issues such as 
memory access. Another related publication [16] considers the hardware building 
blocks for the LWE cryptosystem and uses Fast Fourier Transform (FFT) 
multiplication in polynomial rings. Although it is stated that there may be more 
suitable multiplication algorithms for this purpose, it is shown that this hardware 
implementation of LWE still outperforms the software implementation. The Comba 
multiplication algorithm, introduced in 1962 [17], has been implemented in an FPGA 
using DSP slices to carry out multiplications required in the area of elliptic curve 
cryptography [18]. We look at using this multiplication method for large integer 
multiplication required in FHE schemes, as this type of multiplication has been shown 
to be very suitable for use on DSP slices. We estimate the performance of using 
Comba multiplication in DSP slices for the parameter sizes in the integer-based 
scheme by Coron et al [10] in order to establish the feasibility of a FPGA 
implementation of FHE schemes, and whether a hardware implementation of a 
multiplier would enable practical performance of the encryption step in [10], therefore 
offering a significant improvement to the existing implementations of large integer 
multiplication in FHE schemes.  

We find in this initial evaluation for the toy-sized version of the encryption step of 
the FHE scheme in [10], the large integer multiplier fits comfortably within the 
DSP48E1 slices in a FPGA and would improve the practicality of the encryption step 
in [10], compared to a software implementation. Moreover, the large integer 
multiplier for the specified small, medium and large versions of the encryption step 
also fits comfortably within the DSP48E1 slice, though in these versions off-chip 
memory must be used to cope with the large parameter sizes. Indeed, as multiplication 
is an important operation in this type of encryption scheme, a hardware 
implementation using this multiplier, could be used to improve the performance of all 
FHE schemes. To our knowledge, there has been little previous analysis into the 
practicality of an FPGA based implementation of crypto primitives for FHE schemes. 
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In Section 2 of this paper, the selected integer-based scheme is introduced and we 
justify our approach. Section 3 presents a very brief survey of some multiplication 
methods and introduces the Comba multiplication method. A suitable hardware 
architecture and rough estimates for timings and resource requirements is given in 
Section 4. Some of the major implementation issues are also highlighted in this 
section. 

2 Overview of Integer-Based FHE Scheme by Coron et al. 

We focus on the proposed FHE scheme by Coron et al [10], based on the original 
integer-based FHE scheme [11], for its simple approach, detailed parameter sizes and 
reasonable performance in comparison to other implemented schemes, such as [9], 
[15]. We focus in particular on the encryption step, as this is one of the key steps in a 
FHE scheme which may need to be performed multiple times, unlike key generation 
which is only required initially. Moreover the encryption step in [10] involves two 
important cryptographic building blocks: multiplication of large integers and modular 
reduction, which are also used in all other FHE schemes. We explain the encryption 
step in the integer based FHE scheme in detail because of its relevance to this work. 
However, we refer the reader to [10] for details of the other steps in the scheme.  

The encryption step for a given message 0,1  is given as: 

 2 2 ∑     (1) 

where   is an integer from a specified range 2 , 2  and is used as random 
noise; , where  is a random odd integer in the range [0,2 /  and  is 
a random prime integer of  bits;  for 1  is an array of large random 
integers; and , 1 , is an array of random integers selected from a smaller 
range 0,2 . The parameters , ,  and  in Equation (1) vary according to the 
size of scheme implemented. Hence we refer the reader to [10] for full details on 
these parameters and further information on the generation of .  

We target in particular the toy-sized FHE scheme; the parameter sizes for the four 
versions of the FHE scheme are listed in Table 1. In the toy-sized scheme 158 
multiplications of  are required where the bit sizes for  and  are 936 bits 
and 150,000 bits respectively. In this paper we focus on the multiplier and establish a 
suitable approach to deal with these large parameter sizes. As can be seen in Table 1, 
the parameter sizes are very large, which is common in FHE schemes. For a 
discussion of security of this scheme, we again refer the reader to [10].   

Table 1. Parameter Sizes (bits) for Encryption step in FHE Scheme in [10] 

Parameter Toy Small Medium Large 
 936 1,476 2,016 2,556 
 150,000 830,000 4,200,000 19,350,000 
 150,000 830,000 4,200,000 19,350,000 

 158 572 2110 7659 
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The two main bottlenecks in the selected scheme are large integer multiplication 
and modular reduction. These operations are also required in many other FHE 
schemes, such as the lattice based schemes [9], [15]. We have chosen to focus initially 
on multiplication as most efficient hardware implementations of modular reduction 
also require the use of a multiplier, for example Barrett reduction and Montgomery 
reduction both require multiplications [19]. Moreover, one of the main motivations 
for FHE and SHE schemes is to compute, using additions and multiplications, on 
encrypted data. Therefore an efficient multiplier for large parameter sizes is essential 
for such schemes.  

Multiplication is only one of the issues to be addressed to implement this type of 
encryption scheme in hardware. Other major issues in the hardware implementation 
of homomorphic encryption schemes exist, such as the transfer of large blocks of data 
to and from the board, memory access and efficient scheduling of operations. In this 
initial study, we focus our attention on the multiplication bottleneck to establish the 
viability of an FPGA implementation of a FHE scheme and thus to justify continuing 
research to address the other important issues for a hardware implementation.  

3 Overview of the Comba Multiplication Algorithm 

Many multiplications with large multiplicands are required for implementation of the 
selected encryption scheme. There are various different algorithms available to deal 
with larger multiplicands and multipliers. Karatsuba multipliers [20] can be used to 
reduce the number and size of multiplications for large numbers by representing the 
large numbers,  and  , as additions of two smaller numbers, for example  2  , 2  where  and  are numbers of bit length 2 . Then the 
multiplications are reduced from 4 multiplications (and 3 additions) to 3 
multiplications (and 1 addition and 3 subtractions) as shown in Equation (2):    2 · 2  

 2 · ·  2 2 · 2        2  

However, Karatsuba requires intermediate storage of multiplication and subtraction 
results and is therefore not ideal for mapping to DSP slices, especially when 
considering such large parameter sizes. Fast Fourier transforms (FFTs) can also be 
used for multiplications, particularly when many multiplications are required. The use 
of FFTs has also been suggested in previous homomorphic encryption 
implementations [13]. Another alternative is Montgomery multiplication, commonly 
used in asymmetric cryptosystems. However, this technique requires multiplications 
for both post- and pre-computation. This method is more suitable when repeating 
multiplications such as in exponentiation algorithms, for example in RSA [21]. As we 
propose to target the DSP slices on a FPGA for large integer multiplication, we select 
a multiplication algorithm particularly suitable for the underlying FPGA platform for 
our initial investigation. The Comba multiplication method introduced in [17] is used 
for hardware-based large integer multiplication in [18] and it is very suitable for use 
on DSP slices as it can be easily broken down into partial products, therefore making 
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efficient use of resources. Moreover, when these partial products are accumulated, 
they are retained within the DSP block. This method of multiplication involves a 
reversal of the order of words in the multiplicand, several shifts and multiplications 
with each shift. For example, to multiply two 3-word numbers,  for 

 and  , reverse  =>  and calculate the partial 
products  by multiplying and adding:  

 
      

 
 

Each of the partial products  are shifted left by  words ( ) and summed 
together to give the final product, giving:  
  4 3 2 1 . 

 
For a generalised multiplication of , let the word-length of A equal  and 

the word-length of B equal  and without loss of generality let . There will be  1 required partial products in the Comba multiplication. When , the 
 partial product   requires 1 multiplications. The partial products can 

therefore have a maximum of  multiplications. When , the  partial product 
requires  1  multiplications. As suggested in [18] we can combine the 
partial products into  steps which have  multiplications in each step. Continuing 
the above example, we then have three steps which combine all of the partial 
products:                         
 
We refer the reader to [18] for further details on this optimisation and their hardware 
implementation.  

The choice of multiplier greatly depends on the size of the multiplication. In the 
particular case of the implementation of the toy scheme mentioned previously, we 
have a multiplier of 936 bits and a multiplicand of 150000 bits. We therefore propose 
to use a 936 bit multiplier and this can then be used several times and the partial 
products can be added to achieve the overall large multiplier. When we consider an 
FPGA implementation of Comba multiplication, we can run each of the steps in a 
separate parallel DSP slice, and then the number of clock cycles required per 
multiplication is , the number of words in the largest multiplicand, and a few extra 
clocks for the summation of the partial products. The number of DSP slices required 
for the multiplication is equal to the number of steps after combining the partial 
products which is also .   



232 C. Moore et al. 

4 DSP Slice Usage and Estimated Timings for Large Integer 
Multiplier 

FPGAs are a suitable target technology for hardware for implementations of SHE and 
FHE. They are cheaper and offer greater flexibility than ASIC devices. This makes 
them suitable for cryptographic purposes, as they can be re-programmed in-situ when 
protocols are changed and updated. The latest FPGA devices offer a large amount of 
embedded hardware blocks, which can be used to carry out optimised operations, 
such as addition and multiply-accumulate steps. The inclusion of dedicated DSP 
slices on an FPGA allows for very efficient multiplication and multiply-accumulate 
(MAC) operations. For example, on current Xilinx Virtex 7 FPGAs there are up to 
3600 DSP48E1 slices, each with the capacity of a 18 25 bit signed multiplication 
and 48 bit accumulation; see Table 2 for further examples. Furthermore, the 1825 bit signed multiplier and the 48bit accumulator are capable to run at frequency of 
up to 741 MHz [22].  

Table 2. Examples of Available DSP Slices in Selected Xilinx Virtex 7 FPGA Devices 

Xilinx Virtex 7 FPGA No. of DSP Slices No. Columns 
XC7VX415T 2,160 18 
XC7VX485T 2,800 20 
XC7VX980T 3,600 20 

 
The compact size imposes significant constraints on input word sizes and storage, 

which is problematic for FHE and SHE implementations with large key and 
ciphertext sizes. To circumvent this in so far as possible, we target one of the largest 
FPGAs, the Xilinx Virtex 7XC7VX980T. 

Our goal is to implement a 936 bit multiplier. An un-optimised initial inference of 
a multiplier using ISE Design Suite reveals that a 936 bit multiplier requires 76% of 
the targeted device's DSP slices. Therefore this highly un-optimised large multiplier 
fits on to the FPGA device. However, inferring and cascading multipliers in ISE 
Design Suite requires exponentially many DSP slices for increasingly large 
multiplications. If an un-optimised implementation of a 936 bit multiplier is designed 
using partial products and shifts for example, this will most likely occupy over 2700 
DSP slices just to implement the toy-sized multiplier. The Xilinx Core Generator can 
only generate multipliers for up to 64 bits long, which is much smaller than our 
required multiplier. Therefore an indirect approach must be taken. 

In [18] the dedicated hard core functions on FPGAs are targeted to produce 
efficient implementations of both AES and ECC. An efficient multiplier is presented, 
which firstly calculates the partial products using the Comba method and then these 
are added to generate the final result. This technique is very suitable for large 
integers, as the DSP slices can be used in parallel, which allows for less device usage  
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for the same multiplier size. Although our target multiplier is 936 bits, we use a 16 bit 
unsigned multiplier, as the DSP slice has an 18-bit signed multiplier and thus a 16 bit 
multiplier is the most suitable size to work with that fits within a DSP slice. Using this 
approach, a 944 bit multiplier can be designed using 59 DSP slices, where a few of 
the multiplications are redundant. Each of these 59 DSP slices will calculate 1616 multiplications up to 59 times and thus a full 944 bit multiplication can be 
calculated in around 60 clock cycles. This multiplier can then be run multiple times to 
reach the appropriate multiplication size. Therefore the 150000 bit  is represented 
in 9575 16 bit words and the 944 bit multiplier is used approximately 159 times. After 
each multiplication in the DSP slice the  are shifted right, and further 
multiplications with the shifted  are carried out and accumulated in the DSP slices. 
The partial product adder combines these partial products. The least significant word 
of each of the partial products accumulated in the DSP slices is saved in a register and 
the remainder is added to the next partial product. This process is continued with all 
of the partial products consecutively to give the final output. Additionally, several 
multipliers of this size can be implemented in parallel to increase the performance of 
the multiplier in the encryption step.  

Figure 1 shows a basic hardware architecture design of the Comba multiplier as 
proposed in [18]. The chosen 944 bit multiplicand and multiplier are both represented 
by 59 16 bit words, as shown by registers  and  in Figure 1;  and  represent 
the  and  from the selected FHE scheme. The value  is equal to the number of 
words, in this case 59, and  is equal to the word size, 16. This can be extended to 
larger sizes:   /  . Each of these 59 words from both A 
and B is input into a separate DSP slice, again as shown in Figure 1. The product of 
these two terms is accumulated within the DSP slices, using the internal 48 bit 
accumulator logic. The accumulation output is a maximum of 2 log  bits. 
After each multiplication, the  in Figure 1 are shifted left by 16 bits and a new 
word is input to each of the 59 DSP slices to be multiplied by  which is also shifted 
one word to the right. This process accumulates all of the partial products. These 
partial products are then added together as previously described. After the final output 
is stored in memory; the multiplier is used again 158 more times to calculate all of the 
parts of  and the output is combined to achieve the final result. 

Table 3 gives conservative estimates of timings for the multiplications required in 
the encryption step in all four versions of the FHE scheme in [10] without considering 
parallel implementation of multipliers, which would considerably speed up timings. 
We also assume a conservative estimate of a 500MHz clock frequency for the 
multiplier, as the critical path goes through the DSP block. The published software 
timings for the encryption step in [10] requires, for example, 1 second for the toy 
sized encryption step in the FHE scheme. The multiplication step is one of the two 
bottlenecks in the encryption scheme and this suggests that the use of hardware could 
greatly improve the practicality of such encryption steps or indeed any step in FHE 
schemes which requires large integer multiplication. 
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Fig. 1. Hardware Architecture of Comba Multiplier 

We make the assumption that we can access the off-chip memory storage; storage 
of the products is an issue, especially with the larger versions of the FHE schemes but 
for the toy size this is not a major issue, as only 60 DSP slices are required per 944 bit 
multiplier. Moreover 158 of these 0.15Mbit-sized products require a total of 23.7 
Mbits memory. This is manageable on the targeted Xilinx Virtex 7 XC7VX980T, as 
there is 68 Mbits block RAM (BRAM) available. For the large FHE scheme, each 
multiplication is around 19.35Mbits long and 7659 of these are required to be added, 
which highlights the storage issues associated with the large scheme sizes. 
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Table 3. DSP Slices required and estimated timings for large integer multiplier in encryption 
step using Comba multiplication at 500 MHz  

Size of Scheme: Toy Small Medium Large 
No. of multiplications 
required in encryption  

158 572 2110 7659 

Size of required  
multiplier (bits) 

936  
150000  

1476  
830000 

2016  
4200000 

2556  
19350000 

Target multiplier (bits) 944 944 1488 1488 2016 2016 2560 2560 
No. of DSP slices 
required for target 
multiplier  

60 94 127 161 

Estimation of Clock 
Cycles required 
(multiplications not run in 
parallel) 

1507320 
 

 30002544   558449480 
  

 9320995341 

Estimated timing of all 
multiplications required in 
encryption step (secs) 

0.00301 0.06001 1.11690 18.64200 

Published Timing (secs) 
of Encryption Step in  
[10] 

0.05 1 21 435 

 
 

Additionally the transfer of data must also be considered. Not only do the 
parameter sizes increase with the larger versions of the FHE schemes but the number 
of required multiplications for encryption also increase; the issue of memory storage 
and access becomes a major issue and it is impossible to store the partial products or 
intermediate values within the memory storage on the FPGA. Obviously there is a 
need to make use of off-chip memory, which will require careful management so as 
not to become the architecture bottleneck.  

We give an estimation of the timing for the multiplications required in each of 
these four versions using the number of multiplications required, an estimate of the 
number of required clock cycles to achieve the target multiplier size and the number 
of cycles required to achieve the full size multiplier. We do not consider parallelising 
the multiplications in this estimation, although this is possible, as the number of 
required DSP slices for the selected target multiplier for all four versions occupies 
less than 5% of the target FPGA DSP slices. Furthermore, we do not fully utilise the 
DSP slice multiplier of 18 25 bits; we could extend the 16 16 bit multiplier to a 17 24 bit unsigned multiplier for example, which would improve performance of 
the multiplier. Therefore Table 3 lists conservative estimates. From these results 
however, we can still see that the toy size version will fit on an FPGA and this could 
be parallelised to give an even better performance. Moreover the estimated timings 
for the small, medium and large schemes suggest that a hardware implementation of 
FHE could offer significant improvements to the practicality of FHE schemes. 
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Preliminary synthesis results1 of a 944 bit multiplier show that it requires 59 
DSP48E1s, and has a latency of 121 clocks: 1 for loading, 60 for multiply accumulate 
and 60 for partial product addition and shifting. The overall latency of the multiplier 
is 2 3 clock cycles, where s is the number of words. To our knowledge, this is one 
of the first analyses into the practicality of an FPGA based implementation of crypto 
primitives for use in FHE schemes.  

5 Conclusions 

We have considered one of the most important building blocks involved in FHE 
schemes, large integer multiplication. We have looked at the Comba multiplication 
method and the possibility of targeting DSP48E1 slices on a Xilinx Virtex 7 FPGA to 
perform the large integer multiplication to ultimately improve the performance of 
FHE schemes. From the preliminary results we establish that the large integer 
multiplication in the encryption step for the toy scheme will fit comfortably on a 
single FPGA device. Furthermore the conservatively estimated timings suggest using 
a hardware implementation of this multiplication algorithm should improve 
performance of FHE schemes compared to the software implementations, especially 
for the larger versions of the FHE schemes [10]. This establishes the potential and 
justification for continuing research into hardware implementations of crypto-
primitives, such as large integer multiplication, to improve the performance and hence 
the practicality of FHE schemes. There will however be issues with memory storage 
with these large versions of the FHE schemes. As this is a relatively recent area of 
research, there is a lot of future work still to be carried out and we are currently 
pursuing a hardware implementation of a complete encryption step of a FHE scheme. 
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