
Chapter 8
Biological Network Modeling and Analysis

Sebastian Jan Janowski, Barbara Kaltschmidt, and Christian Kaltschmidt

Abstract Each scientist needs to be aware of the complexity of cellular life and
the modeling possibilities to be able to reconstruct, analyze, and simulate biological
systems. Bioinformatics modeling, analysis, and simulation are highly interdisci-
plinary disciplines using techniques and concepts from computer science, statistics,
mathematics, chemistry, biology, biochemistry, genetics, and physics, among others.
Without knowledge about these research topics, it is almost impossible to produce
good theoretical models, which can be used for hypothesis testing. Therefore, this
chapter gives an impression of what can be modeled from the bioinformatics and
biological point of view and introduces into biological networks, common analysis
techniques from graph theory, and possibilities to reconstruct, simulate, and share
biological networks based on database content.
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8.1 What Can or Should Be Modeled?

What is cellular life? The simplest answer from the biological point of view is
the following: anything that contains DNA or RNA [1], shows self-organization,
and has evolved over time as described by Manfred Eigen [2]. Motivated to seek
a theory to understand life, many decades ago researchers embarked on the study
of biological systems [3, 4]. Their main goal is not to imitate life but rather to
understand the universal logic and properties of living systems. Cellular functions
which do not rely on simple enumeration of molecular components and processes,
such as transcription, translation, and modifications, are carried out constantly.
These components never act as one independent element. Thus, present-day cellular
biology is challenged to reconstruct coupled dynamical models with many differing
elements and strongly interacting systems. Therefore, scientists endeavor to provide
a new look at data on the present organisms to validate or reject hypotheses.

The main task for modern biology is to trace phenotypical properties back to
specific molecules. Therefore, theoretical models are constructed, consisting of
the formation of switching rules that obligate cell features. With modern systems
biology and bioinformatics, those theoretical models are pictured. Therefore, natural
sciences produce a holistic view of different levels of organizations. Using causal
relations, theoretical models are constructed using several different switching rules.
Through the turning on and off of one or more genes, as controlled by one or more
molecules, the properties and dynamics of a cell can change. This can result in
different cell behavior, where the concentration of some other molecule is altered,
with the effect of turning on or off some other genes [1, 5].

Thus, to model and investigate cellular life, several different key components of
real-life systems have to be considered. The central dogma of molecular biology
stated by Francis Crick in 1958 describes the basic information flow in cells with
the following sentence: “DNA makes RNA, which in turn makes Proteins” [6, 7].
In general, this statement is correct, whereas it is very simplified. Nowadays,
natural science has investigated many processes and functions in detail, such as
transcription, translation, and posttranslational modification, among others, which
extend this stated dogma. The investigation of other regulatory processes, such as
microRNA fine regulation, is still in their beginning phases. Table 8.1 gives an
example of specific cell-type characteristics and dynamics to show the variety of
living organisms [8].

Although all these presented aspects have to be considered in the modeling of a
biological system and put into relationship with the biological dogma, it is neither
recommended nor practical to model all aspects. Too many unknown parameters
will come up, with the danger being that a fitted model will match to nearly anything.
Fitted parameters can be even misleading or become meaningless. Furthermore, the
larger the model, the longer it will take to determine parameters and to analyze
properties of interest. Therefore, each model has to be limited to a practical size and
linked to clear scientific questions.
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Table 8.1 Biological cell characteristics for E. coli, yeast (S. cerevisiae), and mammalian (human
fibroblast) based on [8]

Property E. coli
Yeast
(S. cerevisiae)

Mammalian
(human fibroblast)

Cell volume �1 �m3 �1,000 �m3 �10,000 �m3

Proteins/cell �4 � 106 �4 � 109 �4 � 1010

Genes �4,500 �6,600 �30,000
Size of regulator binding site �10 bp �10 bp �10 bp
Size of promoter �100 bp �1,000 bp �104 to 105 bp
Size of gene �1,000 bp �1,000 bp �104 to 106 bp

(with introns)
Diffusion time of protein

across cell
�0.1 s D D 10 �m2/s �10 s �100 s

Diffusion time of small
molecule across cell

�0.1 ms
D D 1; 000 �m2/s

�10 ms �0.1 s

Time to transcribe a gene �1 min (80 bp/s) �1 min �30 min (including
mRNA processing)

Time to translate a protein �2 min (40 aa/s) �2 min �30 min (including
mRNA nuclear
export)

One possibility to limit model size is by using biological networks. These
networks can be restricted to only one -omic level, such as metabolomics or
proteomics. The main advantage of biological networks is that they can be used to
answer scientific questions with the focus on important regulatory elements, rather
than building up whole systems.

8.2 Biological Networks

Cellular life is mostly a network of interacting elements. To visually represent
and analyze the various interactions and relationships, biological systems can
be modeled as biological networks, which are based on mathematical graphs
(see Definition 1).

Definition 1. A graph is an ordered pair G D .V; E/:

• Comprising of a set V of vertices and a set E of edges, where each edge is
assigned to two (not necessarily disjunct) vertices.

• The order of a graph is jV j, comprised of the number of vertices.
• The size of a graph is jEj, comprised of the number of edges.
• The degree of a vertex is the number of edges that connect to it and are defined

by NG.v/ or N.v/.
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The objects, represented by nodes, are called “vertices” and the links, represented
by directed or undirected arrows, are called “edges.” In general, the smallest level
of details is the molecular level, describing DNA, RNA, proteins, and metabolites
interacting with each other. Thus, nodes can be any kind of biological compounds
belonging to such a system. Edges are used to represent biological relations and
processes, such as activation, inhibition, and expression, among others. To model
all system elements, information flow, and dynamics, different biological networks
were introduced as described in the following:

• Transcription networks (or gene regulation networks)
Transcriptional networks control the gene expression within cells in time, space,
and amplitude [9]. Usually these kinds of networks describe how one gene is
controlled by the product of another gene. Therefore, the highly interconnected
processes are modeled with a directed graph, in which nodes represent gene,
transcription factors, and/or proteins and edges indicate mechanisms, such as
transcription, DNA binding, protein synthesis, and degradation, among others.
Furthermore, the synthesis of RNA, posttranscriptional events, mRNA turnover,
and translation can also be considered. However, as these kinds of networks
model a wide range of biological processes, they play a major role in protein-
protein interaction networks, signal transduction networks, metabolic networks,
and others, which are described in the following.

• Protein interaction networks
In terms of the degree of regulation, it becomes apparent that a protein can
never be investigated in isolation. Moreover, it has to be examined in the context
of other proteins and their interacting network, in the so-called protein-protein
interaction networks. The majority of biological processes within a cell are
controlled and mediated by proteins [1, 5]. They interact with other molecules,
such as low-molecular-weight compounds, lipids, and nucleic acids to ensure
transcription, translation, splicing, mechanical strength, transport, immunity,
signal transduction, growth, development, and many other processes. The types
of interactions range from transient interactions, occurring for a limited time,
such as they appear in protein kinases, protein phosphates, and others, up to static
interactions, such as the transfer of biosynthetic intermediates between catalytic
sites without the diffusion into the enzyme’s surrounding. A further important
aspect of protein-protein interaction is the signal transmissions from the external
environment to specific locations within the cells.

However, such protein-protein interaction networks enable the scientist to
investigate protein functions, system dynamics, and biological mechanisms
[9–15]. Reconstructing these kinds of networks, unknown proteins can be
grouped into known biological context and important proteins into functional
groups, subnetworks, and motifs identified and examined in detail. This kind of
analysis has become so important and powerful that it already contributes to new
therapeutic strategies [13, 16, 17].



8 Biological Network Modeling and Analysis 207

• Signal transduction networks
Signal transduction networks are of special interest in biological and medical
sciences as many diseases are related to disturbances in signaling networks [18].
In general, signal transduction links intracellular processes to the extracellular
environment of a cell. The general aim is to model and describe cellular functions
in response to external stimuli. Therefore, information transmission is modeled,
starting with the binding of extracellular ligands to receptors and resulting in cell
response that triggers a cascade of signal transduction reactions. The sequence
of reactions involved mainly relies on reversible chemical modifications and
complex formations, such as phosphorylation. The final targets of the processes
are transcription factors and metabolic enzymes. In summary, signal transduction
pathways transform a set of inputs into a set of outputs.

In contrast with other networks, such as protein-protein interaction networks,
signaling networks are basically directed. From the topological point of view, the
networks involve many different motifs, such as positive and negative feedback
loops. One of the most prominent examples is the negative feedback loop of the
transcription factor NF-�B [19, 20].

• Metabolic networks
Metabolic networks have a fundamental importance in biochemistry and biotech-
nology, as many scientists modify or alter metabolic networks to produce
fine chemicals, antibiotics, industrial enzymes, antibodies, etc. Furthermore,
metabolic networks are used in biomedicine enabling a better understanding
of metabolic mechanisms and for controlling infections. Therefore, scientists
examine differences, synergies, and other interactions between human beings
and pathogens. In general, the main goal of metabolic networks is the modeling
of cellular processes, such as the uptaking and digesting of substrates from the
environment, energy generation, growth, and cell survival, among others. Many
of these networks are available online in databases, such as KEGG [21], EcoCyc
[22], and BioCyc [23]. The networks refer to metabolites (amino acids, glucose,
polysaccharides, glycans, etc.) and their biochemical reactions.

• Correlation networks
Correlation networks represent statistical associations between variables derived
from experiments, such as derived from whole genome arrays, mass spectrom-
etry, and enzyme-based proteomic experiments, among others [9]. The global
analysis approach is to give a broad overview of the state of the organism.
Due to technological advances in systems biology, experimental approaches are
able to provide qualitative and quantitative information, which can be used for
comprehensive insights into biological systems.

Usually the resulting datasets are mainly independent variable-unit entries.
However, based on the experimentally measured values, correlations can be
determined from either the probability point of view or the strength of variable
units. The first approach measures if two values have a connection by coincidence
or if there seems to be a real link. Therefore, correlation coefficients are
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calculated expressing the connection probability. The accuracy of this approach
mainly depends on the sample size of the experiment. Examining a large number
of samples increases the probabilities for finding real connections and, moreover,
increases the probability of identifying whether weak connections are true. The
second approach only considers connection from the strength of variable units,
instead of the sampling size. However, an experimental validation based upon the
results is the best way to confirm a predicted correlation.

• Neuronal networks
In neuronal networks artificial neurons are connected to each other. The aim is to
reconstruct systems as they appear in real life [24,25]. Thus, connections between
neurons are modeled with neuronal summation, in which potentials and electric
gap junctions define firing strategies and signal transduction from one neuron
to another. In neuronal networks, neurons only respond to a subset of mostly
simple stimuli given by their neighbors, whereas, in real systems, the information
flow is based on inhibitory postsynaptic potentials and excitatory postsynaptic
potentials. The modeling and analysis of neuronal networks has attracted wide
interest in life sciences. For example, the subject of one application field is to
model systems which are able to learn complex patterns and therefore build a
kind of artificial intelligence.

• Phylogenetic networks
Phylogenetic networks describe the evolution and relationship between different
organisms. Usually, phylogenetic reconstructions are presented by trees rather
than networks, in which branch points represent the evolutionary separation of
two organisms. However, trees do not consider vertical and horizontal gene-
transfer events. Thus, phylogenetic networks describe evolutionary processes in
more detail. Kunin et al. give one prominent example of such a phylogenetic net-
work in their article “The net of life: Reconstructing the microbial phylogenetic
network” [26].

• Ecological networks
Ecological networks typically present food webs. Food webs are limited rep-
resentations of real ecosystems describing ecological communities focusing
on trophic interactions between consumers and resources (“what eats what”)
[27–29]. In general, two trophic categories exist, called trophic levels. The
first ones are the autotrophs, which produce organic matter from inorganic
substances. The second level, the heterotrophs, obtains organic matter by feeding
on autotrophs and other heterotrophs. It is a unified system of exchange,
adopted to analyze interrelationships between community structure, stability, and
ecosystem processes.

The analysis of food webs has shown that the evolution of realistic food web
structures can be explained on the basis of simple rules regarding population
abundance and species occurrence. For example, ecologists and mathematics
have figured out early on that the structure of food webs consists of nonrandom
properties, such as scaling laws. By examining a predator-prey model (resource-
consumer, plant-herbivore, parasite-host), it becomes obvious that the size of one
species is crucial to the stability of the whole system [30].
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However, food webs are an important representation for the prediction of
ecological events. They are mainly used to understand biological systems and
moreover to protect them from outside influences, such as climate change,
foreign wild species, and the narrowing of the habitat.

Summarized, the presented biological networks are able to capture all -omic
levels and, furthermore, able to model ecological events and other correlations.
With these advantages bioinformatics and systems biology have a set of powerful
integrated frameworks to present, integrate, and visualize knowledge. Furthermore,
graph theory comes with powerful approaches to analyze those networks as
described in the following.

8.3 Biological Network Analysis Based on Graph Theory

As mentioned in the previous section, graphs or networks can be used to model
many types of biological relations, biological processes, and biological questions.
Furthermore, geometry and topology can give important clues about organization
and information flow within a system. Graph analysis can determine structural
properties of a network. Furthermore, graph theory can analyze vertex degrees, path
lengths, diameter, and many other structural properties.

In general, graphs can have different types as presented in Fig. 8.1. In a directed
graph an edge between the vertices u and v is represented by the ordered pair .u; v/

[31]. Visually the ordered pair represents the direction of the arrowhead. However,
there is a big difference between directed and undirected graphs for a given number

Fig. 8.1 Different graph types as they may appear in biological networks: (a) undirected, (b)
directed, (c) mixed, (d) multigraph, (e) hyper-graph, (f) unconnected graphs, (g) tree, (h) rooted
tree, and (i) bipartite graph
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of vertices. The amount of directed graphs Ndir.V / with V vertices is much higher
than the amount of possible undirected graphs Nundir.V / [9]:

Ndir.V /

Nundir.V /
D 2

.V 2
�1/
2 (8.1)

A mixed graph has both directed and undirected pairs. In the biological context
it can represent protein-protein interaction networks, where some interactions
are undirected, such as protein-complex bindings, and some interactions, such
as activation, phosphorylation, and other processes are directed. A multigraph
contains multiple edges, where two or more edges are incident to the same two
vertices. A hyper-graph is characterized by more than two elements, which are
connected to one interaction. Hyper-graphs are often used to model metabolic
networks where several substances are used in one reaction to produce another
substance.

A graph is bipartite if there is a partition of its vertex set V D S [ T , such that
each edge in E has exactly one end vertex in S and one end vertex in T . A tree is an
undirected, acyclic graph, where vertices with only one edge are called leaves. All
other vertices are inner vertices. The depth of such a tree is the length of the path
from the root to a vertex. The height is the maximal depth. A rooted tree is often
regarded as a directed graph [31].

A subgraph G0 D .V 0; E 0/ of the graph G D .V; E/ is a graph where V 0 2 V

and E 0 2 E [31]. The density of a graph is given by

2 j E j
j V j .j V j �1/

(8.2)

This definition indicates how dense or connected a graph is determining vertex
degrees [32].

Two graphs G and G0 are isomorphic G ' G0, if there exist a bijection ' W
V � > V 0 between the vertex sets of G and G0, such that any two vertices u and
v of G are adjacent in G if and only if .u/ and .v/ are adjacent in G0, based on
xy 2 E , '.x/'.y/ 2 E 0 8x; y 2 V [31].

Global network properties are topological entities, such as distance, average
path length, and diameter. A path is a sequence .v0; e1; v1; e2; : : : ; vk�1; ek; vk/ of
vertices and edges. The length of a path is given by its number of edges. The
distance between two vertices is given by dG.u; v/. A shortest path between two
vertices is a path with minimal length dij . The average path length is defined
by d D hdij i. The diameter is defined by dm D max.dij /, which represents
the maximum path length. The correlation between edges and vertices is given by
".G/ WD jEj=jV j [31, 32].

An Eulerian path is a path which contains every edge exactly once. A graph
is an Eulerian graph if it contains an Eulerian path [31]. A path in an undirected
graph that visits each vertex exactly once is called a Hamiltonian path. A graph
that contains a Hamiltonian path is a Hamilton graph [31].



8 Biological Network Modeling and Analysis 211

Going further into detail, vertex degrees and other topological indices are
described in the following, which serve as a base for centrality measurements.
Network centralities are a common method to determine important elements within
a system. In the social sciences it is a common task to model relationships with
graphs and, based on that, to identify people that are more influential than others.
Similar questions can also be asked of biological networks.

A centrality is defined by the function C W V 7! R on a directed or undirected
graph G D .V; E/, which assigns a real number to every vertex (vertex degree). If
one vertex is more central than another one, then C .v1/ > C .v2/ is given [33].

A vertex degree ıG.v/ D ı.v/ is the number of edges jE.v/j incident to the
vertex, with loops counted twice. The minimum degree is characterized by ı.G/ WD
minfd.v/ j v 2 V g, the maximum degree by �.G/ WD maxfd.v/ j v 2 V g, and the
average degree by:

d.G/ WD
X

v2V

d.v/

jV j (8.3)

The relation between the degrees is given by ı.G/ � d.G/ � �.G/ [9, 31, 32].
However, centrality measurements are only comparable inside the same network,

and some measurements can only be applied on connected networks. One of the first
centrality measurements is the degree centrality, defined by

Cdeg.v/ WD jeje 2 E ^ v 2 ej (8.4)

This measurement counts the number of edges connected to a vertex. In several
studies, this measurement was used to identify essential elements within a biological
network. A study on Saccharomyces cerevisiae revealed that proteins with a high
degree centrality are more essential in comparison to others [34]. Other studies
described similar findings with degree centralities as described by Hahn et al. [35].

The average neighbor degree is defined by Junker and Schreiber [9]

ki;nn D 1

ki

NvX

j D1

Aij kj (8.5)

for each vertex ni over all vertices N . A is the adjacency matrix of the graph G.
Further centrality measurements are stated on network paths. They give informa-

tion about the importance of certain paths by using information about path length.
The first presented measurement is called eccentricity centrality. For every vertex it
determines the maximum distance to all other vertices. The vertex with the shortest
paths to all other vertices is the vertex with the highest eccentricity value. Formally,
the eccentricity centrality is defined as [36]

Cecc.v1/ WD 1

maxfdist.v1; v2/ W v2 2 V g (8.6)
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The second important centrality measurement is the closeness centrality, which
assigns a vertex v a high value if the shortest path distances for all other vertices to
v is minimized. Formally, it is defined as [37]

Cclo.v1/ WD 1P
v22V dist.v1; v2/

(8.7)

The shortest path betweenness centrality measures the ability to monitor
communication between other vertices. These vertices, which are on the shortest
paths between all other vertices, are the most relevant ones. Let �v1v2 be the number
of shortest paths between v1 and v2, whereas more than one shortest path can exist.
�v1v2 .w/ denotes the number of shortest paths, including w as an interior vertex
which is neither start nor end vertex of the paths. The communication rate is given by

ıv1v2 .w/ WD �v1v2.w/

�v1v2

(8.8)

If no shortest path between v1 and v2 exists, then ıv1v2 .w/ WD 0. With these
definitions the shortest path betweenness centrality can be defined as [38]

Cspb.w/ WD
X

v12V ^v1¤w

X

v22V ^v2¤w

ıv1v2 .w/ (8.9)

A further centrality measurement is based on the eigenvector. It is used on
strongly connected graphs such as protein-protein interaction networks, to deter-
mine essential elements within a network. The eigenvector centrality is the
eigenvector Ceiv of the largest eigenvalue �max in absolute value of the equation
system �Ceiv D ACeiv, where A is the adjacency matrix of the graph G [39].

The clustering coefficient, a basic measurement for the local cohesiveness of
a network, measures the probability that two vertices with a common neighbor are
connected. In the case of undirected graphs, there exist Emax D ki .ki �1/=2 possible
edges between neighbors. The clustering coefficient Ci of the vertex ni is then given
as the number of edges Ei between the neighbors to the maximal number Emax with
[9]:

Ci D 2Ei

ki .ki � 1/
(8.10)

The matching index quantifies the similarity between two vertices on the
number of common neighbors. The index is based on the following definition [9]:

Mij D
P

common neighborsP
total number of neighbors

D
PN

k;l AikAjl

ki C kj � PN
k;l AikAjl

(8.11)
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Table 8.2 For a given
network size, many different
graphs can be reconstructed,
where the difference between
isomorphic and
non-isomorphic graphs is
significant

Number of connected Number of connected
Nodes isomorphic graphs non-isomorphic graphs

3 8 2
4 64 6
5 1,024 21
6 32,768 112
7 2,097,152 853
8 268,435,456 11,117
9 68,719,476,736 261,080
10 35,184,372,088,832 11,716,571

2 3 4 5 6 7

0,0

0,5

1,0

1,5

2,0

2,5

3,0

3,5
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4,5

5,0

5,5
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Min Std- Mean Std+ Max

distribution

R
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ge

Nodes

Average Neighbour Degree 30.00015.0000

Fig. 8.2 The analysis of the distribution of graphs with the same average neighbor degree
resembles a Gaussian curve, where thousands of different networks share the same average
neighbor degree. The conclusion is that one specific average neighbor degree cannot characterize
a unique network type [40]

In summary, all presented measurements are able to identify important ele-
ments within a graph. However, without a clear scientific question, the presented
approaches can be misleading. Furthermore, scientists need to have in mind that a
large set of graphs can share the same graph topological values [40]. In general,
the number of possible graphs for a given node size is very large as presented in
Table 8.2 [41]. Based on the non-isomorphic graphs, it was examined how many
graphs share the same graph topology. Figure 8.2 presents the distribution of graphs
with the same topological values.



214 S.J. Janowski et al.

Inferentially, thousands of different graphs share the same topological values.
And having in mind that the discussed and examined graphs in biology have, in most
cases, more than 30 nodes, the number of different graphs with the same topological
values increases dramatically. Thus, graph theory has to be very carefully considered
and only applied when it is linked to a specific scientific question. However, based
on the presented definitions, a variety of analysis techniques are possible. The
approaches enable structural as well as individual node analysis. Thus, it is not
surprising, that applied to biological networks, it has become an important aspect
in systems biology, bioinformatics, and theoretical biology [9].

8.4 How Biological Networks Can Be Modeled
and Simulated

Modeling biological phenomena with the use of computer applications has become
a common task. Therefore, different modeling techniques exist to study and
analyze the dynamic details of biological systems. In general, biologists are more
familiar with mathematical modeling, whereas computer scientists are accustomed
to computational formalism. However, several approaches provide mathematical as
well as computational capacities. In order to give an overview of existing modeling
languages, the most important techniques in systems biology and biological network
modeling are briefly described in the following subsections.

8.4.1 Ordinary Differential Equations

One of the most powerful techniques in modeling system dynamics is ordinary
differential equations (ODEs), which provide a theoretical framework for discrete,
continuous, deterministic, and stochastic models. In general, they describe the
change rate of variables in the modeled system as a function of time. ODEs have
been applied and used in many application cases and proved themselves very useful
[8, 42, 43]. Furthermore, ODEs can be used to model entire systems with given
kinetics [44, 45]. One common example for modeling gene activation or positive
control is the Hill function in which the equilibrium binding of the transcription
factor to its site on the promoter is modeled from zero to its maximal saturated level
with Definition 2 (see Fig. 8.3 for a graphical representation).

Definition 2. A Hill function is defined by F.X�/ D ˇX�n

Kn C X�n
, where:

• K is termed as the activation coefficient.
• ˇ the maximal expression level of the promoter.
• n the steepness of the input function (the larger the n is, the more steplike the

curve).
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Fig. 8.3 Graphical plot of one Hill function with different steepness parameters (n) for the
modeling of gene activation and positive control in biology

However, the model reconstruction with ODEs has some major drawbacks when
the kinetic system parameters involved are unknown. With increasing network size
and complexity, it becomes almost impossible to estimate all missing parameters.
Due to high-throughput techniques, a huge amount of qualitative data is avail-
able, but the parameter estimation still remains challenging. Furthermore, precise
quantitative measurements for parameter estimations are difficult to parametrically
explore. A further disadvantage of ODE network modeling and analysis is that
ODE-based models do not support any detailed insights into signal and information
flow within biological networks. Thus, information flow, biological cascades, and
system dependencies cannot be examined in detail.

8.4.2 Object-Oriented Modeling

Object-oriented modeling is a paradigm in which a system is primarily modeled
with a set of related, interacting objects and the functions and services they provide
[46]. These objects represent all entities relevant to the application (see Fig. 8.4 for
an example). Nearly anything can be an object, which is defined as an assembly of
classes. A class is a discrete reusable code block that has attributes, takes variables,
performs functions, and returns values, among others. In general, objects do not
exist in isolation from another. The relationships between the objects represent a
wide set of different connections and interactions, for example, how one protein
is related to a gene, or how one protein changes the state of another protein by
phosphorylation. However, the modeling task is always specified for one specific
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Fig. 8.4 An example of an object-oriented model in molecular biology. The model is focused
on a mandatory set of properties, whereas a complete model is made up of more attributes and
relationships. However, here, a protein can be a transcription factor regulating one or more specific
genes. One gene can be even regulated by more than one transcription factor. The genes are derived
from the class DNA, which contains a set of genes. Each gene alone or in combination with others
can be transcribed and translated into one or more proteins. Each class is characterized by specific
attributes, such as binding sites and nucleic acid sites, which are necessary for biological functions
and molecular processing

context, where objects belong to each other and share a set of properties and methods
to imitate the real-world system [47–49]. Using the standardized Unified Modeling
Language (UML) [50], the object-oriented models can be made visually accessible
through a set of graphic notation techniques.

8.4.3 Rule-Based Models

Rule-based specifications and formal grammars play an important role in the
creation of photorealistic virtual organisms. Particularly plants and scientific models
of vegetation structure are modeled with rule-based models [51]. One widely used
formalism is the Lindenmayer system, a parallel rewriting system on strings. Based
on an alphabet of symbols, a finite set of rules for string manipulations, a start
string called axiom, and a mechanism to visualize data, it is possible to model the
morphology of a variety of organisms. With an iterative process, which expands the
model with new structures in each time step, growth processes can be modeled and
simulated.

For example, having the axiom A and the rules A ! B (letter A will be
transformed into letter B) and the rule B ! AB (letter B will be transformed
into substring AB), a new string is generated in each time step by applying the
aforementioned rules. Based on the system settings the development sequence
for this model is described by A ! B ! AB ! BAB ! ABBAB !
BABABBAB ! : : :. Finally, the expanded string only needs to be visualized to see
developmental growth. In order to visualize this model, additional geometric rules
have to be defined, which reconstruct geometric structures based on the appearance
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and order of the letters in the development sequence. One of the first examples
of branching structures generated by an L-system was given by Prusinkiewicz and
Lindenmayer in 1990 [52].

8.4.4 Constraint-Based Models

Constraint-based models are mainly used for cellular metabolism. The main idea
of this approach is to describe detailed dynamic models with a set of constraints
which characterize the models’ possible behaviors. Therefore, stoichiometric,
thermodynamic, and enzyme capacity constraints are defined. Instead of single
solutions, a set of possible solutions represents different phenotypes which comply
with the constraints. Thus, models can comprise thousands of reactions, such as the
metabolic reconstruction of the bacterium Escherichia coli, where 2,583 constraint
reactions were defined [53]. Furthermore, these models and constraints can be used
for other metabolic engineering applications. However, the classical constraint-
based models focus at flux balance analysis of metabolic networks [54, 55].

8.4.5 Interacting State Machines

Interacting state machines are mathematical models for the description of temporal
behavior within a system. The model is based on the states of its parts and not on
its components. Therefore, hierarchies are expressed by diagram-based formalisms.
Each of the parts can be in one of a finite number of states, whereas the machine is
in only one state at a given time. However, by initiating a trigger event, the machine
can change its condition. The main advantage of interacting state machines is that
they require little quantitative data, as they model biological behavior in a qualitative
way [56,57]. Usually, models described with interacting state machines are used for
model checking and interactive execution.

8.4.6 Process Algebras

Process algebras are used for the modeling of concurrent systems. The language
provides a framework for the high-level description of interactions, communica-
tions, and synchronizations using a set of process primitives. Operators are used
to combine these primitives. Therefore, this approach provides algebraic laws for
the manipulation and analysis of process expressions using equational reasoning.
In most of the cases, process algebras are used in signal processing, as presented
in the work of Danos and Laneve. The authors introduced a protein algebra to
demonstrate how standard biological events can be expressed in simplified signaling
pathways [58].
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Fig. 8.5 An example of a simple cellular automaton with rules and settings of the “Game of Life”
approach by John Horton Conway. From left to right: initial state and configuration (generation 1),
second generation, and third generation

8.4.7 Cellular Automata

Cellular automata (CA) are used to model and simulate biological self-organization.
They use a paradigm of fine-grained, uniform, parallel computation, which was used
in many aspects of developmental biology [59–61]. With CA whole population
dynamics can be simulated in which each individual’s fate is dependent on its
neighbor’s behavior and existence. Therefore, a set of simple rules is defined that
mimics the physical laws of the given system. The evolution of a CA is determined
by its initial state, requiring no further input. The simulation is discrete in time,
space, and state and, once running, evolves with its own given rules.

The most prominent example of a CA is the “Game of Life” devised by the
British mathematician John Horton Conway in 1970 [62]. The example is based
on a simple deterministic CA consisting of a regular two-dimensional grid of cells,
in which each cell has a certain state: alive or dead. Every cell interacts with its
neighbors based on the set of applied rules at each time step (see Fig. 8.5).

The following rules are applied to the “Game of Life” to calculate and simulate
next generations:

• Any living cell with less than two living neighbors dies because of under
population.

• Any living cell with two or three living neighbors does not change in the next
generation.

• Any living cell with more than three living neighbors dies due to overcrowding.
• Any dead cell becomes alive by reproduction, when exactly three neighbors are

alive.

Those rules are applied repeatedly to create further generation. Finally after
n generations, a picture results that describes population structure, dynamics,
population features, and system robustness, among others.
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Fig. 8.6 A Bayesian network example from classical genetics studying mutations. (a) The
probability that the son has a mutation is 0.001. If we know that his grandfather has the same
mutation, the probability increases to 0.025. Thus, their genotypes are clearly dependent. But if
we also know that his father has the mutation as well, the son’s probability increases to 0.5. This
additional information indicates that his father, independent of whether his grandfather has or does
not have the mutation, only affects the son’s probability. Therefore, only one conditionally network
can be reconstructed (b), which matches the experimental data. All other possible networks are
disregarded

8.4.8 Agent-Based Systems

Agent-based systems are similar to the concept of cellular automata, focusing on
complex system behavior, structures, and phenomena in dynamics. This approach
describes and simulates operations and interactions of autonomous agents in a given
space. System operations and interactions are based on simple rules. However, in
contrast to CAs, the agents are not placed on a grid or any similar environment.
Moreover, the autonomous agents can freely move within the given 2D or 3D space.
The most prominent examples are from multicellular studies, such as tumor growth
studies [63], morphogenesis [64], and immune response [65].

8.4.9 Bayesian Networks

A technique for biological network modeling is the so-called “Bayesian networks”
theory. Bayesian networks are used for the automatic reconstruction of causal
signaling network models from experimentally derived data [66–68]. The core of
this approach is the notion of conditional independency. This approach calculates
probabilistic relationships to estimate which network structures, circuits, and motifs
can be derived from the given biological data. This results in one or a set of
possible directed acyclic graphs that match the experimental data conditions best.
Nodes, which are not connected within the graph, represent variables which are
conditionally independent. Nodes that are connected to each other represent strong
probabilistic relationships based on experimental conditions. One example of such
an approach is presented in Fig. 8.6.
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Fig. 8.7 A possible Boolean network based on three nodes (a), each having a state 0 (OFF) or 1
(ON). The states for each node are determined by the input of the other nodes. Nodes 1 and 2 copy
their single input, while node 3 performs the Boolean function NOR on its inputs as described in
the table (b). The dynamic system is described in (c), where filled nodes are on and lights are off

However, the reconstruction of such networks demands a large number of
datasets. The greater the network, the larger the necessary experimental datasets
must be. Otherwise, probabilistic relationships and independencies cannot be
determined.

8.4.10 Boolean Networks

In 1969, Boolean networks were introduced by Kauffman to model gene regulatory
networks [69]. Here, genes are modeled by Boolean variables which represent their
active and inactive states within the model. A Boolean network is a directed graph,
where all nodes are equivalent and receive information inputs from their neighbors.
Every node can only take two binary values, 0 (OFF) and 1 (ON). These values rep-
resent the dynamic activity and behavior of the involved elements. Information flow
and statement acting is determined by a logic rule. Therefore, the logical operators
and , or , and not are used. If the statement is true, the logical operation results in
an ON state; otherwise it remains in the OFF state (an example is given in Fig. 8.7).

The main advantage of this technique is the reduced number of parameters
necessary while still capturing network dynamics and producing biologically pre-
dictions and insights [70]. However, quantitative measurements cannot be included
for precise predictions and analysis.

8.4.11 Boolean Formalization

This approach formalizes in Boolean terms genetic situations for the description
of complex circuits [71–73]. The main goal of this language is to formalize a
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complex model in a compact and unambiguous way by functions of binary variables.
Therefore, three different types are defined and used. The genetic variable describes
the gene state, being normal or mutated, and the recognition site, being a promoter,
operator, terminator, or other. The environment describes temperature and the
presence of different substances. Internal variables are used to memorize previous
system states at a given time. Associated functions calculate the proceeding periods
of the system with regard to the present variables. In order to reduce the algebraic
expressions to its simplest form, tabulations of the logic equations as Veitch matrices
are used. The Veitch matrices give a clear and exhaustive view of all calculated
system states and show which states are stable and how the model proceeds from
state to state.

8.4.12 Petri Net

A Petri net is a mathematical modeling language for the description and analysis
of complex and distributed systems. Therefore, it provides an exact mathematical
definition of its execution semantics. The language was introduced by Carl Adam
Petri in 1962 [74] and constantly developed. Thus, this language comes with a well-
developed mathematical theory for process analysis.

Reisig et al. presented the first basic definition in their article “A Primer in
Petri Net Design” in 1982 [75]. This resulted in the general formalism presented
in Definition 3.

Definition 3. A basic Petri net is defined by the tuple PN D .P; T; F; W; m0/,
where:

• P D fp1; p2; : : : ; png is a finite set of places.
• T D ft1; t2; : : : ; tng is a finite set of transitions.
• P and T are pairwise disjoint.
• F � .P � T / [ .T � P / is a set of arcs from places to transitions and transitions

to places, where .pi ! tj / denotes the arc from place pi to transition tj and
.tj ! pi/ the arc from transition tj to place pi ,

• W is the weight function .W W F ! R/ which assigns every arc a non-negative
integer, where .f W pi ! tj / denotes the weight of the arc from place pi to
transition tj .

• m0 is the initial marking 8pi 2 P .

A Petri net is based on a directed bipartite graph, in which the nodes represent
transitions and places. Regarding the graphical representation, places are drawn as
circles, transitions are drawn as rectangles, and arcs are drawn as directed arrows.
The directed arcs describe which places are pre- and/or post-conditions for which
transitions. Each place can contain tokens, which are drawn as black dots. The start
configuration of a Petri net model is described by the state m0, which assigns tokens
to each place. With this graphical notation, processes such as choice, iteration, and
concurrent execution can be modeled stepwise and analyzed (see Fig. 8.8).
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Fig. 8.8 The possibility of modeling abstract biological processes with Petri nets. The model is
based on gene-controlled biochemical reactions, such as gene regulation and protein synthesis

Due to the presented formalism, Petri nets stand out by their balance between
modeling power and analyzability in comparison to other modeling techniques.
Furthermore, concurrent systems can be automatically determined, although some
of the systems are difficult and expensive to determine [76]. Thus, the various
modeling possibilities and analytic power of the proposed formalism offer a well-
developed basis for the description of chemical processes and a mathematical theory
for process analysis.

8.4.13 Visual Modeling

A further way to model a biological system is by using a standard graphical notation,
such as the Systems Biology Graphical Notation (SBGN) [77]. SBGN is a visual
language which focuses on the graphical notation of biological networks. It provides
a common notation to represent interactions and regulations between molecular
species, such as binding, complexation, and protein modification, among others.
It consists of three complementary languages: process diagram, entity relationship
diagram, and activity flow diagram. Together the different notations enable scientists
to represent biological networks in a standard and unambiguous way (see Fig. 8.9
for an example).

In summary, each modeling technique comes with specific features and con-
straints. In order to model and analyze a biological system a powerful theoretical
framework is necessary. Thus, visual languages such as SBGN are not suitable for
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Fig. 8.9 SBGN entity relationship diagram representing the effect of calmodulin binding on
CaMKII activity, using the nested entities of ER L2 V1 [78]

systems biology analysis, as they do not provide any kind of analytical environment.
Furthermore, these languages consider only a limited graphical representation of the
biological components. Object-oriented models are software-intensive and complex
systems. As systems evolve, classes and the function they perform need to be
changed more often. This can result in a schema, where complexity continuously
grows. Thus, a clean programming, organization, and notation are necessary during
model design and software implementation. Furthermore, well-defined interfaces
between objects are mandatory to keep the model maintainable. Otherwise, model
parameters can become distorted or even incorrect. Ambiguities in data flow can
also occur. Therefore, the following review only focuses on modeling techniques
that provide sophisticated analysis power and are clean and well defined in their
semantics. To show how often and in which application cases the aforementioned
techniques are used, Machado et al. summarized literature references, classified by
the type of biological process [79] (see Table 8.3). Boolean formalizations are not
considered in this review as this approach is frequently used in systems biology
and bioinformatics. Furthermore, the same or similar results can be produced with
Boolean networks, ODEs, or Petri nets, among others.

The first thing to point out is that all formalisms have been applied to signaling
networks. This is not surprising, as signaling networks have the largest number of
features, such as spatial localization, multistate components, network information
flow, and robustness, among others. Therefore, each of the presented formalisms
contributes with powerful features. A smaller number of formalisms are applied to
metabolic networks. However, this does not indicate that other formalisms are not
able to model those systems. Moreover, it seems that Petri nets, process algebras,
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Table 8.3 Overview of the amount of literature references using the pre-
sented formalism classified by the type of biological process [79]. Based
on the evaluated information, signaling networks have been modeled and
analyzed with all formalisms. Gene regulatory networks and metabolic
networks have only been modeled with specific techniques due to their
specific system dynamics and topology. However, differential equations,
constraint-based models, and Petri nets have been used as universal
techniques to examine all of the mentioned networks

Signaling
networks

Gene regulatory
networks

Metabolic
networks

Boolean networks C CC
Bayesian networks C CC
Petri nets CC C CC
Process algebras CC
Constraint-based models C C CC
Differential equations CC CC CC
Rule-based models CC
Interacting state machines CC
Cellular automata C C
Agent-based models CC C

constraint-based models, and differential equations seem to be powerful enough to
consider all aspects of metabolic system dynamics. A further observation indicates
that Petri nets, constraint-based models, differential equations, and cellular automata
are applied to all kinds of biological networks. This makes them potential candidates
for whole-cell modeling. The most powerful technique is still differential equations
modeling, which is also reflected by the data provided in the table. However, Petri
nets are among the formalisms that cover most of the features to model all kinds of
biological networks as described in Table 8.4. It is a universal graphical modeling
concept for representing processes from different application fields in nearly all
degrees of abstraction. Petri nets provide the qualitative modeling approach as well
as the quantitative one. Furthermore, qualitative and quantitative formalism can be
combined to one paradigm. The formalism is easy to understand and use.

Once a basic qualitative model is established, it can be successively enriched with
quantitative data. Thus, parameter estimations based on experimentally derived data
are not implicitly necessary in the network reconstruction process. Furthermore,
models can be modeled discretely as well as continuously. It is even possible to
integrate ODEs for precise model description.

Besides, Petri nets allow hierarchical structuring of models and thus offer the
possibility of different detailed views for every observer of the model. Petri net
theory provides a variety of established analysis techniques that are well suited
and applicable to biological network modeling. Moreover, database information,
as described in the following section, can be used to automatically reconstruct
sophisticated network and Petri net models.
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Table 8.4 Overview of implemented features for each modeling formalism based
on [79]: (+) supported feature and (e) available through extension. Based on the
provided data, the most powerful technique is the Petri net modeling as it includes
the advantages and features of all other formalisms
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8.5 Network Reconstruction

A biological network, as described in Sect. 8.2, consists of a set of different
biological elements being in interaction with each other. Such a network can be
reconstructed by hand, with experimental data, information from literature, and/or
database knowledge. In the first case, users need to put all involved elements into
relation and draw the resulting models as a graph. They have several possibilities
to model the system. They can use directed, undirected, mixed, or other graphs as
presented in Sect. 8.3. Furthermore, they can use a standard graphical notation, such
as SBGN for the visual modeling as presented in Sect. 8.4.13.

In terms of a network reconstruction with experimental data correlation, net-
works have to be reconstructed as described in Sect. 8.2. Therefore, a well-
established modeling and analysis technique is necessary. One possible approach
is the Bayesian networks as described in Sect. 8.4.9. Bayesian networks offer one
way to automatically reconstruct signaling networks from experimentally derived
data. The only disadvantage of this approach is the necessary input data. To be able
to produce unambiguous results, a huge set of experimental data is mandatory.

A further way to reconstruct biological networks is by using text mining
approaches [80, 81]. Text mining is equivalent to text analytics, with the goal of
turning text into data for further analysis. This approach can be used, for example, to
find interaction partners for a gene by analyzing a set of publications. The collected
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data is then modeled as a graph. In general, this technique is based on statistical
pattern learning. The main disadvantage of this approach is still the interpretation
of the input text. In many cases relations are identified which are positive false or
false positive. Although the analysis and results are becoming better and better, the
resulting networks need to be evaluated by an expert.

A more reliable way to reconstruct biological networks is by querying biological
databases. Therefore, more than 1,300 different biological databases exist that can
be accessed. Using complex queries, data transformations, and data integration
techniques, rudimentary data such as genes and proteins can be linked with each
other. Many databases provide links between the different biological compounds.
If such a link does not exist, it is even possible to establish connections by
mining genomic databases. Hence, several attempts have been made to reconstruct
metabolic pathways via genome sequence comparison [82, 83]. Such attempts have
a certain limit, as the results do not reflect all involved molecular functions. Due to
cellular functions, such as translation, transcription, post-modification, and many
more processes with genome sequence comparison and analysis, it is often not
possible to predict direct correlations and further regulatory or metabolic processes.

However, several databases do exist, which contain more detailed information
about metabolic pathways, such as the KEGG database [21]. The information about
the networks can be accessed via the Internet or by parsing provided flat-files.
The disadvantage with online access is that the elements cannot be analyzed and
combined with other -omic level data and experimental datasets. Therefore, flat files
have to be processed, filtered, normalized, and integrated into one model. Actually,
the KEGG database consists of more than 121 tables, where at least 23 tables are
necessary to reconstruct the backbone of a biological network. The other tables
store further information, such as diseases, drugs, and taxonomies (see Fig. 8.10 for
a simplified scheme of the KEGG database structure). With access to that data, it is
possible to reconstruct metabolic networks as they are presented by KEGG and to
analyze the biological elements in detail or overall context.

In terms of biological network reconstruction using database information, each
scientist should follow some basic recommendations:

1. All databases should be free of charge and accessible by using a SOAP or an
API.

2. All databases should use the same terms, identifiers, and publication structures
as cited in literature.

3. Provided datasets must be up to date and should not overlap.
4. The selected databases should be well curated.
5. Only databases which can be used for the reconstruction of biological networks

should be integrated.
6. The used databases should be focusing on the mechanisms which should be

modeled, such as metabolic pathways, signaling pathways, and protein-protein
interaction networks.

7. It should be possible to query each integrated database separately or in combina-
tion with each other.
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Fig. 8.10 Simplified scheme of the KEGG database structure [84]. The pathway element is
the root element of the biological network, consisting of a list of entry, relation, and reaction
elements. Theses entities specify the graph information. Additional elements specify more detailed
information about the biological compounds, relations, and reactions within the model

8.6 Biological Network Exchange Formats

Molecular biotechnology, systems biology, bioinformatics, and many other dis-
ciplines in biology make it possible to reconstruct and analyze biological sys-
tems. More than 300 pathway or molecular interaction-related data resources,
visualization, and analysis software tools have been developed.1 However, the
diversity of tools shows several problems in sharing and moving models between
each other. An attempt to overcome this problem is the creation of standards
[85–87].

In an online survey, Klipp et al. asked 125 researchers (75 % modelers, 4 %
experimentalists, or 21 % both) covering various fields, such as modeling of individ-
ual pathways, investigation of complex processes, development and application of
computational methods, and software development about their opinion on standards

1The number of software applications has been approximated by counting software tools that
support SBML and CellML. Software tools are listed at http://www.sbml.org/ and http://www.
cellml.org/

http://www.sbml.org/
http://www.cellml.org/
http://www.cellml.org/
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[88]. About 80 % of the scientists considered the creation of standards necessary
or desirable. This is not surprising that science standards have many advantages as
listed in the following:

• Model definitions and entities are based on ontologies, defined nomenclature, and
restrictions. Thus, they become accessible and readable to a wide community.

• Standards improve communication between software tools, free exchange of
information, and comparison between different studies, which results in more
productive collaborations.

• Complementary resources from multiple simulation/analysis tools can work
together, instead of redefining and reconstructing models in each tool.

• Reimplementation of models becomes easier or dispensable, which reduces
duplication and redundancy.

• If tools are no longer supported, models developed within the tools can be
still used if they are based on standards. Information, knowledge, and research
progress is not lost and can be reused.

• Data curation teams can evaluate models without being restricted to a certain tool
or formalism.

• In the publication process, any curator can process annotation and normalization
before data is published and made available to the scientific community.

Scientists, simultaneously with both tool development and modeling projects,
have developed standards to share, evaluate, and analyze knowledge and informa-
tion. Standards are definitions in the form of common, inclusive, and computable
languages. Here, only XML-based formats are considered, since it is used as
universal language in data exchange. McEntire et al. [89] and Achard et al. [90]
have shown in their studies that this language is very flexible and simple to use and,
therefore, a powerful standard in bioinformatics and systems biology in comparison
to Comma Separated Values (CSV), Excel, and other file formats. More than 85
standards can be found within systems biology [87].

For the modeling and sharing of biological models, main standards exist,
such as the Systems Biology Ontology (SBO) [91], Systems Biology Markup
Language (SBML) [92, 93], the CellML [94], and BioPAX [95]. For the graphical
representation of biological pathways, languages such as the SBGN [77] have been
introduced (see Sect. 8.4). Model description achieves human and computational
usability, reusability, and interoperability when the encoded format is standardized.
Models or software tools without standardization are only of limited use, as they
do not provide the possibility to share, compare, and/or integrate large amount of
systems. Thus, it is important to use common standards as described in the following
section:

• Systems Biology Ontology (SBO)
The SBO ontology [91] is a well-defined logic about biological terms, including
single identifiers for each distinct entity, allowing clear reference and iden-
tification. Furthermore, it is augmented with terminological knowledge such
as synonyms, abbreviations, and acronyms. The terminology is also used to
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specify the type of the components being represented in a model and their role
in systems biology descriptions. Thus, the ontology allows unambiguous and
explicit understanding of the meaning of the involved components in a system
and, moreover, enables mapping between elements of different models encoded
in this format.

The ontology is a well-defined logic about biological terms, including a single
identifier for each distinct entity, allowing clear reference and identification.
It is composed of seven vocabulary branches: systems description parameter,
participant role, modeling framework, mathematical expression, occurring entity
representation, physical entity representation, and metadata representation. The
terminology is also used to specify the type of components represented in
a model and their role in systems biology descriptions. Thus, the ontology
allows unambiguous and explicit understanding of the meaning of the involved
components in a system and, moreover, enables mapping between elements of
different models encoded in this format.

• BioPAX
BioPAX is a standard language to represent biological pathways at the molecular
and cellular level [95]. The main goal of BioPAX is the exchange of information
between several pathway databases such as Reactome [96] and BioCyc [23]. It
was introduced through a community process to make complete representation of
basic cellular processes substantially easier to collect, to index, to interpret, and
to share. BioPAX covers concepts such as metabolic and signaling pathways,
gene regulatory networks, and genetic and molecular interactions. Therefore, it
has a structure for substances, interactions, pathways, and links to organisms
and experiments. The language is distributed as an ontology definition with
associated documentation and a validator for checking. Therefore, the BioPAX
community cooperates with the SBML and CellML mathematical modeling lan-
guage communities. For better accessing and manipulating data in the BioPAX
format, a house-implemented Java library called “Paxtool” is available. BioPAX
Level 3 is currently available at http://www.biopax.org.

• BioXSD
BioXSD is common exchange format for basic bioinformatics data [97]. Using
this format, it should be possible to establish a common web service for the
exchange of data for bioinformaticians in the World Wide Web. This format
should fill gaps between specialized XML formats such as SBML [92, 93],
MAGE-ML [98], GCDML [99], PDBML [100], MIF [101], and PhyloXML
[102]. Therefore, BioXSD defines data formats such as biological sequences,
sequence alignments, sequence annotation, and references to data, resources,
and vocabularies in a variety of possibilities. BioXSD serves as a canonical data
model and is available at http://bioxsd.org as version 1.1.

• CellML
CellML [94,103] is a language for representing mathematical models. Using dif-
ferential algebraic equations, any cellular model can be represented in CellML.
In addition, CellML represents entities using a component-based approach,
where relationships between components are represented by connections. The

http://www.biopax.org.
http://bioxsd.org


230 S.J. Janowski et al.

developers have implemented an API for working with CellML models and files.
Thus, software developers do not need to reinvent the same functionality each
time they develop a new tool. The API enables users to retrieve information,
to manipulate, and to extend a model. The API interfaces are designed to be
independent in any programming language, platform, or vendor. At the present
time, CellML is available at http://www.cellml.org in version 1.1.

• MathML
MathML is a low-level specification for describing mathematics [104, 105].
It is used wherever mathematics needs to be handled by software, such as
mathematical expressions in web pages and workflows in science and technology.
Actually, MathML is available at http://www.w3.org/Math/ as version 3.

• PDBML
The PDB database is the single worldwide repository for macromolecular
structure data [106]. For more than 30 years, the data resources have used a
column-oriented format to store and share archival entries [100]. Facing more
and more complex data for macromolecular structures, the used data format
constrained several limitations such as internal structure and the organization
of records. Therefore, a new XML-based data format, called PDBML, has been
introduced [100]. It builds the content of the PDB exchange dictionary and can
be used as a specific exchange medium for detailed molecular protein structures,
such as data derived from experimental crystallography. PDBML is currently
available at http://pdbml.pdb.org as version 3.3 to all users.

• Systems Biology Markup Language (SBML)
SBML is an exchange format for representing biochemical reaction networks
[92, 93]. Using SBML, users are able to describe models in many areas of
computational biology, including cell signaling pathways, metabolic pathways,
and gene regulation. Therefore, SBML has the structure, ontology, and links,
for pathways and interactions. To enable mathematical descriptions, the SBML
Level 2 uses MathML for more complex mathematical formulas. This extends
the features of SBML and also results in a greater compatibility with CellML.
Furthermore, it provides the possibility to specify delay functions and define
discrete events that can occur at specified transitions in a certain state in
biological models. In order to help users to read, write, manipulate, translate, and
validate SBML files and data streams, the LibSBML API is available in different
common programming languages, such as Java, C, and C++. Presently, SBML
Level 2 is available at http://sbml.org/Software/libSBML and SBML Level 3 is
being developed.

One of the main standards for the modeling of biological systems is the
Systems Biology Ontology. Using this standard ensures the usability, reusability,
and interoperability of biological models. Furthermore, data exchange standards
can easily access models encoded in this format. For instance, SBML, MathML,
and CellML support SBO definitions, which makes it easy to translate any kind of
SBO model into such an exchange format. However, there is a significant difference
in the scope of the mentioned standard exchange formats. By studying the most

http://www.cellml.org
http://www.w3.org/Math/
http://pdbml.pdb.org
http://sbml.org/Software/libSBML
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important formats and considering recommendations from literature [86,87], SBML
and CellML are proposed as a means for the exchange of biochemical reaction
networks and models between different software tools. They provide an ontology
and structure that can even be used for simulations. They also provide constructs
that are similar to the object models used in packages specialized for simulating and
analyzing biochemical networks. CellML and SBML, embedding MathML, provide
users with the possibility for the representation of whole models in differential
algebraic expressions. Besides, SBML and CellML have an API, which allows
reading, writing, and manipulating models in an easy manner. Furthermore, SBML
and CellML have much in common, since the development of both standards takes
place cooperatively. Formats such as PDBML only focus on particular substances.
Thus, they are not appropriate for network models. This also applies to MathML,
which only provides basic mathematics. Furthermore, BioXSD and BioPAX exist
and can be used as data standards. However, BioXSD is focused on data that is
not supported by the main formats and thus very specialized and not capable of
representing the entire biological systems. BioPAX is only focused on pathway
maps, which can be shared between databases and tools. SBML and CellML can
support dynamic systems in ways not possible for BioPax.

8.7 Where to Find Biological Databases and Tools
for Network Reconstruction and Modeling

The first biological database emerged in 1965 when Margaret Dayhoff published the
Atlas of Protein Sequence and Structure [107]. In the 1970s the first protein structure
database, called PDB was found [108–110]. A few years later in 1981, the first
repository for nucleotide sequences was established called EMBL [111, 112] and
1 year later the GenBank [113,114]. Since then, more and more biological databases
have developed. The 19th annual database issue of NAR now lists more than 1,380
databases in molecular biology [115]. The Pathguide [116], a meta-database with
an overview of more than 325 biological pathway-related resources, with more than
100 databases focused on protein-protein interaction, is an additional important
resource for biological databases. To make it easier for researchers to quickly
find relevant information about useful molecular resources, tools, and databases,
community-curated databases with content and links to other biological databases
were established. Some of the most important are MetaBase [117], OBRC [118],
BioDBCore [119], and the Bioinformatics Links Directory [120, 121]. Currently,
more than 1,800 entries are listed in MetaBase, each describing different biological
databases. BioDBCore gives a brief description of the core attributes of biological
databases, whereas OBRC contains annotations and links for more than 1,700
bioinformatics databases and software tools. The Bioinformatics Links Directory
curates links to software tools and databases. Using these resources, users have the
possibility to contribute, update, and maintain database content.
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Concerning software tools in bioinformatics, in 2011, the SBML website2 listed
more than 200 software tools which provide biological modeling based on the
SBML [92, 93]. Going further into details, Copeland et al. highlighted a small,
representative portion of available tools from each -omic area [122]. Still, this
review lists more than 30 tools specialized in biological modeling. However, the
state of the-art applications CellDesigner [123], Cell Illustrator [124], Cytoscape
[125], E-Cell [126], Gepasi [127, 128], JDesigner [129], VANESA in combination
with the PNlib [130, 131], and Snoopy [132, 133] are able to model, reconstruct,
visualize, and simulate biological systems in one single comprehensive framework.

8.7.1 CellDesigner

CellDesigner is a structured diagram editor for drawing gene regulatory and
biochemical networks. It was developed by the Systems Biology Institute (SBI)
in Tokyo, Japan [123]. The core members of this software application are Akira
Funahashi, Hiroaki Kitano, and Akiya Jouraku. The main goal of this application is
to visually represent biochemical reactions in a comprehensive graphical notation
such as SBGN (Systems Biology Graphical Notation) [77]. Besides, in the new
version it enables users to connect from species name or ID to the databases
Saccharomyces Genome Database [134], iHOP (Information Hyperlinked over
Proteins) [135], and the Genome Network Platform (http://genomenetwork.nig.ac.
jp). Furthermore, it is possible to get basic information about a biological element
from PubMed [136] or Entrez Gene, the search engine from NCBI (http://www.ncbi.
nlm.nih.gov). To assist users in the simulation, CellDesigner is able to connect to
the SBML ODE Solver [137] and Copasi, a biochemical network simulator [138].
Simulations can be set up in a control panel, where users are able to adjust system
amounts and parameters. CellDesigner is free of charge and available at http://www.
celldesigner.org in version 4.2 running under Windows and Linux.

8.7.2 Cell Illustrator

The software application Cell Illustrator [124] is a software platform for systems
biology that uses the concept of the Petri net language for the modeling and
simulating of biological networks. The first version of Cell Illustrator was published
as Genomic Object Net [139] in 2000 under Matsuno et al. at the Faculty of Science,
Yamaguchi University, Japan. The software application employs the concept of a
hybrid Petri net as the modeling and simulation method. To handle any type of
objects, the existing paradigm has been extended to hybrid functional Petri nets

2http://sbml.org/

http://genomenetwork.nig.ac.jp
http://genomenetwork.nig.ac.jp
http://www.ncbi.nlm.nih.gov
http://www.ncbi.nlm.nih.gov
http://www.celldesigner.org
http://www.celldesigner.org
http://sbml.org/
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with extension (HFPNe). This paradigm is more suitable for biological network
modeling and simulation, since HFPNe can handle discrete and continuous events
simultaneously. Any kind of function can be assigned to delay, weight, and speed
parameters of these elements. Additionally, ordinary differential equations can be
modeled and integrated into a subset of HFPNe.

Furthermore, Cell Illustrator is able to import pathways or single reactions from
the TRANSPATH database [140]. To import networks from other tools, SBML,
CellML, and BioPAX data exchange formats are supported. In addition, Cell
Illustrator has its own format called CSML. Simulation results can be visualized
in either 2D or 3D plots in an all-in-one-window environment. To make the network
visualization more legible, graph grid layout algorithms are implemented. The latest
version of Cell Illustrator is version 5.0, which is commercially an online version
available at http://www.cellillustrator.com.

8.7.3 Cytoscape

Cytoscape is an open-source bioinformatics software platform for data integration
and visualization [125]. The first version of Cytoscape was published by Shannon
et al. from the Institute for Systems Biology, Seattle, Washington [141]. Nowadays,
it is supported and funded by many different institutions, particularly by Agilent
Technologies, University of Toronto, Institute Pasteur, Memorial Sloan-Kettering
Cancer Center, Institute for Systems Biology, and the University of California
San Diego. Primarily, Cytoscape enables users to visualize molecular interaction
networks and biological pathways and integrate these with any type of attribute
data, such as gene expression profiles. Furthermore, Cytoscape supports standard
network and annotation files such as BioPAX [95], and SBML. Additional features
are available as plugins, which are developed by third parties focusing on network
and molecular profiling analyses, new layouts, additional file format support,
scripting, and connection with databases. For network reconstruction there is
the plug-in BioNetBuilder [142], which uses the databases KEGG [21], HPRD
[143], BioGrid [144], and GO [145], among others for its modeling. Furthermore,
simulation plug-ins exist, such as the SimBoolNet [146], for the simulation of
Boolean networks or FERN for the stochastic simulation and evaluation of reaction
networks [147]. Most of the plug-ins are available free of charge. Cytoscape
uses an open API based on Java technology and version 2.8.3 is available at
http://www.cytoscape.org.

8.7.4 E-Cell

The E-Cell project [126] is an international research project aimed at modeling
and reconstructing biological phenomena in silico. The main goal of this software

http://www.cellillustrator.com
http://www.cytoscape.org
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application is to develop a dynamical cell with all its functions. It has been
developed by Hashimoto et al. at the Institute for Advanced Biosciences, Keio
University, Yokohama, Japan. The software platform allows precise whole-cell sim-
ulations with object-oriented modeling. Therefore, numerical integration methods
are encapsulated into biologically related object classes. Virtually any integration
algorithm can be used for simulation [148]. Thus, users have the possibility to
define functions of proteins, protein-protein interactions, protein-DNA interactions,
regulation of gene expressions, and other cellular cell processes with a set of
functions rules. Therefore, hundreds of reaction rules are provided and available
for simulation progress. E-Cell version 3 is freely available at http://www.e-cell.org
and runs on several different platforms such as Microsoft Windows and Linux.

8.7.5 Gepasi

Gepasi is a software application for the modeling and simulating of biochemical
systems [127, 128]. It has been developed by Pedro Mendes at the Department of
Biological Sciences, University of Wales, Aberystwyth, UK. Gepasi uses mathemat-
ical formulas to transform biochemical properties into kinetic models. It provides a
number of tools to fit data, to optimize any function of the model, and to perform
metabolic control analysis and linear stability analysis. Sophisticated numerical
algorithms realize simulation processes and analysis tasks. The simulation results
can be plotted in 2D and 3D. Furthermore, the software application supports SBML
1.0 import and export. The latest version of Gepasi is 3.30 and freely available at
http://www.gepasi.org. It only runs using Microsoft Windows.

8.7.6 JDesigner

JDesigner is a software application that enables users to draw a biochemical
network, which can be exported to SBML for further processing [129]. The
development of JDesigner was supported by the California Institute of Technology,
Pasadena, California, and more recently by the KECK Institute of applied sciences,
Claremont, California USA. JDesigner represents networks by using one notation
for chemical species, which can be decorated with visual cues. This is also possible
for reactions. Although it is a network design tool it also supports simulations.
It has the ability to use JARNAC as a simulation server via the Systems Biology
Workbench (SBW) [129] which is an open-source framework connecting heteroge-
neous software applications. JDesigner is an open-source project distributed under
the LGPL license and available at http://sbw.kgi.edu/software/jdesigner.htm.

http://www.e-cell.org
http://www.gepasi.org
http://sbw.kgi.edu/software/jdesigner.htm
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8.7.7 VANESA

VANESA is a modeling software for the automatic reconstruction and analysis of
biological networks based on life-science database information [131, 149–153] and
constantly developed at the Bielefeld University. VANESA is platform independent
and available free of charge at www.vanesa.sf.net. Using VANESA, scientists are
able to model any kind of biological processes and systems as biological networks.
Scientists have the possibility to automatically reconstruct important biomedical
systems with information from the databases KEGG, MINT, IntAct, HPRD,
and BRENDA. Furthermore, users have the possibility to use graph theoretical
approaches in VANESA to identify regulatory structures and significant actors
within the modeled systems. These structures can then be further investigated in
the Petri net environment PNlib for hypothesis generation and in silico experiments.

The PNlib is the powerful new state-of-the-art Petri net simulation library
[130]. Proß et al. have developed the PNlib library using the Modelica language
[154] at the Department of Engineering and Mathematics, University of Applied
Sciences, Bielefeld, Germany. Modelica was developed and promoted by the
Modelica Association since 1996 for modeling, simulation, and programming.
Primarily it is focused on physical and technical systems and processes. Now,
Modelica, embedding the PNlib, provides the possibility to simulate biological
systems. VANESA and the PNlib are based on the xHPNbio formalism [131]. The
mathematical modeling concept xHPNbio was specially developed for scientists,
based on the demands of biological processes. The focus of this formalism is
the processing of experimental data to gain usable new insights about biological
systems.

8.7.8 Snoopy

Snoopy [132, 133] is a unifying Petri net framework to investigate biomolecular
networks. It has been designed and implemented by Heiner et al. at the Brandenburg
University of Technology at Cottbus, Germany. The simulation environment com-
prises a family of related Petri net classes, such as time Petri nets, stochastic Petri
nets, continuous Petri nets, hybrid Petri nets, colored Petri nets, and extended Petri
nets, among others. The mentioned classes enhance standard Petri nets in various
ways to meet the demands of biological scientists. For example, the extended
Petri nets are characterized by read arcs, inhibitor arcs, equal arcs, and reset arcs.
Using these formalisms, scientists are able to reconstruct and simulate any kind
of dynamic network. Larger networks can be hierarchically structured. If further
demands on the supported Petri nets should arise, the software application can be
extended by new properties and even by new Petri net classes. This is possible due

www.vanesa.sf.net.


236 S.J. Janowski et al.

to the generic data structure of the software application. Furthermore, users are able
to move between the qualitative, stochastic, and continuous modeling paradigms.
However, this transformation from one paradigm into another is not possible without
information loss.

Simulation results are visualized within a built-in animation environment. To be
able to share results with other scientists and software applications, Snoopy offers
SBML support with both import and export functions. Snoopy is available for all
major operating systems, such as Windows, Linux, and Mac OS-X. It is available
free of charge at http://www-dssz.informatik.tu-cottbus.de/snoopy.html.

8.8 Discussion

Cellular life is very complex and governed by thousands of macroscopic functions
being constantly carried out. To produce good theoretical models which can be
used for hypothesis testing, the models need to be manageable. This can only be
achieved by reducing a biological system to the known and essential parts, which
are necessary to answer the underlying research questions. By trying to model a
complete system, regardless of the lack of data and parameters, it is very likely that
the modeled systems can be misleading. Therefore, any model needs to have a clear
focus rather than model all levels of biological details.

One of the best ways to start modeling a biological system is by using biological
networks. A small network consisting of known and already analyzed elements can
be the initial point for the reconstruction of a more significant system. Therefore,
there are different biological networks which can be used as powerful integrated
frameworks to present, integrate, and visualize knowledge. As these networks are
intuitive and easy to extend in knowledge, any scientist can work with them. With
biological networks different -omic levels can be modeled, describing elements such
as genes, RNAs, proteins, and metabolites being in interactions and relationships
with each other. Moreover, biological databases can be used to reconstruct or
enrich those networks with relevant information and new data. Kinetics and other
information can be queried to model a system in a more precise way. With database
integration modules, it is even possible to query multiple databases with one view
instead of consulting each database separately. Besides, data integration tools filter,
normalize, and link heterogeneous data from different distributed data sources.

A further advantage of biological networks is that a wide range of graphical
theoretical analysis techniques can be applied on reconstructed models. Graph
theory can give important clues about topological network properties, such as the
identification of the most important nodes within a system, or average path lengths
between different elements in a biological model. This is important in as much as
biological networks can become large and complex. Scientists need a tool which
assists them in identifying relevant information.

When it comes to simulating cell behavior, scientists often speak about ODE
modeling. Indeed, it is one of the most powerful approaches, but needs prior

http://www-dssz.informatik.tu-cottbus.de/snoopy.html
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knowledge in mathematics and a complete set of biological data and parameters.
These are high requirements for a modeling approach when scientists try to
reconstruct and understand system behavior or unknown regulatory processes. Thus,
a more intuitive approach is necessary, which can be used in the beginning without
biological data and is still able to imitate and predict cell behavior. Therefore, Petri
nets can be used for the description, simulation, and analysis of complex and dis-
tributed systems. Petri nets cover most of the needed features for network modeling
and provide qualitative as well as quantitative modeling features. Furthermore, it
is possible to integrate ODEs for precise model descriptions. Another advantage
of these modeling techniques is that each result can be shared within the scientific
community using data exchange formats.
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Ö, Blinov M, Brauner E, Corwin D, Donaldson S, Gibbons F, Goldberg R, Hornbeck P, Luna
A, Murray-Rust P, Neumann E, Ruebenacker O, Reubenacker O, Samwald M, van Iersel M,
Wimalaratne S, Allen K, Braun B, Whirl-Carrillo M, Cheung KH, Dahlquist K, Finney A,
Gillespie M, Glass E, Gong L, Haw R, Honig M, Hubaut O, Kane D, Krupa S, Kutmon M,
Leonard J, Marks D, Merberg D, Petri V, Pico A, Ravenscroft D, Ren L, Shah N, Sunshine M,
Tang R, Whaley R, Letovksy S, Buetow KH, Rzhetsky A, Schachter V, Sobral BS, Dogrusoz
U, McWeeney S, Aladjem M, Birney E, Collado-Vides J, Goto S, Hucka M, Le Novère N,
Maltsev N, Pandey A, Thomas P, Wingender E, Karp PD, Sander C, Bader GD (2010) The
BioPAX community standard for pathway data sharing. Nat Biotechnol 28(9):935–942

96. Matthews L, Gopinath G, Gillespie M, Caudy M, Croft D, de Bono B, Garapati P, Hemish J,
Hermjakob H, Jassal B, Kanapin A, Lewis S, Mahajan S, May B, Schmidt E, Vastrik I, Wu
G, Birney E, Stein L, D’Eustachio P (2009) Reactome knowledgebase of human biological
pathways and processes. Nucleic Acids Res 37(Database Issue):619–622

97. Kalas M, Puntervoll P, Joseph A, Bartaseviciute E, Topfer A, Venkataraman P, Pettifer S,
Bryne JC, Ison J, Blanchet C, Rapacki K, Jonassen I (2010) BioXSD: the common data-
exchange format for everyday bioinformatics web services. Bioinformatics 26(18):540–546

98. Spellman PT, Miller M, Stewart J, Troup C, Sarkans U, Chervitz S, Bernhart D, Sherlock G,
Ball C, Lepage M, Swiatek M, Marks WL, Goncalves J, Markel S, Iordan D, Shojatalab M,
Pizarro A, White J, Hubley R, Deutsch E, Senger M, Aronow BJ, Robinson A, Bassett D,
Stoeckert CJ, Brazma A (2002) Design and implementation of microarray gene expression
markup language (MAGE-ML). Genome Biol 3(9):1–9

99. Kottmann R, Gray T, Murphy S, Kagan L, Kravitz S, Lombardot T, Field D, Glöckner FO
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