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An Overview of Gene Regulation
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Abstract It is not unreasonable to assume that in the near future next-generation
sequencing techniques will allow the sequencing of all the DNA and expressed
types of RNA involved in a given response or process. Such a range of data will
be necessary to unravel the complexities of the multiple layers involved in the
regulation of gene expression.

In this article we discuss a broad range of studies about gene regulation. These
involve studies of processes such as transcription and splicing, the production of a
variety of transcripts, and the involvement of protein–nucleic acid composites such
as chromatin. We seek to shed light on common themes that are beginning to develop
in these rapidly evolving, but intimately related, fields.
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CPSF cleavage and polyadenylation specificity factor
CstF cleavage stimulation factor
CTCF CCCTC-binding factor
CTD carboxy-terminal domain
dsDNA double-stranded DNA
dsRNA double-stranded RNA
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M. Chen and R. Hofestädt (eds.), Approaches in Integrative Bioinformatics:
Towards the Virtual Cell, DOI 10.1007/978-3-642-41281-3 2,
© Springer-Verlag Berlin Heidelberg 2014

21

mailto:harry@essex.ac.uk


22 A. Harrison and H. Shanahan

EJC exon junction complex
NDR nucleosome-depleted region
ncRNA non-coding RNA
miRNA microRNA
Poly(dA:dT) double-stranded sequence of DNA composed of AT pairs
PAP poly(A) polymerase
PASR promoter-associated sRNA
PROMPTS promoter-associated transcripts
PTM posttranslational modification
RNAi RNA interference
RNP ribonucleoprotein
hnRNP heterogeneous nuclear ribonucleoprotein
mRNP messenger ribonucleoprotein
RNAPII RNA polymerase II
ssDNA single-stranded DNA
ssRNA single-stranded RNA
sRNA short RNA
siRNA small interfering RNA
SR Protein serine-rich protein
TSS transcription start site
TSSa-RNA transcription start-site-associated RNAs

2.1 Introduction

The development of sequencing technologies has resulted in dramatic reductions in
sequencing costs over the last decade [1]. There are already a broad range of high-
throughput sequencing technologies [2], with others, such as nanopore technology
[3], expected to arrive in the very near future. Our increasing ability to sequence
nucleic acids quickly and cheaply will transform many biological areas of research
[4]. This includes medicine, and the sequencing, and resequencing, of individuals is
already helping to illuminate the genetic changes responsible for cancer progression
[5]. The new sequencing technologies are also being used increasingly in fields
previously dominated by microarrays. Deep sequencing of RNA and recording
its abundance in the sample, referred to as RNA-Seq [6–8], has generated much
excitement and it has been claimed that it represents a revolutionary tool for
transcriptomics [9]. We are still in the early days of the revolution and many of the
RNA-Seq studies to date have been of a descriptive nature with basic data analysis
[10]. However, there is a rapid growth in techniques and software to analyse next-
generation RNA-Seq datasets [11] and increasingly sophisticated analyses are likely
to become the norm. Even in the absence of sophisticated analysis techniques, there
have been some fascinating results; for example, such experiments suggest that,
for humans, approximately 75 % of the total mRNAs within a cell are common
to all tissues, with about 8,000 protein-coding genes ubiquitously expressed [12].
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However, transcriptome complexity is observed to vary between tissues, with areas
such as the brain, kidney and testis expressing a greater diversity of mRNA than
tissues such as the muscle and liver. Other techniques whether sequencing is being
utilised include the measurement of protein–DNA interactions via ChIP-Seq [13].

Nonetheless, current next-generation sequencing presents challenges in assembly
and sequence accuracy due to short read lengths and method-specific sequencing
errors [14]. Understanding the physical causes impacting upon the fidelity of
sequencing is important in establishing the error composition of any sequence.
For example, a limitation of the 454 technology relates to sequences containing
consecutive instances of the same base, such as AAA or GGG [2]. With this
technology, the length of homopolymers is inferred from the signal intensity
because there is no terminal molecule preventing multiple contiguous additions at a
particular cycle. This results in a greater error rate than results from discriminating
between incorporation and nonincorporation. The major error type for the 454
platform is insertion-deletion rather than substitution, whereas the dominant error
for Illumina/Solexa is substitution, rather than insertions or deletions [2]. There are
also other biases in RNA-Seq data which may limit its adoption for large-scale
systems biology experiments [15]. For some applications, microarrays are more
sensitive than the current sequencing technologies. This is leading to many groups
using hybrids of sequencing and microarrays together, utilising the advantage
of both approaches whilst minimising the disadvantages of each technology’s
limitations [14, 16].

The meta-analysis of large datasets of gene expression is now helping to underpin
systems biology models, increasingly pointing to how the interactions between
groups of closely coupled proteins underpin gene expression in humans and other
higher eukaryotes [17, 18]. The implicit assumption of many current models in
systems biology is that regulation is for the most part mediated by transcriptional
regulatory networks [19]. However, this view has faced significant difficulties and
blind studies to perform the high-throughput identification of transcription factor
targets have provided very poor results [20]. Part of the problem is that the regulation
of gene expression in eukaryotes is very complex and strongly modulated by a
number of mechanisms beyond simple transcription factor complex formation. Our
understanding of the components involved in gene regulation, their complexity
as well as the interplay between different layers of regulation utilised within
cells has expanded rapidly in parallel with our ability to utilise high-throughput
sequencing.

Systems analysis of gene expression is identifying coordination and coupling
in transcription, coordination among transcription factors, coupling among
transcription factors and chromatin remodelers, a nuclear organisation coupled
to transcription, interwoven layers of mRNA processing involving the coupling
of transcription and splicing, coupling of transcription and export with quality
control processes, dynamic messenger ribonucleoprotein complexes, regulation
of cytoplasmic events from within the nucleus, coupling between transcription
and ribosomal synthesis and links between protein synthesis and degradation
[21]. Many of the molecular interactions responsible for coordination are being
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mapped out biochemically [22], detailing the lines of feedforward and feedback
between chromatin, RNA, multifunctional proteins and ribonucleoprotein (RNP)
complexes.

These complexities are leading to designs of next-generation sequencing experi-
ments increasingly requiring integrative approaches to bring together knowledge of
the multiple layers of regulation of gene expression. There are many threads linking
these layers and in this review we give a broad overview about the rapid progress
in understanding the regulation of genes via several mechanisms. We will begin
with transcriptional and post-transcriptional events. We will then discuss how the
structure of chromatin radically affects transcription. Following this, the major role
that non-coding RNA plays in regulation will be discussed. We will also highlight
a number of common themes that are emerging across these different layers of
regulation. Finally, we discuss how next-generation sequencing is poised to play
a significant role in the systems biology of the future, the huge data management
problem we face and how it will likely transform how we work together to better
understand gene regulation.

2.2 Transcription and Beyond

The transcription cycle begins with preinitiation complex formation, RNA poly-
merase II (RNAPII) recruitment, a transition to an initiating and then an elongating
RNAPII, and progressing to termination [23]. RNAPII will do work as it progresses
through transcription and the amount of energy required to break and make bonds
depends upon tertiary interactions between RNAPII, chromatin, nascent RNA and
ribonucleoproteins (RNPs).

2.2.1 The Dynamic Nature of RNAPII

It is increasingly clear that subtle changes in the structure of RNAPII occur as it
progresses through the transcription cycle. In particular, a relatively unstructured
protein domain lies below the RNA exit channel [22], the carboxy-terminal domain
(CTD) of RNAPII, and this serves as a binding pad for many nuclear factors, play-
ing a key role during transcriptional and co-transcriptional processing, including
terminating transcription.

The CTD has a simple heptad repeat structure, Tyr-Ser-Pro-Thr-Ser-Pro-Ser
(Y1S2P3T4S5P6S7), with 52 repeats in mammals [24]. The last repeat of the CTD
in vertebrates is followed by a conserved ten amino acid extension. Thirty-one
of the fifty-two repeats in the human CTD differ from the consensus heptad in
at least one position, with most of the nonconsensus repeats towards the carboxy
terminal of the CTD [24]. The presence of these divergent repeats enables additional
functionality. As shown in Fig. 2.1, dynamic and reversible modifications to CTD
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Fig. 2.1 A schematic diagram of the processes and interactions that occur in pre-mRNA and
how splicing is implemented (described in Sects. 2.2.1, 2.2.2, and 2.2.3). The formation of bonds
between the pre-mRNA and ssDNA is carried out by the formation of RNA secondary structure or
binding with mRNPs. Splicing is enhanced by SR proteins or inhibited by hnRNPs. Initiation and
termination of the transcript is aided by complex formation triggered by PTMs in the CTD region
of RNA PII

occur during the transcription cycle, including phosphorylation, glycosylation as
well as changes to the isomeric state of prolines. The appropriate recruitment of
factors at different stages of the cycle is closely related to these modifications and a
CTD code describing these coordinated changes is being actively sought [24].

All three serines of the CTD consensus repeat can undergo phosphorylation
[24]. Ser2 and Ser5 are dynamically phosphorylated and dephosphorylated during
the transcription cycle. Phosphorylation of Ser2 residues plays a major role in
enabling RNAPII to progress into an elongating form, as well as being involved in
splicing and polyadenylation events. Phosphorylation of Ser5 residues is greatest
near the 50 end of genes, with Ser5 phosphorylation helping in the addition of
a methylguanosine cap to the 50 end of the newly synthesised RNA. The CTD
loses most of its Ser5 phosphorylation before RNAPII reaches the polyadenylation
signals at the 30 ends of protein-coding genes. The dephosphorylation of Ser2 and
Ser5 during the transcription cycle is required for recycling RNAPII. Dynamic
phosphorylation of Ser7 has a role in some protein-coding genes at their 30 termini,
involved in either terminating transcription or 30 processing. Tyrosine and threonine
can also undergo phosphorylation, but it is presently unclear what functions these
play. Experiments to unravel the role of threonine are complicated by it being
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found in 15 positions in the nonconsensus repeats, as well as in its canonical
position 4 in the consensus repeats. Serines and threonines can also be glycosylated,
with phosphorylation and glycosylation appearing to be mutually exclusive [24].
Isomerisation of the two peptide-prolyl bonds, at positions 3 and 6, also occurs,
resulting in four possible configurations in each repeat.

2.2.2 The Folding and Binding of Proteins to Nascent
Pre-mRNA

Alterations in RNA structures represent a regulatory mechanism for many cellular
processes [25]. There is an intimate relationship between the binding of messenger
ribonucleoproteins (mRNPs) and RNA secondary structure, with some proteins
binding to single-stranded RNA (ssRNA) sequences [26] and others to double-
stranded RNA (dsRNA) sequences [27]. Heterogeneous RNPs (hnRNPs) are very
abundant in the cell and RNA–protein interactions act to modify the form of RNA
secondary structures and may act to inhibit the existence of structures in some
cases [28].

Pre-mRNA is free to fold only within a limited period after transcription, with an
upper limit of �100 nucleotides [29]. It is likely that co-transcriptional wrapping
up of RNA by folding, or through binding by mRNPs, occurs rapidly in order
to minimise the possibility of genomic mutations induced by the formation of R-
loops during transcription [30]. As shown in Fig. 2.1, an R-loop is a structure in
which an RNA molecule is partially or completely hybridised with one strand of
a double-stranded DNA, leaving the other strand unpaired [31]. Transcriptional
R-loop formation in higher eukaryotes is highly correlated with chromosome
instability. Little is known about the molecular mechanisms responsible for R-
loops influencing genome stability, but single-stranded DNA is more vulnerable to
mutations than double-stranded DNA [32]. Thus, extensive R-loop formation will
result in these transcribed regions being more susceptible to DNA-damaging agents
by increasing the frequency of single-stranded regions. R-loops will also act to slow
down elongation of RNAPII [22].

2.2.3 Post-transcriptional Splicing

RNA-Seq results suggest that almost all human protein-coding genes undergo
alternative splicing [33]. Furthermore, over 80 % of genes produce a minor isoform
with a relative abundance of 15 % or more of the major isoform. It has been recently
proposed that most alternative splicing is a consequence of noise in the splicing
machinery [34]. However, alternative splicing and polyadenylation are observed
to vary significantly between tissues, with coordinated changes in alternative
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splicing and polyadenylation between many genes being observed, suggesting that
alternative splicing provides a central contribution to the evolution of phenotypic
complexity in mammals [33].

Pre-mRNA splicing occurs co-transcriptionally in all eukaryotes [22]. However,
there is little overlap between groups of genes that are differentially spliced and
those that are differentially expressed [35]. As shown in Fig. 2.1, a small number
of RNA-binding proteins, usually members of the serine-rich protein (SR protein)
and hnRNP families, are involved in splicing regulation and the interplay of these
positive and negative factors acts to modulate the inclusion, or otherwise, of exons
[36]. SR proteins help to activate splicing by binding to exons and recruiting
the spliceosome. Most members of the SR protein family have their binding to
RNA affected by the conformation of the target RNA [37]. SR proteins exert
some of their stimulatory effect through stabilising RNA–RNA interactions during
spliceosome assembly and splicing catalysis [38]. HnRNP proteins, in contrast,
usually repress splicing by interfering with the spliceosome’s interactions with
splice sites. In particular hnRNP proteins may disrupt RNA–RNA interactions
through sequestering sequences [38].

The binding of these positive [39] and negative [40] regulators of splicing
has been shown to depend on RNA secondary structures. There seem to be two
mechanisms involved in how RNA secondary structure affects the choice of 50
and 30 splice site and branch point elements. The most common process results
from the presence of structural elements which may hinder the accessibility of
selected sequences by splicing factors [37] – depending on the system analysed,
this inhibition has been observed to target only the acceptor site, the donor site or
both. The second mechanism occurs when RNA secondary structures that do not
involve the conserved splicing sequences can vary the relative distance between
these elements – these changes then result in considerable variation in splice site
usage or efficiency [37]. Structural constraints also affect less-defined cis-acting
sequences such as exonic/intronic splicing enhancers or silencer elements [41].
Furthermore, RNA secondary structure has been proposed to influence splicing.
For example, secondary structural elements involving both exonic and intronic
sequences have been found in the dystrophin gene [42].

The advent of high-throughput sequencing experiments, in conjunction with exon
arrays, enables observations of co-regulated splicing events in groups of genes, as
well as the determination of sequence motifs associated with these events [35, 43].
Some of the sequence motifs now being associated with tissue-specific alternative
splicing are consistent with the binding patterns previously identified for known
splicing regulators, such as NOVA and FOX [35]. This suggests that as catalogues
of isoform expression profiles increase, they will provide sufficient sensitivity to
enable the discovery of weaker motifs indicative of novel splicing regulators. There
is a need for such analysis as there are more than 300 RNA-binding proteins in
mammalian genomes that may act as splicing regulators, yet little is presently known
about their binding specificity or their involvement in particular splicing events [35].
Mining of the existing datasets is already highlighting positional dependencies in the
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Fig. 2.2 A schematic diagram of the relationship between exon–intron boundaries, methylation
and nucleosome occupancy as described in Sect. 2.2.3. As noted in Sect. 2.3.6, there is a noticeable
peak in methylation (specifically CpG) at exon–intron boundaries and a trough at intron–exon
boundaries [48]

binding of regulators, with both NOVA and FOX binding as enhancers when they
are downstream of an alternative splicing exon, whereas they act as repressors when
they bind on the upstream side [35]. Combinations of hundreds of RNA features
are being assembled as part of large data-mining efforts to identify the principal
components of the splicing code [44].

Unravelling evidence of co-regulated splicing events in several genes is non-
trivial as it is very likely that splicing regulation can occur at every possible step
of the spliceosome assembly and catalysis pathway. Furthermore, there are large
numbers of factors involved in the splicing of each transcript and stochastic events
may be important during splicing because simple binding kinetics determines the
assembly pathways for a given pre-mRNA substrate [38]. Spliceosome assembly is
also modulated in response to transcriptional events and chromatin structure [38].
The rate of elongation affects splice site selection and exon skipping and, thereby,
the nature of the information expressed from a gene [45, 46]. Post-transcriptional
processing also involves a close relationship with how DNA is modified in its
accessibility during transcription [36, 47]. As shown in Fig. 2.2, chromatin organisa-
tion marks exon–intron structure and chromatin structure, via histone modifications,
modulates exon selection [48, 49]. Transitions in DNA methylation across junctions
of exons and introns may also be involved in splicing [50]. The differences in
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transcription rates that result from these chromatin modifications, as well changes in
nucleosome density [47], may be the principal cause for a large proportion of tissue-
specific, or development-specific, alternative splicing events [36]. It is now possible
to use high-throughput sequencing technologies to map histone methylation states
across the human genome [51]. We are therefore likely to see high-throughput
sequencing used in further integrative studies of the dynamic interplay between
proteins modifying chromatin, interacting with RNA, and their resulting impact
on alternative splicing. Efforts to crack the splicing code, e.g. [44], are likely to
be enhanced by knowledge about the tissue-specific modifications that chromatin
undergoes within particular genes of interest.

2.2.4 RNA Editing

RNA editing can provide a source of sequence variation between transcripts from
the same gene. The most common form of editing in eukaryotes is A-to-I, in which
adenosine is converted into inosine within double-stranded RNA and the inosine
is subsequently treated as guanosine by the spliceosome and ribosome [52]. Such
editing is apparent because of differences in the RNA sequence and the DNA
sequence. A-to-I editing is essential for the maintenance of normal life in mammals
[53]. Editing can undergo spatiotemporal regulation [52]. Furthermore, RNA editing
and alternative splicing are coupled, as modifying the RNA sequence can result in
novel splice sites [54]. Moreover, as shown in Fig. 2.3, multiple editing sites within
the same transcript are weakly correlated and so results in the production of diverse
transcriptomes, eclipsing the variety resulting from alternative splicing but with less
impact on the protein composition within cells [53]. The diversity resulting from
RNA editing may be a principal contributor to the adaptive evolution of phenotypic
complexity in mammals and be a dominant source of transcript diversity in the brain
[55]. However, editing has also been associated with a number of human pathologies
[56]. In particular, alterations in RNA editing impact upon a number of psychiatric
disorders [57], in particular upon an individual’s responsiveness to serotonergic
drugs. Polymorphisms in editing genes have also been recently associated with
extreme old age in humans [58]. High-throughput sequencing has already been used
to identify RNA-editing sites [59], and we are likely to see many further studies in
this area.

Meta-analysis of sequence differences in the small RNA component of rice and
Arabidopsis [60] indicates that sequences of many transcripts are likely modified
in vivo. These include N1-methyl modified purine nucleotides in tRNA, potential
deamination or base substitutions in microRNAs, 30 microRNA uridine extensions
and 50 microRNA deletions. However, the impact of editing, and other post-
transcriptional modifications, can mimic RNA-sequencing errors and a number of
sequence variations previously classed as sequencing errors may in fact result from
editing and other modification [60].
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Fig. 2.3 A summary of RNA editing as described in Sect. 2.2.4. The actual editing occurs in
double-stranded pre-mRNA which can then be edited by ADAR. We note that A-to-I editing is site
dependent, i.e. not every A is edited to an I and the editing depends on the site and condition

2.2.5 The Processing of the 30 Ends of Transcripts

There are a number of molecular mechanisms involved in processing the 30 ends
of pre-mRNAs in metazoans [61]. Transcripts are cleaved before acquiring a
polyadenylation (poly(A)) tail and the efficiency and specificity of this 30 processing
is regulated by large protein complexes, involving many factors. Transcription
factors and activators affect 30 processing and there is also crosstalk between factors
involved in transcription, splicing and this processing machinery. Furthermore, the
CTD of RNAPII helps to couple this regulatory network through acting as a site for
gathering and delivering polyadenylation factors [61].

The molecular machinery involved in 30 processing has a complex architecture,
containing over 80 proteins. As outlined in Fig. 2.4, there are several sub-complexes,
including cleavage and polyadenylation specificity factor (CPSF), cleavage stimula-
tion factor (CstF) and poly(A) polymerase (PAP) [61]. The poly(A) signal consists
of two sequence elements: an AAUAAA hexamer, or a variant such as AUUAAA,
is found 10–30 nucleotides upstream of the cleavage site that binds CPSF; a U/GU-
rich region is located approximately 30nt downstream of the cleavage site and
associates with CstF. The majority of transcriptional units contain more than one
poly(A) signal and the alternative choices act to change the coding sequence or the
sequences of the 30 untranslated region. This results in alternative protein isoforms
or transcripts that differ in their stability, localisation, transport and translation
properties [61]. Tissue-specific regulation of alternative polyadenylation has a
higher frequency than other types of alternative splicing [33].
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Fig. 2.4 A summary of the processing that occurs during cleavage of the 30 end of a transcript
as described in Sect. 2.2.5. The sub-complexes PAP, CPSF and CstF are not an exhaustive list
of the sub-complexes required for 30 processing. The CTD of RNA PII gathers and delivers
polyadenylation factors. The cleavage site lies between an upstream poly(A) region (10–30
nucleotides of the cleavage site), which CPSF binds to, and a downstream, U/GU-rich region (�30
nucleotides from the cleavage site) that CstF associates to

The interplay between several mechanisms involved in regulating 30 end pro-
cessing determines which of the transcriptional unit’s sites are chosen to be
polyadenylated [61]. Regulatory factors can compete with CPSF and CstF binding
to their sequence elements. There can also be cooperative interactions, resulting
from proteins bound to the transcript increasing the rate at which CPSF and CstF are
able to bind their respective elements. Factors bound to the pre-mRNA can inactivate
PAP. The rate of transcriptional elongation can shift the kinetic competition between
processes, resulting in not enough time for upstream sites to be chosen and therefore
the subsequent polyadenylation of downstream sites. Differential expression of
individual proteins which make up part of the large 30 processing complexes will act
to preferentially select suboptimal cis-elements. Factors involved in polyadenylation
can also be sequestered to the cytoplasm. The factors can also become bound into
other complexes in the nucleus, which can result in different choices of site. The
factors can also be posttranslationally modified, again altering which of the several
sites are chosen to be polyadenylated.

Chromatin structure also impacts upon the regulation of alternative polyadenyla-
tion [62]. The canonical polyadenylation signal 6-mer, AATAAA, is a poly(dA:dT)
tract, and such tracts act to stiffen DNA and deplete nucleosomes. Indeed, [62]
find that human polyadenylation sites (PAS) have strong nucleosome depletion in
conjunction with downstream nucleosome enrichment. Moreover, the downstream
nucleosome affinity is associated with increased usage of the PAS when there are
multiple sites available.
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2.2.6 Post-transcriptional Modifications and Folds Used
in Quality Control and Regulation

A number of post-transcriptional modifications are used by the cell to check the
fidelity of transcripts as they are produced. The addition of a cap to the 50 of the
nascent transcript is likely a switch that enables RNAPII to move from an abortive
state into a fully elongating state [22]. The poly(A) tail acts to enable transport of
mRNAs from the nucleus to the cytoplasm and affects both their stability and the
rate at which they are translated [61].

A key quality control process is the nonsense-mediated mRNA decay (NMD)
pathway [22]. This involves the exon junction complex (EJC), a group of proteins
which are deposited on spliced transcripts about 20 nucleotides upstream of exon–
exon junctions [22]. During the first round of translation for a newly synthesised
transcript, the presence of at least one EJC which is 50 or more nucleotides
downstream of a stop codon results in the transcript and recently translated peptide
being rapidly degraded. This targets those transcripts in which the first in-frame stop
codon is poorly placed for transcript termination, resulting in the constitutive stop
codon being either in the last exon or within 50 nucleotides of the final exon–exon
junction [22].

EJC deposition possibly evolved to enhance protein production and mRNA
surveillance [22]. However, NMD is used to play several regulatory roles in the
cell, other than just simply removing aberrant transcripts. For example, a number of
splicing factors appear to alter the production of their own isoforms in order to target
their transcripts to the NMD pathway whenever their intracellular concentrations
become too high. Moreover, splicing makes for better translation resulting from the
interactions between EJCs and complexes associated with ribosomes [22]. Further-
more, the EJC also interacts with proteins involved in directing mRNA localisation.

It is not just the EJC that acts to modulate the efficiency of an mRNA’s
localisation and translation efficiency. A number of features of the untranslated
regions of mRNAs control their metabolism [63], the regulation of which is likely
to depend on the tertiary structure of RNA as well as trans-acting factors. For
example, cis-acting elements in the mRNA, usually in the 30 untranslated regions
(UTR), mediate the subcellular region to which the transcript is localised. Whereas,
other elements in the 30 UTR, such as AU-rich elements, regulate mRNA decay.
Translation efficiency also depends on structures in the 50 UTRs as well as the length
of the 50 UTR.

2.2.7 Sequence Variations

Genome resequencing of individuals will identify the differences with other genome
sequences, and identify single-nucleotide variations, and whether the individual is
homozygous or heterozygous for such variations. Individual alleles may contain
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distinctive sequences and heterozygous individuals may produce expression of
different RNA sequences. RNA-Seq has now been used to detect single-nucleotide
variations in expressed exons of the human genome [64].

2.3 The Structure of Chromatin Impacts upon
Gene Regulation

Transcription and post-transcriptional processing occurs whilst RNAPII is progress-
ing through chromatin. Rather than just being a naked strand of DNA, instead
chromatin is a complex mixture of nucleic acid, proteins and covalently bound
modifications.

2.3.1 Nucleosomes

Constraints on DNA arise from its interactions with group of eight basic histone
proteins, collectively known as nucleosomes [65]. DNA and nucleosomes are
arranged as beads on a string, with a linker of naked DNA sequence bridging
two neighbouring DNA-wrapped nucleosomes. The nucleosomes act to neutralise
the self-repulsion of DNA resulting from the negatively charged phosphates in its
backbone, enabling DNA to be packaged efficiently and fit into the confined space
of the nucleus. As shown in Fig. 2.5, the histone core is composed of two copies of
four histone proteins (H2A, H2B, H3 and H4). Each octamer consists of two H3–H4
histone dimers bridged together as a stable tetramer that is flanked by two separate
H2A–H2B dimers [66]. DNA coils through a left-hand toroid around the histone
core, with approximately 147 bases looping 1.65 times around each nucleosome,
with each histone core anchoring 34–36 DNA base pairs through electrostatic,
hydrogen and nonpolar interactions [66]. A further linker histone, H1, protects
internucleosomal linker DNA near the nucleosome entry-exit point [66]. DNA and
nucleosomes may undergo further compacting into transcriptionally inactive 30 nm
fibres [65], as well as other high-order compactions.

A short basic stretch flanking lysine around position 16 of the histone H4
N-terminal domain directs internucleosomal contacts, which modifies high-order
chromatin structures [66]. The interaction between residues 16 and 20 of histone
H4 and two acidic patches on the C-terminal ’-helices of histone H2A present
on an adjacent nucleosome mediates in salt-dependent folding of chromatin.
Acetylation of lysine residues relieves positive charges, perturbing histone-DNA
contacts and affecting nucleosome stability [66]. Indeed, acetylation of lysine 16 on
H4 (H4K16ac) prevents the compaction of nucleosome arrays in vitro, likely via
electrostatic repulsion and hindering H2A contacts [66]. The acetylation of H4K16
also repels ATP-dependent chromatin-remodelling complexes, such as ACF, which
will only interact with histones in the absence of H4K16ac [66].
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Fig. 2.5 The nucleosome as described in Sect. 2.3.1. In (a) a cartoon representation of a
nucleosome structure determined from x-ray crystallography is shown (PDB code 1aoi) [223]. The
histone structure H1 was not determined in the structure. In (b) a schematic diagram to represent
the entire nucleosome, including the histone H1 structure, is shown. The core nucleosome structure
is composed of eight domains which are composed of four dimers of H2, H3 and H4 histones. The
DNA loops around this structure following this order of dimers: H2A–H2B, H3–H4, H3–H4 and
H2A–H2B. The H1 histone binds to the entry and exit DNA giving the structure stability. The DNA
turns 1.65 times and is comprised of 147 bases

2.3.2 Nucleosome Variants

Variants of histone combinations contribute to the properties of the nucleosomal
core particle and its role in building specialised structures as well as altering
transcriptional activity [66]. Histones H4 and H2B are largely invariant, whereas
there is more variety with H3 and H2A.
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The non-canonical H2A.Z is conserved from lower to higher eukaryotes. Nucle-
osomes can only incorporate one type of H2A variant because of steric clashes
between loops in H2A and H2A.Z. H2A.Z impacts upon nucleosome stability
and chromatin folding, resulting from a small destabilisation within H2A.Z-H3
interactions and a longer H2A.Z acidic patch, relative to H2A, used in H4 NTD
binding. Despite its conservation, there remains uncertainty about the function of
H2A.Z resulting from the rapid turnover rates of H2A.Z-containing nucleosomes
[66]. Another H2A variant unique to mammals is H2A.Bbd. H2A.Bbd–H2B dimers
dock on the (H3–H4)2 tetramer, producing nucleosome core particles that organise
about 118 base pairs of DNA but which are considerably less stable than the
canonical nucleosomes. The variant H2A.Bbd lacks the ubiquitinatable C-terminal
domain as well as the acidic patch that contacts the H4 N-terminal domain, making
nucleosomes containing H2A.Bbd resistant to salt-induced chromatin folding.
H2A.Bbd may reside within active chromatin [66].

Mammals have evolved a replication-dependent H3 variant, H3.1, that only dif-
fers from the non-canonical variant, H3.2, by the substitution of a single amino acid
[66]. H3.2-containing nucleosomes are probably associated with heterochromatin.
Whereas, the H3.3 histone variant differs from H3.1 by five amino acids and is
associated with euchromatin. H3.3-containing nucleosomes are unstable, with the
H3.3 histone undergoing rapid turnover. The displacement of nucleosomes during
transcription appears to be the primary role for H3.3 [66]. Cysteines that are found
in H3 variants may act to stabilise H3–H4 tetramers through disulphide bridges,
particularly under oxidative conditions [67]. A further cysteine in H3.1 variants
may also result in stabilising disulphide bridges between neighbouring nucleosomes
which both contain H3.1s, helping to compact higher-order structures of chromatin
[67]. There is also an H3.CenH3 variant that is involved in chromatin structures
associated with kinetochore assembly and function [66]. The different forms of
chromatin resulting from H3 variants and posttranslational modifications may result
in chromosomes having a “barcode structure” [67], influencing epigenetic states
during cellular differentiation and development.

The linker histone H1 acts to seal the two turns of nucleosomal DNA and is
required for changes in conformation between extended and compact chromatin
[68]. H1 also plays a role in establishing the spacing between nucleosomes,
maintaining the level of methylation in particular regions of the genome, regulating
a subset of cellular genes and acting to control development [68]. There are 11
variants of the linker histone H1 which is more than twice greater than the variability
of any core histone. H1 variants also show a greater degree of divergence from each
other than do the variants for other histones [68]. The variants are distinctive about
when they appear in the cell cycle, but there is presently considerable uncertainty in
their functionality [68].
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Fig. 2.6 A schematic
diagram of the relationship
between poly(dA:dT) density,
substitution rates and its
position between
nucleosomes as described in
Sect. 2.3.3

2.3.3 Nucleosome Positioning, Promoters and Gene Regulation

The code through which the genome sequence acts to position nucleosomes is
increasingly understood [69–71] and our knowledge of the role nucleosomes play in
gene regulation is rapidly evolving. DNA sequences have different abilities to bend
and modify their helical twist and these differences are amplified when wrapping
around the sharp bends of the nucleosome [70]. The bending around nucleosomes
is facilitated through approximately 10 bp periodicity of specific dinucleotides.
However, tracts of poly(dA:dT) are rigid and predicted to be unable to efficiently
loop around histones. As shown in Fig. 2.6, such tracts are, as expected, observed
to be free of nucleosomes [72] and play an important role in regulating nucleosome
positioning within neighbouring genomic sequences. The nucleosome positioning
code works in tandem with other regulatory codes in DNA [73], and amino acid
content of proteins are likely to be modified as a function of nucleosome occupancy
[74]. Moreover, [75] (see Fig. 2.6) have observed that substitution rates in linker
regions are approximately 10–15 % lower than in nucleosomal DNA, which may be
associated with higher DNA repair efficiencies in linker regions compared to nucle-
osomes. The roles that nucleosomes play in regulating transcriptional start sites,
discussed below, in conjunction with differences in rates of insertions and deletions,
and point mutations, between DNA wrapped around nucleosomes and that in linker
regions, act to leave a nucleosome-associated periodic pattern in genome sequences,
ultimately moulding the DNA sequence over evolutionary time scales [76].

The movement of nucleosomes by a few bases along DNA can dramatically
alter the accessibility of the genomic sequence. Variations in genome sequences
subsequently impact on nucleosome affinities and promoter structure, resulting in
distinct modes of gene regulation [72, 77]. Functional promoters in eukaryotes
must attract RNAPII and also evade the effects of nucleosomal repression. Cryptic
transcription may occur if the suppression induced by nucleosomes does not
function [78]. Typically, transcription start sites are found in nucleosome-free
regions [47] as a major mechanism for suppressing transcription is to wrap potential
transcription start sites around nucleosomes [79].
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Fig. 2.7 A schematic diagram relating the positioning of cis-regulatory regions, the transcription
start site (TSS) and nucleosomes for ubiquitously expressed and regulated yeast genes as described
in Sect. 2.3.3. In the ubiquitous case, cis-regulatory regions tend to lie in the linker regions with the
TSS at the start of a nucleosome. In addition such cis-regulatory regions do not have a TATA box.
Regulated genes, on the other hand, have their cis-regulatory regions lie in the exposed regions of
the nucleosomes and can be exposed or hidden more as individual nucleosomes slightly shift their
position. These regions tend to have a TATA box

The nucleosome positioning signals are used by eukaryotes to regulate gene
expression with distinct noise and activation kinetics through altering the architec-
ture of promoters [72]. As outlined in Fig. 2.7, “ubiquitously” expressed genes in
yeast have open promoters [80], characterised by a poly(dA:dT) tract resulting in
a large nucleosome-depleted region (NDR) close to the transcription start site, in
conjunction with accurately positioned nucleosomes further upstream. Associated
cis-regulatory sequences reside within the NDR and the lack of nucleosomes means
that transcription factors can bind to the regulatory DNA without competition.
TATA-binding boxes are typically not found within these promoters.

As outlined in Fig. 2.7, “regulated” genes in yeast have covered promoters [80],
with a more evenly distributed nucleosome positioning, resulting in transcription
factors and nucleosomes competing for access to DNA. Transcription factor binding
sites tend to be exposed on the nucleosome surface, near the border with a
linker [81]. The nucleosome positioning sequences for these promoters result in
high nucleosome occupancy close to the transcription start site. The regulation of
chromatin, via subtle changes in nucleosome positioning and accessibility of DNA
to transcription factors, enables large dynamic changes in expression [72, 77, 82].
TATA elements are frequently associated with this group of promoters [82].
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Mammalian genes that have broad CpG-enriched promoters tend to produce
multiple transcription start sites and are typically ubiquitously expressed [83]. The
regulation of which start site is chosen is associated with the methylation state of the
promoters [84]. Whereas mammalian genes with promoters containing a TATA box
tend to produce a sharp single transcriptional start site and typically produce tissue-
specific expression [83, 85]. In mammals promoters containing a TATA box evolve
slower than promoters containing CpG islands [86]. Furthermore, the sequence
of DNA at human promoters, enhancers and transcription factor binding sites, in
contrast to yeast, typically encodes high intrinsic nucleosome occupancy [87], with
these regions depleted in nucleosome-excluding poly(dA:dT) tracts.

The structure of DNA wrapped around nucleosomes details the tertiary structure
of a gene within a sequence and structural variations at the chromatin level are likely
to play a role in the regulation of the co-transcriptional processing of RNA. Long
poly(dA:dT) tracts, which exclude nucleosomes, are avoided in exonic sequences,
enabling an increased density of nucleosomes in exons [73]. Furthermore, differ-
ences in linker lengths between nucleosomes in exons and introns may result in
different chromatin-packing arrangements [73]. The positioning of nucleosomes
is also involved in exon definition events during co-transcriptional processing
[49, 88] and nucleosome depletion has been associated with the regulation of
polyadenylation [62]. Furthermore, [89] have identified peaks in the density of
H2A.Z-containing nucleosomes just downstream of start codons and just upstream
of stop codons in human T-cells.

2.3.4 Dynamic Nucleosomes and Gene Regulation

The regulation of the dynamics through which DNA alters its binding around
nucleosomes is intimately involved in controlling gene expression [90] and the
different mechanisms are outlined in Fig. 2.8. Models of such regulation are founded
on the idea that the regulation results from a competition between nucleosomes
and other DNA-binding proteins [91]. The affinities that these molecules have for
the sequence (binding affinity landscape) dictate their competitive and cooperative
interactions [91]. High nucleosome occupancy tends to reinforce cooperative
interactions between transcription factors in displacing nucleosomes [87].

DNA accessibility and nucleosome positioning are also regulated through
the action of ATP-dependent chromatin-remodelling complexes. Chromatin-
remodelling complexes are present at many promoters [92] and the dynamic
repositioning of nucleosomes has been associated with selecting the transcriptional
start site [65] as well as other aspects of the initial stages of transcription [93]. Also,
histone-devoid transcriptional start sites, in conjunction with the active cycling of
factors on and off a promoter, permit formation of preinitiation complexes that
are poised for transcription to be initiated [66, 90], a different state from a gene
that is fully repressed. The evolution of chromatin-remodelling complexes is likely
associated with changes in chromatin regulation during the evolution of vertebrates



2 An Overview of Gene Regulation 39

Fig. 2.8 A summary of the regulatory mechanisms that can be applied to the nucleosome as
described in Sect. 2.3.4. PTMs can be applied to the H2 histones. The H1 histone can interact
with transcription factors or chromatin-remodelling complexes. Furthermore, thermal fluctuations
may result in the transient exposure of DNA regulatory sites to proteins

from unicellular eukaryotes [92]. Complexes, such as the ISWI (imitation switch;
[94]) family, are involved in regulating higher-order chromatin structure [92],
promoting regularly spaced nucleosomes and gene silencing [66]. Whereas the
complex SWI/SNF (switching defective/sucrose non-fermentation; [94]) transiently
exposes DNA regulatory sites through creating loops on a nucleosome’s surface
[65]. Some of these SWI/SNF complexes, such as BAF complexes in mammals,
undergo progressive changes in subunit composition during the transition from
a pluripotent stem cell to a multipotent progenitor cell [92]. At least four ATP-
dependent remodelling complexes have nonredundant and specialised roles in
maintaining pluripotent chromatin within stem cells. Tissue-specific complexes
may enable matching between chromatin remodelling and transcription factors
[92]. This can result in co-regulation of many genes or be restricted to the activation
or repression of a single gene.

The disruption or displacement of nucleosomes will modify the rate at which
polymerases pass over the DNA or the rate at which transcriptional factors will
bind [65]. There are transcription-coupled changes in DNA topology or local
chromatin structure, with histone and nucleosome removal during elongation of
RNAPII [47]. The transit of RNAPII across the transcription unit is preceded by a
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leading wave of histone posttranslational modifications that open the chromatin and
transiently displace nucleosomes [95]. There are at least two processes by which this
happens. The first results from the nucleosome within transcriptionally active genes
having two components, a fluid H2A–H2B dimer and a stable H3–H4 tetramer –
H3–H4 tetramers are �20 times more stable than H2A–H2B dimers [90]. The
stability of the H2A–H2B dimer within the nucleosome will be further decreased
by posttranslational modifications such as ubiquitylation, phosphorylation and
acetylation. H2A–H2B dimers can also be exchanged through the actions of ATP-
dependent chromatin-remodelling complexes. The movement of the H2A–H2B
dimer could enable transcription factors and polymerases to access binding sites
on DNA. The second process results from the linker histone H1 and its subtypes,
associated with greater than 80 % of the nucleosomes in a mammalian nucleus,
having residence times of a few minutes in interphase, consistent with dynamic
interactions [90]. However, these residence times are variable and governed by the
phase of the cell cycle, posttranslational modifications to H1, the subtype of H1 and
competition for binding sites with other competing factors, such as transcription
factors and chromatin-remodelling complexes, each of which themselves show
dynamic interactions with chromatin [90]. Thus, alterations in residence times of
H1 can result in changes to the residence time of a transcription factor, changing
the balance between repression and activity. Thermal fluctuations of DNA wrapped
around nucleosomes may also result in transient exposure of DNA regulatory sites
to proteins. Such exposure is most energetically favourable towards the entrance
and exit points of the DNA around the nucleosome and, indeed, transcription factor
binding sites tend to be exposed near the border with a linker [81].

2.3.5 Histone Tails

Each histone has a tail which is targeted by a broad range of chemical moieties
at multiple sites. Virtually all exposed polar residues (and some of the prolines)
within the tails of histones are subject to covalent posttranslational modifications
(PTMs). These include acetylation, methylation, phosphorylation, ubiquitylation,
ADP-ribosylation, glycosylation [90] and SUMOylation [95], with lysine residues
modified by up to three methyl groups. Acetylation and methylation results in
only a small chemical group being added to the tail. However, ubiquitylation and
SUMOylation are large appendages, almost the same size as the histone proteins,
and their bulk could lead to more prominent changes in chromatin structure [95].
There is strong purifying selection among histone proteins and these targeted
residues [66]. There has been considerable effort in establishing whether, and how,
combinations of moieties on groups of histone tails act to produce a histone code
that is used to regulate chromatin compaction and transcription [66].

A series of interlocking histone PTMs occurs during initiation, early elongation
and mature elongation [95]. The transcriptional state of chromatin is correlated with
several histone PTMs [66]. For example, hypoacetylation of H4K30me3 (trimethy-
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lated lysine residue at position 30 of the H4 tail) and H3K27me3 is associated
with silenced chromatin, whereas hyperacetylation of H3K4me3 and H3K36me3
is associated with actively transcribed chromatin. Moreover, the distribution of
these marks can be distinctive, with H3K4me3 present at the beginning of genes
whereas H3K36me3 accumulating within the body and towards the downstream
region of genes [90]. However, single histone marks do not fully prescribe chromatin
structure and its impact upon transcription and different marks works in combination
when interacting with histone-binding proteins [66, 90]. Furthermore, experiments
on transcriptionally synchronised genes are beginning to unravel a transcriptional
clock controlled by dynamic nucleosomes [90]. Changes in the methylation and
acetylation status of the histone pass through cycles, with particular combinations
of histone modifications never coexisting on the same nucleosome at the same time.
However, the sequence of events at a nucleosome appears to depend on many factors
and there have been no simple rules describing the order of events [90]. In particular,
different causes for why a gene is induced produce distinctive histone modifications
[90]. Moreover, different sets of histone modifications act to regulate gene expres-
sion in high-CpG-content promoters and low-CpG-content promoters [23].

2.3.6 DNA Methylation

Cytosines within chromatin can be covalently modified so that they carry a methyl
group at position 5 within their pyrimidine rings [96]. 5-Methylation of cytosine
does not affect its base pairing with guanine, and cytosine is still replicated as
cytosine. A consensus view has been that DNA methylation always appears in a
CpG context (C followed by a phosphate and then a G, i.e. CG is on the same
strand). Methylation of CpG has high mutagenic potential [96], as 5-methylcytosine
can be deaminated to thymine. Such transitions accumulate over the course of
evolution resulting in CpG dinucleotides being markedly unrepresented in genomes
of vertebrates given the fraction of cytosines and guanines in the genome. However,
there are islands of CpGs which are found at the expected frequency, and these tend
to overlap with gene promoters [96].

Once a methyl is added to cytosine, it can be copied to newly synthesised
DNA, resulting in an epigenetic memory that can be conserved during cell division.
The DNA methylation pattern is maintained through mammalian development
by DNMT1, a methyltransferase that is associated with the replication complex
[97]. During cell division and DNA replication, DNMT1 is involved in recog-
nising methylated CpG residues on hemimethylated DNA and methylates the
opposite strand. However, epigenomic profiles also undergo targeted methylation
and demethylation alterations during development, and these differential changes
in methylation play a crucial role in cell lineage commitment [98]. For example,
targeted repression and de novo methylation of genes responsible for pluripo-
tency occur at gastrulation, whilst the embryo is beginning to separate into germ
layers [97]. The importance of epigenetic alterations that affect tissue-specific
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differentiation is such that their dysregulation could be the principal mechanism
through which epigenetic changes cause cancer [84]. Different tissues show marked
differences in DNA methylation [99], such that tissue-matched profiles from adult
patients of different ages have more in common with each other than do disparate
tissues from the same individual. Indeed, broad methylation patterns show tissue-
specific conservation from humans to mouse [84], such that the methylation profiles
of human and mouse brain cells, or human and mouse heart cells, have more in
common than do the profile of a human brain and human heart cell.

Methylation acts to change the properties of chromatin. For example, methylation
of DNA acts to modify nucleosome formation and positioning [96]. Biophysical
and structural studies of DNA indicate that CpG methylation reduces backbone
flexibility and dynamics, decreasing local DNA deformability. The position of 5-
methyl group in the major groove increases steric hindrances on DNA wrapping
around the nucleosome [96]. Only altering the conformation of a few nucleosomes
through methylation may result in a significant impact upon the regular spacing
arrays of nucleosomes expected to be involved in producing higher-order chromatin
structure [96].

The methylation of cytosines affects how chromatin can subsequently bind to
trans-acting factors and RNAPII. The binding of methylation to gene promot-
ers can act to suppress transcription, and so any methylation associated with
genes was believed to be indicative of transcriptional repression. However, this
view is undergoing revision following the results from whole-genome epigenomic
observations [99]. For example, a key function for differential methylation during
differentiation is associated with changes in alternative transcription start sites
[84]. Hypomethylation of promoters in conjunction with higher levels of gene-
body methylation is positively correlated with transcription [50]. There is also
recent evidence that DNA methylation acts to mark out aspects of gene structure
within chromatin but shows cell-type-specific differences. DNA methylation peaks
are found at the transcriptional start site in human T-cells [89]. Whereas DNA
methylation shows a trough at the transcriptional start site in human embryonic
stem cells and fibroblasts [50]. Both [50] and [89] find a drop in DNA methylation
at the transcriptional termination site. Exons typically show higher CpG methylation
fractions than do introns [50]. Interestingly, there is a sharp peak in CpG methylation
at the exon–intron junction and a sharp dip in CpG methylation at the intron–
exon junction [50], suggesting that transitions in DNA methylation are involved in
splicing regulation. DNA methylation also peaks just downstream of the start codon
and just upstream of the stop codon, suggesting that DNA methylation may be used
as a signal for the addition, or removal, of co-transcriptional modifications that will
only be utilised during translation at the ribosome [89]. Gene-body methylation may
also inhibit incorrect choice of start sites for transcription [99].

The view that methylation is restricted to CpG sites is being questioned due
to results from the first DNA methylomes that are now being sequenced at base
resolution [100]. Almost 100 % of the methylcytosines in fully differentiated
fibroblast cells are indeed in a CpG context, whereas pluripotent embryonic stem
cells show almost 25 % of the methylcytosines in a non-CpG context (C followed
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by a C, A or T; [100]). Moreover, 99 % of the methylation of CpG sites occurs
on both strands (the opposite strand is also CpG), whereas methylation on CHG
(where H D A, C or T) is highly asymmetrical, with 98 % of the cases being found
only on one of the strands rather than both [100]. Moreover, within embryonic stem
cells, non-CpG methylation is enriched within gene bodies but is depleted in DNA-
protein-binding sites and enhancers [100].

At this time it is unclear whether gene-body methylation, and its marking out
of gene structure, is restricted to subsets of genes in particular cell types. The
biological implications of such methylation as well as methylation’s interplay with
transcriptional elongation and splicing are still uncertain. Indeed, the initial findings
from whole-genome methylation profiles, from a small number of cell types,
indicate that we are still someway from understanding the biology of gene-body
DNA methylation. But the rate of discovery suggests that the next few years will
lead to a significant illumination of the role of DNA methylation in gene regulation
across the genome.

2.3.7 DNA Methylation Interactions with Histone Tails

There are regulatory interactions between enzymes involved in processing DNA
methylation and histone modifications [97] and these interactions play a crucial
role in mammalian development [101]. For example, G9a contains an SET domain
which acts as a histone methyltransferase, and G9a also contains an ankyrin
domain which recruits the DNA methyltransferases DNMT3A and DNMT3B.
DNA methylation patterns are erased in the early embryo, resulting from passive
demethylation caused by DNA (cytosine-5)-methyltransferase 1 (DNMT1) being
excluded from the nucleus [98]. Methylation profiles across the genome are then
re-established in each cell at approximately the time of implantation, through a
wave of de novo methylation whilst ensuring the CpG islands remain unmethylated
[97]. As shown in Fig. 2.9, the de novo DNA methylation template is written
through histone modifications, with patterns of methylation of H3K4 across the
genome being formed in the embryo before de novo DNA methylation. CpG islands
in the early embryo have RNAPII bound to them and this acts to recruit H3K4
methyltransferases. Whereas the rest of the genome contains nucleosomes with
unmethylated H3K4. Subsequently, de novo methylation occurs through the action
of DNMT3A and DNMT3L (DNMT3-like, a paralogue of DNMT3A) complexed
with DNMT3B. This recruits methyltransferases to DNA by binding to histone
H3, whereas any form of methylation of H3K4 acts to inhibit this methylation.
This results in de novo DNA methylation taking place at CpG sites throughout the
genome but being prevented at CpG islands because of the presence of H3K4me.
This model explains the strong anti-correlation between DNA methylation and
H3K4me in a number of cell types [97]. Moreover, a DNMT3A–DNMT3L tetramer
may oligomerise on DNA-containing histones without H3K4me and lead to the
nearly global methylation of the mammalian genome [101].
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Fig. 2.9 A schematic diagram explaining the mechanism how non-CpG island sites are methylated
in embryos as described in Sect. 2.3.7. In (a) CpG island sites are first bound by RNA PII
sites which then recruit the H3K4 methyltransferase, sites that will be methylated are bound
to nucleosomes. In (b) H3K4 methyltransferase in conjunction with DNMT3B, DNMT3A and
DNMT3L to methylate the relevant CpG site. The CpG island sites are protected from methylation
by the previously bound H3K4 methyltransferase

During post-implantation development, further epigenetic reprogramming occurs
in primordial germ cells [101]. DNA methylation patterns are re-established by
DNMT3A and the DNMT3B–DNMT3L complex at imprinted loci and transposable
elements during gametogenesis. Targeting to transposable elements may involve
Piwi-interacting RNAs, whilst targeting to imprinted genes involves the interactions
of DNMT3L with unmethylated H3K4 tails [101].

DNA methylation also helps to maintain patterns of histone modifications
through cell division [97]. During replication and cell division, regions that are
methylated tend to be reassembled in a closed conformation, containing histones
that are non-acetylated. Whereas unmethylated DNA gets repackaged in a confor-
mation that is more open, containing nucleosomes whose histone tails are acetylated
[97]. The mediation between DNA methylation and histone modifications likely
results from methylcytosine-binding proteins such as MECP2 and MBD2, which
are able to recruit histone deacetylases to methylated DNA. Enzymes such as
G9a and DNMT1 may also interact with DNA methylation sites and direct H3K9
dimethylation [97].
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2.4 The Spatial Organisation of the Genome in the Nucleus
Acts to Regulate the Expression of Genes

2.4.1 Gene Expression Is Localised

It is increasingly clear that genomes and gene regulation are organised non-
randomly in the nucleus [102]. Most nuclear events occur in spatially defined sites
and in dedicated nuclear bodies, rather than occurring ubiquitously throughout the
nucleus [103]. The formation of structures in the nucleus, such as Cajal bodies
[104], results from stochastic assembly and self-organisation. Similarly, biological
processes such as the formation of the DNA damage response may result from
self-organising events [105]. Indeed, whole genomes may be considered as self-
organising entities during mitosis, with networks of co-regulated gene expression
and chromosomal association that are mutually related during differentiation result-
ing in self-organising lineage-specific chromosomal topologies [106]. The density
of RNAPII may also act to regulate the colocalisation of gene expression [107].

Heterochromatin regions of the genome are usually found at the periphery of the
nuclear membrane and are usually silent, whereas more open chromatin associated
with active genes is typically found towards the centre. This is outlined in Fig. 2.10.
Such a situation is consistent with biophysical models of the entropic organisation of
self-avoiding polymers which suggest that long flexible polymers (associated with
gene-rich chromosomes) will move to the centre of a confining sphere, whereas
compact polymers (heterochromatin) will move to the periphery [108]. There is
increasing evidence that gene activation or silencing is frequently associated with
repositioning of the locus relative to nuclear compartments [109]. Active genes
dynamically colocalise to shared sites of ongoing transcription [110] and genes such
as Myc have been observed to preferentially relocate to regions in the nucleus at the
same time as other genes with which they are co-regulated [111]. The movement
of DNA into loops can result in proximal associations between co-regulated genes
which are separated along the genome sequence [112]. The initiation step of
transcription is required to tether genes to the same foci [113], but even in the
absence of transcription, there are still localised concentrations of RNAPII [113].
A model consistent with much of the experimental data is that there are transcription
zones within the nucleus in which RNAPII is concentrated locally through self-
assembly processes [114]. These dense regions of nuclear RNAPII concentration
have been termed factories, and it is possible that a transcriptional factory model
may describe an aspect of the architecture of all genomes [115].

The synthesis of mRNA in mammalian cells is observed to be stochastic [116],
with developmental genes exhibiting pulses of activity [117]. The stochastic nature
of gene expression results from dynamic passage of genes through transcription
factories [112]. Selection pressures will act upon groups of genes undergoing
coordinated stochastic transcriptional regulation, and chromosome organisation
shows the signature of selection for reduced gene expression noise [118]. Other
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Fig. 2.10 A schematic diagram of chromatin organisation and transcription factories as outlined
in Sects. 2.4.1 and 2.4.2. Heterochromatin (blue and black circles and lines) generally lies close
to the nuclear membrane. Free DNA loops extend into the centre of the nucleus where it passes
through regions of high RNA PII density referred to as transcription factories. Loops colocalise and
hence are co-regulated exhibiting a similar noise structure in their expression. This is consistent
with the stochastic nature of expression. The expanded region to the bottom of the diagram posits
a hypothesis that as the start and end regions of the gene are physically close to each other, RNA
PII can be re-recruited for transcription or be used for surveillance (Color figure online)

aspects of transcriptional regulation constrain the organisation of genes on eukary-
otic chromosomes [119–121], with the 3D regulation of gene expression directly
impacting upon genome evolution [122].

2.4.2 Loops and Networks of DNA Interactions Regulate
Gene Expression

Genomes show tissue-specific spatial organisation [123] and cell nuclei frequently
contain chromosome territories [124]. There is increasing evidence for three-
dimensional networks of chromosomal interactions [125].
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The topology of DNA around individual genes modifies gene regulation. As
shown in the blown up region of Fig. 2.10, loop structures in which the promoter and
terminator of a gene are in close proximity are associated with gene activity [22].
The role of the loop may be to increase the efficiency of recycling RNAP II back
to a promoter after it has reached the end of a gene. The loop may also be involved
in surveillance, with the results of an initial round of transcription being checked to
ensure authentic signals are in place.

There are also cell-type-specific long-range looping interactions between
enhancers and promoters which establish three-dimensional chromatin structures,
such as for the CFTR gene [126, 127].

The conformational contacts between separate regions of chromatin change
during cellular differentiation [128]. For example, extensive spatial chromatin
remodelling accompanies gene repression during cellular differentiation [128], with
repression of Hox A9, 10, 11 and 13 expression associated with the formation
of distinct higher-order chromatin contacts between genes. Whereas, different
chromatin conformations are associated with transcriptional activity. Major changes
in higher-order structures of chromatin interactions are being associated with
the regulation of transcriptional activity in increasing numbers of gene clusters,
including the Bithorax complex in Drosophila [129] and the human apolipoprotein
[130] and Hox A [128] gene clusters. The chromatin conformations may act as
an epigenetic memory [129]. The conformation changes during differentiation may
also be evolutionarily conserved [128].

DNA regulatory elements known as insulators mediate chromatin interactions,
resulting in the formation of chromatin loops [131]. The name arises from the insu-
lator’s role in preventing inappropriate interactions between groups of enhancers
and promoters. CCCTC-binding factor (CTCF) is one such insulator protein. CTCF
contains three domains, one of which is a DNA-binding domain with 11 zinc
fingers. It is evolutionally conserved from insects to mammals, and over 80 %
amino acid residues are identical between human, chicken and frog and up to
100 % conservation within the zinc finger-containing region [132]. CTCF binds
in tens of thousands of places across the genome, with the binding sites grouping
into different classes [133], each of which exhibits distinct evolutionary, genomic,
epigenomic and transcriptomic features. The chromatin architecture and form at
CTCF-binding sites can result in cell-type-specific changes [134]. Understanding
the code by which CTCF acts to coordinate the three-dimensional position and
regulation of genes within a cell’s nucleus is being actively sought [135]. CTCF
is believed to fit tightly into the linker region between nucleosomes [135], which
results in positioning of a nucleosome over a site acting to occlude the binding of
CTCF [136]. Furthermore, CTCF is sensitive to the presence of a 5-methyl group
in the major groove of DNA [96] and CTCF can only bind to unmethylated DNA
[135]. Moreover, the binding of CTCF, possibly through the action of chromatin
remodelers, acts to accurately position 20 nucleosomes, enriched in the histone
variant H2A.Z, both upstream and downstream of the site [137]. CTCF also acts to
demarcate cell-type-specific chromatin domains associated with active (H2AK5ac)
and repressive (H3K27me3) histone modifications [136]. CTCF has also been found
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Fig. 2.11 A schematic diagram of how CTCF and cohesin can bind chromosomes as explained in
Sect. 2.4.2. In (a) CTCF can bind between nucleosomes but cannot bind if its site is methylated.
In (b) CTCF in conjunction with cohesin can bind between the same chromosome or between
different chromosomes

to have a close relationship with the borders of lamina-associated domains [138],
0.1–10 megabase domains that are believed to anchor chromosomes to the nuclear
envelope.

The important role that CTCF plays in establishing patterns of nuclear architec-
ture and transcriptional control in vertebrates [139] is likely related to CTCF binding
to cohesion [140–143], which creates intrachromosomal and interchromosomal
links (shown in Fig. 2.11), resulting in a cell-type-specific network [134] that
determines the three-dimensional structure of the genome [144]. Cohesin and
CTCF are also involved in the maintenance of imprinting of loci such as the
IGF2 (insulin-like growth factor 2)/H19 (H19 fetal liver mRNA) genes. A set of
enhancers downstream of H19 play a role in regulating expression of both IFG2
and H19 – within developing embryos IGF2 is paternally expressed and H19 is
maternally expressed [141]. On the maternal locus there are two unmethylated
regions between IGF2 and H19 and where CTCF and a ring of cohesion can
associate. The interaction between CTCF cohesion from this pair of regions results
in a loop of chromatin-containing IGF2 which is then insulted from the action of the
downstream enhancers, and only H19 is subsequently expressed. However, on the
paternal locus, the region between IGF2 and H19 is methylated resulting in CTCF
being unable to bind, leading to the H19 locus being bypassed and IGF2 being able
to interact with the enhancers downstream of H19 [141].

Other elements may be involved in forming higher-order chromatin structures in
the nucleus. For example, Polycomb response elements mediate the formation of
chromosome higher-order structures in the Bithorax complex [129].
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2.5 Regulation of Gene Expression by Non-coding RNA

2.5.1 Short Non-coding RNAs Associated with the Start,
End and Enhancers of Genes

Short RNAs cluster at the 50 and 30 ends of genes [145]. A class of short transcripts
close to transcription start sites of genes have been observed to be present at low
abundance [79]. They have been named by several groups (promoter-associated
sRNAs (PASRs, [145]), transcription start-site-associated RNAs (TSSa-RNAs,
[146]) hereafter PASRs). PASRs are mostly derived from nucleosome-free DNA
[79]. As shown in Fig. 2.12, they flank active promoters, with a peak in the
abundance of short RNA antisense transcripts found �250 nucleotides upstream
of a gene’s transcription start site [146, 147] and a peak in the abundance of
short sense transcripts found between approximately 50 nucleotides [146] and 2.5
kilobases [148] downstream of the transcription start site [147]. Such divergent
transcription appears common for active promoters as most of them have engaged
polymerases upstream, in an orientation opposite to the proximal gene [147]. There
is a correlation in expression between PASRs and their proximal gene, suggesting
they are both responding to a common inducement of expression, even though the
transcripts are in opposite directions. The density of antisense termini-associated
sRNAs (TASRs), found towards the 30 ends of genes, is similarly correlated with
the expression of the proximal gene [145].

A further source of gene-associated short RNAs is enhancers [149, 150].
Enhancer RNAs (eRNAs) have already been found in macrophages [149] and neu-
rons [150] and it is likely that they will be identified in many, if not all, mammalian
cell types. Enhancers overlap a sizeable fraction of extragenic transcription sites in
higher eukaryotes [149]. In the studies of [149, 150], only a fraction of all enhancers
were found to be associated with RNAPII and eRNA synthesis, suggesting that

Fig. 2.12 A schematic diagram of the relationship between PASR expression levels and a TSS as
explained in Sect. 2.5.1
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there are a number of regulatory components involved with each enhancer. Changes
in eRNA synthesis are correlated strongly with changes of mRNA expression
at nearby genes [150], suggesting that eRNA synthesis may require a dynamic
interaction between an enhancer and a promoter. Furthermore, upstream extragenic
transcription frequently precedes the induction of an adjacent coding gene [149].
Transcripts from enhancers are not polyadenylated and they show little bias in
transcribing both strands [150] as well as being very unstable [149].

The level of H3K4me at the enhancer and eRNA synthesis are tightly correlated,
and so the process of eRNA synthesis may be to establish and maintain chromatin
in a state required for enhancer function [149]. Indeed, it is likely that the function
of many of these gene-associated short RNAs, including PASRs and TASRs, is to
mediate transcription-coupled changes in chromatin structure [79]. Such changes
may involve the prevention of nucleosomes obstructing transcription factor binding
sites [147] or facilitating initiation through the impact of negative supercoiling [146]
behind the passage of RNAP II. These will help promoter regions maintain a state
poised for subsequent regulation [146]. Polymerase resides on approximately 30 %
of human genes, with RNAP II observed to be pausing, appearing to wait for a signal
to begin elongating [147]. Genes that are developmentally regulated or that respond
to extracellular triggers are those that are likely to have pre-engaged RNAP II [22],
so as to speed up the rate at which the gene is ready for transcription. It is likely
that there is a rate-limiting step that stops RNAPII fully escaping into elongating
[79]. It is presently unclear what this trigger is, but it is likely to be associated with
pre-mRNA processing [22].

2.5.2 Long Non-coding RNAs

Significant numbers of long ncRNAs are regulated during development [151]. In
particular, the binding of transcription factors, along with evidence of selection,
conserved secondary structure, splicing patterns and subcellular localisation, sug-
gests the explicit regulation of non-coding transcription [152]. Long ncRNAs can
act as coactivators of transcription factors [153]. They can also act as “ligands” for
RNA-binding proteins, causing an allosteric change from an inactive to active con-
formation, which in turn can inhibit transcription through modifying transcription
factor and histone acetyltransferases [154]. Non-coding RNAs also modulate the
subcellular localisation of some transcription factors [151]. Non-coding RNAs can
also bind to, and regulate the action of, RNA polymerase II during heat shock [155].
Also, some of the transcripts labelled as non-coding may in fact be the source of
functional small peptides [156].

The wide variety of regulatory roles ncRNAs can play are shown in Fig. 2.13.
A number of chromatin-modifying enzymes contain RNA-binding motifs [157]
and long non-coding RNAs recruit chromatin-remodelling complexes to genomic
loci [152, 158–162]. Long non-coding RNAs act to direct genomic methylation
[163]. They also provide a scaffold for histone-modifying enzyme recruitment
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Fig. 2.13 An outline of the various roles long ncRNAs can play in regulation as explained in
Sect. 2.5.2

[164], leading to heterochromatin formation [165]. The non-coding transcripts act as
local modulators of chromatin structure, triggering chromatin modifications which
then expand along the chromosome, even though the neighbouring regions are
not complementary to the original transcript [164]. The expansion of the induced
chromatin changes may just be restricted locally, or they can expand further and
may underpin genomic imprinting [166] and X chromosome inactivation [167].
Another example is the expression of hundreds of long ncRNAs that are sequentially
expressed along the Hox loci, defining chromatin domains of differential histone
methylation and accessibility [168]. One of the ncRNAs in the Hox loci recruits the
Polycomb chromatin-remodelling complex and silences transcription across 40 kb
in trans through inducing chromatin to enter a repressive state.

Natural antisense transcripts can overlap part or all of another transcript [164] and
many protein-coding genes can be regulated by their antisense transcript partners.
The antisense transcripts can bind to their sense partners and enhance their stability,
through modifying the binding of an HuR protein and suppressing deadenylation
and decapping [169]. The binding of an antisense transcript can also induce changes
in RNA secondary structure which act to expose AU-rich elements and make the
sense transcript prone to degradation [170]. Interactions between sense and anti-
sense transcripts can also block the binding sites of other regulatory factors such as
microRNAs. This appears to be the case for “-secretase, a transcript regulated by its
antisense partner and likely related to the pathogenesis of Alzheimer’s disease [171].

Antisense RNAs typically undergo fewer splicing events than sense transcripts
[172]. However, natural antisense transcripts can modify the alternative splicing
isoforms of their sense partners [172, 173] and may also impact upon alternative
polyadenylation [164]. Furthermore, long ncRNAs can be processed to yield small
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RNAs and they can also modulate the efficiency by which other transcripts are cut
into small RNAs and interact with the RNAi pathway [174]. Endogenous siRNAs
have been observed to map to overlapping regions between sense and antisense
RNAs, and the RNAi pathway could regulate both the sense and antisense transcripts
in these cases [175]. However, the RNAi pathway is not responsible for antisense-
mediated regulation of the expression of some genes [175]. Duplex formation of
sense and antisense partners may also interact with the RNA-editing pathway [176].

In a number of cases, it appears to be the act of transcribing a non-coding
transcript, rather than the transcript itself, which acts to regulate a nearby protein-
coding gene. Transcriptional interference resulting from collisions between RNA
polymerases producing the sense and overlapping antisense expression may occur
[177], but this is likely not to be the predominant regulatory pathway mediated by
antisense transcripts [164]. Transcription of an ncRNA can pass across the promoter
of the protein-coding gene and interfere with transcription factor binding, preventing
the expression of the protein-coding gene [151]. Transcriptional elongation induces
the addition of histone marks that act to prevent transcription initiation from
locations within the body of the transcript [151]. ncRNA transcription can induce
histone modifications that repress the transcription of an overlapping protein-coding
gene. Furthermore, continuous transcription of ncRNA can prevent silencing of
genes by proteins such as Polycomb group proteins [178]. Non-coding RNAs
can also help to recruit Trithorax group proteins [179] which help to main active
transcription states by counteracting the effects of the Polycomb proteins.

2.5.3 Regulation by MicroRNAs

MicroRNAs (miRNAs) are short (�22nt) non-coding single-stranded RNAs [180].
They function by usually repressing mRNAs post-transcriptionally through com-
plementary binding to partial overlaps in target mRNAs. They play a central role in
coordinating the activities of many thousands of transcripts and they play an integral
role in the development and regulation of different cell types and tissues [181].

There are several good reviews of miRNA biogenesis, e.g. [182]. RNA poly-
merase II mediates the transcription of most miRNAs and is summarised here
and Fig. 2.14. Pri-miRNAs are long primary transcripts which typically form a
stem hairpin structure, a terminal loop and ssRNA flanking segments. The nuclear
enzyme Drosha, assisted by DGCR8 (DiGeorge syndrome critical region gene 8),
cleaves the RNA near the stem of the hairpin, about 11 bp away from the ssRNA–
dsRNA junction [182]. This releases a pre-miRNA which is then exported from
the nucleus by the protein exportin-5. In the cytoplasm, the enzyme Dicer further
cleaves the pre-miRNA near the terminal loop to yield a duplex of �22nt. One of
the strands is loaded into an Argonaute (AGO) protein, and this is used to guide
complementary target mRNA sequences for repression.

miRNAs have played a significant role in the phenotypic evolution of metazoans
[183] and there is a close coupling between miRNA evolution and the establishment
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Fig. 2.14 (a) A schematic diagram of a pri-miRNA and the region that eventually forms the
miRNA. In (b) we list one regulatory mechanism miRNAs can play in regulating genes explained
in Sect. 2.5.3. This case ensures that either gene 1 or gene 2 is expressed

of tissue identities early in bilaterian evolution [184]. An expansion in the number of
miRNAs has also been hypothesised to lie behind the origin of vertebrate complexity
[185]. The increase in new miRNA families is likely due to the ease in which they
are formed along with the wide impact they have on gene networks. The formation
of a new miRNA is likely related to pervasive transcription of sequences containing
hairpin loops, each of which is only a few mutations away from being a new miRNA
[180, 186]. Once a miRNA is operational, and modifying the regulation of many
genes, it undergoes very strong purifying selection meaning that their sequences
are extremely well conserved [180, 186], making miRNAs excellent phylogenetic
markers [187]. However, the targets to which miRNAs bind show little conservation
in animals, indicating that miRNA regulatory networks have undergone extensive
rewiring during metazoan evolution [180]. Unlike the continuous formation of
new miRNA families, there has been a much smaller expansion and evolution
of transcription factors during metazoan evolution [187]. Gene duplication is
the dominant source of new transcription factors. There is a greater chance of
evolutionary advantage for a duplicated transcription factor to undergo a few
mutations and bind to new targets of DNA than it is for a non-transcription factor
family member to mutate enough to be able to bind to DNA [187].

There appear to be two broad classes of miRNAs [188]. Class I miRNAs are
regulated by large numbers of transcription factors and are likely to function
within developmental programmes. Whereas class II miRNAs are regulated by
small numbers of transcription factors and are likely to function in maintaining
tissue identity in adults. The widespread regulation of genes by miRNAs leads to
many pathologies resulting from disruptions in the regulation of miRNAs, and they
are being increasingly identified as being involved in a range of diseases [189],
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including many neurodegenerative diseases [190]. Because of concerns about off-
target effects of new drugs, it is also being recognised increasingly that development
in pharmacogenomics will require greater knowledge of miRNAs [191].

The expression of many transcription factors is subject to miRNA regulation.
Feedback motifs are rare in pure transcription factor networks [192], and miRNAs
provide the necessary post-transcriptional feedback [193, 194]. miRNAs usually
repress gene expression, but not always [195]. One of the roles microRNAs
might play is to tune expression at threshold points [183], such that stochastic
gene expression programmes will have less noisy outcomes [196]. This type of
regulation is required as noise can induce bimodality in positive transcriptional
feedback loops [197]. The resulting robustness leads to stabilised developmental
pathways, increasing phenotypic reproducibility [198]. The networks through which
microRNAs act to regulate self-renewal in stem cells, as well as the transformation
of stem cells into differentiated cells, are beginning to be mapped out [199].

There are differences between transcription factor and miRNA regulation related
to biological processes in which they are involved. In animals, the repression
of miRNAs is usually weak compared to TF-mediated repression [180] and it
increasingly appears that miRNAs act to fine-tune the translational and transcrip-
tional output of TFs [200]. miRNAs can act to quickly suppress or reactivate
protein production at ribosomes [201], whereas changes in TF binding modifying
transcription rates take longer before the information feeds through to protein
production [195]. Furthermore, the actions of miRNAs, unlike TFs, can be localised
to different parts of a cell. This compartmentalising can then be used in processes
such as neurons requiring to regulate gene expression on a synapse-specific scale
rather than across the cell [202].

2.6 Common Themes

2.6.1 Structural Considerations

2.6.1.1 The Shape of RNA Impact upon Gene Regulation

RNA molecules form stable secondary and tertiary structures in vitro and in vivo
[203]. RNA secondary structures play an important role in binding splicing factors
[38], and the search for novel RNA-binding targets for well-known proteins can
be enhanced if secondary structure is taken into account [204]. Furthermore, the
binding of microRNAs to target sequences depends upon the local tertiary structure
of RNA [205]. Moreover, RNA editing also depends on the structure of the RNA,
as ADAR converts adenosines to inosines (A to I) using double-stranded RNA
substrates.

The reliable computational prediction of RNA structure would be very useful in
understanding its underlying function; however, despite some progress in the area,



2 An Overview of Gene Regulation 55

it remains a highly challenging problem [206]. Buratti and Baralle [37] cautioned
against the use of in silico predictions of pre-mRNA structure such as those obtained
by Mfold [207] and Pfold [208]. Buratti and Baralle [37] noted that existing
computer algorithms provide a folding prediction (and usually more than one) for
virtually any RNA sequence and are strongly biased by the length of the RNA
examined. Buratti and Baralle [37] discussed the example of NF-1 gene transcripts,
which are implicated in the generation of human tumours. Correlations between the
in silico changes in secondary structure and splicing in NF-1 are heavily dependent
on the RNA window. This makes it difficult to assign significance to them.

2.6.1.2 The Shape of DNA Impacts upon Gene Regulation

Gene regulation is related to the properties of chromatin in the nucleus. This ranges
from posttranslational modifications of histone tails which alter their propensity to
bind to each other or to allow transcription, to the movement of histones affecting
accessibility of binding sites for transcriptional factors, to the looping of DNA that
bring the 50 and 30 ends of active genes into proximity, to CTCF acting to regulate
networks of binding between different chromosomes and to the movement of co-
regulated genes in and out of transcriptional factories.

2.6.2 Gene Structure Is Written Out in Chromatin

The density of nucleosomes and lengths of linkers between nucleosomes differ in
exons and introns [73]. The positioning of nucleosomes, as well as histone mod-
ifications, is involved in co-transcriptional splicing decisions [48, 49]. Moreover,
nucleosome depletion has also been associated with the regulation of polyadenyla-
tion [62].

Gene-body DNA methylation also likely plays a role in splicing as exons show
higher methylation fractions than do introns and there are sharp transitions in methy-
lation states at exon–intron junctions [50]. Differences in DNA methylation also
occur at transcriptional start sites and termination sites [50, 89]. DNA methylation
acts to make DNA more rigid [96], and so the regulation of co-transcriptional events
may involve a feedback between nucleosome positioning and DNA methylation.
Interactions between DNA methylation and histone tail PTMs may also play a role
in regulating these events.

There are peaks in DNA methylation as well as in the density of H2A.Z-
containing nucleosomes just downstream of start codons and just upstream of stop
codons in human T-cells [89]. Given that the use of start and stop codons is not
required till translation, an exciting possibility arising from the observations of [89]
is that the chromatin markings may be indicative of co-transcriptional modification
events which act to label where a protein starts and finishes.
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2.6.3 Interacting Codes

Gene regulation appears to be intimately controlled through the actions of several
codes – namely, the modulation of a regulatory mechanism by the DNA or protein
sequence it encounters. Within the DNA sequence, there is a nucleosome positioning
code and this is increasingly well understood. There is likely a CTCF code
which helps to regulate the three-dimensional positioning of genes within a cell’s
nucleus. The heptad repeats in the CTD of RNAPII can undergo different types
of posttranslational modifications and these are intimately involved in regulating
the binding of factors required for many of the steps in transcription, post-
transcriptional processing and termination of transcription [24].

The tails of histones can undergo many types of posttranslational modifications.
However, cracking this histone code is proving challenging [66]. This is further
complicated by the interactions that occur between the CTD code and the histone
code [24]. Moreover, other chromatin-associated proteins, such as HP1, are also
posttranslationally modified resulting in the possibility of subcodes with the histone
code [209]. Furthermore, H3 histone variants modify the properties of chromatin
and their distribution along chromosomes is analogous to a barcode [67]. In
addition, much of the impact of H1 variants on the histone code remains to be
determined [68].

2.6.4 Kinetics and Competition Between Processes Underpin
Gene Regulation

Self-organisation and assembly of structures such as Cajal bodies [104] depends
upon the time-dependent concentrations of subcomponents. Furthermore, the move-
ment of genes in and out of transcription factories will also result in changes to
the rate of expression [112]. The form of chromatin also causes differences in
elongation rates which in turn affect splice site selection [47]. There are a number
of other steps available for regulation in splicing [38], encompassing a large number
of kinetic events. The kinetic parameters may have a determining role in splice-site
choice [36]. It is clear that in order to model how the changing form of recently
transcribed RNA impacts on post-transcriptional processes such as splicing, we
need to consider the implications of RNA secondary structure, the binding of
ribonuclear proteins, the speed of transcription, the form of chromatin and any
histone modifications and the dynamic interplay between all these processes.

There is binding competition between a number of processes. Many transcription
factors and chromatin-associated proteins have highly transient interactions with
chromatin, undergoing rapid cycles of binding and unbinding [103]. The high levels
of molecular crowding in the nucleus help to increase the efficiency of binding
resulting in local changes in density dramatically altering the rate at which nuclear
structures form [103]. Nucleosomes and transcription factors each have affinities
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for a DNA sequence and competitive and cooperative interactions between these
proteins act to determine their occupancy [70]. The cycling of factors on and off
promoters enables the formation of poised transcriptional complexes [90], which
are typically observed in approximately 30 % of promoters [22].

There are also interactions between different types of regulators. miRNAs can
bind to exon–exon junctions, suggesting that they can target splice isoforms [210].
An intron retention event can lead to transcripts containing miRNA-binding sites
that they would not otherwise have [211]. Moreover, the biogenesis of miRNAs can
result in crosstalk to pre-mRNA splicing [212]. The binding sites of RNA-binding
proteins can overlap with microRNA target sites [213] and RNA structure also acts
to modify microRNA binding [205]. RNA editing is also coordinated with splicing
[54] and there is a close interplay between editing and miRNAs [52]. There is
also crosstalk between RNA editing and RNA interference [214]. Next-generation
sequencing will increasingly underpin experiments to map out these networks of
interactions [43].

2.6.5 Gene Regulation Can Be Tissue Specific

Three-quarters of the mRNA in a cell are common across tissues, and about
8,000, or approximately one-third, of human protein-coding genes are ubiquitously
expressed [12]. However, much of the rest of RNA appears to be tissue specific
and likely underpins phenotypic complexity in mammals. Alternative splicing
and alternative polyadenylation vary between tissues [33]. The majority of retro-
transposon expression is tissue specific [215]. RNA editing is enhanced in the
brain [52]. Long non-coding RNAs show developmental regulation [151]. miRNAs
function in developmental programmes and maintain tissue identity [181]. The
state of chromatin also changes as cells transform from pluripotent stem cells
into multipotent progenitor cells and the composition of chromatin-remodelling
complexes are tissue specific [92].

2.7 Putting It All Together: How Would You Cope
if You Could Sequence Everything?

Despite the ferocious complexity of the different mechanisms involved in gene
regulation, common themes are emerging as demonstrated in the previous section
and summarised as a mind map in Fig. 2.15. It is not unreasonable to assume that in
the near future next-generation sequencing techniques will allow the sequencing of
all the DNA and expressed types of RNA involved in a given response or process [4].
Such a range of data will be necessary to unravel the complexity of the multilayered
regulation of gene expression.
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Fig. 2.15 Mind map of Sect. 2.6

A better understanding of chromatin and RNA biology will play a central role in
how we use cross-species information reliably. For example, alternative splicing
is likely to be one of the principal contributors to the evolution of phenotypic
complexity in mammals [33]. The splicing patterns in mammalian model organisms,
such as mice, are therefore likely to differ with humans in a number of ways, and so
differing populations of isoforms may complicate the interpretation of the negative
side effects of pharmaceuticals. RNA editing will also result in different transcript
populations in humans compared to other mammals [55], again complicating studies
to identify how drugs impact on gene expression systems. A further complication
is that of miRNAs, which play a key role in regulating tissue-specific transcription.
There are more than 100 extra miRNAs in humans compared to chimpanzees and
more than 150 extra miRNAs in human compared to mouse [183], and these extra
miRNAs are likely to result in gene expression patterns being found in humans that
are not found in our nearest neighbours.

One of the fundamental goals of systems biology is to generate meaningful
quantitative models of the regulation of gene expression. In order to do this, not
only must there be a significant increase in the types of data being collated (as
we have shown in this review), the amount of each type must also be increased
considerably. This is necessary to circumvent the so-called curse of dimensionality
where the output from all the genes is measured but only in a small number of
conditions. It will be necessary to bring multiple studies together, so as to identify
some of the subtle changes in gene expression that are biologically meaningful [17].
This indicates a huge increase in the amount of data being gathered, processed and
analysed. Already, genomics is one of many fields facing a deluge of data [216].
Bioinformatics repositories are already at the petabyte scale [217] – the growth of
sequencing data will result in the repositories transcending the exabyte scale within
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the decade. The archiving of next-generation sequencing data has well-established
resources such as the Short Read Archive [218]. In order to cope with the flow
of data, the Short Read Archive is adopting high-speed file transfer protocols,
at present fasp (Aspera Inc.). However, the transfer of data between external
bioinformatics laboratories is already leading to increasing problems in keeping
up-to-date [219] and things will only get worse. Moreover, the management of
next-generation sequencing data within institutions is already leading to a number
of bottlenecks, requiring increasing resources to be spent on systems administration
and computers [220] rather than on personnel to make use of the data. A further cost
which is only likely to escalate is that of power to run the facility. The computational
and staffing issues being faced by the genomics community are likely to limit the
democratisation of sequencing.

Genomics is not alone in facing a need for processing very large datasets. The
state of the art has arisen from commercial use [216], with organisations such
as Google efficiently processing searches and data mining on enormous datasets.
Virtually all of these organisations are rapidly implementing data centres to cope
with their data-processing requirements. The economies of scales associated with
centres mean that they can sell the resources to external users, through the cloud
computing model. Bioinformaticians have now begun to look at cloud computing
as one feasible solution to cope with the rapid growth of data [221]. There are now
increasing needs for large-scale biological data and computational infrastructure to
be developed on international scales, such as ELIXIR in Europe [222].

All of this will result in ever larger datasets requiring ever larger computational
and experimental infrastructure, as well as larger-sized teams to cope with the data
and use it to discover new biology. We can sequence everything, we can afford to
do so, we can learn huge amounts, and we will have to likely change some of our
working practises to be able to fully utilise the technology.
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