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Abstract. The path planning problem of mobile robots is a NP-Hard problem 
often solved by evolutionary approaches such as Genetic Algorithm (GA) and 
Ant Colony Optimization (ACO). However, the algorithm’s performance is of-
ten influenced heavily by the determination of the operators and the choice of 
related parameters. In this paper, a permutation code PBIL is proposed to solve 
the path planning problem. First, a free space model of the mobile robot is con-
structed by the MAKLINK graph; second, a sub-optimal path is generated by 
the Dijkstra algorithm; then global optimal path is constructed by the permuta-
tion code PBIL based on the sub-optimal path.  Simulation results show that 
the PBIL can get satisfied solutions more simply and efficiently with fewer op-
erators and parameters. 
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1 Introduction 

The path planning problem of autonomous mobile robots is to find a collision-free 
path from a starting point to a goal in a given environment according to distance, time 
or cost [1]. Research results show that the classic approaches, such as the potential 
field method [2], visibility graph methods [3], and grid methods [4] tend to get local 
optimal solution which may be far inferior to the global optimal solution, so it is more 
appropriate to adopt heuristic based evolutionary approaches to solve the problems 
[5]. Among those approaches, Genetic Algorithm (GA) [6] and Ant Colony Optimiza-
tion (ACO) [7] have been widely employed to find the globally optimal path. 

Sun Shudong and Lin Mao [8] presented a strategy for path planning of multi-
mobile robots using GA. MAKLINK graph was used to model the workspace of  
robots. Sequence numbers was used to mark the cross points on the MAKLINK graph 
and also as an encoding method for the chromosomes of GA. Simulation results show 
that the method is effective in path planning of multi-mobile robots. Nagib and Gha-
rieb[9] constructed fixed-length path using GA consisting of binary strings in a grid 
model. The proposed algorithm could find a quick solution for environments with few 
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obstacles. Al-Taharwa et al.[10] adopted GA with an integer string encoding method 
to solve the mobile robot path planning problem in a grid environment model. Expe-
riments show that the proposed approach is effective and efficient in handling differ-
ent types of tasks in static environments. 

Tan Guanzheng [11] proposed the ACS to find the globally optimal path of mobile 
robots based on MAKLINK graph model and the initial sub-optimal collision-free 
path constructed by Dijkstra algorithm. Results show that ACS performed better than 
that of GA. Jing Zhou et al. [12] proposed two algorithms based on ACO framework, 
they applied visibility graph as the roadmap and construction graph. Experimental 
results illustrated that the proposed algorithms are effective and a flexible balance 
between the optimum and the number of iterations could also be achieved. 

However, the research has also shown that the performance of GA and ACS for the 
path planning problems of mobile robots depends heavily on determination of the 
operators as well as choice of related parameters, which needs prior knowledge about 
the problem at hand, otherwise extensive experiments have to been done to choose an 
effective configuration of the operators and the parameters [13]. 

The PBIL is one of the simple optimization algorithm belongs to the Estimation of 
Distribution Algorithms (EDAs) paradigm [14, 15]. PBIL applies a probability vector 
to represent the population, with each element referring to the probability of obtaining 
a given value in a specific gene position. The probability vector is updated towards 
the selected solutions by Hebbian rule. PBIL has been proved to be more successful 
on many benchmark functions and has been used in some real-world problems [16]. 

The initial PBIL uses a binary code string to represent the variables. In this paper, a 
permutation code PBIL to solve the path planning problem is proposed. Experimental 
results compared with that of the ACS are reported. 

2 The Path Planning Problem 

In order to solve the global optimal path efficiently, the path planning problem is 
often divided into two subtasks: 1) establish the environment model of the mobile 
robot. Various types of known static environment models have been proposed by 
previous robot path planning researchers [13], such as Visibility graph[3], MAKLINK 
graph[11], and Cell Decomposition[10] are used to produce the connectivity of graph 
for robot path planning. 2) Searching the graph for a sequence of vertices which con-
nect the start and goal position. After the graph model has been constructed, the path 
planning is thereby converted into a problem searching for an optimal path between 
the initial and the final of the points in the given graph. Usually, the Dijkstra algo-
rithm or the A* algorithm is used [17]. 

2.1 Environment Model of the Mobile Robot 

MAKLINK graph and grid model are two mainly tools to model the space of mobile 
robots. In this section, a free space model of the mobile robot is constructed by the 
MAKLINK graph theory. The free space in an environment means the space in which 
the robot can move freely. To establish the free space model, the following assump-
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tions need to be made: 1) the heights of the environment and obstacles can be ignored; 
2) both the environment and the obstacles have a polygonal shape; 3) in order to avoid 
a moving path is too close to the obstacles, the boundaries of every obstacle can be 
expanded and then the size of the robot can be ignored. 

Assume the total number of the free MAKLINK lines on a MAKLINK graph is l, 
the middle points of these free MAKLINK lines can be denoted by v1，v2,…，vl, 
respectively. If we denote the starting point S and goal T as v0 and vl+1. Then points set 
V={ v0, v1,…, vl+1 } is the set including points S and T and the middle points of all the 
free MAKLINK lines. Further more, set E is defined as a set of the lines which in-
cludes: the lines connecting point S and the middle points on the free MAKLINK 
lines adjacent to S; the lines connecting a pair of the middle points on two adjacent 
free MAKLINK lines; and the lines connecting the goal T and the middle points on 
the free MAKLINK lines adjacent to T. thus the undirected graph G ( V, E) can be 
respected as the free space model, the path planning can be converted into finding the 
shortest path between the given starting point S and goal T on G ( V, E). 

2.2 Searching for Sub-optimal Path Using Dijkstra Algorithm 

In order to find the shortest path between the starting point S and goal T by Dijkstra 
algorithm, it is necessary to define the adjacency matrix with weights for the network 
graph G ( V, E) in which each element of the matrix represents the length of the 
straight line between two adjacent path nodes on G ( V, E), where a path node means 
the intersection of the robot path and a free MAKLINK line. Each element of the 
matrix is defined as follows: 

 [ ][ ] i j i jlength(v ,v ), if  edge(v ,v ) E
adjlist i j

, others




∈
=

∞
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Where adjlist[i][j] is the element corresponding to the ith row and the jth column of 
the matrix, length(vi, vj) is the straight-line distance between the path nodes vi，vj, i 
and j=0, 1, 2,…，l, l +1.  

The shortest path generated by the Dijkstra algorithm is just a sub-optimal path be-
cause all the path nodes are middle points of the relevant free MAKLINK lines, but it 
can be adopted as the initial path for evolutionary approaches to search the globally 
optimal path. 

2.3 Description of the Optimization Problem 

Assume that the sub-optimal path is denoted in order by path nodes P0, Pl,，…，Pd, 
and Pd+1, where P0 and Pd+1denote the starting point S and the goal T, respectively. 
We can adjust the position of each path node in the free MAKLINK lines to construct 
new paths and then optimize the location of the path nodes so as to generate the glo-
bally optimal path. For each point in a free MAKLINK line, its location can be ex-
pressed as: 
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So different combinations of parameters hl，h2,…, hd will generate different paths. 
Thus finding the shortest path on MAKLINK graph can be regarded as another opti-
mization problem, which is to find the optimal parameter set { hl，h2,…,hd }such that 
the following objective function has the minimum value.  

 1 1
0

{ ( ), ( )}
d

i i i i
i

L length P h P h+ +
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Where length (Pi, Pi+1) represents the straight line distance between two adjacent 
path nodes Pi, and Pi+1 on the lines Li and L i+1.  

In order to solve the new optimization problem, we divide equally each of the 
MAKLINK lines into D portions, and thus (D+1) nodes are generated on each line, 
which represent the (D+1) possible values of parameter hi (i=0,1, 2,…，d). Then the 
solution space is d×(D+1) nodes in total.  For example, if we divide equally each of 
the MAKLINK lines into ten portions, and thus eleven nodes on each line represented 
as hi are 0, 0.1, 0.2…, and1.0.  

3 PBIL for Optimal Path Planning Problem 

3.1 PBIL Algorithm 

The initial PBIL uses a binary code in which the population is represented by a prob-
ability vector: 

1 2( ) ( ( ), ( ),...... ( ))
l l l l np x p x p x p x=  

Where pl (xi) refers to the probability of obtain a value 1 in the ith gene position in 
the lth generation. The algorithm begins by initializing the probability vector p0(x) 
with all elements set to 0.5, which means random solutions are created when sampling 
from this probability vector. As search progresses, the values in the probability vector 
are gradually learned towards values representing high fitness solutions.  

The evolution process in PBIL is accomplished as follows: At each generation, M 
solutions are generated based upon the probabilities specified in the current probabili-
ty vector pl(x). The solutions are then evaluated and N best solutions (N≤M) are se-
lected as the best solutions set. We denote them by :

l
k Mx  (k=1,…, N). These selected 

best solutions are used to update the probability vector by using a Hebbian inspired 
rule: 
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Where a is the learning rate. 
After the probability vector is updated, a new set of solutions are generated by 

sampling from the new probability vector pl+1(x), and the cycle is repeated until some 
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termination condition is satisfied, e.g., the probability vector is converged to either 0.0 
or 1.0 for each bit position, or the number of iterations is met. 

3.2 Permutation Code PBIL 

In the permutation code PBIL, the probability vector represented the direction of the 
evolution in binary PBIL is expanded to be a probability matrix P. Suppose the solu-
tion of a permutation optimization problem is represented by an integer string, the 
length of the integer string is n and the value range is from 1 to m, then an element pij 

in P represents the probability which the value is j in the ith gene (1≤i ≤n；l≤j≤m). 
The initial value of the probability matrix is a uniform distribution. During the evo-

lution, the values of the pij  is updated by the formula (4) and roulette method is used 
to sample from the probability matrix in order to get the solutions of the problem. 

3.3 PBIL for Optimal Path Planning Problem 

The PBIL for path planning problem of a mobile robot between a given starting point 
S and a given goal T in a given environment can be described as follows. 

Step1. Construct the free space model of the robot using the MAKLINK graph, and 
then find a sub-optimal collision-free path in the free space using the Dijkstra algo-
rithm; 

Step2. Define the initial probability matrix P with each element pij as 1/(D+1), 
Sample from the probability matrix P to form the initial solutions set S1 with M paths;  

Step3. Set the iteration counter t=1, Repeat for t=1,2,…until the number of itera-
tions NC is met; 

Step4.Select N(N<M) individuals from St according to the length of different paths, 
the path with the minimum length is represented as B(t); 

Step5.Update the probability matrix P with formula (4); 
Step6. Sample from the probability matrix P with roulette wheel selection method 

to generate M new paths to form the new set St+1; 
Step7. Set t=t+1, if t < NC return to Step 4. Else, output the terminal probability 

matrix P, and the best solution set B. 

4 Experiments and Results  

4.1 The Example Problem 

The example moving environment of a mobile robot is a 200 by 200 meters square 
and includes four obstacles. The coordinates of vertices of the four obstacles are(40 
140;60 160;100 140; 60 120),(50 30;30 40; 80 80; 100 40), (120 160;140 100;180 
170;165 180),(120 40;170 40;140 80),respectively. The(x,y)coordinates of the starting 
point S and the goal T are(20,180) and (160,90), respectively[18]. 

For the example problem, the free space graph of the robot is shown in Fig.1, 
where number of the free MAKLINK lines l=20. The sub-optimal path is obtained by 
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Dijkstra algorithm is S—v8—v7—v6—v12—v13—v11—T, which is shown in Fig. 
2.The length of this path is180.78 meters. 

 

 

Fig. 1. The free space of the robot  Fig. 2. The optimal path obtained by Dijkstra 
algorithm 

4.2 Experimental Results 

The solution of the PBIL is a probability matrix P in which each element pij means in 
the ith line Li, the probability of selects the jth point. i=(1,2,…d), j=(1,2,…D, D+1). 
However, we can construct the optimal path by sampling from the matrix. 

To demonstrate the performance of the proposed PBIL on the globally optimal path 
planning problem, parameters are set as follows: the sample paths in each iteration M 
=200; in which number of selected as the best paths set N=0.2*M; the learning rate a 
is set to be 0.05, D=10. Experimental results of the average value of probability ma-
trix P based on 100 separate running with 500 iterations are presented in Table1. 
From the Table 1, we can conclude that the algorithm will evolve towards some posi-
tions with high probability on each line of the path and the probability of other points 
will converge to zero. So we can construct different paths following different de-
mands.   

Table 1. Average value of probability matrix P 

No. of the lines Probability of each position on different lines 

1 0.12 0.86 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.21 0.67 0.11 

3 0.96 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.55 0.45 

5 0.54 0.46 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

6 0.39 0.06 0.00 0.47 0.08 0.00 0.00 0.00 0.00 0.00 0.00 
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A typical running comparing of the PBIL and ACS for the path planning problem 
of mobile robots is shown in Fig.3. The path founded by PBIL and that of ACS is 
shown in Figure 4. the operators and parameters of ACS are set same as in [7].The 
length of the path founded by PBIL is 168.67 meters, however, the length of the path 
founded by ACS is173.82 meters, so compared with the ACS, PBIL can find shorter 
path with faster converge speed. 

 

Fig. 3. Typical running of the PBIL and 
ACS  

Fig. 4. The optimal path obtained by PBIL 
and ACS 

5 Conclusion 

In this paper, a permutation code PBIL is proposed to solve the path planning prob-
lem of autonomous mobile robots. The free space model of the mobile robot is con-
structed by the MAKLINK graph and the initial sub-optimal path is generated by the 
Dijkstra algorithm. The global optimal path is constructed by sampling from the prob-
ability matrix of the permutation code PBIL. Simulation results compared with that of 
the ACS on experimental problem show that proposed PBIL can solve the problem 
more simply and efficiently with less operators and parameters. 
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