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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the First
World Computer Congress held in Paris the previous year. An umbrella organi-
zation for societies working in information processing, IFIP’s aim is two-fold:
to support information processing within its member countries and to encourage
technology transfer to developing nations. As its mission statement clearly states,

IFIP’s mission is to be the leading, truly international, apolitical
organization which encourages and assists in the development, ex-
ploitation and application of information technology for the benefit
of all people.

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees, which organize events and
publications. IFIP’s events range from an international congress to local seminars,
but the most important are:

• The IFIP World Computer Congress, held every second year;
• Open conferences;
• Working conferences.

The flagship event is the IFIP World Computer Congress, at which both invited
and contributed papers are presented. Contributed papers are rigorously refereed
and the rejection rate is high.

As with the Congress, participation in the open conferences is open to all and
papers may be invited or submitted. Again, submitted papers are stringently ref-
ereed.

The working conferences are structured differently. They are usually run by a
working group and attendance is small and by invitation only. Their purpose is
to create an atmosphere conducive to innovation and development. Refereeing is
also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP
World Computer Congress and at open conferences are published as conference
proceedings, while the results of the working conferences are often published as
collections of selected and edited papers.

Any national society whose primary activity is about information processing may
apply to become a full member of IFIP, although full membership is restricted to
one society per country. Full members are entitled to vote at the annual General
Assembly, National societies preferring a less committed involvement may apply
for associate or corresponding membership. Associate members enjoy the same
benefits as full members, but without voting rights. Corresponding members are
not represented in IFIP bodies. Affiliated membership is open to non-national
societies, and individual and honorary membership schemes are also offered.
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Preface

For the last several years, APMS has been a major event and the official confer-
ence of the IFIP Working Group 5.7 on Advances in Production Management
Systems, bringing together leading experts from academia, research, and indus-
try. Starting with the first conference in Helsinki in 1990, the conference has
become a successful annual event that has been hosted in various parts of the
world including Washington (USA, 2005), Wroclaw (Poland, 2006), Linköping
(Sweden, 2007), Espoo (Finland, 2008), Bordeaux (France, 2009), Cernobbio
(Italy, 2010), Stavanger (Norway, 2011), and Rhodos (Greece, 2012). By return-
ing to the Americas after eight years, we hope to widen the global reach of the
Working Group and the APMS conference.

Through an open call for special sessions and papers, APMS 2013 sought con-
tributions in cutting-edge research, as well as insightful advances in industrial
practice in key areas of sustainable production and service supply chains, in-
cluding green manufacturing, sustainability of additive manufacturing processes,
advanced control systems, enterprise information systems and integration, sus-
tainable logistics and transportation. The intent of special sessions is to raise
visibility on topics of focused interest in a particular scientific or applications
area. This year we have planned 15 special sessions which are focused around
the theme of the conference. Over 135 papers have been accepted based on blind
peer-review. The main review criteria were the paper’s contributions to science
and industrial practice. Accepted papers of registered participants are included
in this volume. This is the first time for APMS conference that full papers have
been submitted and reviewed from the outset thereby eliminating the extended
abstract stage and allowing for the final proceedings to be available at the time
of the conference.

Following the tradition of past APMS conferences, the 6th APMS Doctoral
Workshop is planned offering Ph.D. students the opportunity to present, discuss,
receive feedback and exchange comments and views on their doctoral research
in an inspiring academic community of fellow Ph.D. students, experienced re-
searchers, and professors of the IFIP WG 5.7 community. The Doctoral Work-
shop will be chaired by Sergio Cavalieri (University of Bergamo).

Two types of awards have been planned for APMS 2013 participants:

– Burbidge Awards for best paper and best presentation
– Doctoral Workshop Award

Approximately 150 participants from across academia, research labs, and in-
dustry from 23 countries are expected to attend the APMS 2013 conference.
The Scientific Committee consisting of 77 researchers, many of whom are active
members of the IFIP WG 5.7, have played key roles in reviewing the papers in a
timely manner and providing constructive feedback to authors in revising their



VI Preface

manuscripts for the final draft. Papers in this volume are grouped thematically
as follows:

– Part I Sustainable Production: Enablers for Smart Manufacturing, So-
cial Sustainability in Manufacturing, Intelligent Production Systems and
Planning Solutions for Sustainability, Design, Planning and Operation of
Manufacturing Networks for Mass Customization and Personalization, En-
ergy Efficient Manufacturing

– Part II Sustainable Supply Chains: Sustainability Characterization for
Product Assembly and Supply Chain, Interoperability in the Manufacturing
and Supply Chain Services, Sustainable Manufacturing and Supply Chain
Management for Renewable Energy, Closed Loop Design, Supply Chain Man-
agement

– Part III Sustainable Services: Service Manufacturing Systems, Art of
Balancing Innovation and Efficiency in Service Systems, Simulation Based
Training in Production and Operations Management, Modelling of Business
and Operational Processes, Servicization,

– Part IV ICT and Emerging Technologies: ICT-Enabled Integrated Op-
erations, Sustainable Initiatives in Developing Countries, LCA Methods and
Tools, ICT for Manufacturing and Supply Chain Management, Product De-
sign for Sustainable Supply Chains

We hope that the present volume will be of interest to a wide range of researchers
and practitioners.

August 2013 Vittal Prabhu
Marco Taisch

Dimitris Kiritsis
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Abstract. Supply chains are becoming increasingly complex and with this  
development the challenges towards information management increase. The 
importance of capturing the right, most relevant information in order to avoid 
having too much information to handle is commonly accepted in industry and 
academia. But the question not yet sufficiently discussed by industry and aca-
demia is: What is the optimal instant of time to capture the relevant information 
along the process chain? With this paper the authors look into this issue by first 
analyzing two practical cases, from a transport and a manufacturing perspec-
tive. Afterwards, the elements of information captured are shortly elaborated 
and finally, constraints on the determination of the optimal instant of time for 
information capturing are elaborated in order to build a foundation for further 
research. This paper is a first step towards a methodological approach taking on 
these issues. A short conclusion and outlook summarizes the paper. 

Keywords: information management, synchronization, SCM, manufacturing, 
transport processes, product state. 

1 Introduction 

In today’s ever more complex world, the exchange of information within supply 
chains is gaining importance e.g. for transparency reasons. Achieving higher transpa-
rency, meaning provision of information about future schedules or past events to 
stakeholders involved, allows process improvements in order to reduce total costs or 
providing better service levels and a more synchronized supply chain. Finally, the 
improvement of the processes should increase their efficiency. 

Paradigms like the Internet of Things [1] or Cyber Physical Systems [2] highlight 
the increasing relevance of performing information exchange. Both paradigms are 
focusing on information creation and information exchange among physical and vir-
tual objects. By using the captured information, decisions could be supported and/or 
made by computers or humans on how to execute various processes within the supply 
chain. Those processes can again be executed by either machines and/or humans. 

Information management is understood as “the application of management prin-
ciples to the acquisition, organization, control, dissemination and use of information 
relevant to the effective operation of organizations of all kinds” [3]. Much of the  
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research regarding information management is done in the field of improvement ac-
tivities within the communication technology, or showing the impact available infor-
mation has on a supply chain [4; 5; 6]. Identifying relevant information needed for 
improving specific processes is challenging, but already widely discussed in research 
and industry [7; 8]. However, experts in the field are aware of this problem. Further-
more, for today’s supply chains, the relevant information and the right addressees are 
mostly known and the stakeholders are supported by various available supporting 
methods (e.g., Supply Chain Event Management [9]). The related challenge, analyz-
ing the optimal instant of time to capture this relevant information, did not attract that 
much attention by researchers to this point. The optimal instant of time for informa-
tion captured within this paper is understood as the point in time along a supply chain 
process where certain relevant information can be captured in the most efficient way, 
with regard to cost, technical limitations etc. The authors are aware that the use of the 
term optimal is not a perfect description but in absence of a better, equally brief term 
decided to use the term optimal throughout this publication. That being said, it is nev-
ertheless essential to look further into this issue in the future, in order to establish an 
efficient information management and be prepared for growing information needs, 
e.g. real time-provision of process information. One possible reason why this issue is 
not yet elaborated on as of today might be that it is either possible to establish the 
instant of time through common sense or it is not considered relevant when the cap-
turing does take place exactly. 

This paper is structured as follows: In order to establish a solid foundation for fu-
ture research in this area, available and common procedures currently used in practice 
for identification of the right instant of time for capturing relevant information in 
supply chains are presented in section two. To take the whole supply chain and the 
different requirements into account, that section is divided into two sub sections, thus 
covering manufacturing and transport processes. In section three, the different ele-
ments of relevant information captured in supply chains are identified and elaborated 
on. This is followed by an analysis executed in section four with the goal of categoriz-
ing the possible flexibility of information capturing regarding the instant of time. 
Moreover, restrictions towards the influence of the instant of time towards relevant 
information are identified. Additionally, a methodology from another domain, possi-
bly related to the identification of the optimal instant of time for capturing informa-
tion within a supply chain, is briefly introduced. Finally, section five concludes the 
paper and gives an outlook on future research within this topic. 

2 Instant of Time Determination for Information Capturing  
in Supply Chains 

This section focuses on how the optimal instant of time for capturing information is 
currently determined from a practical (industrial) point of view. 

For ease of understanding, the information analyzing the capture of the whole 
supply chain, is split up into two basic parts, which in the understanding of the au-
thors’, best represent the major requirements. These two parts are the production 
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planning and inventory control process, in the following manufacturing, and the dis-
tribution and logistics process, in the following transport [10]. This breakdown is also 
in accordance with the SCOR model, aggregating Source and Deliver to transport and 
Make to manufacturing. Therefore, the first sub section looks at industrial manufac-
turing processes and the second one at transport processes. Finally, the results of both 
basic processes regarding the information capturing are consolidated. 

The overall principles of information management (e.g., [11; 12; 13]) of ensuring 
the right information is available at the best possible moment (in terms of time, granu-
larity, location and quality) is applicable for all areas of the supply chain. However, 
the principle does not clearly state when the relevant information should be captured 
to fulfill these requirements. The approach to capture all measurable information at all 
times possible is found to be causing more problems than doing good by increasing 
transparency and productivity (e.g., [7]). 

2.1 Instant of Time Determination for Information Capturing  
in Manufacturing 

Information management in manufacturing focuses mostly on how available informa-
tion should be managed (e.g., [14; 15]) or what existing IM system should be selected 
to reach the set goals (e.g., [16; 17]). 

However, in industrial practice of a manufacturing SME, a more hands-on ap-
proach can be found. For this section, the processes of a Tier1 automotive supplier 
were analyzed. The company produces engine parts subject to high stress during 
usage with high quality requirements and very little failure tolerance. The processes 
are automated in most cases, as is the information capturing. 

In manufacturing, there is some information which must be known for the follow-
ing processes to proceed. For example, after machining, the exact geometry (dimen-
sions) has to be available to set the parameters for the following process of milling. 
Therefore, the instant of time to capture the relevant information (geometry) was de-
termined or at least limited by the previous process (influencing the geometry) and 
following process requirements. 

After milling, the balance is tested and the information captured is deemed ok or 
not ok. The specific parameters of the individual product are measured but not stored 
or communicated to another instance. The not ok parts are then separated to be meas-
ured again in a machining center where countermeasures are, if possible, directly 
carried out. These parts then go through a final quality inspection by hand. The instant 
in time for this information capturing (quality ok / not-ok) was not set time wise but 
handled flexibly. 

Based on this example it was found, that for some information capturing activities, 
the instant of time is pre-determined by the processes, more specifically the require-
ments of the following process. However, the information in this case is measured 
after machining. In an additional process step, it could possibly be derived within the 
process of machining or directly before milling. So there is at least a small window of 
flexibility. On other occasions, however, it is handled without a set instant of time. 
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Overall, it was found, that no systematic approach to determine the optimal instant of 
time was applied in this use case. 

2.2 Instant of Time Determination for Information Capturing in Transport 

There are already a lot of studies available that look at the costs and the processes for 
implementing an information management system for transport processes (e.g. [18]). 
The benefits of information capturing within transport processes are also explained in 
a lot of publications (e.g. [19; 20]). 

However, to the authors’ knowledge, in accordance with the findings in manufac-
turing, until today there has been no approach found in science and industry for the 
determination of the optimal instant of time for information capturing within transport 
processes. In the following, a use case, based on a current research project for trans-
port processes is presented to highlight the current practices. The German research 
project RFID-based Automotive Network (RAN) (http://www.autoran.de/), focused 
on improving the automotive supply chains by increasing transparency based on an 
efficient exchange of information. Therefore, it was necessary to identify the relevant 
information needed within the supply chain. In this context, one work package has 
had the task to model all relevant processes within the automotive industry in a gener-
ally accepted (by automotive professionals & researchers) manner. 

First of all, currently implemented processes were analyzed by modeling the 
processes using the methodology of Event-driven Process Chain (EDPC). Secondly, 
these processes were analyzed and generally accepted processes (standard processes) 
were modeled by using the EDPC method again. In total, twelve so-called standard 
processes were identified: two examples are loading and external transport. The main 
result of the conducted work was that the modeled processes describe what informa-
tion is needed within the different standard processes and what information is gener-
ated from that. Furthermore, the sequence of the information capturing is described 
when necessary. Sometimes the sequence was not considered necessary, in which 
case parallel paths were modeled. By defining processes start and end, borders can be 
defined in between the necessary information needs to be generated. 

In order to draw a conclusion, the instants of time for information capturing in 
transport processes were not defined precisely within the standard processes, because 
in most cases there was no generally applicable optimal instant of time for all compa-
nies involved within the automotive supply chain. The design of the processes and the 
determination of the instants of time did not follow a structured approach; it was ra-
ther driven by practical experience of the people and experts involved. 

As was highlighted in the sections above, there is no structured and methodological 
approach available today to determine the optimal instant of time to capture relevant 
information within supply chains. 

The question remains: why is that the case? Is there simply no need to determine 
the optimal instant of time today as it is determined by surrounding processes or re-
quirements by following processes/addresses needing the information? 

In order to answer those questions raised above, in the following the elements of 
captured information in supply chains will be examined, followed by a theoretical 
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discussion on categorization of possibilities to capture relevant information in supply 
chains. Furthermore, influencing or limiting factors on the determination of the op-
timal instant of time are briefly presented. 

3 Elements of Captured Information in Supply Chains 

To be of value, the captured information within the supply chain needs to contain 
certain elements. Based on the goals of logistics management (Seven-Rights-
Definition of Logistics) expresses by Plowman [21], the right goods have to be of  
the right quantity and quality, in the right location at the right instant of time, and for 
the right customer for the right costs. Looking at the information captured within the 
supply chain the element quantity can be derived from the element identity (aggrega-
tion of individual products). The element costs and customer cannot be captured on 
the shop floor or the transport process during the material flow; however, it can later 
be annotated to the individual product. Based on a supply chain point of view the 
relevant information elements to be captured are presented in Fig.1. 

 

 

Fig. 1. Elements of information captured 

Identity 
It is always necessary to link the captured information to a specific object. Therefore, 
the object has to be identified precisely and uniquely. The identification can take 
place automatically by scanning a barcode or a RFID transponder or by entering the 
information manually into an IT system etc. 

Time 
A time stamp integrated into every event captured is necessary for having unique 
information. Moreover, the time stamp is necessary to have a precise history of every 
object being tracked within the supply chain. 

Location 
Knowing about the location of an object is also very important when generating an 
event. E.g. information of the current process can be derived from location/time. 
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Product State 
Last but not least, the product state which incorporates various characteristics of a 
product e.g., quality, dimensions etc. of an object is considered relevant information 
[22]. Based on the product state’s characteristics, the following process steps and their 
parameters within supply chains can be planned. An example for a state characteristic 
is the diameter after machining, but also residual stress allocation within a steel disc. 

4 Thoughts on Constrains towards the Optimal Instant of Time 
for Information Capturing 

In the following, limitations and pre-set conditions to determine an instant of time for 
information capturing are presented and, if possible, categorized. This is followed by 
a short elaboration on external conditions/factors influencing the instant of time for 
information capturing. In the final sub-section, existing approaches from other do-
mains are presented which could be beneficial when working towards an approach 
supporting the identification of the optimal instant of time for data capturing in supply 
chains. 

4.1 Categorization of the Instant of Time for Information Capturing 

The first limitation that can be derived from the use cases in section two is that re-
quirements and needs of following processes can be a limiting factor towards the 
determination of optimal instant of time in a supply chain. 

Based on those findings three possible scenarios were identified (see Fig. 2.). 
 

 
Fig. 2. Categories of Instant of Time capturing 

The first category “fixed” ((1) in Fig. 2.) describes a case where the capturing of 
the relevant information has a pre-set instant of time as the relevant information must 
be captured at a certain instant of time during the process. An example can be a truck 
leaving the compound. This information can only be captured at that specific instant 
of time. In manufacturing, this is comparable with the measurement of the tempera-
ture at an instant of time during the heat treatment process. 

The second category is, when certain flexibility in the determination of the instant 
of time exists (“flexible with borders” (2) in Fig. 2.). In this case the relevant infor-
mation needs to be captured in a certain area of the process at a certain instant of time, 
but the execution of the information capturing within the processes is not clearly  
specified. However, this limitation mostly consists of the instant of time when the 
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considered relevant information (product state) changes before the addressee needs it. 
An example from manufacturing (section 2.1) would be the described scenario where 
the geometry must be known before the milling process starts, but the precise instant 
of time for capturing it is not clearly defined (earliest the moment the geometry 
changed the last time). Within transport processes an example highlighting this cate-
gory is when an object is unloaded at a warehouse. The information could be cap-
tured, right at that very moment, when the forklift unloads the object from the trailer, 
but it could also be captured when driving through the gate of the warehouse or when 
the forklift removes the object. 

The third and last category describes the case that the instant of time is absolutely 
flexible regarding the supply chain processes (“total flexibility” (3) in Fig. 2.). This 
case is a pure theoretical one. When information is relevant within the supply chain, 
some addressee can only use the information at a certain moment. This addressee is 
then the limiting factor and this category would fall under category (2). The only 
theoretical application of this category the authors could think of is the following: an 
addressee needing to access certain information about the supply chain, but only after 
the processes are fulfilled and the product is with the customer. This could be within a 
Product Lifecycle Management (PLM) context or e.g., a governmental agency requir-
ing information for taxation. However, this case will be excluded from further elabo-
ration within this paper. 

Another set of categories, influencing the instant of time is how and how often the 
information capturing takes place within the supply chain. When imaging continuous 
capturing of information the question for the optimal instant of time becomes obsolete 
as there is just one long instant of time. If the information capturing is randomized, 
setting a fixed instant of time would most likely defy the purpose. Categorization on 
how and how often relevant information can be captured is defined below: 

One Time 
The relevant information has to be captured once within the process chain. An exam-
ple is “gate out” if a truck leaves the compound. 

Multiple Times 
If information has to be captured multiple times throughout a process chain it has to 
be differentiated between “regular”, where information has to be captured at pre-set 
times e.g., temperature measurements during transport of perishable goods. As the 
temperature of objects is very inertial, it is necessary to measure the temperature in 
specific intervals. A second possible characteristic of multiple time information cap-
turing is “random”. This can be human or computer triggered events to control the 
quality of products. 

Continuously 
Continuous information capturing in a supply chain can be necessary for high value 
products like diamonds or weapons e.g., through a continuous capturing of the loca-
tion at all times for security reasons. 

A possible instant of time which does not fit directly into these categories is if the 
instant of time of information capturing is triggered by changing status or state. This  
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could be a Kanban system, where the information is captured once the box is empty. 
Another example from transport processes could be a truck running late due to traffic 
congestions and the actual position of the truck does not match the position of where 
it should be at a specific instant of time (out of synch). An example from manufactur-
ing would be a continuous check of the dimensions and no information is captured 
(no event) if it is within the tolerance. As soon as the tolerance is reached, the infor-
mation is captured. 

4.2 Influencing Factors for the Instant of Time of Information Capturing 

There are a few overarching and predetermined influencing factors for the determina-
tion of the optimal instant of time for information capturing in supply chains. Tech-
nical restrictions enforce information capturing at a certain instant of time during the 
process. Other influencing factors can be economic reasons, often strongly connected 
to technical reasons, limiting the possibilities of information capturing. Information 
capturing can also be limited by the confidentiality of information during the process. 
Those factors cannot be influenced but must be taken into account. 

Classic limiting factors with a definite instant of time determination are documen-
tation of the transfer of perils and, connected to this, laws or governmental regulations 
determining when certain information has to be captured in certain industries. 

4.3 Existing Approaches for Identification of the Instant of Time for 
Information Capturing 

In this section, an approach with partly similar requirements from another domain will 
be introduced briefly. However, it has to be understood that this approach does not 
directly address the issues raised before but rather provides a starting point or lever 
for the development of an approach with the goal of determining the optimal instant 
of time for information capturing in supply chains. 

Quality Gates are utilized primarily in the product and software development 
process, [23]. The development of complex products over a time horizon of several 
years comes with large coordination and synchronization challenges. Therefore, a 
guideline and a reference process have to be developed to guide the project team 
through the process. This reference process allows measuring progress and maturity 
of the project (or the product). Through Quality Gates, the reference process is di-
vided into synchronized process phases [24]. 

The basic idea of the Quality Gate approach is to determine these process phases 
and ensure that all defined goals are reached before moving on to the next phase [25]. 
Thus, the gates are decision points where information is captured within a process, 
which is the basis for a decision concerning further actions [26]. Therefore, the ap-
proach to determine the optimal instant of time to install Quality Gates within a 
process could provide valuable information for the problem at hand. 



 Towards an Approach to Identify the Optimal Instant of Time 11 

5 Conclusion and Outlook 

The question of how to determine the optimal instant of time to capture the relevant 
information along supply chain processes is not answered yet. In this paper the au-
thors took a look into this issue by analyzing two practical cases, from a transport and 
a manufacturing perspective. Afterwards, the elements of information captured were 
shortly elaborated. Finally, constraints on the determination of the optimal instant of 
time for information capturing as well as an approach from the domain of software 
development, Quality Gates, was briefly discussed towards possible overlaps. 

In conclusion, it is to be said that the issue is important and deserves more attention 
from industry and academia. In a next step, the Quality Gate and related approaches 
will be analyzed further to derive mechanisms which can be applied to develop a 
generalized approach to determining the optimal instant of time for data capturing in 
supply chains. Right now, the authors are involved in a study at a major German car 
manufacturer analyzing this issue. At the same time, similar processes are analyzed at 
the manufacturing SME in order to ensure that the to-be-developed approach 
represents the different requirements. In the future, the to-be-developed approach will 
be evaluated in industrial scenarios and integrated in existing quality frameworks. 
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Abstract. The present research aims at developing a framework to support MC 
companies in understanding different considerations and issues of mass custo-
mization manufacturing (MCM). It introduces crucial aspects of MCM by ana-
lyzing existing MC enablers and technologies as well as the trending ones 
which might be used in future of mass customization manufacturing. The 
framework is developed in two levels grounding on both literature and practical 
findings. 

Keywords: Mass Customization, Manufacturing. 

1 Introduction  

Mass customization refers to producing personalized goods and services with an effi-
ciency close to mass production [4,3,6]. A successful implementation of this strategy 
is based on the accurate design of the entire supply chain. The value chain must be a 
cooperation oriented network since mass customization primarily aims to satisfy indi-
vidual needs of customers. Going through literature, “Mass Customization” and  
particularly MC manufacturing were discussed in numerous articles; but linkages 
between various manufacturing paradigms, enablers and factors influence MC manu-
facturing have been rarely covered. This paper aims to present both the current state 
and the future directions of mass customization manufacturing by integrating data 
from literature and case studies. Accordingly by analyzing MCM and its different 
aspects, a conceptual framework will be proposed presenting the main considerations 
while establishing an accurate MCM system. The framework pictures which factors 
contribute to the concept and also introduces the different aspects of a successful 
MCM implementation. The fundamental part of the framework constitutes the explo-
ration of related enablers which address the manufacturing methodologies that are 
widely debated in the academia as well as enabling technologies which are suggested 
to be applied. Moreover, the framework includes a future look at the concept of MCM 
by presenting the cutting edge trends and technologies which are foreseen as potential 
to align with the manufacturing of mass customized goods. 
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2 Mass Customization in Manufacturing 

The implementation of mass customization requires integration of different manufac-
turing technologies into a structured framework capable of combining human and 
technological factors [1]. In recent years manufacturing systems have been evolving 
to satisfy the rapid change of customers’ needs and preferences.  In this regard several 
production paradigms, systems, methodologies and enablers for mass customization 
have been introduced in literature. In this paper we categorize Mass Customization 
Manufacturing (MCM) enablers in literature into two main categories which will be 
presented later in the proposed framework: 1) MC operational methodologies 2) MC 
enabling technologies. 

MC operational methodologies refer not only to manufacturing and operational as-
pects of mass customization implementation but also to organizational and cultural 
aspects. This category includes methodologies such as lean manufacturing, cellular 
manufacturing and agile manufacturing. It should be mentioned that a methodology is 
composed of a set of practices which make it different from the term ‘method’. In the 
context of production, the term ‘method’ simply corresponds to different aspects of 
specific techniques that are utilized in a manufacturing methodology.  For instance, 
lean manufacturing, as a methodology, can choose to exploit different production 
methods whether job production or flow production depending on its needs or other 
factors. While methods have unidirectional approach which is production-oriented 
that makes it to focus on a tactical or operational level (maintaining efficiency, etc.), 
the methodology has a broader perspective that is based on a philosophy at most of 
the times (customer focus, collaborative mindset, supply chain, etc.). 

The second category, MC enabling technologies, refers to subsystems and technol-
ogies which facilitate implementation of mass customization. These technologies can 
be either manufacturing and production technologies or information technologies. 
Customer-centric vision of mass customization makes it crucial for companies to have 
a flexible production system and a smooth information flow in company along the 
supply chain. In this regard, MC enabling technologies such as flexible manufacturing 
systems (FMS), Reconfigurable manufacturing systems (RMS) and Additive manu-
facturing technology act as facilitators while pursuing mass customization.  

3 Research Methodology and Data Collection 

The current study is based on two main types of research methodologies: literature 
review and empirical findings. Applying these two methodologies enriches the results 
of this study by combining proposals from academia and literature to real practices of 
mass customization manufacturing in different industries.  

Empirical findings are collected via two types of information sources: primary 
sources and secondary sources. Regarding primary sources, three mass customization 
companies operating in three different sectors were analyzed. Required data for each 
case study were collected via interviews and surveys.  Secondary sources for empiri-
cal findings include case studies presented in literature.  Data were collected through 
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The initial framework consists of several interdependent building blocks. Interac-
tion of all these blocks leads to operational performance of a MC company. In follow-
ing a brief description of each block is given. 

• Solution space development is the beginning point of the framework. It is  
defined as one of the fundamental capabilities to support a company to im-
plement mass customization successfully [5,7]. In a MC environment it is 
necessary to identify the idiosyncratic demands of customers and transfer 
this knowledge into an advantage to create a stable solution space enabling 
company to adjust the cost and the complexity of customer needs [2]. In this 
paper three axes of customization namely fit & comfort; functionality and 
style have been defined for development of a solution space.  

• Requirements refer to a set of factors demonstrating competitive opportuni-
ties and limitations of a MC company. While some of the factors would gen-
erate constraints during the implementation of mass customization, some 
others might enable the company to improve the manufacturing capability 
and consequently the competence of MC manufacturing.  The factors are de-
termined by considering the primary impacts on MC manufacturing related 
strategies.  

• Production systems and manufacturing / information technologies are two 
crucial elements in mass customization manufacturing. A MC manufacturing 
system must be well designed by applying the appropriate production sys-
tems with exploiting suitable technologies to facilitate both flexible produc-
tion and smooth information flow. Production systems can utilize different 
types of technologies due to their attributes. A MC manufacturer must be 
aware of which production system is more suited to its circumstances. Then, 
different technologies should be examined to find out whether they are ap-
plicable in a particular system or not. Production systems and manufacturing 
technologies determine the existing capability of a mass customizer. 

• Operational performance addresses the potential outcome of the conceptual 
framework. When the production aspects of mass customization is consi-
dered, a mass customizer’s primary goal should be to excel in its operational 
performance as high as possible. The operational performance of a MC com-
pany is a direct result of its capability to satisfy customers’ individual needs 
while being efficient.  

The generic nature of the first layer of framework necessitates development of the 
second layer with a more detailed focus on each block. The final framework is the 
outcome of integration of theoretical and practical findings from literature and case 
studies. It exhibits in detail the building blocks of general framework (figure 2). 

As shown in figure 2, MC manufacturing capability is positioned in the core of the 
framework since it stems from three actors of MCM: manufacturing methodologies, 
enabling technologies, and future trends. Specifically, for each actor the potential 
enablers of mass customization manufacturing are identified and introduced in the 
model. Additionally, the requirements are redesigned and illustrated as four main  
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• Networks are necessary to make integration among different actors in a 
MC environment. Since custom production requires efficiency and timeli-
ness, a MC manufacturer has to build a smooth communication between 
its suppliers as well as customers. Trustworthy supply networks ease the 
manufacturing of individual customer orders which necessitate an excel-
lent production and process planning. 

• Business environment in this study is grouped into three main categories. 
‘Competitive environment’ in the market, ‘customer customization sensi-
tivity’ regarding which enables company to determine its offered level of 
customization and efficiency and finally ‘regulations’ which vary among 
different industries / countries and act as limiting factors. 

• Manufacturing methodologies, as described in section 2, refer to a set of 
technological, managerial and human force issues of a production para-
digm. Table 2 illustrates a comparison among three different manufactur-
ing methodologies proposed for mass customization in this paper.  

• Enabling technologies refer to manufacturing or information technologies 
acting as facilitators to pursue mass customization manufacturing. Some 
notable examples in this regard are: Computer Aided Design (CAD), Com-
puter Aided Manufacturing (CAM), automated handling system (including  
different types of AGV and conveyors), generic modular mechtronic con-
trol, reconfigurable machining system and robotic devices, etc. 

• Future trends is an important block of MCM framework which can bring 
competitive advantage to a MC company by implementing innovative and 
trending technologies in the field of mass customization technologies. Inn 
this paper trending manufacturing technologies which can support mass 
customization in terms of manufacturing are divided into three main cate-
gories. First category is “micro-factory” which is a new type of small 
manufacturing system that utilizes less space and reduced consumption of 
resources as well as energy via downsizing of production processes to 
have higher throughput. Micro-factories should comprise of extremely 
precise machining, gripping, and handling units with user friendly inter-
faces in order to be efficient. Enterprises that are in pursuit of MC manu-
facturing can gain some substantial advantages from the adoption of  
micro-factories in terms of shorter process chain, space reduction, quicker 
response, flexibility, modularity in processes, and cost reduction. Second 
category relates to “laser sintering technology” which has gained a great 
attention as an advanced manufacturing process to fabricate products 
based on electronic data and stimulate new aspects for customization in 
terms of rapid change and flexibility. Today, laser-dependent technologies 
shift from being an R&D tool to a promising manufacturing method rea-
lizing fabrication of customized products. Finally the third category refers 
to “3-D printing” which is a manufacturing technique used in Additive 
manufacturing technology. 3D printing can be used in plenty of fields and 
it is expected to expand its application in field of mass customization 
thanks to increasing demand of personalized products.  
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Table 2. Summarized comparison of different manufacturing methodologies for MC 

 

5 Conclusion 

Mass customization is a strategy which has gained the growing attention of different 
industries in recent years. One of the critical issues for companies pursuing mass cus-
tomization is to design their MC manufacturing system. A proper MCM system 
should focus on flexibility and quick responsiveness to individual customer orders 
which is based on the balance between pure customization and mass production. The 
success of customized products manufacturing is dependent on the product and 
process development which also addresses the importance of balancing basic choice 
offerings and wide variety of offerings. The proposed MCM framework in this paper 
is developed based on theoretical and empirical data in order to support companies to 
follow a successful pursuit of mass customization manufacturing. Collected data  
from case studies highlight the fact that although the literature links MCM to some 
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production methodologies, described in this paper, but it is less likely to encounter the 
real practices of these methodologies in enterprises. This is a gap which can be filled 
by a more efficient knowledge transfer between academia and industry. The presented 
framework is a general-purpose version without focusing on any specific industry. 
This was mainly due to the limited samples caused by both the lack of real company 
cases and the absence of extensive case practices covering manufacturing sides of MC 
in the literature. However a future work to make a tailored framework for a specific 
sector would increase the added value of the work and the feasibility of validation 
phase as well. 
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Abstract. Traditional productivity analysis has emerged in mass production and 
cannot be adopted one-to-one on One-of-a-kind production (OKP). Due to the 
non-repetitive character of the processes in OKP, productivity improvements do 
not reproduce like in mass production. In addition, preparatory activities such as 
orientation, material handling and positioning usually consume a lot more time 
than the actual value-adding activities in OKP. Therefore, OKP requires analy-
sis methods that deliver: 1) a generic working cycle to enable repetitive produc-
tivity improvements; 2) activities of personnel in production processes, which 
include the preparatory activities. We introduce a state-oriented approach for 
productivity measurement in OKP. With a case study we show how to capture, 
visualize and evaluate state data of an OKP. 

Keywords: one-of-a-kind production, productivity analysis, lean management. 

1 Introduction 

Methods of lean production facilitate a systematic approach and have enabled large 
productivity gains primarily in mass production [1]. In one-of-a-kind productions, the 
use of many methods of lean production is hardly practicable because the processes 
rarely repeat [2]. The materials, sequence, location, necessary tools as well as the 
position of parts are changing significantly more often in an OKP. That is why the 
percentage of manual activities is higher. Analyzing and improving the productivity 
of these labor-intensive processes is a crucial task for these companies [3]. 

This paper presents a methodology that enables companies with OKP to analyze 
the influencing factors of the labor productivity with relatively low effort. The focus 
is on data collection. This is based on the definition of worker activities, objects and a 
generic working cycle and enables the aggregation of productivity data across various 
departments and processes. The analysis of the data allows to compare the different 
factors of productivity and to prioritize improvement activities. An industrial example 
shows that the method is suitable to analyze OKP and the influences on the labor 
productivity in detail. The method claims to be valid for universal OKP, although the 
case is taken from the maritime industry. 

                                                           
* Corresponding author. 



22 F. Tietze and H. Lödding 

 

2 One-of-a-Kind Production 

Production as well as the assembly can be divided according to different types. In this 
context, mass production and one-of-a-kind production are the two extremes [4]. 

Within mass production, products are highly standardized. All relevant information 
is available from the start of production. As a result of the many repetitions, process 
improvements lead to high productivity growth.  

The OKP with its highly customized product needs a high flexibility of production 
processes and high reconfigurability of the used equipment. The following organiza-
tional principles are typically used [5]: manual production workshop, construction site 
principle, flexible manufacturing cells. The OKP is characterized by several features 
[6]: i.e. higher secondary times, long lead times, low transparency of business 
processes, complex production control and more. 

These properties of the OKP lead to low productivity, which is reflected in a dif-
ferent structure of the working time. In mass production, workers spend a huge 
amount of time directly at the product. In OKP, workers spend an essential time for 
the acquisition of information and organization of work patterns.  

Due to this focus, many methods of lean production cannot be applied directly. 
Moreover, the lack of transparency as well as the less detailed and not standardized 
work processes makes it more difficult to analyze the productivity. The various types 
of manufacturing in the OKP, the parallel processes and the complex production con-
trol complicate the prioritization and implementation of improvement activities.  

The following section provides an overview of different approaches aiming at the 
analysis of productivity in industrial companies. 

3 Productivity Analysis 

A productivity analysis examines a production process normally at defined time inter-
vals to detect productivity potentials [7]. Different approaches for productivity analy-
sis exist:  

• Empirical productivity analysis: Productivity indices [8], econometric models [9] 
and methods of linear programming [10] belong to the empirical productivity anal-
ysis. Overall, these approaches are not effective in the OKP, because they provide 
abstract results based on theoretical assumptions and the heterogeneous causes of 
lost productivity cannot be identified or associated with the losses.  

• Operative methods: Methods-Time Measurement [11], SMED [12] and Primary-
Secondary-Analysis [13] provide a high level of detail. However, for the OKP this 
productivity analyses are limited, because the operations are not sufficiently 
planned in detail and the processes are repeated rarely.  

This overview shows the lack of productivity analysis in OKP, since most of the me-
thods serve rather abstract level and often require high data acquisition and operation-
al effort. Thus, productivity analysis in the OKP has to fulfill the following  
requirements: 
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• The productivity analysis must be flexible in different types of production. 
• Losses during preparation and other ancillary activities must be included. 
• The methodology should enable repeatable productivity gains. 
• The results of the analysis should allow prioritization of improvement actions. 

4 Concept of a State-Oriented Productivity Analysis 

Based on the requirements described for productivity analysis in OKP the procedure 
of a state-oriented productivity analysis will be explained. These efficiency or produc-
tivity analysis have mainly been applied to machines or interlinked manufacturing 
systems [14, 15]. The worker states need to cover the whole time span of paid labor 
time to realize a comprehensive analysis. Value-adding tasks as well as non-value-
adding tasks can equally be a source for reduced labor productivity [16]. Fig. 1 shows 
the methodology for the productivity management in OKP.   

 

Fig. 1. Methodology for productivity management in OKP 

It combines various sub-methods, which are linked with inputs and outputs. The 
scope of this paper is limited to the first four sub-methods: Modification, data acquisi-
tion, data aggregation and data evaluation. In order to describe the operation of the 
methodology, the following section describes the predefined inputs and methods. 

4.1 Worker Activity and Object Hierarchy 

Mixed production types, few standard activities and higher secondary and setup times 
make it difficult to describe the operational procedure in OKP in a standardized way. 
Fruehwald developed a method to standardize flexible set-up processes [17]. In this 
method, one process step is fully described by combining an object with an activity.  

The result is a worker activity and object hierarchy as shown in fig. 2. 
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Fig. 2. Example of the worker activity and object hierarchy 

The worker activities are clustered in groups and structured with a numerical logic. 
To identify the worker activities and to minimize the data acquisition effort, each 
worker activity has an individual number, which implies the main and sub group. The 
same logic structures the object hierarchy. As a result each unique worker state can be 
described with a combination of an activity and an object.  

4.2 Modification and Worker State Matrix 

The combination of the worker activity and object hierarchy is a generic worker activ-
ity and object matrix. A plausibility check helps to reduce the potential amount of 
combinations. There are two reasons for an invalid activity/object combination: 

• Technical and logical inconsistency: E.g., it is not possible to screw a colleague.  
• Definitive inconsistency: It is invalid to screw a section, because small parts like 

clamps are screwed on large parts. 

It may be necessary to modify the matrix for the data acquisition, because the 
worker activities are universally valid and have to complement only in special cases. 
However, the objects have to be adapted to the use case, but it is possible to use ge-
neric matrices for industries. The tailored matrix is the input for the data acquisition. 

4.3 Data Acquisition 

Acquiring time data in OKP is not common, because of the long operation times and 
low degree of detail of the process descriptions. For the acquisition of above de-
scribed state data, different approaches have been defined: 

• Work sampling measures the frequency of occurrence of certain predefined events 
by using short-time observations at predetermined times in the investigation area 
[18]. The results can be aggregated and evaluated statistically.  

• Time studies enable a detection of detailed work processes without interrupting the 
worker. In contrast to work sampling, time study measure actual times.  

Prior to the data acquisition, an area has to be selected. Useful criteria are the head 
count or the repetition frequency of the process due to the large amount of paid work-
ing time or rather the potential by gaining repetitive productivity improvements. The 
observed area and processes determine the data acquisition method: Work samplings 
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are used in manual working shops or productions cells with transparent overview; 
time studies suit the construction site principle with generic processes, which repeat 
often. The above described and modified matrix defines the state categories.  

To gain efficient productivity improvements the result of the data acquisition has to 
be combined with a repetitive and generic working cycle. 

4.4 Generic Working Cycle 

The aim of the generic working cycle is to enable repeatable improvements. As in 
mass production, repetitions allow an efficient use of improvement activities and lean 
methods. From the perspective of the worker in an OKP environment the working 
process can be determined in five steps as shown in fig. 3: 

 

Fig. 3. Generic Working Cycle  

At the information phase the worker clarifies the work task and allocates all re-
quired information. The next step is to gather necessary materials and tools. During 
the component preparation phase, the worker sets up machines and builds auxiliary 
equipment. When everything is prepared, the worker can execute his work. This is the 
only value-adding activity. At the end the worker has to clean the work area, bring 
tools back and document results. The single phases of the generic working cycle are 
defined as operational fields. These fields facilitate a goal-orientated approach to 
prioritize improvement activities and support the deduction of standard methods. 

To gain repetitive productivity improvements, the output from the data acquisition 
has to be aggregated to the described generic working cycle.  

4.5 Data Aggregation 

The paid working time consist of different time portions (equation 1). The duration of 
worker absence consists mainly of times for vacation, training or illness. This infor-
mation has to be gathered from the corporate data system. The attendance can be rec-
orded with the defined worker state matrix. The classification inside the attendance 
time is carried out manually and supported by two principles: 

• The predefined worker activities have clear classifications specified in the matrix. 
For example: reading is always in the operation field Information. 

• Ambiguous worker activities can be assigned to operation fields by considering the 
objects. For example: the combination of the worker activity searching and the ob-
ject engineering drawings is part of the operation field Information; in combination 
with object drill this worker state belongs to the operation field Material allocation. 

If each worker state is classified by these two guidelines, the output from the data 
acquisition can be aggregated and assigned to the operation fields. 
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 = + +  (1) 

= ∗ + +      with      =       sj ∈OFj  (2) 

Tpaid paid working time [hrs]   Tabs absence time [hrs] 
Tatt attendance time [hrs]   TNR not recorded activities [hrs] 
OFj Portion of all worker states of the operational field j [%] 
sj Observation of worker state in the operation field j during work sampling [-] 
j Index for different operational fields [-] 
n Number of observations during the work sampling [-] 
 
If time studies are used, the sum of the worker state durations per operation field plus 
a term for absence times and not recorded activities equals the paid working time. The 
work sampling method provides the ratio of worker states and can be converted to the 
paid time through multiplication with Tpaid (equation 2). 

The result of the data aggregation is a database of all worker states in the observed 
area. If required, it can be extended with additional information.   

4.6 Data Evaluation 

The state data needs to be processed and illustrated using key figures and diagrams. 
The evaluation allows to determine priorities and to deduct methods for operational 
fields. There are two ways of evaluation: 

• Prioritization of the greatest operational field: The combination of worker activities 
with the greatest portion and most used objects facilitates the prioritization of 
productivity losses and references for a detailed root analysis.  

• Case-based improvement: If a process is recorded with the worker activities state 
matrix, it is possible to use this as a basis for a standard working description using 
the generic working cycle.  

Key figures and diagrams allow to determine priorities, to derive improvement poten-
tials and standardize work based on worker activity and object hierarchy. 

5 Case Study 

The proposed method was applied to an OKP at a shipyard. The worker state hie-
rarchy was tailored on the basis of working plans and interviews. The final matrix 
included 62 different as well as 80 different objects. A plausibility check reduced the 
number of combinations to round about 1100 different worker states.  

Accordingly, the two data acquisition modes were assigned: Work sampling was 
done for the pre-outfitting and the outfitting at the berth; a time study was conducted 
at the prefabrication. A recording list with defined fields for activities, objects, time 
and notes was used and merged with a software tool.  
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The data acquisition required an effort of two eight-hour days and additional eight 
hours for tailoring the worker activity and object hierarchy and preparation of the 
recording lists. The time study described a 3 hours working process. Fig. 4 shows the 
allocation of the operational fields for the working sample and the time study.  

 

 

Fig. 4. Allocation to operational fields 

As expected the workers spent a big amount of their working time with preparative 
activities. The evaluation results are not representative, due to of the small amount of 
samples. However, the case study proves the functionality and practicability of the 
developed concept especially in different types of production. The evaluation proved 
the applicability of the worker activity and object hierarchy: Only four worker states 
out of 87 samples could not be clearly identified and the observer had to ask the 
worker. All process steps could be described with the worker state matrix. 

One challenge is to locate the worker at the construction principle, which was used 
at the outfitting. In 24% of the samples the worker was not detected in a time frame of 
one Minute. Also, the distance between the observation points is very long. This prob-
lem can be solved by using self reports or auxiliary utilities like location boards. 

An evaluation with a significant amount of samples is planned to demonstrate the 
connection from allocation of the operational fields to productivity potential. 

6 Conclusion and Outlook 

The paper has introduced a method for a state-oriented productivity analysis in OKP. 
It combines worker activities and objects with operational fields of a generic working 
cycle to gain repetitive improvements. With the proposed method, production manag-
ers can improve transparency of productivity potentials with low effort.  

The case demonstrated the enhanced possibilities of a worker state matrix based on 
activities and objects. This tool is suitable to describe the work process also in the 
different production types of OKP in a standardized way.  

The ongoing studies at the IPMT include the definition of an accurate sample size 
for working samples. An improved software demonstrator will further reduce the 
effort for the data acquisition. In addition, another data acquisition method like  
self-reports will be adapted for this methods and evaluated. 
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Furthermore, the evaluation has to be done with further industrial partners to cover 
different types of productions. A next research step will be to link the distribution of 
the operational fields with standard optimization. The case showed the high demand 
on adapted or new improvement methods for OKP especially in the operational fields 
gathering information and preparing the components and working place. 
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Abstract. In order to consider the visual inspection utilizing the peripheral 
vision, this paper examines the inspection times that affect defect detection. The 
fixation duration and the distance between defect and the fixation point are 
experimental factors in determining the inspection time. As the result, in case of 
a large sized defect, the detection rate is high regardless of the fixation duration 
and the distance between the defect and the fixation point. In case of a small 
sized defect, when the fixation duration is longer and the distance between the 
defect and the fixation point is closer, the defect detection rate is higher. 
Moreover, as the result of conducting multiple linear regression analysis about 
the experiment factors, it is obtained that judging from standardized partial 
regression coefficient of factors, higher defect size, less the distance between 
defect and the fixation point, the higher fixation duration, is proved to improve 
the defect detection. 

Keywords: Visual inspection, Inspection time, Peripheral vision, Effective 
field of view. 

1 Introduction 

In order to prevent the escape of defective products into markets, the strict inspection 
of products is carried out in Japanese manufacturing industries. There are two types of 
inspections, functional inspection and appearance inspection. In functional inspection, 
the motion and efficiency of the products is inspected and in appearance inspection, 
small visual defects like scratch and stain are checked. Automation of functional 
inspection has advanced whereas the automation of appearance inspection is very 
difficult and greatly depends on the visual inspection by workers’ eyes. Generally, the 
area which can be processed by the visual stimulus is called field of vision [1]. In the 
field of vision, the area within 1~2[°] of the center of the retina is called central visual 
field and the surrounding area is called peripheral vision. The spatial resolution of the 
field of vision reduces remarkably when moving far from the center of retina [2]. This 
is due to the effect of two types of cells in that are distributed in the field of vision. 
Two different cells distributed un a field of vision have an influence on the human 
sight, one is a cone cell having the functions to distinguish colors and to view objects 
clearly in the central visual field. The other is a rod cell having the functions to 



30 R. Nakajima, K. Shida, and T. Matsumoto 

 

distinguish luminance sensitively and cannot distinguish colors in the peripheral 
visual [3]. 

This difference in the distribution of the cells affects the human behavior of 
searching for something. When humans search for objects, first a wide range is 
searched using peripheral vision and then the item is searched using the central vision 
which has high precision. To increase the efficiency of search by reducing the 
information the eye needs to process. Specifically, low level processes like clustering 
and detection of properties use peripheral vision and then high level processes like 
discrimination of object is carried out [4]. 

However, in actual visual inspection, in order to thoroughly inspect, the central 
vision is mainly used. This increases the amount of information that needs to be 
processed and is thought to reduce the work efficiency. In other words, there is the 
need to use both central and peripheral visions properly and therefore the 
development of the new visual inspection method that does not only use the central 
vision, but also the peripheral vision is needed [5]-[9]. 

In actual visual inspection, the detection of scratches, the stain irregularity in color 
etc. is necessary and the deciding whether the product is defective or non-defective 
depends on the size and depth. Furthermore, high-mix, low-volume production is 
advanced recently and the inspection of various products is necessary which causes 
other difficulties, for instance, same size scratches can be within the standard for one 
object but otherwise for another object. Furthermore, the standard is different 
according to the need of the customer, even though is for the same object. If the defect 
that is within the standard is decided as the defective product, over kill occurs which 
causes financial loss, and if the defect that is not within the standard is decided as non-
defective, Escape occurs which causes the flow of defective product to markets. 

Actually, inspection methods should be changed according to the quality demand 
of the customer, but in actual visual inspection, single inspection method is 
continuously used since there is the limit in the inspection time in order to maintain 
fixed productivities. Therefore, in this study, appropriate inspection method is 
examined by considering the factors that affects the inspection time. 

2 Factors of Affecting the Inspection Time 

In visual inspection, the time required to inspect products can be defined using the 
number of fixation points and the time needed for fixing the fixation points. 
Normally, the characteristics in the design of the product are used as fixation points, 
and by fixing these points in order assure that the product is thoroughly inspected. 
The inspection time increases when the fixation duration of the fixation points and the 
number of fixation points are increased. 

The length of the inspection time depends on the effective visual field range of the 
peripheral vision and the fact that the effective visual field range widens when the 
fixation duration increases has been shown [10]. When the effective visual field range 
widens, the range of inspection in one fixation widens and an increase in the detection 
rate can be expected. Moreover, when the effective visual field range increases, 
overlapping area of field of vision also increases and the increase in the detection rate 
can be expected since the same area is viewed number of times. 
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3.2 Experimental Facto
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Variation factor Sum 

Fixation duration of  

defect（A) 
99

Distance between defect 

 and fixation point（B) 
87

Size of the defect（C) 215

A×B 15

A×C 16

B×C 38

A×B×C 56

Error 95

Total 455

 
 

Fig. 7. Relation between the 
fixation point  
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ize of defect        b. Distance between fixation point  
and defect and size of defect 

. 6. Interaction between the two factors 

Table 1. Analysis of variance 

of squares Flexibility Mean square F-number Decisio

9688.43 4 24922.11 65.49  ** 

76307.41 8 109538.43 287.84  ** 

52230.56 3 717410.19 1885.17  ** 

5090.74 32 471.59 1.24   

6572.69 12 1381.06 3.63  ** 

82677.78 24 15944.91 41.90  ** 

6581.48 96 589.39 1.55  ** 

59000.00 2520 380.56   

58149.07 2699       
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5 Discussion 

5.1 Inspection Method Corresponding to the Requirements Regarding the 
Defects 

In order to examine the level of the effect of the fixation duration, the distance 
between the defect and the fixation point and the size of the defect on the defect 
detection rate, a multiple regression analysis is carried out with these three factors as 
decision variable and the defect detection rate as the objective variable. As the result, 
the standard partial regression coefficient of the decision variables is as shown in 
Table 2, where the coefficient of size of the defect is found to be the biggest. In short, 
it is seen that the main factor that effect the defect detection rate in the visual 
inspection is the size of the defect and it reduces in the order of the distance between 
the fixation point and the defect, and the fixation duration. 

This result also supports the fact that there is a significant difference in the mutual 
interactions including the size of the defect. That is, when the size of the defect is big, 
the defect detection rate is high and does not depend on the fixation duration or the 
distance between the defect and the fixation point as shown in Fig. 6. This can be also 
confirmed through use of the value of the standard regression coefficient of the size of 
the defect which is 0.7, a high value. On the other hand, for small defects i.e. when 
the demanding quality standards are high, the fixation duration and the distance 
between the defect and the fixation point should also be considered. 

However, when the fixation duration and the distance between the defect and the 
fixation point are compared, it is shown that reducing the distance between the defect 
and the fixation point affects the defect detection rate more than increasing  
the fixation duration. In other words, if there is the necessity to find small defect and 
the quality demand of the customer is high, the first measure should be to increase the 
number of fixation points. 

Table 2. Result of multiple regression analysis 

Independent variable 
Partial regression  

coefficient 

Standard partial  

regression coefficient 

Significant  
difference（** 1％） 

Size of defect 1248.9 0.76 ** 

Fixation duration 16.2 0.16 ** 

Distance between defect 

and fixation point 
-4.8 -0.48 ** 

Decision variable＝0.84 Adjusted R2＝0.83. 

5.2 Effect of the Position of the Fixation Point and the Defect on the Defect 
Detection Rate 

The effective field of vision of this experiment is examined. The area that has high 
defect detection rate is painted with dark color and that with low defect detection rate 
is colored with light color for each fixation duration. Ten colors are used for each 
10% and the result is shown from Fig. 8a to e. As the result, for all fixation duration, 
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6 Conclusion 

Visual inspection is a sen
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nspection Time on Defect Detection in Visual Inspection 

on is horizontally wide and the area increases when 
. Generally, the field of vision of humans is horizonta
ation inside a horizontal angle of vision of 30° and 
20°can be effectively processed [14]. The angle of vision
rizontally and 14.8°vertically, which is clearly inside 

n be clearly seen that even inside this range of the angle
tion rate is not uniform. 

of the effective field of vision in vertical direction
from Fig 8a to e, parts 9 and 10 and parts 27 and 28 w
e result, instead of the distance of these parts from 

for all the fixation durations there is a difference of
ection rate and anisotropy is seen for the characteristics
he vertical direction. In other words, the distance betw
on point does not affect the detection rate, but there

rate according to the distance between the fixation po
ontal position and the vertical position. This means that i
e defect with regard to the fixation point also causes eff
is, when fixing the fixation point, it should be conside

but also the position in the field of vision causes effect

              b. 0.50                        c. 0.75 

              e. 1.25                   f. number of parts 
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required. In addition, there have been various measures like evaluation and training of 
workers in order to increase the inspection technique, but there have not been any 
considerable results. Therefore, in this study, the potentiality of human sight 
mechanism using the peripheral vision was examined, for that, the effect of fixation 
duration, distance between the defect and the fixation point and the size of the defect 
on the defect detection rate was examined.  

As the result, the effect of the size of the defect was found to be largest and it was 
shown that in order to find large defects, the number of fixation points could be 
reduced and the inspection time also would be reduced. On the other hand, while 
inspecting for small defects, the defect detection rate could be increased by increasing 
the number of fixation points and reducing the distance between fixation point and the 
defect which increased as the inspection time. Additionally, it was discovered that 
while placing a fixation point on the targeted object, not only the distance between the 
defect and the fixation point had to be considered, but also the position of the defect. 

In future studies, the characteristics of the effective field of vision in visual 
inspection should be examined and also, using the result of this study, the effect of 
increasing the fixation points and increasing the fixation duration should be tested in 
actual working lines in the manufacturing industries. 
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Abstract. Iterative loops and rework between design, manufacturing, and test-
ing delay the development lead time for complex products like vehicles. This 
research focuses on creating an automated design for manufacturing (DFM) 
feedback system (ADFS) framework that reduces these iterations by providing 
early, fast, and informative feedback on manufacturability to designers. The 
proposed ADFS analyzes manufacturability in terms of part geometry with re-
spect to a given set of process capabilities based on DFM guidelines for vehicle 
manufacturing. In order to increase the fidelity of the search, a heuristic ap-
proach to obtain manufacturing process fitness with respect to a part design is 
introduced. The proposed system framework will help to identify suitable man-
ufacturing processes more quickly as well as provide visual feedback for geo-
metric advice at the feature level with regard to the selected processes. 

Keywords: manufacturing assessment system, design for manufacturing, manu-
facturing feedback. 

1 Introduction 

1.1 Background 

Designing a complex product like a motor vehicle is often delayed due to modifica-
tions along with subsequent verifications [1]. These iterative loops between design 
and testing teams make the whole new product development linger at the design 
stage. It has been reported that the design process can usually take up to 24 months in 
North America [2] and 15 to 20 years [3] for military vehicles particularly from the 
concept initiation to the production phase. 

It would be desirable if these iterative loops can be shorten or ultimately, eliminat-
ed. If the manufacturing feedback information can be delivered to designers timely by 
adopting a stand-alone feedback system tool, then it can significantly reduce product 
lead time, in general, and vehicle development, in particular. 

However, so far no manufacturing assessment system (MAS) has been developed 
that takes multiple manufacturing processes related to vehicle production into account 
simultaneously [4]. Adopting design for manufacturing (DFM) guidelines into a MAS 
can be an alternative to respond such difficulty [5]. If geometric features of a design 
satisfy DFM guidelines of a manufacturing process, then it can be said that the design 
is manufacturable in terms of the corresponding manufacturing process. 
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Though a design may be judged as manufacturable, some potential hindrances such 
as visibility issues, fixturing, set-ups, etc. can still occur during the actual manufactur-
ing execution of a design. Those details can only be investigated by the high-level 
assessment for a particular process. Likewise, an analysis of DFM guidelines alone 
cannot determine which manufacturing process is the most appropriate to consider. 
Therefore our goal is to provide feedback information to designers for multiple 
processes rather than pick a single candidate process. 

1.2 Research Objective 

A robust systematic framework is needed to feed-forward appropriate manufacturing 
processes to the next higher-level assessment as well as to provide feedback to de-
signers based on this manufacturability assessment. It is clear that reducing iterative 
loops requires a stand-alone system in automated fashion to interact with designers in 
a timely manner. Hence, this research aims to develop an automated DFM feedback 
system (ADFS) framework to provide early, fast, and informative feedback for manu-
facturability to designers as well as feed-forward for detailed investigation. There are 
two main deliverables as objectives: 

1. Feed-forward: the ADFS helps determine which manufacturing processes are the 
most appropriate for the detailed level assessment for more information. 

2. Feedback: the ADFS provides geometric advice at the feature level in an intuitive 
and visual manner. 

2 Literature Review 

2.1 Manufacturability Assessment System 

In the context of concurrent engineering, generating detailed manufacturing feedback 
in an interactive way is critical in MAS to reduce development time span [6]. With 
the widespread of CAD systems, studies regarding stand-alone manufacturability 
assessment tools were also spurred with the support of feature recognition methodol-
ogy through CAD software [7]. However, those researches were mostly limited to 
only machining process and concentrated to calculating manufacturing cost by gene-
rating adequate process plans [8]. According to Kalpakjian et al. [9], rough statistical 
analysis of published works shows that approximately 92% of the researches are fo-
cusing on the applicability of MAS to machining processes only. 

2.2 Utilizing DFM Guidelines 

The main benefit of practical use of DFM guidelines is that each guideline of a manu-
facturing process can serve as one of several criteria, so that they can be also utilized 
as a source for generating redesign recommendations for failing features. As an ex-
ample, Jacob et al. [10] present a geometric reasoning methodology by adapting 
cross-comparisons of geometric features to coded design rules for grinding. When the  
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system recognized salient features, corresponding design rules are invoked to generate 
manufacturing feasibility decisions automatically. Providing redesign recommenda-
tion was implemented as parametric ranges in text format verified by a knowledge 
base. However, the application was also bound to only single process perspective.  

3 Proposed Methodology 

3.1 Fast Heuristics 

The capability of DFM guidelines enables a “Fast Heuristics” approach that can as-
sess manufacturability without cost estimation analysis. Although calculating manu-
facturing cost is the most complete measure of manufacturability [9], investigating it 
is not an easy task in the early stages of design. According to Özbayrak at el. [11], 
estimating a manufacturing cost for a unit of product design based on activity-based 
costing approach requires 15+ factors to be considered. Moreover, performing cost 
estimation becomes worse if there are multiple candidate processes to investigate. 

Process Filtering. Therefore, a heuristic filtering approach is proposed that aims to 
analyze manufacturability faster without losing robustness. In the system shown in 
Fig. 1, the part geometry extracted from submitted designs will be assessed with re-
spect to a given set of process capabilities collected from the DFM guidelines. Here, 
those capabilities serve as filters that rule out infeasible manufacturing processes.  

 
Fig. 1. Filtering system 

A different manufacturing process must have its own filter set, as design rules for 
each manufacturing process are different. When a converted CAD file in XML format 
comes into the system, a trigger invokes a manufacturing process and its correspond-
ing filter set from the knowledge base. Then each feature’s geometry is evaluated 
against the appropriate filter element in a set. The output database stores “Go”&“No-
go” results of every process with respect to a design as well as information of failing 
features. The system loop iterates until all of the manufacturing processes are ana-
lyzed for the submitted design. Through this filtering system framework, it is ex-
pected that a series of analyses toward candidate manufacturing processes delivers 
only suitable manufacturing processes (feed-forward) so that design advice at the 
feature level can be provided later according to DFM guidelines. 
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Table 1 shows an example filtering analysis for the bracket shown in Fig. 2. For 
this preliminary analysis, minimum/maximum section thickness and minimum corner 
radii allowance are used for the filtering. The reason for the target thickness to be 
machined (4 in.) is because the machining process removes chunk of raw materials 
for both sides. For casting, the section thickness limits the width of center and bottom 
pillars. Also, it is presumed that forging and stamping require fixturing to position the 
datum B’ to the ground. Processes that are grayed out at Table 1 are infeasible 
processes to manufacture this example part. 

 

Fig. 2. Example bracket 

Table 1. Example filtering 1: manufacturing capabilities of various processes 

 

Process Fitness Function. The filtering process yields a series of “Go” and “No-go” 
responses for the manufacturing processes that were assessed. To increase the fidelity 
of the evaluation for the feed-forward, we propose to develop a process fitness (PF) 
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function that is derived heuristically. If the number of processes in the knowledge 
base is 16, for example, then the system generates 16 stacks of response data of each 
process. The fitness will be derived from the statistics of all 16 responses and is pre-
sented as percentage value of “Go” proportioned to the total number of filtering  
attempts. Therefore, each PF provides a capability metric for each manufacturing 
process with respect to a given design; hence, it can be used to re-sequence filters in a 
set to derive the feed-forward faster. The modeling of the PF is shown in Fig. 3. 

 

Fig. 3. PF modeling 

Suppose that the knowledge base contains 16 manufacturing processes that are 
available. The group of manufacturing processes can be represented as: P = {P , P , P , … , P } 

The number of filters N in a filter set is different among manufacturing processes. A 
filter F  of a manufacturing process P  can be represented as: F = F , F , F , … , F ,   where = 1 to 16, = 1 to N  

Note that the number of filters is depicted as N  since it is depends on the ith manu-
facturing process. Toward any of submitted design D , where = 1 to , perform-
ing a filtering analysis with a set of filters F of a manufacturing process P  bears a 
response that can be represented as: F (D ) “Go” or “No‐go” 

Suppose that the system performs filtering analyses for a design D  with a designated 
set of filters for process P . After a loop of analyses is performed, the filtering system 
generates a stack of responses as described in Eq. 1. 
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Process fitnessPF of process P  with respect tothe designD  is derived by: = total number of  Go  from F  for a process P  toward a design D
 

 when i = manufacturing process index,1 to 16. 

For a group of M designs, the filtering system produces following a response matrix 
extended from Eq. 1 as follows: 
 

 

FFFF [D , D , D , … , D = G N G … GNGG … N  (2) 

 
In this matrix, each column of the response matrix stands for the results from filtering 
analyses for the thprocess P  toward a designD . 

Sequencing Filters. If there is an important feature property that has a small allow-
ance range, then a filtering analysis using that feature geometry would rule out the 
corresponding manufacturing process frequently. Performing that analysis before any 
other filters would reduce the number of remaining candidate processes quicker, so 
that it helps to extract a process faster and increase fidelity of the framework especial-
ly for the feed-forward.  

If there is enough number of sample designs, it is possible to derive a series of PF 
values for a process P  toward M number of designs from the matrix in Eq. 2. From 
the response matrix, analysis results of a filter F  toward M number of designs are 
the jth row of the matrix. The importance of a filter F  can be simply derived from 
the proportion of “No-go” responses to the number of all filtering attempts toward M 
designs as following: Weight of a filter F  = total number of  No‐go  from F  for a process P  toward  designs

 

Instead of counting the number of positive responses, negative responses are collected 
because the effectiveness of filtering infeasible candidates is the matter; a filter has a 
higher capability if it rules out the process more often. 

3.2 System Framework 

The proposed methodology framework for generating automated DFM feedback is 
presented with two separated phases. At the first phase, collected sample designs are 
applied to the filtering system to derive filter sequences for manufacturing process in 
the knowledge base. The information flow of the first phase is presented at Fig. 4. 
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Fig. 4. Phase 1: Derive sequences of filters 

When the sequencing is done, the filtering system will be refined by adopting the 
results from Phase 1 as described in Fig. 5.  

 

Fig. 5. Phase 2: Generate feed-forward/ feedback outputs 

The PF serves as an internal metric in the ADFS. If a manufacturing process ob-
tains 100% of the PF value, then it will be judged as manufacturable in terms of the 
process and can be passed forward for more detailed assessment. Else, a process with 
the highest PF will be selected and visual feedback on its failing features will be deli-
vered back to the designer. 

4 Closing Remarks 

Through the proposed stand-alone ADFS, it is expected that designers can refine their 
designs for manufacturability from visualized feedback so that iterations can be re-
duced. Detail development of the visualization feedback is currently ongoing work.  

Additionally, there are many research items that can be extended from this re-
search. Although the proposed ADFS is built based on filtering methodology, violat-
ing a DFM design rule (i.e., a filter) does not always mean that the design is not  
manufacturable. In fact, a non-manufacturable design for a selected process may  
become manufacturable by adding additional processes. In this research, those “su-
perset” of multiple processes and its sequencing are currently not considered. Also, 
providing dynamic visual geometric recommendations at the feature level would pro-
vide richer options that enable designers to “tweak” feature parameters visually on the 
screen. Along with such techniques, designers can search various parameter options 
on specific CAD software while it does not hurt the proposed part functionality. 

Evaluation of the ADFS is ongoing and will be performed through benchmarking 
simulation for various design inputs. Any designs revealed as manufacturable (contain 
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100% PF) will be submitted for detailed evaluation in commercial software (e.g., 
[12]) so that the decision that ADFS has made can be investigated. 
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Abstract. This paper considers a supply chain microfinance model in which a 
manufacturer acts as a lender and a raw material supplier as a borrower. Using a 
game theoretical analysis, the study investigates how investment levels, raw 
material prices, and profit margins are influenced by loan interest rates under 
two types of decentralized channel policies: manufacturer Stackelberg and ver-
tical Nash game. In addition, the study shows how the profits of a manufacturer 
and a supplier are changed under each supply chain channel structure. 

Keywords: Game Theory and Supply Chain Microfinance. 

1 Introduction  

Over the past several years, business leaders have realized that economic growth and 
success can be enhanced by their efforts toward both environment and social values 
(Stead et al. 2008). This central concept, corporate sustainability, has become a fun-
damental principle in the search for sustainable competitive advantages for companies 
(Savitz and Weber, 2006). For example, global leaders such as Shell, Philips, BASF, 
and Toyota have incorporated this new concept into their business strategies  
(Ahn et al. 2008). 

Since the success of microfinance institutions (MFIs) in the early 1990s, an effec-
tive microfinance program can be considered a corporate sustainability approach for 
alleviating poverty by offering small amount loans with no collateral requirement to 
the poor in both developing and developed countries. With the objective of empower-
ing the poor to become self-employed, the microfinance program provides the poor 
with access to financial and social services in the form of credit opportunities, educa-
tion, health care, insurance, and savings (Sengupta and Aubuchon, 2008).  

Despite their flexibility, MFIs experience difficulty in increasing outreach toward 
their particular clientele and keeping the sustainability of the institutions at the same 
time. This difficulty can be attributed to several problems, including high levels of 
poverty and risk, information asymmetries, incentive incompatibilities, and imperfect 
enforcement mechanisms (Conning and Udry, 2007). Also, due to the unique features 
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of microfinance, the interest rate is considered to be an important problem because it 
does not perfectly represent the lender’s opportunity costs of loans nor increase the 
lender’s profits, as in a traditional financial market.  

To offer a financial sustainability solution, this study incorporates the concept of 
supply chain finance and proposes the concept of supply chain microfinance to ex-
amine the relationships between investment levels, raw material prices, profit mar-
gins, and loan interest rates. The basic idea of supply chain microfinance is that the 
high creditworthiness of a manufacturer can provide a raw material supplier with the 
low creditworthiness a loan at a low interest rate.  

As shown in Figure 1, supply chain microfinance has three players: a bank, a man-
ufacturer, and a supplier. It is assumed that a poor supplier does not have its own 
financial resources and has little chance to borrower a loan from the bank in order to 
invest in a project. Even if the supplier obtains a loan, his or her low credit score leads 
to a high interest rate.  

In the supply chain microfinance environment, the high credit score of a manufac-
turer attracts an investment from a bank with a low interest rate. In turn, the manufac-
turer lends to the poor supplier at a low interest rate. When the supplier invests in a 
project with an investment MI  from the manufacturer, the supplier expects a rate of 

return PR  from the project and repay MR to the manufacturer. When the manufactur-

er invests a supplier’s project with an investment ,BI  the manufacturer expects a rate 

of return MR from the supplier and the intangible benefit of corporate social responsi-

bilityθ  and makes a repayment BR to the bank.  

 

BR

MI

PR

MI

θ+MR

BI

 

Fig. 1. Basic Model of Supply Chain Microfinance 
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2 Literature Review  

Since the concept of corporate social responsibility has appeared in the early 1960’s, 
corporations have increasingly had to consider environmental and social dimensions 
as part of their supply chain issues. Despite the growing interest in sustainable supply 
chain practices, there has not been much research conducted in this regard, compared 
to conventional supply chain. 

Koplin et al. (2007) utilize environmental and social standards at Volkswagen to 
decrease economic, environmental and social risks throughout the supply chain. Cili-
berti et al. (2008) introduce the taxonomy of the logistics social responsibility (LSR) 
practices based on literature reviews and empirical analysis. Considering a balance 
between profit and the environment, Fisch and Neo (2008) propose a framework for 
the design and evaluation of sustainable logistics networks. Guillen and Grossmann 
(2009) design a sustainable supply chain in the chemical industry under uncertainty in 
the life cycle inventory.   

3 The Game Model 

This study considers one supplier and one manufacturer under two sub-problems: 
manufacturer Stackelberg and vertical Nash game. The modeling approach is similar 
to Ghosh’s approach (Ghosh and Shah, 2012). In this decentralized channel policy, it 
is assumed that the manufacturer makes decisions on the investment level of corpo-
rate social responsibility and the profit margin. On the other hand, the supplier makes 
a decision on the raw material price.  

Based on economic theories, a demand function is assumed to have a linear func-
tion of a market size ,M manufacture price ,P and the investment level of corporate 

social responsibility .I  In addition, the product price is the sum of raw material price
s and profit margin .m  The demand function is given as follows. 

 IPMq αβ +−=   (1) 

In this equation,α is the demand coefficient of the corporate social responsibility 
and β is the influence of price fluctuation on demand. It is assumed that the effort of 

the corporate social responsibility increases the demand by .Iα  In addition, the cost 

of corporate social responsibility such as fair price is assumed to be .2Iθ  Based on 
these assumptions, the manufacture profit and the supplier profit are given as follows. 

 2))()(( IIRIRImsMcsm BMM θαβ −−+++−−−=Π  (2) 

 MPS IRIRImsMs −+++−=Π ))(( αβ  (3) 

In these equations, c is a production cost,θ  is the cost coefficient of corporate so-
cial responsibility, MR is an interest rate of a manufacturer, and BR is an interest rate of 
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a bank. In the manufacturer Stackelberg, the manufacturer decides the investment 
level of corporate social responsibility and the product margin in response to the sup-
plier. Then, the supplier decides the raw material price given the investment level and 
profit margin. In this policy, it is assumed that the manufacturer plays a Stackelberg 
leader. The optimal investment level, the optimal manufacture margin, the optimal 
raw material price, and the optimal product price are given as follows. 

 2

22
*

2

3333
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In the vertical Nash game, the supplier chooses the raw material price in response 
to the investment level and the profit margin, and the manufacturer chooses the in-
vestment level and the profit margin in response to the raw material price. In this 
policy, it is assumed that neither the manufacturer nor the supplier has the power to 
control the market. The optimal investment level, the optimal profit margin, the op-
timal raw material price, and the optimal product price are given as follows. 
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Substituting the value of *s into the value of ,m  derive 
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Substituting the value of *s into the value of ,I  derive 
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Thus, the optimal product price is  

 
βθα

αααβθ
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P  (11) 

4 Result and Discussion 

In this study, the manufacturer Stackelberg and Nash game cases are considered to 
analyze the impacts of the manufacturer’s interest rate. Due to the characteristics of 
supply chain microfinance, supplier Stackelberg is not considered because the suppli-
er Stackelberg is not reasonable in the microfinance environment in which the manu-
facturer has more power than the supplier to control the market. For a numerical  
analysis of manufacturer Stackelberg, the following values are used, M =200, α
=0.2, β =0.5, c =6, θ =3.5, MR =0.2, and BR =0.1.  

As shown in Figure 2, the manufacturer’s interest rate has a decreasing effect on 
the investment level of corporate social responsibility. Conversely, the manufacturer’s 
interest rate has an increasing effect on the profit margin.  

The manufacturer’s interest rate has a decreasing effect on the supplier’s raw ma-
terial price. Similarly, the manufacturer’s interest rate has a decreasing effect on the 
manufacturer’s product price. On the other hand, under the Nash game, the numerical 
analysis indicates that the interest rates of a manufacturer have little impact on corpo-
rate social responsibility, the manufacturer’s profit margin, or the raw material cost.   

 

 
Fig. 2. The Effects of Manufacturer’s Interest rates 
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5 Conclusion  

This study investigates the impact of corporate social responsibility on the supply 
chain microfinance under two decentralized channel policies. The result shows that 
the manufacturer’s interest rate has a positive influence on the manufacturer’s margin 
under manufacturer Stackelberg. In the supply chain microfinance business environ-
ment, this study shows that manufacturer Stackelberg is an appropriate model which 
fully incorporates the characteristics of microfinance. In the future, this study will 
explicitly model two features; corporate social responsibility and supply risk, to as-
sess how the corporate decreases the supply risk and impacts the sustainable supply 
chain. 
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Abstract. Sustainability addresses three aspects of corporate responsi-
bility: economic, environmental and social. Over the years, the operations
and supply chain literature has focused on economic and environmental
objectives limiting the social agenda to ethical sourcing practices. Yet the
disposition of surplus inventories in particular and charitable giving in
general are key components of corporate social responsibility. We discuss
the channels and challenges for companies’ surplus inventory donations
and describe why companies should integrate product donations within
their overall corporate sustainability strategy.

Keywords: Corporate Philanthropy, Sustainability Strategy, In-kind
Donation.

1 Introduction

Sustainability initiatives are now a common component of corporate strategy
for large companies. Kiron et al.’s [1] 2012 global survey of 4,000 managers from
113 countries suggests that sustainability related strategies are now competitive
necessities for companies and nearly 53% of S&P 500 companies published some
form of corporate social responsibility or sustainability report in 2012 [2].

The 1987 World Commission on Environment and Development [3] defines
sustainability as “development that meets the needs of the present without
compromising the ability of future generations to meet their needs”. Most of
the management and operations literature has conceptualized sustainability as
the interactions among a company’s environmental, economic and social goals.
Building on this triple bottom line, Carter et al. [4] define sustainable supply
chain strategy “as the strategic, transparent integration and achievement of an
organization’s social, environmental, and economic goals in the systemic coordi-
nation of key interorganizational business processes for improving the long-term
economic performance of the individual company and its supply chains”.

Most corporate sustainability initiatives and academic literature in the area,
however, focus exclusively on environmental and economic goals [5]. Ageron et
al.’s [6] empirical study finds that most initiatives related to sustainable sup-
ply chain are linked to environmental and green practices. Common initiatives

V. Prabhu, M. Taisch, and D. Kiritsis (Eds.): APMS 2013, Part I, IFIP AICT 414, pp. 54–61, 2013.
c© IFIP International Federation for Information Processing 2013



Surplus Product Donation and Sustainability Strategy 55

include waste reduction, energy efficiency enhancements and packaging improve-
ments. For many companies, waste reduction and energy efficiency are the first
choices as they reduce environmental impact and cost at the same time.

Increasingly, social and ethical issues are becoming an integral part of com-
panies’ supply chain practices. After the damaging revelations implicating the
supply chains of major brands such as Nike, Walmart and Disney in question-
able social practices in Asia, companies pay close attention to legal and ethical
practices in their extended supply chains. Some companies like Natura have al-
ready put real teeth in the social aspects of their triple bottom line metrics to
the point that these can now drive bonuses and executive compensation to the
same extent that financial performance does.

Many large companies work directly with key NGO partners to address spe-
cific social issues. For example, Walmart works with a large number of NGOs
domestically and internationally to improve working conditions in supplier fac-
tories, to promote sustainable farming and to distribute surplus food to food
banks in local communities [7].

According to Corporations Encouraging Corporate Philanthropy (CECP), a
CEO membership organization of large global companies, U.S. companies do-
nated a total of $19.1 billion in 2011 [8]. Nearly, 64% by value of U.S. com-
panies’ total donations is given in-kind, predominantly in the form of surplus
or unsalable inventories that manufacturers and retailers donate to NGOs. Sur-
plus product donation can help companies achieve all three aspects of their sus-
tainability goals: environmental, economic and social. It can reduce reportable
landfill waste, avoid the operational costs of disposal and advance philanthropic
objectives.

This paper relies on literature reviews, formal and informal interviews with
practitioners and case studies to explore the structures through which prod-
ucts donated by companies are distributed and used by NGOs in the U.S.. We
apply the notion of channels from the marketing[15,16,18] and supply chain
literature[17] in describing how NGOs use or distribute donated products to
beneficiaries and describe the underlying incentives that shape these channels.
This research introduces formal discussion of corporate in-kind donations to the
existing body of literature in corporate philanthropy and nonprofit management.

2 Business Case for Product Donations

Companies have limited options for managing surplus or unsalable inventories,
each with its own costs and benefits. We discuss the four main options in the
following paragraphs.

Return and Reuse. Many retailers return surplus, damaged or unsalable in-
ventories to suppliers who either refurbish and reuse the product or reclaim
portions of it for reuse. Return and reuse are often financially impractical for
low value goods - the cost of transportation, recovery and refurbishing can ex-
ceed the value of the product. Reuse also poses the familiar risks of obsolescence
and quality problems.
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Liquidation. Companies can sell surplus inventories to liquidators, typically for
10 - 15% of the product’s original value. And this small revenue comes with the
potentially large risks associated with ceding visibility and control of the product
to liquidators. Concerns about the risks to brand reputation and of market can-
nibalization, for example, generally prevent luxury brands from selling surplus
inventories to liquidators.

Disposal. Orderly disposal can be a costly operation as it involves sorting,
transportation to landfills, waste handling and processing fees, etc. Disposing
significant quantities of surplus inventory can also adversely affect a company’s
environmental metrics and progress toward its environmental goals.

Donation. Donating surplus products to NGOs is relatively easy and cost ef-
ficient. It helps companies fulfill social and philanthropic goals while reducing
the operational costs associated with managing surplus inventories. Many prod-
uct donations are also eligible for enhanced tax benefits under U.S. tax code,
section 170(e)(3). However, poorly managed donations can harm donor’s repu-
tation, especially if the donated items are sold in the secondary market or used
for unethical or inappropriate purposes.

Ross et al.’s [9] recent study on the business benefits of product donation
shows that in most cases the low cost recovery from liquidation and high costs
of return processing make donating surplus inventories to registered charities the
most attractive option.

Table 1 summarizes the benefits, costs and risks associated with the four
options discussed here.

3 NGO Motivations for Accepting In-kind Donations

According to a 2012 non-profit sector report by the Urban Institute [13], there
are 2.1 million charities in the U.S.. This number has grown significantly over
the last decade and has almost doubled since 2001. Total giving by U.S. donors,
however, has not increased in as quickly. In fact, adjusting for inflation, total
giving has remained essentially flat since 2001 [11] while corporate in-kind giving
has increased from 60% in 2009 to 64% in 2011 [8]. A matched dataset of 144
companies’ inflation adjusted yearly giving from CECP’s survey shows that in-
kind giving increased from $7.41 billion to $10.12 billion over the same period.

Most corporate in-kind donations are given in the form of product dona-
tions. In-kind donations are helpful to NGOs, but are not nearly as versatile
as cash. Product donations can be very specialized and so not appropriate for
every NGO’s philanthropic mission. Consequently, NGOs face a growing chal-
lenge of deciding which in-kind donations to accept and those decisions involve
much more than simply determining whether the product is appropriate for the
organization’s mission.

Many NGOs fear that declining an in-kind donation can adversely impact
their relationship with the donor and preclude opportunities to receive more
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Table 1. Summary of benefits, costs and risks of disposal methods

Disposal options Costs & Benefits Risks

Return or reuse

Significant cost recovery
Reverse logistics cost
Return processing cost

Product obsolescence
Quality issues

Liquidation
Limited cost recovery
Easy to do

Risk of brand reputation
Market cannibalization

Disposal
Waste processing cost
Easy to do

Environmental regulations
Reputational effects

Donation

Waste reduction
Operational cost savings
Tax benefits
Potential social impact

Risk to brand reputation
Product liability
Market cannibalization

valuable donations, including cash donations, in the future. Consequently, fund-
raisers try to accept in-kind donations from key donors even when the goods are
not particularly well suited to the organization’s mission.

Accepting high value in-kind donations increases an NGO’s revenue without
significantly affecting its administrative expenses and so improves its financial
efficiency, the direct program expenses as a fraction of total revenue. A 2011
Forbes article [12] explores how many international NGOs report higher revenues
and financial efficiencies by inflating the value of in-kind donations, especially of
medical and pharmaceutical donations. Higher revenue and financial efficiency
make an NGO look bigger, more important and therefore more attractive to
donors.

These incentives can lead NGOs to accept in-kind donations that are not well
suited to their needs. This can be especially true for smaller NGOs whose fixed
administrative costs for staff salaries and office expenses typically represent a
larger portion of total revenues, driving down financial efficiencies and making
it difficult to attract donors and, as a consequence, to decline in-kind donations.

4 Channels for Corporate In-kind Donations

Given the motivations for accepting in-kind donations even when they may be
poorly suited to the organization’s mission, NGOs are often left with the chal-
lenge of what to do with the products they’ve received. Donors generally prohibit
an NGO from selling the goods, leaving three main options: Use the goods, share
them with other NGOs, or dispose of them. A complicated network of NGO types
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and donation channels has evolved to help in-kind donations find their way to
NGOs that can use them effectively. We describe the salient features of that
network in the following paragraphs.

In the simplest case, a company, which we refer to as the original donor,
donates surplus products to an NGO that distributes them directly to final
beneficiaries, i.e., to individuals or families in need. In this case, we refer to
the NGO as an end-use organization1. Not all NGOs are end-use organizations.
Many simply serve as Intermediary NGOs who pass the donation on to other
NGOs. This provides corporate donors with a variety of channels for moving in-
kind donations to end-use organizations and beneficiaries. Here, we characterize
three primary channel categories.

Direct Distribution. The direct distribution channel is the simplest and most
familiar: the original donor contributes directly to an end-use NGO, which in
turn distributes the goods to final beneficiaries. In response to major natural
disasters, for example, companies like Walmart, Target and others donate re-
lief supplies to end-use organizations like the American Red Cross, Salvation
Army and others, who distribute the gifts to disaster victims. This model works
particularly well when the original donor and the end-use organization have a
partnership in place and the donated products are carefully matched to the
victims’ needs.

Aggregation. When the products aren’t well suited to the disaster response or
when the donation is made outside the context of a disaster, it can be difficult
for a company with a large donation of specialized products to find a single ap-
propriate end-use organization with sufficient scale to manage the entire gift. In
this case, a form of intermediary NGO, which we refer to as aggregator NGOs
serve as “one stop donation points” for donors. Food banks are a good exam-
ple. They collect food from various donors and distribute them to smaller food
pantries and soup kitchens [14]. NGOs like AmeriCare, Map International and
MedShare aggregate medicines and medical supplies donated by various hospi-
tals and corporations and in turn distribute them to partner NGOs or non-profit
hospitals nationally and internationally. The aggregation channel is most appro-
priate for reaching smaller local NGOs with a specific mission, whose limited
operational and fund-raising capacity makes it difficult to work directly with
large corporations and manage large in-kind donations.

Pass-Through. Often NGOs feel obliged to accept in-kind donations from cor-
porate partners even when these donations are poorly suited to the organization’s
mission. In these circumstances, NGOs typically look for another more appro-
priate organization to pass the gift along to. Subsequent NGOs in the chain are
similarly motivated to pass it along as each one can, according to the Financial

1 Adopted from AERDO Interagency Gift-in-Kind Standards -2009.
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Accounting Standards Board (FASB), also recognize the associated revenue as
long as it has the authority to independently decide how it distributes the gift.

Any NGO can participate in the pass through channel and most do. This
channel provides a convenient and welcome alternative to sending potentially
valuable, but ill-suited donations to the landfill. The loose association of NGOs
in this channel makes it difficult to track donations and, for intermediaries to
be motivated to participate in the chain, the donor must allow them to deter-
mine how the donation is distributed. Consequently, relying on the pass-through
channel provides little assurance that the gift will have significant social impact
and poses risks that the gift may ultimately be used inappropriately or even
irresponsibly.

5 Ensuring Social Impact of Corporate Product
Donations

A large and growing share of corporate giving comes in the form of surplus
inventory donations. Yet these product donations can prove difficult for NGOs
to usefully employ. In the worst case, the product is so ill-suited to legitimate
philanthropic needs that it simply passes from NGO to NGO until one finally
disposes of it. Along the way it generates tax benefits for the donor and enhances
the financial performance of the intermediate NGOs, but produces no social
benefit and simply shifts the burden of disposal from the original donor to the
final NGO in the chain.

In the best case, surplus inventory donation can help companies achieve signif-
icant benefits in all three dimensions of sustainability if they are conceptualized
and executed with a larger strategic framework. For example, in 2005, Walmart
announced bold steps towards sustainability, when the company decided to run
100% on renewable energy, create zero waste and sell products that help protect
environment [10]. Since then, Walmart has taken numerous initiatives to achieve
these goals. One initiative, “Fighting Hunger Together” redirects surplus perish-
able foods to local food banks. The program commits a total of $1.75 billion in
food donations between 2010 and 2014 and donated nearly 600 million pounds
of food to Feeding America’s food bank network by the end of 2012. Perishable
foods and produce constitute a significant part of solid waste generated from
Walmart’s stores and distribution centers in the U.S. and donating it to food
banks significantly reduced that waste. According to Walmart’s 2012 Global Re-
sponsibility Report [7], solid waste from U.S. operations reduced by 80% from
2005.

“Fighting Hunger Together” is not simply a waste reduction initiative. It
is part of an integrated sustainability strategy focused on all three pillars of
sustainability. In an effort to support the social objectives, Walmart donated
nearly $122 million in cash to help food banks strengthen their logistics capacity
(e.g. by purchasing refrigerated trucks). Donating to local food banks is also
a targeted way to improve Walmart’s reputation and relationship with local
communities.
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Other retailers such as the Home Depot, Guess, Bed, Bath & Beyond do-
nate surplus inventories to local NGOs too. Home Depot’s store donation pro-
gram, “Framing Hopes” has donated over $90 million worth of surplus inventories
since 2008. Many store donations programs, however, lack specific focus and are
primarily a means for disposing of surplus inventories while generating public
recognition. Such donation practices do little or nothing to advance a company’s
philanthropic agenda and and enhance its social impact.

It is important for companies to use in-kind donations strategically to achieve
their specific philanthropic goals. Donating surplus products haphazardly with-
out the benefit of a larger strategic vision is wasteful and potentially risky.
Beyond the questionable social impacts, unmanaged product donations can be
a source of reputational risk. Unmanaged donations that pass though series of
unidentified intermediaries may ultimately be sold in the secondary market or
disposed of improperly or worse.

6 Conclusion

Surplus product donation has become a major form of corporate giving in the
U.S., valued at billions of dollars each year. Companies can save operational
cost, gain tax benefits, re-direct waste from landfills and meet their philan-
thropic goals though surplus product donations. However, the effectiveness of
surplus product donations depends, to a great extent, on the company’s effort
to integrate it within its overall sustainability strategy. Successful in-kind giv-
ing programs require long term partnerships with recipient NGOs and strategic
alignment between the NGOs’ missions and the donor’s philanthropic goals.

Absent this strategic guidance and organizational alignment, in-kind dona-
tions are likely to be used as a means to achieve organizational benefits for
donors and NGOs, without meeting social needs. It is important that donors
understand NGOs’ motivations for accepting in-kind donations, the alternative
channels of distribution, and the role of donation within sustainability initiatives
and the larger corporate sustainability strategy.
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Abstract. The notion of social sustainability has been developed aiming at 
global growth. Policy makers have elaborated on this concept at regional and 
country level. Institutions and associations representing the scientific and tech-
nological environment have proposed their visions. Enterprises have adopted 
Corporate Social Responsibility practices. In this context, the role of manufac-
turing may have appeared so far limited to the specific  aspects  related to the 
workplaces. However, a broader perspective can lead to an extended awareness 
on how manufacturing can contribute to the social sustainability. 

Keywords: social sustainability, sustainable manufacturing, human factors. 

1 Introduction  

The concept of sustainability emerged at the end of the eighties in the World Com-
mission on Environment and Development report, which, instead of assessing the 
state of natural resources, highlighted possible ways to combine economic growth 
with environmental and societal issues. In particular, the following definition of sus-
tainable development was provided: ‘Development that meets the needs of the present 
without compromising the ability of future generations to meet their own needs’ [1]. 

The “inter and intra-generational equity, the distribution of power and resources, 
employment, education, the provision of basic infrastructure and services, freedom, 
justice, access to influential decision-making fora and general ‘capacity-building’ 
have all been identified as important aspects of the development paradigm” according 
to the literature review on social sustainability examined in [2]. 

Sustainable development has become one of the main concern for policy makers at 
national and international level as well as the definition of appropriate frameworks for 
assessment. The problem of assessing social progress has been addressed in the Stig-
litz report [3]: novel approaches have been proposed for measuring quality of life 
from an objective perspective, considering health, education, personal activities, polit-
ical voice and governance, social connection, environmental conditions, personal 
insecurity, economic insecurity, but also from a subjective perspective and including a 
comprehensive assessment of inequalities. 
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This paper illustrates how social objectives and concerns of policy makers have 
been  reflected, interpreted and addressed by the manufacturing industry and propose 
an extended perspective and a roadmap for further research.    

2 State of the Art 

As sustainability has been recognized as a global challenge, public authorities, institu-
tions and individuals representing the scientific, technological and industrial envi-
ronment have started discussing how they should contribute to address this issue.  

In [4], the American Association for the Advancement of Science recognized 
analyses shortfalls of sustainable well-being, identifying a set of topics in which sci-
ence and technology have a significant role to play. CIRP has proposed a multilevel 
framework for proactively pursuing competitive sustainable manufacturing, involving 
industry, public authorities and academia, all the stake-holders at the global, super-
national and national level [5], while the most recent trends and research challenges 
have been clearly outlined in [6]. 

At the macro level, the main stakeholders further elaborate on the themes of research, 
innovation and education as the key enablers for shaping the future, frequently adopting 
a participative approach, based on discussion and public consultations. The European 
Factory of the Future Research Association [7] has undertaken an open consultation on 
the proposed research roadmap, which includes several topics tightly related with social 
sustainability, increasing human achievements in future European manufacturing sys-
tems, creating sustainable, safe and attractive workplaces for Europe,  creating sustain-
able care and responsibility for employees and citizens in global supply chains. 

On different levels, scientists are developing new theories in order to better support 
from a theoretical viewpoint the integration of social sustainability in the disciplines 
and practices of manufacturing. A framework for increasing and assessing sustainabil-
ity awareness among scientists has been developed as a contribution to better inte-
grate sustainability concepts in production research activities [8]. 

Corporations have become aware of their environmental and social responsibilities, 
encouraged by regulators and media. Corporate Social Responsibility (CSR) practices 
have become more and more common, although often fragmented and disconnected 
from the business strategy. According to [9], “Addressing social issues by creating 
shared value will lead to self-sustaining solutions that do not depend on private or gov-
ernment subsides”. Each company has to find the way most appropriate to its strategy. 

In recent years, following to the well-known trends of globalization, transformation 
from vertical value chains to open value networks, web 2.0, crowdsourcing, demateri-
alization, virtualization and so on, management theory has developed new approaches 
which are more coherent with the emergent business and social landscape, leveraging 
the human factor along with technology enablers. Some researchers have recom-
mended that management should evolve to foster trust and teamwork; to create a 
fluid, flexible, customized work community environment; to decompose vertical or-
ganizational structures towards inter-intra organizational networks with emergent new 
roles for facilitators and brokers; to create new exciting, entertaining and challenging 
workplaces for young people [10]. Others promote a cultural change as the solution to 
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reinforce the companies’ commitment towards more innovative ways to manage 
workforce, in a work-life integrated perspective [11]. 

Relations between organizational factors, individual psychological status and even-
tually behaviour have been studied for many years under different perspectives and 
facets. Although the picture is really complex and often fragmented, evidence of rela-
tions between contextual factors and individuals empowerment have been demon-
strated [12]. In recent years, analysis on employees wellbeing highlights that more 
than in the past, individual have to deal with different objectives, desires, expectations 
and responsibilities, which can be clustered in two main categories of work and life. 
According to [13], “dual-centric experience” provides “more overall satisfaction, 
greater work-life balance, and less emotional exhaustion”, that organization should 
take care of employees as whole individuals in order to enhance their wellbeing. 
Companies that implement policies in this sense, giving support for family responsi-
bilities, improving employee health, leaving more time away from work, pursuing 
education and training, and supporting voluntarism appear to better perform on the 
financial side as well. Better performance can be related to the capability to attract 
and retain employees, to more effective behaviour of more satisfied employees, but 
also to better reputation of the company. Further studies [14] confirmed that line 
management support and trust is of the utmost importance to establish good relations 
with employees and thus subsequently favouring employee wellbeing at work.  

In [15], the survey‘s results suggest that company should “create a workplace envi-
ronment in which workgroup support takes place on a continuous basis. Moreover, 
managers should place greater relative emphasis on promoting and developing employ-
ees' organizational commitment given its high impact on favourable external representa-
tion behaviour. These actions will, ultimately, improve the company's performance.” 

With the increase of complexity and dynamicity of the business and manufacturing 
environment, and with automation and information technologies becoming more and 
more pervasive in the factory and in the supply chain, human intelligence knowledge 
and expertise is highly appreciated. The human-centricity has become a goal for the 
design and innovation as “the development of a product requires that always be taken 
into account the perspective of the people who build, maintain and operate it” [16]. 
“Meta-design theory emphasizes that future use can never be entirely anticipated at 
design time, as users shape their environments in response to emerging needs; sys-
tems should therefore be designed to adapt to future conditions in the hands of end 
users”, as stated by [17]. This concept stands for end-users in domestic environments 
as well as for employees in a working environment, where co-designing and ”human 
centerdness” are applied in organizational development settings [18]. According to [7] 
manufacturing is evolving from being perceived as a production-centric operation to a 
human-centric business with greater emphasis on workers, suppliers and customers 
in-the-loop”. Manufacturing 2.0 [19]envisions “workers and managers alike given 
more opportunity for continuous development of skills and competences through 
novel knowledge-delivery mechanisms”. The human centricity paradigms involves 
inclusion for young and elderly people: “Future enterprises will not only be better 
equipped for transferring skills to a new generation of workers but also proficient in 
assisting older workers with better user interfaces, intuitive user-experience-driven 
workflows and other aids, such as mobile and service robots. Furthermore, Manufac-
turing 2.0 enterprises would be equipped with interactive e-learning tools to facilitate 
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students, apprentices and new workers gaining understanding of advanced manufac-
turing operations involving new ICT paradigms” [19]. 

3 Dimensions of Social Sustainability 

Defining social sustainability objectives and their corresponding indicators is a chal-
lenging task a) due to the multilevel, multi-stakeholder and multifaceted nature of the 
addressed themes, b) due to the interaction with environmental, economic and institu-
tional aspects, and, finally c) due to the uncertainty about the beliefs and models to be 
used as a reference. However, the need to monitor and steer sustainable development 
has challenged policy makers and the scientific and technological community to de-
velop studies for the definition of applicable assessment methods and tools.  

Papers, reports and literature reviews on social sustainability assessment, such as 
[20], [21], [22], [23], [24], [25], [26] [27], clearly show that priority is given to the 
definition of appropriate set of indicators as practical means to evaluate and compare 
performances either at macro and at micro level. However, there is a great fragmenta-
tion in the conceptual frameworks, so that different dimensions appear in alternative 
or intermingled lists, used to collect and group indicators. In general, the following 
limitations can be observed: 

- lack of conceptual clarity in the definition of the dimensions to be assessed, with 
frequent confusion between impact categories (i.e. child labour, consume pri-
vacy), objectives (i.e. equal opportunities), subjects’ implementation of policies 
(i.e. labour practices, respect of indigenous rights) stakeholders groups (i.e. 
workers, consumers); 

- shortfall in the identification of the stakeholders; 
- poor awareness and representation of the relationships and inter-linkage among 

and within the dimensions and the indicators. 

In the available schemas indicators have been set in relationship with each of the 
different dimensions, relevant for manufacturing social sustainability, as illustrated in 
Figure 1, but the interdependencies among these dimensions have not been explicated. 

 

 

Fig. 1. Dimensions of social sustainability in relationship with indicators  
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the surrounding inhabitants. Furthermore, emergency and disaster recovery plans 
involving manufacturing staff and equipment might be programmed in collabora-
tion with other institutions and agencies, providing additional environmental and 
social benefits. 

- Procurement policies, supplier evaluation and management can affect local work-
ers, such as service providers’ staff employed for ancillary activities in the facto-
ries, such as cleaning, packaging, logistics, their health and safety conditions, 
rights and fair wages as well as the more extensively analysed supply chain em-
ployees and their environment, in foreign countries. 

- Criteria and procedures for product and service design, marketing and delivery 
can affect customers health, life style, privacy, but can also impact other roles in 
the value networks, such as providers for maintenance or application services or  
end of life operators, who may be favoured, hindered or endangered in their eco-
nomic and social activities and relationships. 

- Involvement and engagement in activities aiming at influencing industrial re-
search, education programs and policies through different forms of association 
and participation can also shape the future of manufacturing towards more sus-
tainable development. 

Manufacturing has traditionally pursued economic, quality, service and flexibility 
performances. Sustainability objectives have often been superimposed rather than 
integrated in the corpus of existing theories and practices. Further research is neces-
sary to better understand all the social implications of manufacturing-related proc-
esses, decision making, behaviours and the interplay with business and economic 
results. 

To the opinion of the authors, a research roadmap should aim at the definition of a 
manufacturing sustainability reference model, as the illustrative example of Figure 3, 
to be used for the analysis, evaluation and revision of the manufacturing theories and 
practices in order to better assess and improve social sustainability. 

 

 

Fig. 3. Dimensions of social sustainability in relationship with indicators 
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Future research should leverage existing literature from different disciplines, but 
also evidence from the field, experts judgement, case studies and should address 
methods and tools to assess and prioritize the types of strategies, policies and actions 
with higher potential impact on social sustainability categories, as well as viable eco-
nomic and financial performances. Main achievements should lead to the definition of 
manufacturing specific policies, indicators frameworks, codes of conducts and princi-
ples, guidelines, to support pursuing and assessing social sustainability.  

5 Conclusions and Outlook 

The knowledge about manufacturing specific current and potential role versus social 
sustainability is still limited to the main and most evident aspects. Further research is 
needed to extend the perspective and achieve greater awareness of the different ways 
in which social sustainability can be pursued through interactions with all the roles 
and stakeholders of the manufacturing ecosystem.  

The authors proposed an approach for a research roadmap that may lead to a refer-
ence model, methods and tools to better guide and strengthen the contribution of 
manufacturing to the global objective of an inclusive and sustainable development.  
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Abstract. Manufacturing is the backbone of each and every society, and
in order for society to sustain in long run the manufacturing has to be
sustainable as well. The sustainability in the field of manufacturing has
traditionally been discussed in a sense of operational efficiency and en-
vironmental metrics. Rarely the link between individuals working in the
company and the efficiency of operations has been established and dis-
cussed deeply. This link is information flow that combines both tacit and
formal information in a dynamically changing socio-technical environ-
ment. In this paper the information flow between individuals in different
levels of company hierarchy is utilized as the observation baseline. This
paper discusses the information flow within a company and outlines socio-
technical challenges needed to solve in order to realize future Advanced
Manufacturing Ecosystems.

Keywords: knowledge management, semantic information, tacit knowl-
edge, systems thinking, social capital, know-how.

1 Introduction

Regarding the information flow two major challenges are identified: content of
information and dynamic environment where the information is temporally valid.
Today’s design and operation control systems produce a variety of data. However,
the sheer amount of data that lacks the structure, connectivity and intent cannot
be utilized efficiently later on. There is ever the greater need to transfer this
unstructured mass of bits and bytes to meaningful information and to human
understandable knowledge, as it is understood in the industry. However there
are major challenges in understanding the actual content of information flow.
Today the information flow should connect the different design departments
and activities to be part of the life-time information of a product including
its processes and services. For example modern computer-aided design (CAD)
tools has made it easier and faster to design products made up of more and
more complicated and intricate parts. Without sufficient experience or guidance,
todays designer runs the risk of developing product designs that are unnecessarily
difficult to produce [14], [12]. Another example of disruptions in information flow
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and/or understanding its content is vividly explained by Redman [16]. He stated
that quality errors in manufacturing relating to low quality data may raise costs
up to 30%. Furthermore, Redmans study indicates that 8-12% revenue losses
occur because of data quality issues. Informally, 40-60% of the expenses in service
sector may be consumed as a result of poor data.

It is recognized that environment evolves and changes over the time and the
system itself evolves, sometimes unpredictably, during its lifecycle. In recent
years changes in the environment have become faster, stronger and harder to
predict than ever before. Same time the manufacturing is becoming more decen-
tralized causing challenges in the network level operations management. In order
to operate in such dynamic and complex environment best of the both worlds;
human intelligence and computers computing power are needed to be combined
more sufficient manner. As the unpredictable changes occur, detailed simula-
tions of large systems will become unreliable. Algorithms cannot solve the prob-
lems that arise, thus applying human intelligence to solve complex problems or
choosing optimal scenario becomes highly important. Paradoxically the current
operation strategy has forced human to be the processing unit while computer
attempts to make intelligent decision over relatively vague input information.
This strategy may improve the effectiveness of manufacturing in limited range
of situations but on the other hand it definitely reduces the flexibility and agility
of the manufacturing system.

Current engineering and production management methodologies and tools
have been created for the old markets where the mass-customization was a norm.
The IT-tools for these solutions offer proprietary services and interfaces. This
paralyses healthy ecosystem growth, emergence of new start-ups, development
and neglects the needs of agile and innovative SMEs. Contemporary tools and
services, such as cloud-computing, emphasize on technology in favor of actual
industry specific business needs. As a consequence ICT-centric solutions tend
to help only in communication, but transfer existing (tedious) work practices
in the new media. The current solutions are largely developed from the one
perspective respecting the constraints from legacy ICT, not from the modern
engineering business processes.

The challenges mentioned above are no doubt look very technical issues. How-
ever, technology itself cannot solve the issues. It is very likely that the technology-
oriented approach will not be sufficient for the future advanced manufacturing
ecosystems. This paper discusses of technical information management, tacit
knowledge and system interoperation and relations. By understanding the tech-
nical possibilities, social know-how and how human-machine systems interoper-
ate the advanced manufacturing ecosystems can emerge.

2 Considering the Surrounding Systems

2.1 Semantics

The main problem is that the models and documents created with different de-
sign and operation management systems are that the documents are meaningless
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from the knowledge point of view for systems other than their authoring system.
The second problem is that the Design Intent is a concept that is not captured
by the modern design systems. This raises even bigger challenges for the future
manufacturing systems that require this information to provide autonomous rea-
soning. A case study done in Finnish manufacturing sector highlighted the chal-
lenge in capturing the design intent and managing the information flow among
various stakeholders [8]. The case study was conducted in a large and globally
operating manufacturing company, which possessed large network of subcon-
tractors. The study revealed, that workers personality, human communication,
and bureaucracy have a significant effect on what actually gets saved into the
information systems, and furthermore what can be retrieved from the system
later on. Furthermore the study suggested that the design intent was lost very
early from the information content and due to that several important issues were
constantly ignored. Different people also have very different ways of doing and
understanding things, which may lead to misunderstandings in cooperation.

Knowledge builds on data and/or information that is organized and processed
to convey understanding, experience, accumulated learning and expertise. In or-
der to enhance the effectiveness, agility and reactivity of future the manufac-
turing systems it is needed to look at the detail level; more precisely, where the
numbers are coming and how valid those are in given context. On the product
design perspective this means that information flow content actually carries the
design intent and it can be understood in a context of use. In the manufacturing
operations level the simulation results are tied to the given context and are valid
in that context. In the recent years industrial standards are being defined in a
more computer-readable form, most notably since the emergence of eXtensive
Mark-Up Language (XML) -based formats and computing power. XML as a
language has number of advantages for developers and implementers. Structural
language allows the compilation of specifications, creation of datasets and cer-
tain kinds of testing can be performed more easily. However, along the way XML
markups have been used as a substitute for modeling the information - a dan-
gerous shortcut that only works in communities that already share a common
understanding of the meaning and usage of terms [11], [15].

Knowledge modeling and representation always reflect the view of the mod-
elers on the domain to be modeled, although the ideal should be to initially
remain as independent as possible of any purpose or application [17]. More and
more information will be retrieved from diverse sources originating from differ-
ent circumstances and application. Therefore the resultant data are inherently
built on different languages and representations that will put high demand on
semantic integration solutions. Also, information will be fetched from diverse lo-
cations (over the global networks), which will be grounds for extensive use of web
technologies. These two basic requirements (semantic integration, access over
web) speaks for the adoption of semantic web technologies to describe and inte-
grate (or perhaps rather inter-link) digital content on built environment. Seman-
tic information enables the creation of built-in intelligence into versatile prod-
ucts. Real intelligent functions will be possible to be created based on semantic
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reasoning algorithms. The difference to “glued” intelligence is significant, be-
cause the product and the digital services related to products can utilize more
detailed and specific information than traditionally [11].

2.2 Systems Thinking

Centralized systems based on hierarchical data share are giving a way to globally
distributed production networks. These networks need to adapt rapidly to the
production changes. Due to the resulting larger complexity of heterogeneous
interacting components the system can no longer be only guided and controlled
based on a human operator. Predicting the future state of dynamic system based
on the static and often inaccurate or obsolete models of manufacturing system’s
state is not reliable or sufficient [10].

According to International Council of Systems Engineering (INCOSE) there is
a growing awareness that the revised systems engineering approach is becoming
a key to successfully design, develop and sustain the highly complex systems.
However the field suffers from the lack of unified principles and models that
support a wide range of domains [7]. A shift away from a generic definition
and application of systems engineering to a more specifically defined and precise
application of systems engineering in diverse domains can thus be expected in
the future. The future systems engineering environment will also fully support
life cycle perspectives. In many respects, the future of systems engineering can be
said to be model-based. A key driver will be the continued evolution of complex,
intelligent, global systems that exceed the ability of the humans who design them
to comprehend and control all aspects of the systems they are creating. The role
of modeling will mature to respond to this need.

2.3 Social Capital

The role of humans in the Factories of the Future will be defined through the
stimulation of working environments and conditions that bring about new forms
of collaboration and interaction processes among humans, machines and the
manufacturing technologies involved. Sustainability of the human capital, in Eu-
rope, is subject to the global economic conditions. Age and employment systems
need to be adapted, while the societal impact of manufacturing on local environ-
ments ought to be taken into account, in terms of energy demands, life quality,
natural resources and safety.

Lately, following to the well-known trends of globalization, transformation
from vertical value chains to open value networks, web 2.0 and further develop-
ments, crowd-sourcing, dematerialization, virtualization etc., management the-
ory has developed new approaches more coherent with the emergent business and
social landscape, leveraging the human factor along with technology enablers.
However, as the development advances with steady leaps it also causes pressures
towards workforce. This pressure comes from dynamic and fast changes in or-
ganizational level, new technical solutions requiring faster learning curves and
changes in global economy. In the recent years, analysis on employees wellbeing
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highlights that, more now than in the past, individuals have to deal with differ-
ent objectives, desires, expectations and responsibilities, which can be clustered
in two main categories of work and life. Bourne et al [3] stated that “dual-
centric experience more overall satisfaction, greater work-life balance, and less
emotional exhaustion”, and that organizations should take care of employees as
whole individuals in order to enhance their wellbeing.

According to EFFRA [4] manufacturing is evolving from being perceived as
a production-centric operation to a human-centric business with greater empha-
sis on workers, suppliers and customers in-the-loop. ActionPlanT [1] envisions
workers and managers alike given more opportunity for continuous development
of skills and competences through novel knowledge delivery mechanisms. The
human-centricity paradigms involve inclusion for young and elderly people Fu-
ture enterprises will not only be better equipped for transferring skills to a new
generation of workers but also proficient in assisting older workers with better
user interfaces, intuitive user-experience-driven workflows and other aids, such
as mobile and service robots.

2.4 Technological Advances

According to European Commission communication [5] a digital ecosystem is a
self-organizing digital infrastructure aimed at creating a digital environment for
networked organizations that supports the cooperation, the knowledge sharing,
the development of open and adaptive technologies and evolutionary business
models. Boley and Chang [2] proposed definition for a digital ecosystem by
terms ”open, loosely coupled, domain clustered, demand-driven, self-organizing
agent environment”, where each agent of each species is proactive and responsive
regarding its own benefit/profit but is also responsible to its system. The digital
ecosystem approach transposes the concepts to the digital world, reproducing
the desirable mechanisms of natural ecosystems.

As several interacting natural ecosystems exist, several digital ecosystems ex-
ists due to differentiation and the development of endemic product and services
tailored to specific local needs. The key enabling technologies developed within
the digital ecosystem research aim at providing a knowledge- and service-oriented
infrastructure that supports the spontaneous composition, distribution, evolu-
tion and adaptation of ICT-based services. This platform should allow the SME
software industry to independently develop (and disseminate on the network)
services and software components which will be composed forming complex,
evolutive and adopted solutions. These technologies allow the spontaneous devel-
opment and the cooperative provision of services and solutions, without the need
for any keystone player, central coordination or central point of control/failure.

3 Requirements for the Future Advanced Manufacturing
Ecosystems

The future advanced manufacturing ecosystems require new and more collabo-
rative approaches, where the technical advantages are understood and accepted,
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where the social capital is appreciated and utilized and where the interactions
of a whole system can be visualized and understood.

As the construction and development of an increasingly artifactual environ-
ment continue, little thought has been given to the coherence or compatibility of
knowledge between different scientific disciplines. As a result, incompatibilities
and contradictions have arisen within that environment, and, most ominously,
between it and the surrounding natural environment [18]. Yoshikawa (2008) in-
troduced a term synthesiology. Synthesiology is a term for the theory of integra-
tion of scientific and technological knowledge from different disciplines with the
needs of society.

McDonald (2011) has recommended that management should evolve to foster
trust and teamwork; to create a fluid, flexible, customized work community en-
vironment; to decompose vertical organizational structures towards inter-intra
organizational networks with emergent new roles for facilitators and brokers; to
create new exciting, entertaining and challenging workplaces for young people
[13]. Kira et al (2008) emphasize that socially sustainable work organizations
are able to both repeat accustomed and devise innovative solutions, and for this
reason it is crucial for them to embrace individual stakeholders complexities and
encourage them to cultivate it, while at the same time maintaining a holistic view
of the organization [9]. Furthermore, Kira et al. [9] suggest that a higher level of
collaborative shaping of work (with employee involvement) is highly conducive
to sustainable work abilities and development of human resources.

As this paper focuses more on the information flow management in future
Manufacturing Ecosystems, the collaboration, motivation and self-organizing in-
teraction between individuals becomes highly important. Fischer [6] summarized
well that in interpersonal communication the design intent is mostly casually con-
veyed and understood based on history, shared experience and circumstances.
However, in this modern operation environment each stakeholder has a different
context and different understanding of the problem. Communication breakdown
occurs when the stakeholders have only little shared context. The message, de-
sign intent, gets lost in translation.

4 Summary

All in all the future interoperability among different stakeholders requires more
multi-sectoral approach in order to tackle the arisen challenges. The efficient
knowledge capture, processing, utilization and reuse as integral part of future
product-services requires holistic approach, that includes understanding from
following sector:

1. Social and economic sciences (network economics, community buildings, dif-
fusion of knowledge and practices, legal aspects, business and organizational
models),

2. System theory, self-organization of complex systems and epistemology
3. Computer science (mainly network architectures, semantic interoperability

and formal languages) [5].
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Only by adopting the holistic approach in design, operation management and
manufacturing the new Advanced Manufacturing Ecosystems can emerge.
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Abstract. The purpose of this paper is to link social sustainability challenges 
to manufacturing companies, focusing on the upcoming recruitment crisis 
caused by demographic changes in Europe. The findings are based on literature 
studies that were validated and reflected upon as the study progressed. The 
conclusion is that diversity within the manufacturing industry has to be 
increased in order to expand the pool of possible employees by focusing on 
three main improvements: providing interesting jobs, work flexibility and an 
improved image of the industry. 

Keywords: Social sustainability, manufacturing industry, demographic change, 
human resources, recruitment, retention, shared values. 

1 Introduction 

Manufacturing industries need to take action. The demographic prognosis of Europe 
for the next two decades will result in an aged population [1], which most likely will 
mean a recruitment and skills crisis for the industry. In 2020, there will also be a skills 
gap within the recruitment pool for manufacturing industry [1, 2]. Manufacturing 
companies are essential to economic growth and sustainability of nations [3, 4], 
therefore it is crucial that they, in time, become aware of the challenges and take 
action.  

Judging by the current demographic trends in Europe, as shown by the black 
columns in Figure 1, the current working population (20-55 years) will most likely be 
replaced by about 20-30 % fewer people. In addition, the health care industry will 
increasingly be demanding more employees for the caretaking of Europe’s aging 
population [5]. 

The lack of people to fill the work force will be drastic for manufacturing 
companies since their recruitment reaches out to a small part of society with limited  
diversity [6-8]. An illustration of the recruitment pool of possible employees, 
currently over represented by men aged 35-65 [9-12], is presented in gray in Figure 1. 
It becomes interesting to examine what other groups in society could be targeted in  
recruitment, in order to expand the pool.  
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Fig. 1. Age distribution of countries in the European Union [13] – the gray field illustrates the 
pool of possible employees for manufacturing companies  

Top-level industry management as well as societal leaders like the European 
Commission (via the growth strategy known as Europe 2020) have acknowledged 
these growing problems and the need to formulate socially sustainable strategies to 
tackle them. This paper presents preparatory efforts (primarily a literature study) for 
the Coordination and Support Action (CSA) “SO SMART” (Socially Sustainable 
Manufacturing for the Factories of the Future), which will be funded by the European 
Commission in 2013. In this paper, different aspects of social sustainability will be 
explored in relation to what the demographics crisis means for manufacturing 
companies. 

The term Social Sustainability, and the many dimensions it includes, are still being 
defined. However, most sustainability definitions spring from the World Commission 
on Environment and Development’s (WCED) definition of sustainable development:  

 

“development which meets the needs of the present without comprising the ability 
for future generations to meet their own needs” [14] . 

 

This definition describes sustainability in broad terms and applies to environmental, 
economic and social sustainability. The social aspect of sustainability has often been 
associated with equity among people and equal opportunities [15]. Littig and Griessler 
have defined social sustainability in relation to work and lifestyle as: 

 

“the freedom to choose at any stage in life between different forms of work (work 
arrangements, field of work) or lifestyles, while being at all times entitled to 
individual social security” [15].  

 

That is, all individuals should have the same opportunities for seeking jobs and 
being accepted in all fields of work, regardless of societal group. As stated earlier,  
diversity among manufacturing industry employees is lesser than the diversity of 
society as a whole, resulting in a socially unsustainable industry by this definition.  

The question that needs to be asked is therefore: which aspects of social 
sustainability should manufacturing companies focus on in order to become more 
resilient to the demographic challenges of 2020? 

2 Method 

To better understand the concept of Social Sustainability and what it means for 
manufacturing companies, a multi-stage literature study was carried out. Literature was 
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sought out on many levels, including scientific literature, but since the term Social 
Sustainability is still taking shape in the common understanding among Europeans, 
other contemporary popular literature formats, surveys and reports were included if 
these added relevant perspective, medial representations or provided statistical figures.  

Like other aspects of Sustainable Development, Social Sustainability has 
connotations to the classic inter-generational definition of “Sustainable Development” 
mentioned earlier [14], but needs further clarification since it has historically been the 
least defined of the sustainability dimensions. Therefore, the initial search phase used 
broad terms, e.g. social, sustainability and manufacturing. As searches progressed, 
new keywords and keyword combinations were identified (including Corporate 
Social Responsibility, attractive jobs, and employees + wants/expectations/demands 
etc.) and used to refine the literature search towards addressing demographics 
forecasts and the prognosticated skills gap, and to determine what has been written 
about the impacts on manufacturing industry. Once collected, literature was 
categorized into emergent topics and themes in an inductive, qualitative process 
involving periodic internal validation and reflection by the authors.  

This paper reports on a subset of data from the literature search. Starting from the 
question at the end of the Introduction, the main theme is how manufacturing 
industries may approach the challenges of the future European demographics, from 
the perspective of how to recruit and retain personnel. The topics reported on are:  

• Social sustainability within companies 
• Factors that attract employees to a company and/or job 
• What manufacturing companies can improve to attract people 
• Examples of social sustainability practices in companies  

3 Results and Analysis 

Results from the literature study are presented in this chapter organized by identified 
themes, along with strategies that manufacturing industry may adopt in order to 
address the upcoming challenges of 2020. The strategies, as identified by the authors, 
spring from topics listed earlier and include three aspects: starting in the core 
business; attractive jobs; and the manufacturing industry’s image. 

3.1 Gaps in the Literature 

One aim of the literature study was to identify ways to increase the diversity, and 
thereby the size, of the recruitment pool for manufacturing industries in Europe, for 
example by targeting underrepresented groups. Literature was found on a limited 
range of society groups - primarily young, elderly, women and disabled. Other groups 
expected by the authors, such as foreign-born, were not represented in the found 
literature but may still deserve attention. Furthermore, a limited amount of literature 
was found that was specific to manufacturing industry in Europe. Therefore, the 
authors have also used literature from the United States on manufacturing industries, 
as well as literature on other industry types that face similar challenges within Europe. 
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3.2 Start in the Core Business 

For companies to be socially sustainable they have to directly associate social 
sustainability with their core business [16], thus focusing on their employees instead 
of e.g. charity work outside the business, which is not value adding for the company 
[16, 17]. The long-term social impact is the largest when successful social 
sustainability action is closely associated with core business gains.  The company’s 
objective is to create shared values, where both the company and the surrounding 
society benefit [16]. This is a complicated task, requiring long-term thinking. 

3.3 Attractive Jobs 

Different societal groups have different “wants”, i.e. needs and expectations, when it 
comes to jobs, as shown in the literature summarized in Table 1. In addition, the table 
indicates which of those “want-factors” are relevant to manufacturing companies in a 
contemporary perspective. Some “wants” which were found in available literature can 
be considered less pressing for manufacturing companies to act upon, since those 
wants are already fulfilled.    

Table 1. What do different societal groups want from a job and is it relevant to manufacturing 
industry? 

Societal 
Group 

Wants identified in  
literature 

Relevant to manufacturing? 

Overall Interesting work [18] 
Work flexibility [19] 

Relevant: There is little work flexibility in 
manufacturing industry [19] 

Young Wages, Job security,  
Personal growth [20, 21] 

Irrelevant: Wages and job security in 
manufacturing are among the highest [22] 
Relevant: Personal growth [23] 

Elderly Sympathetic environment, 
Ergonomics, 
Loyalty       [20] 

Irrelevant: Manufacturing companies are 
now very conscious about work conditions 
[9] 

Women Work-life balance [24-26] Relevant: Flexibility, see “Overall”  
Disabled Support [27] Relevant: Companies are afraid of hiring 

disabled workers due to the extra costs and 
non-suitable work tasks [27] 

 
The literature revealed two main challenges when it comes to attracting workers to 

manufacturing companies: to offer interesting jobs and to provide work flexibility. 

Interesting Job. People want a challenging job that involves interaction with people 
and a feeling of importance in their working role [20, 21, 28]. In addition, they want 
opportunities to develop [18] as well as variety, meaning different work tasks.  
According to the literature, women associate success with having an interesting job  
according to the definitions above [26]. 
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Flexible Job. Flexibility in the workplace means letting employees have some control 
over when, where and how much they work [19]. Work-life balance is also about 
flexibility, but on a higher level, where the job enables parents to take care of their 
children, by means of flexible work hours [25] but also through parental leave, 
vacation, and access to child care [19].  

3.4 The Manufacturing Industry Image 

An important part of attracting a larger recruitment pool is to present a desirable image 
of working within manufacturing industry. As for today, manufacturing industry has an 
undeservedly negative reputation, where people understand the importance of the jobs 
but are not interested in those jobs for themselves.  Especially young people have low 
interest in the jobs since the common perception is that manufacturing is dirty and not 
well paid, although it is simultaneously considered to be high-tech and require high-
skilled workers [12]. Giffi and McNelly [8] argue that high-skilled women working 
within manufacturing do consider the jobs interesting but other literature [29] suggests 
that women are struggling with (social) acceptance in male dominated industries, 
mainly due to a lack of role models. Therefore, to overcome the problem, “good 
practice” companies ensure that their image is modern and open, by providing real role 
models and having a female-friendly working environment [6].   

3.5 Examples from Different Industries 

There are many companies that have already recognized that employee well-being is 
the key to retaining competent workers within the company, as well as attracting the 
best ones. Google is famously noted as the most wanted employer in the world today 
[30], which focuses on keeping work interesting both by adapting tasks to the 
workers’ skills and by encouraging the workers to take on new challenges [31]. 
Another company that has realized the importance of letting workers develop is Rio 
Tinto Alcan Iceland (ISAL), an aluminum producer in Iceland. This company has 
initiated upper secondary level schooling for those of their workers who have only 
completed primary education. The school is part-time where classes are both during 
and outside work hours, so the students are still working full time. The aim is to 
increase the competence, confidence and leadership skills of the workers [32]. 
Citigroup, an American bank, has seen the benefits of working with internal job 
mobility [33]. They have therefore created an internal talent market, so when there is 
a job opening they recruit internally for the right talent, since employees with a broad 
skillset will make it easier for the company to adapt to changes.  

To increase the involvement of women in the manufacturing workforce, companies 
have to enable their workers - both men and women - to combine work and family 
life. For example, the global company Siemens is working with career-and-children 
combination by offering on-site childcare, support for workers returning from parental 
leave and elderly care to create a more flexible and attractive workplace [34].  

For manufacturing companies it will not be enough to change the work tasks to 
attract a broader workforce pool; the work environment and industry image need to  
be changed with it. Modern manufacturing has come a long way from the 
stereotypically., dirty and noisy factories - the Volkswagen “Glass factory” in 
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downtown Dresden, Germany, an automotive assembly factory with glass walls and 
wooden floors [35],  is an extreme example of that intentional image change. 

When companies have less diversity among their employees than there is in 
society, they should look into which societal groups are not being represented, and 
target them especially when recruiting. Deloitte has created a step-by-step approach, 
summarized below, that is targeted especially at recruiting women, but the steps can 
be adapted to other groups as well: 

• Start at the top of the organization 
• Address gender bias head-on 
• Create a more flexible work environment 
• Foster sponsorship 
• Promote personal development 
• Build a strong employer brand        

4 Discussion and Conclusion 

To overcome the foreseen labor crisis due to the rapidly changing demographics of 
Europe, manufacturing companies need to expand their pool of potential employees. 
In order to do so, this paper suggests that industry should focus on increasing 
diversity within their workforce, by reaching out to the societal groups that are 
currently described as in minority within the industry; primarily women and young 
people. In order to do so, the image of manufacturing needs to change, to become an 
attractive career option. 

A way of approaching this is shown in Figure 2. The authors would like to stress the 
importance of starting by improving and integrating Social Sustainability in the core 
business, before working on improving the image. When it comes to attracting workers, 
work environment and work content has to be improved first, with interesting jobs, 
more flexibility and more family-friendly working conditions.  By anticipating what 
potential workers want and changing the organization accordingly, companies will 
attract all groups of society and thereby become more socially sustainable. In this 
process, long-term thinking is the key, i.e. to always start within the walls of the 
company by actively supporting, developing and retaining the already recruited 
workforce. After internal stability has been achieved, it has to be clearly and inclusively 
communicated to society in order to improve the industry’s image (Figure 2).   
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Industry image 

Fig. 2. Matrix of approach for companies; the arrows suggest a progression from today’s 
situation to an ideal, socially sustainable solution to the recruitment challenges 
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Gaps were also found in the literature regarding societal groups that should be 
attracted to increase diversity; also, there is a lack of research that specifically examines 
the European context. The authors see great potential for the aforementioned SO 
SMART-project to address many of these research and analysis gaps.  

When manufacturing has become an attractive career option for people from all 
groups of society, the manufacturing companies of Europe can commence their  
journey of social sustainability.  Even more importantly, they can then become a 
sustainable business able to withstand the crisis and remain an attractive source of 
employment, development and stability for the European labor force. 

References  

1. Dobbs, R., et al.: The world at work: Jobs, pay and skills for 3.5 billion people. McKinsey 
Global Institute (2012) 

2. Manpower Group, Talent Shortage Survey Report (2011) 
3. Manufacturing Institute, Facts About Manufacturing, pp. 1–68 (2011) 
4. Mohan, S.: U.S. must revive manufacturing (2008)  
5. Christopherson, S.: Childcare and Elderly Care: What Occupational Oppurtunities for 

Women? In: OECD Labour Market and Social Policy Occasional Papers (1997) 
6. Rübsamen-Waigmann, H., et al.: Women in industrial research: A wake up call for 

European industry. European Commission Directorate-General for Research (2006) 
7. Donkin, R.: Employers ignore skills shortages at their peril. The failure to invest in 

vocational education and training will damage British productivity. In: Financial Times 
2006, p. 11. The Financial Times Limited, London (2006) 

8. Giffi, C.A., McNelly, J.: Untapped resource; How manufacturers can attract, retain, and 
advance talented women. Manufacturing Institute, U.S. (2013) 

9. Jörn-Henrik, T., Andreas, G., Miczka, S.: The impact of the demographic transition on 
manufacturing. Journal of Manufacturing Technology Management 18(8), 985–999 (2007) 

10. van Ours, J.C., Stoeldraijer, L.: Age, Wage and Productivity in Dutch Manufacturing. De 
Economist 159(2), 113–137 (2011) 

11. Persson, E., Rahm, F.: De yngre drabbas när jobben inom industrin minskar (2005) 
12. Giffi, C.A., DeRocco, E.S.: Made in America? What the Public thinks about 

manufacturing today. Deloitte and The Manufacturing Institute (2010) 
13. Eurostat, Population on 1 January by five years age groups and sex, European Commision 

(2012) 
14. World Commission on Environment and Development (WCED), Our common future. 

Oxford University Press, Oxford (1987) 
15. Littig, B., Griessler, E.: Social sustainability: a catchword between political pragmatism 

and social theory. International Journal of Sustainable Development 8(1), 65–79 (2005) 
16. Porter, M.E., Kramer, M.R.: Creating shared value. Harvard Business Review, 1–17 

(January-February 2011) 
17. Lovins, H.: Employee Engagement is Key to Sustainable Success (2012) 
18. Lewis, M.A.: Lean production and sustainable competitive advantage. International 

Journal of Operations & Production Management 20(8), 959–978 (2000) 
19. Bond, J.T., Galinsky, E.: Workplace Flexibility in Manufacturing Companies. Families 

and Work Institute, USA (2011) 



 Social Sustainability Challenges for European Manufacturing Industry 85 

 

20. Kovach, K.A.: What motivates employees? Workers and supervisors give different 
answers. Business Horizons 30(5), 58–65 (1987) 

21. Zukin, C., Szeltner, M.: Talent Report: What Workers Want in 2012, John J. Heldrich 
Center for Workforce Development at Rutgers. The State University of New Jersey, New 
Jersey (2012) 

22. Näringsliv, S.: Löner och Löneförmåner (2011), 
http://www.svensktnaringsliv.se/fragor/fakta_om_loner_och_ 
arbetstid/fola2012/3-loner-och-loneformer_163227.html  
(April 20, 2013) 

23. Langdon, D., Lehrman, R.: The Benefits of Manufacturing Jobs, E.A.S.A. U.S. 
Department of Commerce, Editor 2012: Washington, DC, USA, p. 10 (2012) 

24. Barbulescu, R., Bidwell, M.: Do Women Choose Different Jobs from Men? Mechanisms 
of Application Segregation in the Market for Managerial Workers. Organization Science, 
Articles in Advance, 1–20 (2012) 

25. Accenture, Defining Success - 2013 Global Research Results (2013) 
26. LinkedIn, What do Women Want at Work? Linkedin Corporation (2013) 
27. Domzal, C., Houtenville, A., Sharma, R.: Survey of Employer Perspectives on the 

Employment of People with Disabilities. Technical Report, Prepared under contract to the 
Office of Disability and Employment Policy U.S. Department of Labor, Editor 2008, 
McLean (2008) 

28. de Lange, A.H., De Witte, H., Notelaers, G.: Should I stay or should I go? Examining 
longitudinal relations among job resources and work engagement for stayers versus 
movers. Work & Stress 22(3), 201–223 (2008) 

29. Aulin, R., Jingmond, M.: Issues confronting women participation in the construction 
industry. In: Mwakali, J., Alinaitwe, H. (eds.) Advances in Engineering and Technology - 
Contribution of Scientific Research in Development, pp. 312–318. Makere University, 
Uganda Entebbe (2011) 

30. Light, J.: Google is No.1 on List Of Desired Employes (2011) 
31. Sullivan, J.: A case study of Google recruiting (2005) 
32. Guðfinnsdóttir, H.B., Stóriðjuskólinn, G.R.: Jónsdóttir (2013) 
33. Buning, N., et al.: Solving the skills crisis. Accenture - Journal of High-Performance 

Business (March 2011) 
34. Siemens. How to balance family and career (2013), 

http://www.siemens.com/sustainability/en/core-topics/ 
employees/references/family-and-career.htm (cited April 12, 2013) 

35. Glaeserne Manufaktur. A Car Factory in the Centre of Town (2011), 
http://www.glaesernemanufaktur.de/en/idea (May 10, 2013) 

 
 



 

V. Prabhu, M. Taisch, and D. Kiritsis (Eds.): APMS 2013, Part I, IFIP AICT 414, pp. 86–93, 2013. 
© IFIP International Federation for Information Processing 2013  

Energy-Efficiency Concept for the Manufacturing 
Industry 

Volker Stich, Niklas Hering, Christian Paul Starick, and Ulrich Brandenburg 

Institute for Industrial Management at RWTH Aachen University, Pontdriesch 14/16, 
52062 Aachen, Germany 

{Volker.Stich,Niklas.Hering,Christian.Starick, 
Ulrich.Brandenburg}@fir.rwth-aachen.de 

Abstract. Depletion of fossil energy sources, rising energy prices and govern-
ment regulation coerces manufacturing companies to foster their energy-
efficiency. Among others, Information and communication technologies (ICT) 
are considered to be major enablers for improving the energy-efficiency. In this 
paper a concept for energy-efficiency based on an Event-driven Architecture 
(EDA) using Complex-Event-Processing (CEP) is presented that supports the 
integration of sensor data from the shop-floor level into the company’s decision 
support systems. Finally, a use-case for implementing the proposed concept in a 
real production environment is presented.  

Keywords: Energy-Efficiency, Real-Time Capability, Event-driven Architec-
ture, Complex Event Processing, Production Planning and Scheduling. 

1 Introduction 

The so-called “energy concept 2050” of the German Federal Government calls for a 
complete change of the German energy supply. The ambition is to establish one of the 
most sustainable and energy-efficient economies. By the year 2020 the proportion of 
renewable energy sources such as wind, solar and water power should account for up 
to 35% of the German energy mix [1]. The manufacturing industry is one of the big-
gest consumers of primary energy (31%) and one of the largest emitters of CO2 [2]. 
Although energy intensity has declined within the European Union over the last 30 
years there is still an unrealized long-term energy efficiency economical potential in 
the industry sector of almost 60 per cent [3]. Among others, Information and Commu-
nication Technologies (ICT) play an important role for measurement, control and 
improvement of energy efficiency in manufacturing [4], [5]. ICT that is relevant for 
energy efficiency include Supervisory Control And Data Acquisition Systems 
(SCADA), Manufacturing Execution Systems (MES), Energy Management Systems 
(EMS) and Enterprise Resource Planning (ERP) Systems. However, the problem in 
manufacturing companies is how to use ICT and seamlessly integrate it into their 
production system.   
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The EU research project “Sense&React” aims at providing support for manufactur-
ing companies to implement an ICT-infrastructure that feeds decision support systems 
to increase energy-efficiency. Therefore, role-specific aggregated information from 
various sources is provided to employees in manufacturing environments using a 
factory wide sensing and ICT end-to-end infrastructure. Among other things, a real-
time optimisation method for energy efficiency shall be developed. [6] 

In this paper, a detailed energy efficiency concept is presented. It acts as a concep-
tual framework that will support companies to analyse their production state regarding 
energy efficiency, providing them with detailed information about deviations from 
their targets (e.g. energy plan), and provide information regarding energy efficiency 
for production planning and control.   

2 State-of-the-Art: Real-Time Capable Information Integration 
for Supporting Energy Efficiency in the Manufacturing 
Industry   

As a first rough definition energy-efficiency can be expressed as the ratio between the 
useful output of a process and the energy input into a process [7]. The term energy 
efficiency is closely related to the term of energy productivity. Reinhart et al. define 
an increase in energy productivity as producing the same amount of products in the 
right time, with the right quality consuming less energy [8]. For companies of the 
manufacturing industry consuming less energy always means to reduce costs. Basi-
cally energy costs for manufacturing companies comprise of two components [9]:  

• Basic energy price: Based on the total amount of energy consumed and measured 
in kilowatt-hours. 

• Price for peak demand (price per kilowatt): Calculated based on the monthly 
(sometimes yearly) highest peak demand.  

Therefore, in order to reduce energy costs and increase energy-efficiency, companies 
need a profound knowledge about their energy consumption in real-time. To realize 
the compliance of hard time constraints in technical processes, so called ‘real-time 
systems’ define today’s information processing. Fleisch et al. [10] refer to a further 
development of production and logistics, containing ubiquitous computing and infor-
mation systems. The ‘Internet of Things’ is a concrete approach for the realization of 
decentralized and completely integrated data handling [10]. To enable an autonomous 
data exchange between goods among themselves and with their environment, embed-
ded systems are combined with Radio Frequency Identification (RFID) and sensor 
technology [10]. Within defined ranges, so called ‘smart players’ as self-contained and 
communication capable objects are able to make decisions and initiate activities inde-
pendently [11]. This leads to a decentralization of the control of the material flow and 
to a need of low communication depth. The Electronic Product Code (EPC) and its 
related information services (EPCIS) are part of the implementation of the ‘Internet of 
Things’ [11]. 
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Another important factor in providing information about production processes is 
sensing technology. Its significant developments as well as communication technolo-
gy have become a relevant part in production systems. Whereas to today the use of 
wireless technology has mainly been limited to production monitoring and production 
system performance measurement applications [12] now a new generation of sensors 
is prevailing. Its characteristics are embeddable size devices, the possibility of wire-
less and untethered mode of operation, so called smart items and the Wireless Sensor 
Networks (WSNs). These networks are much acclaimed for many purposes and will 
be used in a variety of contexts [13]. Because of the demanding industrial require-
ments, security reasons and high degree of availability the integration of wireless IT 
technologies at shop floor level is often impeded [14], but by multi-channel communi-
cation interferences can be alleviated. With it parallel transmissions over different 
channels are enabled and the network throughput is improved [13]. To gain real-time 
visibility and traceability at the shop-floor level RFID technologies offer the capabili-
ty of automatic and accurate object data capturing [15]. Therefore the management of 
the shop-floor and also the management of work-in-progress (WIP) can continuously 
be improved [16]. To master the challenge of the authentication management proce-
dure a shared key between entities is needed. As one solution, a common key between 
two nodes can be generated which uses the secret key of one node and the identity of 
the other [17]. Also considerable is an innovation called push technology which can 
be a big support for shop-floor monitoring and training. The software client gets ne-
cessary information automatically without manual searching in data lists [18]. Moreo-
ver, mobile asset tracking and indoors localization sensing technologies have become 
popular. Their ranges of application are workforce productivity analysis, workforce 
training and safety monitoring. For outdoor environments and personnel tracking e. g. 
movable video camera systems have been proposed and pointed out the constraints 
when using vision-based tracking systems such as visual clutter or occluding and 
moving obstacles [19]. As analyses on human based assembly systems have shown, 
human operators are contemplated as major flexibility enablers because of their abili-
ty to react directly with changing products and market situations [20]. Hence it must 
be a key objective to integrate the human workers flexibly in the process, create the 
right conditions for them and allow them to perform different tasks. Bar code identifi-
cation has been a proven, low cost and reliable technology and is extensively used for 
a long time now. But Radio Frequency Identification technology could prevail over 
the last decades because of the barcode’s visual contact requirement and its inability 
of real time updates and of tracking single items [21]. 

3 Approach for an Energy-Efficiency Concept for the Discrete 
Manufacturing Industry  

In order to use ICT and sensor networks (and therefore improve energy-efficiency) 
the concept of event-driven architectures (EDA) has gained acceptance as a new arc-
hitectural paradigm for dealing with event streams produced by continuously  
data-emitting sensor networks [22], [23], [24]. Each event therefore contains general 
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metadata (event ID, event-timestamp, event type, event occurrence number), and 
event-specific information such as sensor ID and data [25]. Due to the steadily in-
creasing amount of available data it is necessary to detect patterns within a cloud of 
data. Complex event processing (CEP) is an event processing model introduced by 
Luckham [26] that can be used to identify those patterns of events that are significant 
for the application domain [22].  

 

Fig. 1. Structural event model using CEP for energy-efficiency adapted from [22] 

Fig. 1 illustrates the structural event model that is used for implementing the ener-
gy-efficiency concept in the manufacturing industry. It comprises of four hierarchical 
layered event types significant for the production environment [22]:  

• Raw Sensor Events: Data collected from shop-floor sensor devices such 
as kilowatt-meters, machine-controls, or RFID tags attached to loading 
equipment. Problems often occur due to technical difficulties such as un-
reliable readings so the data has to be cleaned and pre-processed. Exam-
ples for raw sensor events are load curves of machines. 

• Domain Events: In a next step the cleaned data has to be mapped  
to domain concepts. In a production system the load curves of the  
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individual machines (Raw sensor event) can be synthesized to an overall 
load curve of the production system. Therefore, in this context examples 
of domain concepts are production events characterized by total energy 
consumption or work-in-progress.  

• Status Events: Within this diagnosis step the domain events are synthe-
sized to status events. Therewith, the overall state of the physical envi-
ronment can be monitored. By comparison to an energy consumption 
baseline critical deviations can be identified.  

• Action Events: Based on the status event certain action have to be de-
rived. Within Sense&React this action step will be an alert for the  
production line manager who might perform certain tasks to solve the 
problem.   

Within the Sense&React project this concept will be applied to a case-study for a 
factory-wide energy efficient production. The aim is to enable decentralized re-
planning on workstation level and to realize centralized monitoring and controlling 
concerning energy efficiency on management level (e. g. energy controller). The re-
sult will be to provide a power management system, which allows enabling, document 
and optimizing constantly an efficient use of energy. This can reduce energy costs and 
at the same time climate critical exhaust emissions. The application of the concept for 
the case-study will be explained in the following section.  

4 Manufacturing Use-Case: Energy-Efficient Production 
Sequencing  

For a production environment this concept can be implemented as following. Firstly, 
raw data from the shop-floor sensors such as kilowatt-meters, machine controls, RFID 
readers etc. is collected and raw sensor events are created. The Sensor Processing 
Agent cleans the raw sensor events1 and maps them to domain events such as load 
curves consisting of total energy consumption and peak loads. In the next step, the 
Diagnosis Agent executes continuous queries on the stream of domain events to de-
rive status events. Status events can be derived by comparing a domain event such as 
the total load curve against the energy baseline taken from the database of the ERP-
system. Then, an action alert is created in this case an Alert Event containing a visua-
lization of the detected deviation from the energy plan. A context-sensitive distribu-
tion of the Alert Event to a production line manager is also part of the Sense&React 
Integrated System illustrated by Fig. 2. The production line manager then manipulates 
the order sequence under consideration of e.g. delivery dates, availability of material 
taken from the ERP-system. The integrated backlog processing prioritizes orders to 
meet the planned delivery dates. The system schedules orders under consideration of 
restrictions such as conflicting targets (e.g. energy-efficiency vs. delivery time) or the 
limited availability of resources.  

                                                           
1  Filtering algorithms can be a source of support by dividing the useable data collected from 

shop-floor sensors from noise and measurement errors. 
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Fig. 2. Model of the energy-flexible Production sequencing 

5 Outlook  and Further Research  

The control and exact prediction of the energy consumption of production processes 
under cost and purchasing aspects will become an important component of production 
planning and control in the near future. The main issues in this context are: Dispatch-
ing of energy-intensive orders in periods of lower energy costs and consideration of 
variable energy prices; short and middle term forecasting of energy consumption; 
support of seasonal purchase of energy; prevention of cost intensive overload scena-
rios (exceeding the contracted quantity of energy); directed manipulation of load 
curves; collection and consolidation of energy consumption data and continuous 
comparison with planned load curves. 

The proposed concept provides a support for manufacturing industries to integrate 
energy relevant data information from sensors and in-process measurements into the 
planning systems. The use-case presented in this paper will be realized in the demon-
stration plant at the RWTH Aachen Campus Cluster Logistics which offers a real 
manufacturing plant for demonstration purposes. The demonstration plant is open to 
the public so interested companies can adapt the approach easily. The benefit for 
manufacturing companies will the ability to reduce energy costs. This can be done 
reducing total energy consumption as well as smoothing load profiles and avoiding 
peak load penalties. Additionally, the concept of CEP can easily be adapted to various 
kinds of optimization problems that require real-time information from the shop-floor.  
Further research has to focus on determining quantitative relations between produc-
tion and energy-related targets for a given production setting e.g. a job shop produc-
tion. Determining these interdependencies will help companies to act proactively 
upon the increasing uncertainty caused by energy-price and supply volatility by 
choosing the right energy-tariffs and adapting their production planning and control.  
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Abstract. The product cycle is changing, where time legs are shorter, high vo-
lume- and cash cow-phases fading. Rapid product introduction and customiza-
tion are keywords, and often associated with modularization. The objective is to 
create a flexible product design, not requiring changes in the overall product de-
sign every time a new variant is introduced. This has been a feasible strategy for 
manufacturers of small boats in high-cost countries where an incremental  
development process is well suited for modularization. However, also more rad-
ical innovations are needed, not only change modules and product configura-
tions but also have to develop new product platforms. We then have to deal 
with the critical, resource demanding processes. This conceptual paper de-
scribes how boat builders take modularization to a higher lever by attacking the 
critical parts in product development, i.e. the structural elements of boats. 

Keywords: Innovation, modularization, product development, leisureboat.  

1 Introduction 

At an IMS (Intelligent Manufacturing System) meeting in Zurich in 2007, leading 
academics and industrialists identified four major drivers for change [1]; globalization 
of manufacturing; extended enterprises; digital business; and innovation. The financial 
crisis that hit global markets from 2008 reinforced this picture. We have seen how 
tough market conditions are met by enterprises that try to gain new market shares by 
surpassing the customer’s expectations, innovate and constantly establishing new mar-
ket standards. The product cycle is changing, time legs are shorter, high volume- and 
cash cow-phases fading. Consequently the initial innovative- and product development 
phases of the product life cycle are getting more and more important. Companies need 
to find ways to reduce costs and/or gain good money in these initial stages. 

The above changes are reflected in recent manufacturing paradigms such as "mass 
customization" introduced by Stan Davis [2]. He describes mass customization as 
when a large number of customers could be reached as in industrial "mass produc-
tion", but at the same time be treated as in customized markets like craft production. 
However, product differentiation has normally resulted in higher prices than standar-
dized products [3]. This is also the situation in the leisure boat industry (and related 
industries) where it has been difficult to get a higher price from more innovative and 
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customized products then the competitors. As a consequence strategies based on cus-
tomization, frequent product introduction and innovations must be based on resource 
effective product development and production. 

Modularity is a key to achieve low cost mass customization as products built 
around modular architectures can be more easily varied without adding too much 
complexity to the manufacturing system [4]. A modular design strategy reduces prod-
uct costs by partitioning some functions in a product architecture into component 
designs that will be used in common across product models or reused in future archi-
tectures. Standardized modules allow for mass-customized products to achieve the 
low cost and consistent quality associated with repetitive manufacturing [5].  

It is very resource demanding to develop a completely new boat model. Instead of 
searching for "an optimal design for an optimal product," the objective should be to 
create a flexible product design, allowing product variations without requiring 
changes in the overall product design every time a new variant is introduced. Howev-
er, even though module-based design is an efficient way of reducing product devel-
opment costs, the steps for the initial overall product architecture and platforms, 
might be found very resource-demanding. For boat builders these costs are often re-
lated to the hull-development, inner liner and structural elements. Focusing on these 
critical parts in the product development process could reduce time and resources thus 
enabling competitive prices for customized and innovative products. 

The purpose of this conceptual paper is to illustrate how modularization could be 
the key for more effective (time and resources) product development and production 
of boats, when focusing on the critical parts of the boats – the structural elements.   

The paper is based on a R&D project involving manufacturers of leisure boats and 
boats for the professional markets. The project is at an early stage and so far the activ-
ities have mainly been to develop hypothesis, challenges, and how to approach them 
in concrete contexts. The project is closely related to what is happening in the compa-
nies (case studies) and the researchers aim to participate in the product development 
processes in order to improve them through action research. Literature studies have 
also been important for the project (and this paper) at this early stage.  

Section 2 presents theoretical perspectives on innovation and modularization. Sec-
tion 3 presents the R&D-project while Section 4 focuses is a discussions around major 
challenges in the project and how they are approached. Section 5 concludes. 

2 Theoretical Perspectives    

2.1 Innovation and Innovation Management Concepts 

Innovation has been defined as the process of making changes in something estab-
lished by introducing something new [6]. In an ever-changing economic landscape, 
innovation has become a key competitive factor in manufacturing. Continuous im-
provement and incremental change is not enough - companies also need to be part of 
major changes. Innovation is no less important in manufacturing than any other sec-
tion of industry. Innovation in manufacturing can be either radical or incremental, but 
where most organizations are involved in both types of innovations [7] . 
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Arthur D. Little, describe five innovation management concepts on how innova-
tions could be dealt with depending on strategic contexts [8]. Customer-based Innova-
tion is about profoundly involving and engaging customers to create innovative  
solutions. In contrast to traditional innovation, Frugal Innovation have their basis 
from lower-income, emerging markets, which are then transferred and adapted into 
the more developed markets. Proactive Business Model Innovation focuses on devel-
oping mechanisms enabling the generation of new, innovative business models. In 
High Speed/LowRisk Innovation further development of approaches and tools to drive 
fast, de-risked product and service innovation are focused. Integrated Innovation is 
about taking innovation approaches from New Product Development (NPD) such as 
idea management, stage gates and portfolio optimization, and applying them consis-
tently as an integral part of business strategy. [9] 

2.2 Modularization Enabler for Efficient Product Development 

Modularity allows part of the product to be made in volume as standard modules 
while product distinctiveness is achieved through combinations or modifications of 
modules [11]. Modularization could bridge the advantages of: (1) standardization and 
rationalization, (2) customization and flexibility, and (3) reducing complexity [10].  

The cost effects through reduced product development lead time and volume  
effects from standardization are important, but there are also revenue aspects of mod-
ularization: With a modular product platform structure, a set of building blocks (mod-
ules) is created with which, through different combinations, a great number of final 
products can be built. Parts of the product that strategically should vary to satisfy 
customer needs are well defined and separated from the parts of the product that 
should be kept as common units. In this way, many variants of final products can be 
handled without increasing a company's internal complexity.   

Parallel development activities are possible once the interfaces between the mod-
ules have been defined, and subsequent work conforms to the established interface 
specifications [14]. This reduces overall development time and resource requirements 
by eliminating the time-consuming redesigns when component interfaces are not fully 
defined and standardized during component development processes [13]. 

2.3 Functional Approach to Modularization 

By breaking a complex product structure into smaller, manageable units, a company 
can regain control of the product and the product-related activities. Modularity aims at 
increasing efficiency by reducing complexity. We often find module-based design 
within incremental product development, where e.g. not all innovations or "novelties" 
are introduced at the same time. However, to exploit the benefits of modular product 
development, it is crucial to have modularization in mind from the start of the design 
process, and not only as an afterthought when all components are developed. If mod-
ularity is identified and exploited in the initial conceptual or reverse engineering ef-
fort, the immediate product design reaps benefits in several strategically important 
areas.  
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Modularity has often been about splitting up products systematically in logi-
cal/practical units and parts. Today modularization based on functionality is a com-
mon approach and methods have been introduced to cut out a module from function 
structures using module heuristics [14]. These methods such as Modular Function 
Deployment (MFD™), identify modules from a functional model of a product, create 
rough geometric layouts and group products into families based on function [12]. 
Rather than a fixed product platform upon which derivative products are created 
through substitution of add-on modules, this approach permits the platform itself to be 
one of several possible options. After comparing function structures for common and 
unique functions, rules are applied to determine possible modules. This "inverse" 
process defines possible architectures. This approach increase the flexibility as it also 
represents a modularization of the basic platform [16].                

A systematic approach needs knowledge from people that knows customer de-
mands, service requirements, and from those producing the products. Concurrent 
engineering could be a key to mobilize and capture this knowledge [15]. An important 
part of the knowledge of the company is embedded in the products and reusing mod-
ules knowledge saves time and money. Also reuse of engineering specifications, test-
ing, process engineering etc, may lead to the desired effects by blurring the boundary 
between knowledge management and traditional modularization [17]. 

3 Marin Platform – The R&D Project   

Marin Platform is a 4-year R&D project started in 2012. The overall objective of is to 
radically improve the product development process focusing on the critical and re-
source demanding phases related to the structural elements of the boat. The project 
aims to define the premises and solutions for a flexible structural platform. Focus is 
on design for manufacturing (DfM) and how to involve the operators (craftsmen) in 
improvement and development. 

The project has four Norwegian industrial partners: two SMEs manufacturing lei-
sure boats, one large partner in the professional market and one SME supplying boat-
builders. The SME boat-builders operate in different markets, where one is making 
GRP boats in the high- end markets for speedboats 24-33 feet. The other makes GRP 
and aluminum utility-boats in the same size-range. They both want to use the project 
as an enabler for product configuring for new markets, especially the professional 
market for smaller boats. The large partner is a world leading company producing 
advanced lifeboats, davits and a range of different products for, rescue, marine service 
and military markets. One of the main objectives for this company is to come up with 
better DfM. The SME supplier is a key actor in the boatbuilding industry as it is the 
biggest and most important supplier of their products in the Scandinavian boatbuild-
ing industry. The company is within the mechanical engineering industry, but still has 
many of the same characteristics of craft manufacturing as the other partners.  

SINTEF is project coordinator and two other research partners are also contribut-
ing to the action research, The University of Agder and Inventas. The project is  
co-financed by The Norwegian Research Council.  
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Table 1. BEEM  Marin Platform, excerpt cost effects 

 

4.2 Flexible Structural Platform as the Basis  

The product development of leisureboats has been characterized by a lack of well-
defined phases, roles, resource control, documentations etc. The product development 
is so resource demanding that even the prototype has to be sold to a customer. The 
(first) customer is often highly involved in the development process making design 
freeze to an irrelevant term and could overshadow the general customer requirements.  

One of the consequences of this diffuse process is that the required structural ele-
ments have been added to the design at a very late stage - sometimes as "trial and 
error". Even though the result of this process has been boats of high quality, the prod-
ucts could be even better with another approach to the structural solutions. For certain 
a more resource efficient way to develop them is needed.   

One of the ways Marin Platform aim to improve the product development process 
is to introduce more systematic approaches such as MFD. MFD has the following 
basic steps: (1) design requirements, (2) identification of functions that fulfill the 
demands and their corresponding technical solutions, (3) technical solutions are ana-
lyzed regarding their reasons for being modules, (4) module concepts are then gener-
ated and the interface relations of the modules derived are evaluated. In the final step, 
(5) a specification is established for each module.   

For boats and other complex marine products there are to a standards and require-
ments issued by regulatory bodies (EU-standards), classification agencies or key  
customers that could limit modularity options within critical areas such as  interfac-
es/connections of modules. However, these requirements when captured in the initial 
step (1) of the MFD process could also indicate options in functionality and modules. 

Table 2 illustrates design requirements for a boat that is to be designed and devel-
oped both for the leisure- and professional market (rescue boat). 

Structural elements are critical in the development of boats and Marin Platform fo-
cus on how structures could be developed more efficiently and be the premises for the 
rest of the product development. The idea is that once the basic requirements of the 
boats are defined (Table 2) and described in the design brief, the structural perfor-
mance should quickly be developed through structural modules. Structural modules 
could be; (part of) inner liners; stringers; windows/doorframes etc. Research activities 

Business outcome - Structural platform Weight        
1=low, 6= high

Stay even             
Score=1

Significant advance   
Score=3

True tech. break-
through    Score=9

Company target Primary risk(s)

Cost reduction associated with materials and 
optimation of laminate (hull, deck etc osv)

6 20% average 
reduction all models

40% average 
reduction all models

60% average 
reduction all models

40% average 
reduction all models

* To finance a complete redesign

Reduced number of components new models, 
right use of materials (aluminum, stainless etc)

5 0 % 10 % 40 % 20 % * loose "design"-signaturen
* Being to much product-oriented

Increase reuse of components new design 4 20 % 30 % 75 % 30 % * Being to much product-oriented
* Finance the initial change 

More efficient variant handling/tailoring 6 0% cost reduction 
customer handling

20% cost reduction 
customer handling

45% cost reduction 
customer handling

35% cost reduction 
customer handling

* Communication to customer
* Coordination sales-production etc

Reduced development "soft" cost hull 
(software/drawing/spec/calculating)

5 0 % 20 % 50 % 30 % * Unable to develop calculation-modules
* Education of personel

Reduced development "hard" cost. hull 
(physical)

6 0 % 20 % 50 % 30 % * Not able to develop dynamic mould
* Theoretical basis for new mould

Number of platform-variants from each mould 6 1 platform-variant 2 platform-variants 10 platform-variants 3 platform-variants * Not able to develop dynamic mould

Reduction in resources used for CE-cetification 
new models

4 same as today 30% reduction in 
resources used

70% reduction in 
resources used

50% reduction in 
resources used

* More and more complex standards           
* Lack of competence at authorities
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in Marin Platform will conduct stress-strength analysis of these elements to under-
stand how they could represent modules in flexible structural platforms. It requires 
extensive data collection, testing and simulations to develop algorithms/models for 
different configurations and structural platforms. 

Table 2. Excerpt design requirements 

 

4.3 Module Based Design and Production 

The structural platform defined through structural modules represents the "room to 
maneuver" for the rest of the module based design process. The basic design require-
ments are taken into account in the structural platform, and the rest of the modulariza-
tion process will focus on optimization of modules and functionality for example 
through the MFD-steps.  

The modularization represents to some extent constraints for the customization but 
could also give a clearer picture of the opportunities and choices for customers. The 
positive effects on product development time and -cost are expected to more than 
offset the negative effects. However, to realize and exploit business effects described 
in the BEEM exercise, Marin Platform also involves production and other functional 
units in the conceptual model for product development (Figure 1). This implies stan-
dardization of processes but also continuous improvement. Concurrent engineering is 
a key for a broad and structured involvement [15]: 

• increased role of manufacturing process design in product design decisions  
• formation of cross-functional teams to accomplish the development process  
• focus on the customer during the development process 
• use of lead time as a source of competitive advantage 

Customer/market requirements Weight                         
    1= low, 10=high 7 7 5 9 9 9 8 7 5 5 7 7 9 8 8

MOB 6-10 meters:  waterjet for the range 9 o o o o o o o o o o o
Freefall  16-21 meters 4 o o o o o o o o o o o
MOB:  22-36 persons 8 o o o o o
Freefall: 16-40 persons 3 o o o
Configurable for: cruise, cargo and tankers, 
as well  as police/amb./military/etc, and 

9 o o o o o o o o o o o o o o
Quality (doc) according to North see/Solas 9 o o o o o o o
Transparent production process 5
Alternative material: alum. GRP.. 5 o o o o o o o o o o o
Good interfaces with davit -upgradable 8 o o
Flexible solutions for production (capacity) 7 o o o o o o o o
Certified before customer takeover 7 o o o o o o
Technologi vs robustness 5 o o o o o o o o
Solutions for surveil lance/self-testing 7 o o o o
Easy to operate 9 o o o
Effective testprogram 3 o o o o o
Be used in different climat zones 8 o o o o o o o o o o o o
Produced in Europe 5 o o o o o o
"Safety" feeling for people/passengers 4 o o 0 o o o o o
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A significant part of concurrent engineering is that the individual employee is given 
much more say in the overall design process due to its collaborative nature. Modulari-
zation is also important for the people in the production since it to a large extent is 
about DfM and standardization of production. Knowledge about these aspects will 
often be found at the shop floor. 

5 Conclusion 

Innovations and high speed product development is more and more important in man-
ufacturing industries. Customization and flexibility have for many companies been 
the strategic response to challenging competitive situations. Modularization has been 
launched as an enabler for customization and resource effective product development 
and production. These ideas and strategies have also been adapted by boat builders 
that have traditionally been characterized by craftsmanship. 

Marin Platform is a 4-year research project where boat builders and suppliers to-
gether with research institutes focus on the critical parts in product development – the 
structural elements. The project aims to develop modules that could "easily" be put 
together into different structural platform for boats. This is difficult as it requires re-
search in fields such as material technology, hydrodynamics, and dynamic stress-
strength analysis.  

There is a risk for not finding the "right" answers, but also for not being able to de-
velop prototypes and physical manifestations of the research. The research project 
started in 2012 and so far the activities have mainly been preliminary analysis. How-
ever, this initial phase has already shown that we are on the right track where modula-
rization is important for customization and mass customization strategies. We are also 
more confident that to optimize the effects of modularization we have to attack the 
most critical and difficult parts in the product development, which for the boat build-
ers are the structural elements. 
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Abstract. A Stochastic Partial profit–oriented Disassembly Line Bal-
ancing Problem (SP–DLBP) in the presence of hazardous parts is
considered. The goal is to assign disassembly tasks of the best selected
disassembly alternative to a sequence of workstations while respecting
precedence and cycle time constraints. An AND/OR graph is used to
model the disassembly alternatives and the precedence relations among
tasks. Task times are assumed independent random variables with known
normal probability distributions. Cycle time constraints are to be satis-
fied with at least a certain probability level fixed by the decision maker.
The objective is to maximize the profit produced by the line. It is com-
puted as the difference between the positive revenue generated by re-
trieved parts and the line operation cost considered as negative revenue.
The line cost includes the workstations operation costs as well as ad-
ditional costs of workstations handling hazardous parts of End of Life
(EOL) product. To deal with uncertainties, a Chance Constrained Pro-
gramming formulation is developed.

Keywords: Sustainable Manufacturing, Product Recovery, Disassem-
bly, Line Design, Cone and Chance Constrained Programming, Interior–
point Algorithm.

1 Introduction

Disassembly lines play a key role in the selective separation of parts and materials
of EOL products. The success of the product recovery depends partially on the
economical efficiency of such lines. However, their design presents a complex
optimization problem requiring adapted mathematical tools to obtain efficient
solutions.

A first study on disassembly line considering task failures was presented by
Güngör and Gupta [6]. Later, the deterministic version of the Disassembly Line
Balancing Problem (DLBP) was studied in [10,11,12,13]. Several performance
criteria were considered including minimization of the number of stations needed
and variation in idle times between the stations of the line. The following solution
methods were developed and compared: exhaustive search, genetic algorithm, ant

V. Prabhu, M. Taisch, and D. Kiritsis (Eds.): APMS 2013, Part I, IFIP AICT 414, pp. 103–110, 2013.
c© IFIP International Federation for Information Processing 2013
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colony metaheuristics, a greedy algorithm, greedy/hill–climbing and greedy/2–
optimal hybrid heuristics. Altekin et al. [3] defined and solved the profit–oriented
DLBP. The problem was modeled via a mixed–integer programming formulation
and its solution simultaneously determined the number of stations and cycle time
along with the assignment of the tasks to the stations. Upper and lower bound-
ing schemes were also developed. Koc et al. [7] proposed two exact (MIP and
DP) formulations to solve DLBP with the objective of minimizing the number of
stations. They used an AND/OR graph to model EOL product data and showed
that the use of such a graph allowed obtaining better solutions in comparison
with a single precedence diagram. Altekin and Akkan [2] considered task–failure
driven rebalancing of disassembly lines. A mixed–integer programming based
predictive–reactive approach was proposed. In the first step, a predictive bal-
ance was created and then, in the second step, given a task failure, the tasks of
the disassembled product with that task failure were reselected and re–assigned
to the stations. Agrawal and Tiwari [1] considered the case of a mixed–model
U–shaped disassembly line with stochastic task times. They proposed a col-
laborative ant colony optimization technique to simultaneously determine the
sequencing of the models and assign the tasks to the stations.

The literature exposed above shows that no adequate mathematical model
taking into account simultaneously the stochasticity of disassembly task times,
the partial disassembly and maximizing the profit produced by the line can be
found. To fill this gap, this paper aims to provide such a model where some of
disassembled parts are considered hazardous and require a particular treatment
incurring a supplementary cost. An adapted solution method to find efficient
design solutions is presented. The paper is organized as follows. Section 2 presents
the problem formulation. Section 3 describes the solution method. Section 4
analyzes the numerical experiments. Conclusions are given in Section 5.

2 Problem Statement

The SP–DLBP aims to assign a set of disassembly tasks, I = {1, 2, . . . ,N},N ∈
N

∗ to an ordered sequence of workstations, J = {1, 2, . . . ,M},M ∈ N
∗ under

precedence relationships constraints among tasks. Cycle time (C0 > 0) limitation
at each station is satisfied with a certain probability level fixed by the decision
maker. Task times are assumed mutually independent random variables with
known normal probability distributions, i.e. ti(ξ̃) � N (μi, σi), ti(ξ̃) > 0, i ∈ I;
the random variables are modeled by a random vector ξ̃ = (t̃1, t̃2, . . . , t̃N) varying
over a set Ξ ⊂ R

N
+ given a probability space (Ξ,F , P ) introduced by ξ̃. A

disassembly task i ∈ H ⊂ I is called hazardous if its execution generates a
hazardous subassembly or component. All possible alternatives for disassembly
process and precedence relationships among tasks and subassemblies are modeled
by an AND/OR graph [5]. An example for such a graph is given in Fig. 1. To
simplify the graph, without information loss, subassemblies with one component
are not shown. Each subassembly of single type EOL product to be disassembled
is represented by a node Ak, k ∈ K = {0, 1, . . . ,K},K ∈ N in the graph and each
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Fig. 1. AND/OR graph of the piston and connecting rod

disassembly task gives a node Bi, i ∈ I. Two types of arcs define the precedence
relations between the subassemblies and tasks: AND–type and OR–type arcs.
For instance, if a disassembly task generates two sub–assemblies, or more, then it
is related to these subassemblies by AND–type arcs. If, for a given subassembly,
one or more disassembly tasks can be performed, but only one must be selected,
this subassembly is related to these disassembly tasks by OR–type arcs. In order
to consider the case of partial disassembly, where the product is not necessarily
disassembled till obtaining single parts, a dummy task s is introduced into the
precedence graph as a sink node, as illustrated in Fig. 1. Since the case of partial
disassembly is considered, not all existing tasks have to be assigned. The level of
the disassembly depends on the profit generated by the corresponding line. The
recycling or reuse of certain parts or subassemblies bring its benefit while the
line cost is considered as a negative revenue. This cost includes two components:
the cost of workstations used and additional cost entailed by the treatment of
hazardous parts. For the problem defined, the following stochastic Mixed Integer
Program with Joined Probabilistic Constraints (MIPJPC) has been developed.

Parameters

H : Hazardous disassembly tasks’ index set;
L: Parts’ index set: L = {1, 2, . . . , L}, L ∈ N

∗;
r�: Revenue generated by part �, � ∈ L;
Li: Set of retrieved parts by the execution of disassembly task Bi, i ∈ I;
Fc: Fixed cost per unit time of operating workstations, Fc > 0;
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Ch: Additional cost for stations handling hazardous parts, Ch > 0;
Pk: Predecessors index set of Ak, k ∈ K, i.e. Pk = {i| Bi precedes Ak};
Sk: Successors index set of Ak, k ∈ K, Sk = {i| Ak precedes Bi}.

Decision Variables

xij =

⎧
⎪⎨

⎪⎩

1, if disassembly task Bi

is assigned to workstation j;

0, otherwise.

zj =

{
C0, if xsj = 1;

0, otherwise.

xsj =

⎧
⎪⎨

⎪⎩

1, if dummy task s is

assigned to workstation j;

0, otherwise.

hj =

⎧
⎪⎨

⎪⎩

1, if a hazardous task is

assigned to workstation j;

0, otherwise.

Stochastic Program

max

⎧
⎨

⎩

∑

i∈I

∑

j∈J

∑

�∈Li

r� · xij − Fc ·
∑

j∈J

j · zj − C0Ch ·
∑

j∈J

hj

⎫
⎬

⎭
(MIPJPC)

s.t.

zj = C0 · xsj , ∀j ∈ J (1)
∑

i∈S0

∑

j∈J

xij = 1 (2)

∑

j∈J

xij � 1, ∀i ∈ I (3)

∑

i∈Sk

∑

j∈J

xij �
∑

i∈Pk

∑

j∈J

xij , ∀k ∈ K\{0} (4)

∑

i∈Sk

xiv �
∑

i∈Pk

v∑

j=1

xij , ∀k ∈ K\{0}, ∀v ∈ J (5)

∑

j∈J

xsj = 1 (6)

∑

j∈J

j · xij �
∑

j∈J

j · xsj , ∀i ∈ I (7)

hj � xij , ∀j ∈ J, ∀i ∈ H (8)

P
(∑

i∈I

ti(ξ̃) · xij � C0, ∀j ∈ J
)
� 1− α (9)

zj � 0, ∀j ∈ J (10)

xsj , xij , hj ∈ {0, 1}, ∀i ∈ I, ∀j ∈ J (11)

The terms of the objective function represent respectively the earned profit of
retrieved parts, the cost of operating workstations and the additional cost for
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handling hazardous parts. If the dummy task s is assigned to workstation j,
which defines the number of processed stations, then

∑
j∈J j · zj = j · C0 and

workstations operating cost becomes j · (Fc · C0). Constraints (1) ensure the
value of zj to be C0 when the dummy task s is assigned to station j. Con-
straint (2) imposes the selection of only one disassembly task (OR–successor) to
begin the disassembly process. Constraint set (3) indicates that a task is to be
assigned to at most one workstation. Constraints (4) ensure that only one OR–
successor is selected. Constraint set (5) defines the precedence relations among
tasks. Constraint (6) imposes the assignment of the dummy task s to one station.
Constraints (7) ensure that all the disassembly tasks are assigned to lower or
equal–indexed workstations than the one to which s is assigned. Constraints (8)
ensure the value of hj to be 1 if at least one hazardous task is assigned to a work-
station j. Constraints (9) enforce the station operating time to remain within
the cycle time, for all opened workstations, with a probability at least (1 − α)
determined by the decision maker. Finally, sets (10)–(11) represent the trivial
constraints.

3 Solution Method

Let (1−α) = ᾱ. Sine disassembly task times are assumed mutually independent
random variables with known normal probability distributions, then:

P
(∑

i∈I

ti(ξ̃) · xij � C0, ∀j ∈ J
)
� ᾱ ⇐⇒

∏

j∈J

P
(∑

i∈I

ti(ξ̃) · xij � C0

)
� ᾱ

⇐⇒
∏

j∈J

P
(∑

i∈I

ti(ξ̃) · xij � C0

)
� ᾱ1=

∑
j∈J yj , yj � 0, ∀j ∈ J

⇐⇒ P
(∑

i∈I

ti(ξ̃) · xij � C0

)
� ᾱyj , ∀j ∈ J,

∑

j∈J

yj = 1.

P
(∑

i∈I

ti(ξ̃) · xij � C0

)
� ᾱyj , ∀j ∈ J

⇐⇒ P

(∑
i∈I ti(ξ̃) · xij −

∑
i∈I μi · xij

√∑
i∈I σ

2
i · xij

�
C0 −

∑
i∈I μi · xij

√∑
i∈I σ

2
i · xij

)

� ᾱyj

⇐⇒ P

(

Zj �
C0 −

∑
i∈I μi · xij

√∑
i∈I σ

2
i · xij

)

� ᾱyj , Zj � N (0, 1), ∀j ∈ J

⇐⇒
∑

i∈I

μi · xij + Φ−1
(
ᾱyj
) ·
√∑

i∈I

σ2
i · xij � C0, ∀j ∈ J (12)

Let
(
v, w

) ∈ R×R
l−1; the unit second–order convex cone of dimension l is defined

as Ql =

{(
w
v

) ∣
∣
∣v � ‖w‖

}

where ‖ · ‖ refers to the standard Euclidean norm.

Since α < 50%, which is justified by the fact that α represents the risk and mostly
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α � 10%, we have Φ−1
(
ᾱyj
)
> 0, and since xij ∈ {0, 1} ⇐⇒ x2

ij ∈ {0, 1}, then,
inequality (12) is a second–order cone constraint of dimension l = N+ 1:

∑

i∈I

μi · xij + Φ−1
(
ᾱyj
) ·
√
∑

i∈I

σ2
i · xij � C0, ∀j ∈ J

⇐⇒ μT · xj + Φ−1
(
ᾱyj
) · ‖Σ 1

2 · xj‖ � C0, ∀j ∈ J

⇐⇒ ‖Σ 1
2 · xj‖ � 1

Φ−1
(
ᾱyj
) ·
(
C0 − μT · xj

)
, ∀j ∈ J

⇐⇒
⎧
⎨

⎩

(
Σ

1
2

−μT

Φ−1
(
ᾱyj

)

)

xj +

(
0
C0

Φ−1
(
ᾱyj

)

)⎫
⎬

⎭
∈ QN+1, ∀j ∈ J

where μ = (μ1, . . . , μN), xj = (x1j , . . . , xNj)
T, ∀j ∈ J , Σ

1
2 =

⎛

⎜
⎝

σ1 0
. . .

0 σN

⎞

⎟
⎠is a

diagonal matrix and Φ−1(·) is the inverse of the standard normal cumulative
distribution function Φ(·).
Let x be a vector of the decision variables xij , xsj , hj, zj andX = {x| constraints
(1)− (8), (10)− (11) are satisfied}. The Second Order Cone Mixed Integer Pro-
gram given below represents an equivalent version of problem (MIPJPC) [4].

max

⎧
⎨

⎩

∑

i∈I

∑

j∈J

∑

l∈Li

rl · xij − Fc ·
∑

j∈J

j · zj − C0Ch ·
∑

j∈J

hj

⎫
⎬

⎭
(SOCMIP)

s.t.

x ∈ X

vj �
1

Φ−1
(
ᾱ

1
M

) ·
(
C0 − μT · xj

)
, ∀j ∈ J

wij � σi · xij , ∀i ∈ I, ∀j ∈ J

vj � ‖wj‖, ∀j ∈ J

vj � 0, wij � 0, ∀i ∈ I, ∀j ∈ J

where vj , wij , ∀i ∈ I, ∀j ∈ J are intermediate variables, wj = (w1j , . . . , wNj)
T,

∀j ∈ J . We consider the case where cycle time constraint is to be satisfied with
the same probability for each station of the line, i.e. yj =

1
|J| =

1
M , ∀j ∈ J . The

resulted (SOCMIP) is then solved using the interior point algorithm [14] of
CPLEX 12.4.

4 Numerical Results

The program (SOCMIP) was implemented in Microsoft Visual C++ 2008 and
ILOG CPLEX 12.4 was used to solve the model on a PC with Intel(R) Core(TM)
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Table 1. Problem instances and obtained results

N K, L arcs
AND–relations

M C0 obj. tasks stat. H–stat. CPU time
0 1 2

MJKL11 37 22, 33 76 4 27 6 3 40 20 7 3 1 0.50

L99a 30 18, 28 60 2 26 2 3 50 75 7 3 1 0.03

BBD13 25 11, 27 49 4 18 3 2 120 640 3 2 0 0.05

KSE09 23 13, 20 47 4 14 5 2 20 53 4 2 0 0.05

L99b 20 13, 23 41 5 9 6 3 10 72 7 3 1 0.22

BBD12 10 5, 12 18 3 6 1 2 0.51 18.39 2 2 1 0.05

i5–2400 CPU 3.10 GHz and 8Go RAM. It has been applied to the problem
instance illustrated in Fig. 1 and to 5 available in the literature benchmark
problems containing process alternatives for disassembly. The names of the prob-
lem instances were respectively composed of the first letters of authors’ names
and year of publication, i.e. BBD12 [5], KSE09 [7], L99a and L99b from [8],
MJKL11 [9]. BBD13 corresponds to the piston and connecting rod product in-
stance, see Fig. 1. The input data for each problem instance is given in Table 1.
The columns ‘AND–relations’ report the number of disassembly tasks with no
successor in column 0, with one AND–type arc in column 1, and with two AND–
type arcs in column 2, column ‘arcs’ gives the total number of AND–type and
OR–type arcs.

The interior–point algorithm of CPLEX was applied to each instance for α =
10%. Cost of operating workstations Fc was fixed to 5 and cost for stations
handling hazardous parts Ch = 3 for all instances. The results obtained are
also presented in Table 1 where columns ‘obj., tasks, stat., H–stat., CPU time’
report respectively the optimal profit of the line, the number of selected tasks,
the number of opened stations, the number of hazardous stations and solution
time in seconds. All instances were solved in less than 1 second.

5 Conclusion

In this paper, partial profit–oriented disassembly line balancing problem in the
presence of hazardous parts was studied under uncertainty. A second–order cone
mixed integer program was developed. Disassembly task times were assumed
mutually independent random variables with known normal probability distri-
butions, where cycle time constraints were to be jointly satisfied with at least a
probability level fixed by the decision maker. To solve the problem, the interior
point algorithm and CPLEX solver were used. The solution method was eval-
uated on a set of 6 problem instances taken from the literature. All instances
were solved in less than 1 second.

Our future objective is to develop an exact solution algorithm for the problem
considered based on branch & cut method and compare it to interior point
CPLEX algorithm.
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Abstract. Successful enterprises are distinguished by their sustainable devel-
opment reliant on their ability to learn and develop innovative solutions. Recyc-
lability (material and product design) and recycling (process design) emerge as 
new paradigm for sustainable competitiveness.  

The paper makes a critical evaluation of the most commonly tools and tech-
niques in use and suggests a redefinition of the concept of EcoDesign by inte-
grating End-of-Life activities to gain industrial metabolism. This approach 
takes a broader innovation perspective, necessary to construct a sustainable in-
novation community with material balance of the system.  The paper suggests 
a modular approach as generator for integrating embedded firm specific  
elements into a renewal networked supply chain. 

Keywords: Sustainable innovation, Radical change, EcoDesign, Industrial  
metabolism, Modularity. 

1 Introduction  

It was Schumpeter [7] who first describes the dynamic pattern in which innovative 
firms unseat established firms through an innovation process he called “creative de-
struction” an insisted that disequilibrium was the driven force of capitalism. In signif-
icant hostile competitive environments forced by dramatic changes in technological 
and economic global infrastructures, firms are seeking new competitive edges. Since 
Taylor’s [9] seminal work, the global engineering community has produced endless 
methodologies with the focus on operational efficiencies to gain cost advantages. But 
these advantages run out of competitiveness because firms are similar in their exploi-
tation of methodologies advancing incremental improvement only in products, 
processes, and services. The increasing global hostile battlefield on cost advantages 
has recently been enlarged by incumbent firms desperately seeking profit opportuni-
ties by moving their cost curve from established market to developing markets such as 
China, India and similar. 

But there is not much new dynamic innovation as business driver by pulling  
existence production technologies to emergent markets to gain continuous improve-
ment of exiting products and processes based on lower cost of wages, materials, man-
ufacturing, maintenance etc. The key to survival are founded in capitalizing on the 
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changing nature of market. Those managers, who are able to perceive trends and weak 
signals where others see only noise or chaos, that reposition their firms proactively 
and change the way, they think about products, technologies, processes and business 
models, will develop competencies to survival funded on innovative competiveness 
that rivals will be hard-pressed to match. 

The ongoing process of creative destruction of the economic structure, from price 
competition to dynamic innovation founded on new competences in knowledge, inno-
vation, and learning as core aspects within a global structured network of actors, net-
works and institutions, transforms dramatically the socioeconomic landscape. Further, 
an era of abundant raw materials, cheap energy, and limitless sinks for waste disposal 
is running out, making increase pressure from legislators, customers and networks to 
improve environmental performance.  

To improve environmental performance foresight managers must focus on reduc-
ing the life cycle impacts of products through technological innovation and outdate 
practices and technologies from the price competition era.  

The paper is conceptual attempting to evaluate from a critical stance common ap-
proaches applied to gain sustainable innovation. It serves the purpose to identify criti-
cal parts as driver of competitive sustainability and of providing a holistic approach 
on sustainability. The rest of this paper is organized around three key questions: (a) Is 
EcoDesign  a driving force to radical change (b) Is Cradle-to-cradle a driving force  
to radical change (c) and how can a generator be constructed to gain industrial  
metabolism. 

2 The Battle of Innovation Approach 

Weizsaecker [11] reported that global waste account on more than half of the world’s 
GNP and much of this is from inefficiency in design. It is an enormous challenge for 
society to change this waste disaster which has taking the rise in firms reactively re-
spond to ecological environment.  

Most managers, especially in operations, focus on the constraint that environmental 
regulation imposes on product and or process designs. The traditional approach to 
product design is that materials, assembly, and distribution cost are minimized instead 
of optimizing life-cycle performance which includes maintenance, reuse, and disposal 
issues.  

Sustainability is a systemic concept which derives from understanding the entire 
cycle of products, from raw material extraction to final disposition. Figure 1  
illustrates a typical material product life cycle and shows some alternatives at its end-
of-life phase [5]. The main flow (product life cycle) is composed of the following 
phases: raw material extraction, primary industry, manufacturing, usage and product 
discarding at its end-of-life. The secondary flow is related to the different end-of-life 
strategies: reuse, remanufacturing and recycling. 

EcoDesign can be seen by systematic integration of creativity, innovation and envi-
ronmental responsibility into the design process across the product life cycle from 
cradle to grave (industrial eco innovation). McDonough [4] argue for a fundamental 
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conceptual shift away from current industrial system designs toward a “cradle-to-
cradle” system which design industrial systems to be commercially productive, social-
ly beneficial, and ecologically intelligent (industrial metabolism innovation).  

 

 

Fig. 1. Material product life cycle [5] 

Metabolism innovation and eco-innovation coves the spectrum of levels of innova-
tion from incremental to radical. Stevels [8] advocates four main levels of innovation: 

1. Level (incremental): Incremental or small, progressive improvement to existing 
products. 

2. Level (re-design or green limits): Major re-design of existing products but limited 
the level of improvement that is technically feasible). 

3. Level (functional or product alternatives): New products or service concepts to sa-
tisfy the same functional need e.g. teleconferencing as an alternative to travel. 

4. Level (systems): Design for sustainable society. 

In the following section these two innovation approaches are outlined, and their abili-
ty as driving force to radically change the innovation process from an efficiency  
focus into to an effectiveness focus is evaluated. 

2.1 EcoDesign as Driving Force to Radical Change 

Today, nearly all processes and approaches related to the integration of environmental 
considerations in product design are grouped under the term EcoDesign. The most 
common approach used for EcoDesign is life-cycle analysis (LCA). It involves taking 
simultaneously into account the environmental impacts in the selection of raw mate-
rials, the manufacturing, the manufacturing process, the storage and transportation 
phase, usage, and final disposal and van Hemel [10] include proper recycling. The 
aim is to find a new way for developing products where the environmental aspects are 
given the same status as functionality, durability, cost, time-to-market, aesthetic,  
ergonomics and quality [5]. 
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Hill [2] proposes that the following self-evident EcoDesign axioms should be con-
sidered and reduced at all stages along the product life cycle: manufacture without 
producing hazardous waste; use clean technologies; reduce product chemical emis-
sions; reduce product energy consumption; use non-hazardous recyclable materials; 
use recycled materials and reused component; design for ease of disassembly; product 
reuse or recycling at the end of life. 

These axioms only adds environmental considerations to product design but do not 
incorporate more innovative practices, employ ecological principles, and encompass 
social and ethical aspects.  

Knight [3], made a bibliographic review of current published material on EcoDesign 
tools, techniques and case studies and categorized those in three broad groups: 

1. Guidelines: defined as: providing broad support, with little detail, but applicable 
either across the whole product development process and lifecycle, e.g. ISO/TR 
14062, or covering a significant area, e.g. design for recycling; design for disas-
sembly; design for lifetime optimization.  

2. Checklists: defined as: providing in-depth, but narrow application at selected stag-
es of the product development process or lifecycle. 

3. Analytical tools: Defined as: providing detailed and/or systematic analysis at spe-
cific stages of either the product development process or lifecycle e.g. eco-
indicators; environmental effect analysis; environmental impact assessment; life 
cycle assessment; material, energy and toxicity matrix; life cycle cost analysis.  

The range of tools and techniques applicable and in use seems to be linked to level 1 
and level 2 in the innovation process, whereas when the challenge is systematic inte-
gration of creativity, innovation and environmental responsibility into new product 
concepts and productions systems application of LCA is becoming too complicated. 

Based on literature analysis and current EcoDesign experiences van Hemel [10] 
clustered 33 EcoDesign principles, possible solutions to improve the environmental 
profile of a product system, taking all the stages of its life cycle into consideration, 
into eight EcoDesign strategies illustrated in Table 1. He clustered the strategies into 
two: the ‘evolutionary’ approach; and the ‘revolutionary’ approach. The incremental 
approach deals with a straightforward process of incorporating environmental prin-
ciples into the design process while been largely technological focused. The innova-
tive approach aims to develop new products, services and scenarios that enhance sus-
tainable Lifestyles. Van Hemel [10] investigated 77 Dutch SME’s use of EcoDesign 
principles for improving the environmental profile of products and concluded that all 
of these were incremental with a clear technological focus. 

Schischke [7] found in their investigation of EcoDesign in SME operating in the 
electrical and electronic sector that these firms rarely implement EcoDesign in the 
product development process. Stevels [8] argue that EcoDesign is in a situation in 
which there is a kind of “saturation”, enhanced by increasing legislation, easy tech-
nical improvements have been realized, limiting the potential of further competitive-
ness, and ‘green’ has turned out to be part of total functionality value. Bhamra [1] 
concludes in his investigation of EcoDesign models that little is understood or prac-
ticed with most EcoDesign theory because it is incremental in nature. 
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Table 1. EcoDesign strategies and principles [10] 

EcoDesign strategies EcoDesign principles 
1. Selection of low-impact  
materials 

Clean materials, Renewable content materials, Recycled 
materials 
 

2. Reduction of materials usage 
 

Reduction in weight, Reduction in volume 
 
 

3. Optimization of production 
techniques 
 

Clean production techniques, Fewer production steps, 
Low/clean energy consumption, Less production waste, 
Few/clean production consumables 

4. Optimization of distribution 
system 

Less/clean reusable packaging, Energy-efficient trans-
port mode, Energy-efficient logistics 
 

5. Reduction of impact during 
use 
 

Low energy consumption, Clean energy source, Few 
consumables need, Clean consumables, No waste of 
energy/consumables 

6. Optimization of initial lifetime 
 

High reliability and durability, Easy maintenance and 
repair, Modular/adaptable product structure, Classic 
Design, Strong product-user relation 

7. Optimization of end of life 
 

Reuse of product, Remanufacture/refurbishment,  
Recycling of materials, Safe incineration (with energy  
recovery), Safe disposal of product remains 

8. New concept development Shift to service provision, Shared product use, Integra-
tion of functions, Functional optimization 
 

2.2 Cradle-to-Cradle as Driving Force to Radical Change 

Design for sustainable society (Level 4 of innovation) demand optimizing life-cycle 
performance, re-designing products and services based on re-thinking and new think-
ing with connection to life style change. This concept proposes the transformation of 
products and their associated material flows such that they form a supportive relation-
ship with ecological systems and future economic growth The goal is not to minimize 
the cradle-to-grave linear material flow, but to generate closed-loop cyclical industrial 
systems that turn materials into two distinct metabolisms: the biological metabolism 
and the technical metabolism.  

Three tools or instruments of industrial metabolism are most commonly applied. 
Ecological footprint; environmental life cycle assessment; and industrial ecosystems. 
The ecological footprint is a physical material and energy flow measure to and from a 
specific economy (country, region, land). Life cycle assessment has become the most 
widely used tool of practical environmental policy and industrial management. The 
cradle-to-cradle approach is an industrial ecosystem that alerts policy makers and 
managers to the importance of integration production, consumption and recycling 
activities and processes into a one local system. 
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On the firm level the cradle-to-cradle approach has growing attention in both in-
dustry and academics. It is claimed to be a science and value based vision of industri-
al systems to be commercially productive, socially beneficial, and ecologically  
intelligent [4]. Based on the 12 Principles of Green Engineering, designers and engi-
neers can optimize products, processes, and systems.The principles are visionary 
guidelines to designer of industrial systems and not a defined conceptual approach 
including practical applications and tools. The focus is almost entirely on the physical 
flows of matter and energy in both the Product-Life-Cycle and the End-of Life-Cycle. 

Comparing those 12 Design principles with the 8 EcoDesign strategies previously 
investigated it seems reasonably that the tools and applications to be used in the Prod-
uct Life Cycle might be similar such as pollution prevention, cleaner production, re-
cycling and waste management, environmental management system such as 
ISO14001 standard and EU Eco-Management and Audition Scheme that follow the 
quality management system philosophy of continuous improvement. There are no 
radical changes in the ways EcoDesign and Cradle-to-Cradle is implemented in the 
Product Life Cycle. It remains incrementally innovation based on the same set of 
beliefs, norms and standard practiced by the EcoDesign community. 

3 Modularity as Open Innovation Generator 

The material life cycle in the industrial ecosystem is at network of material cycles 
based on cooperation and linkages between different firms. These actors adapt to their 
surroundings with technologies, combustion and incineration techniques, production 
techniques, waste treatment techniques and other technical infrastructure for material 
cycles that are in a certain local industrial system. To function as an integrated sus-
tainable supply chain working together up-streams in the product chain, but also 
down-stream requires the need to think holistic in the whole industrial ecosystem, and 
not just on those links which belong to its own sphere of legal responsibility. 

Reuse, Remanufacturing, and recycling as end-of-life strategies, have addressed 
relatively little attention in the research community. It has earlier been presented the 
hierarchy of end-of-life strategies focuses on using simple product characteristics to 
make end-of-life strategy decisions (Figure 2). Strategies higher in the hierarchy mi-
nimize the environmental impact. 

The most critical discipline is the design for disassembly. The aims is to design a 
product that can be readily dismantled at the end of it life and thus optimize the reuse, 
remanufacturing or recycling of materials, components and sub-assemblies. Driven by 
the economic imperative cost minimization, the simple and most cost effective as-
sembly technique may result in a product that turns out to be exceeding difficult to 
disassemble. But product design designed with disassembly in mind very often proves 
to be more profitable, with economic benefits arising from: high quality image, mod-
ular design, upgrading of products, reduces components, reduced parts and materials 
inventories and fewer joints and connectors. Further, manufactures can benefit from 
generating a continuing revenue stream from the original materials by refurbishing 
their products. 
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Fig. 2. Hierarchy of End-of-life strategies 

The whole system is proposed to be understood as a modular system where each 
and every firm is a module whose structural elements are powerfully connected 
among themselves and relatively weekly connected to elements in other units. Each 
module consist of firm specific elements organized in its own way and with embed-
ded knowledge infrastructure, integration of cleaner technologies, production systems, 
standards, planning procedures, worker skills and belief on sustainable initiatives. 
Modularity becomes the integration generator of modules by organizing the interde-
pendencies among Product-Life-Cycle and End-of-Life initiatives so the socio-
technical system function as an integrated whole. Transition to a sustainable system is 
founded on the configuration and alignment of heterogeneous elements and processes 
from each module into the renewal of an integrated networked supply chain. This 
broader innovation system perspective recognizes the need to radically new ways of 
organizing the socio-technical system instead of implementing isolated sustainable 
technologies into self-contain communities.  

In emergent economies the collision between rapidly growing demand and a stable 
or diminishing stock of material supply will be the biggest challenge because indus-
tries depend on renewable resources The evolving focus on the industrial metabolism 
is a catalyst for a new round of creative destruction that offers unprecedented oppor-
tunities to foresight managers to rethink their prevailing views about strategy, tech-
nology, and markets. 

4 Conclusion 

The critical perspective on approached and means most popular in sustainable com-
munities show these are isolated to the firm specific level and minimizing the volume, 
velocity and toxicity of the material flow system. The aim is to improve incrementally 
the performance of existing product and processes. 

The industrial metabolism approach broader the problem of sustainable innovation 
by including the whole system perspective. This perspective calls for integration 
among embedded firm specific activities to form a renewal networked supply chain. 

The paper proposes a modular approach as generator for development of a sustain-
able system taking account on both the social, economic and environmental elements. 
This multi-level perspective is evolving in the literature but much more work has to 
be done to improve its application into sustainable communities. 
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Abstract. For years, manufacturing companies have faced an increasingly 
complex and rapidly changing market environment which is the result of, if 
nothing else, higher customer individualization. This particularly concerns 
SME’s, whose competitiveness is increasingly dependent on the early identifi-
cation of new customer and market requirements and their ability to dynamical-
ly respond to these in an adequate fashion. In order to meet the high standards 
demanded of the planning quality and planning safety with ever increasing 
complexity and the continuous reduction of the planning time available, SME-
compatible IT technologies are needed for the simulation of complex manufac-
turing relations. The following article addresses this problem and in-troduces 
the method set ecoFLEX, which enables the simulation of targeted and dynamic 
alignment of existing plant structures, resources and value-added processes with 
new production requirements. Unlike digital factory planning tools, a complete 
picture of the specific plant situation is not required, as will be illustrated by  
selected case studies from the medium sized production sector. 

Keywords: Flexibility Measurement, Manufacturing Systems, Resource Effi-
ciency, Production Planning and Control. 

1 Introduction 

The transition of modern industrial nations from a post-industrial to an information 
orientated society has gained considerable momentum in recent years. Global integra-
tion due to the explosive spread of modern communication technologies, especially 
with the advent of the Internet in the early 90s, resulted in an unprecedented level of 
transparency and integration of national and international markets. This led on the one 
hand to the development of new markets, while on the other hand, pushed competitors 
from low-wage countries into the established markets of developed countries, whose 
influence in their own markets is slowly disappearing [1]. This places new demands 
on the flexibility and adaptability of companies to successfully master the ever-
changing, complex strategic and operational requirements in this turbulent market 
environment [2] [3]. 

                                                           
* Corresponding author. 
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One approach to dealing with the increased requirements of this environment is the 
product- and resource-based networking of companies in the form of individual value-
creation systems, attuned to manufacturing targets. Their goal is to balance the high 
uncertainty in planning, induced by the turbulent operational field, on an inter-
company level through the appropriate configuration of the network. However, the 
information acquisition and processing of value-creation planning is already very time 
consuming and complicated, even at a corporate level [4] [5]. 

In this climate it is apparent that a company’s information management is gradual-
ly becoming a key competitive advantage and its importance will undoubtedly contin-
ue to increase significantly. While the CIO was once purely responsible for the  
technical provision of data, it now holds the most responsibility for an enterprise’s 
innovation. The effective and efficient management of information is thus largely co-
decisive in the quick and effective performance of innovation processes and thus  
crucial for economic success [6] [7].  

Despite the rapid increase in importance and value of information, the IT landscapes 
of many companies are still stuck in the past. While large companies struggle to align 
their systems and processes with the new conditions, small and medium-sized enter-
prises often lack integrated systems. This applies particularly to the production, which 
must actively contribute to securing long-term corporate success. The use of IT takes 
over the tasks of planning, design, monitoring and controlling of information through-
out the product manufacturing. However, there is a lack of effective and efficient in-
formation management, especially for SME, which collects and evaluates information 
from existing ERP, CRM, SCM or digital factory planning systems, in order to inte-
grate the flexibility and adaptability requirements for its own value creation while  
taking into account the customer and supplier processes [2] [5]. 

To master the complexity of the competing requirements of the demanded flexibility 
and adaptability along with the cost, time and quality goals in the product manufactur-
ing, new information technology tools are needed. These must ensure the integration of 
existing IT solutions in the production environment of companies in order to allow the 
systematic and mutually manageable information processing for both strategic plan-
ning and operations. Such tools can be grouped under the generic term "Digital Facto-
ry" and allow the planning, simulation and optimization of products, processes and 
their associated use of energy, material, personnel and equipment [5] [8]. However, 
companies make different demands on the degree of detail of the simulations, the ex-
pense for the construction of simulation models, the evaluate options and depth of 
integration with other systems to avoid redundant work. It is particularly difficult for 
companies to incorporate the system and product life cycle aspects into their economic 
goals within their product, process and resource planning, to find the best possible 
degree of flexibility and resource efficiency for its own value creation [9] [4] [5]. 

2 State of the Art 

Leading digital factory planning and simulation tools offer an extensive range of 
functions for simulation, which can calculate complex and especially dynamic busi-
ness processes in order to make mathematically safe business decisions. They are also 
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suitable for the geometric and functional planning of factory layouts, whose produc-
tion processes can also be planned and optimized in 2D and 3D. This allows for the 
visualization, simulation and analysis of the technical elements of production with 
their respective space requirements, but also physically available production area, the 
prescribed height and weight loads as well as the material and transportation flows in 
conjunction with the required manufacturing manpower [5] [10] [11]. Significant 
obstacles are in particular the high acquisition costs for the usage of such systems 
which threaten a positive cost-benefit ratio. Also their high training costs, due to their 
high complexity mean that they find little acceptance. Smaller factory planning tools 
are indeed cheaper than the market leader, but generally inadequately cover many 
specific planning problems. Further simulations are therefore mainly performed ma-
nually and are supported by self-developed software extensions or often by MS Excel. 
Especially critical here is the dependence of the planning results on the subjective 
factors involved in planning which often only restrictedly survey the impact of deci-
sions and their consequences. Thus, there are significant weaknesses in the design, 
dimensioning and personnel allocation of production facilities, based on economic 
uncertainty and the current overcapacity [5]. 

In the relevant literature there are various approaches that are isolated from the typ-
ical digital factory planning tools, through which attempts are made to evaluate flex-
ibility and adaptability of production [5]. The disadvantage of these approaches and 
assessment procedures, however, is their lack of prevalence in industry as they relate 
to restricted areas of concern and do not allow cross-analysis. Reasons for this are on 
the one hand, the unsolved problem of a generally applicable measurement and evalu-
ation of the flexibility and adaptability. 

3 Flexibility Measurements with ecoFLEX 

Against this background, the flexibility assessment toolbox ecoFLEX was developed. 
This, thanks to its generically built interface, allows for easy integration with existing 
IT systems for strategic and operational production planning. This enables extensive 
information gathering and data processing, through the integrated evaluation methods 
and analysis algorithms for various planning and control tasks (Figure 1). Via the 
provided functionality for flexibility analysis, existing weaknesses in the design, di-
mensioning and staff assignment of production assessed in the context of economic 
uncertainty and potential capacity fluctuations can be evaluated, so that an economic 
balance between the prevailing planning uncertainties and the required degree of flex-
ibility in production can be assured. Quantifiable parameters can be calculated with 
ecoFLEX by using existing resource information and their cost-, time and application 
dependencies, as for example from ERP-systems. Beyond the state of the art and re-
search, this enables objective flexibility analysis on different levels of value creation 
systems (Network, factory, workplace, etc.).  

Due to the fact that calculation parameters, which can be determined for different 
types of production systems, form the basis of the flexibility evaluation methodology, 
it can be applied in different sectors. Its customization to different evaluation  
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challenges requires little effort and thus contributes most to the user acceptance of 
SME. The reason for this is the production network model, which allows the presenta-
tion of evaluation-relevant and existing production objects in an abstracted way and 
that ensures the logical, level-related gathering and structuring of the needed flexibili-
ty parameters. This enables the identification of flexibility-related dependencies be-
tween single production objects, so that flexibility deficits can be allocated to the 
responsible unit. The conceptual set-up is graphically represented in the figure 1.  

 

 

Fig. 1. Overview of the ecoFLEX approach (according to [2]) 

4 Application Experience with ecoFLEX 

The usefulness of the Flexibility Assessment Toolbox ecoFLEX has already been 
proven many times in practice. The basis for this was the previously presented im-
plementation of the evaluation mechanisms as a software tool. An example of the 
associated benefits and advantages will be shown using the example of a medium-
sized automotive supplier for assembly technology. There, two assembly lines,  
together with workplaces have been investigated, where a total of nine different prod-
ucts for roof mounting are manufactured for the automotive industry. One of these 
products is available in two variants.  

Due to the remarkable scope of analysis and the emerging findings, only the find-
ings obtained with ecoFLEX in Assembly Line 1 will be discussed in this paper. 
Through the analysis with ecoFLEX, the production volume that allows the produc-
tion to run economically was determined for the first time. This corresponded to the 
production numbers of at least 1,286 pieces (break-even amount) and a maximum of 
5,596 pieces (maximum production), based on a work week and a defined product 
mix ratio (see Figure 2, top left). 



 Resource-Efficient Production Planning through Flexibility Measurements 123 

 

All deviations above or below this volume range will inevitably lead to a loss of 
revenue. Such a break-even analysis was not possible before, because despite a di-
rected material flow, this was discontinuous, which meant that there was a buffer in 
the form of crates and rolling racks at each work station. In addition, the personnel 
were not necessarily tied to a specific workplace, but could change between different 
ones (but not all). This allowed for buffers upstream the product stage to be depleted 
and replenished to a certain degree. In addition, there were also scattered cycles in the 
material flow that occurred whenever intermediate products did not meet the pre-
scribed quality standards and were therefore sent back to workplaces upstream for 
rework. This resulted in a very high complexity and consequently a lack of transpa-
rency in production-related dependencies in the production planning of the company, 
so that resource planning was dependent on a so-called "gut feeling". 

This "gut feeling" was also of great importance in the strategic planning of re-
sources. Similarly so for the consideration of the conversion of Assembly Line 1, 
where the company's production planning found "suspected" flexibility deficits and 
thus wanted to improve the corresponding sub-optimal work processes. The focus was 
on the manual riveting workplace of the line (see figure 2, workplace 0060), which 
could be occupied by up to two operators and which processed the intermediate prod-
ucts from the Assembly Line. According to planning, this workplace should be  
replaced with an automated workplace (a riveting robot), where the necessary invest-
ment costs would be € 100,000. The analysis of this proposed line reconstruction was 
done by calculating the so-called ecoFLEX index. This index, which represents a 
flexibility index for a particular factory object, gives information about the manufac-
turing flexibility in a value-creation system in a simple form. It is not very useful 
when considered in isolation, but only when compared with the ecoFLEX indices of 
other factory objects in the scenarios to be examined. Thus, with larger deviations in 
the indices in the form of "outliers", existing flexibility discrepancies in a value crea-
tion system can be detected very quickly and the corresponding factory objects can be 
classified.  

This confirms the aforementioned example of the proposed procurement of a rivet-
ing robot to replace the manual workplace 0060. This led, as shown in the flexibility 
investigation, to a significant increase in the ecoFLEX index from 79.95% to 94.38%, 
due to a significant increase in productivity, resulting from reduced scrap and reduced 
process times. Although this looked very promising at first glance, such a measure 
would have led to a local flexibility surplus which could not be totally exhausted by 
the assembly line. Worse still, from the perspective of the assembly line, this measure 
would have resulted in flexibility losses as a result of high investment costs for the 
conversion of the line, which would’ve increased the break-even volume to 1,441 
units per week, whereas the maximum production rate could only be able to be in-
creased to 48 units per week. These new findings led to the procurement of the 
planned riveting robot being discarded. Unexpectedly for the production planner, the 
real flexibility bottleneck in line 1 was at the workplace 0065, which emerged from 
the ecoFLEX index calculated (see Figure 2, left side). 
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Fig. 2. Analysis of manufacturing flexibility with ecoFLEX 

It was found that the operations carried out at this workplace did not have to be ex-
clusively done by specially trained workers, but instead there was the possibility to 
decouple work operations to allow for different tasks to be done by semi-skilled per-
sonnel. This resulted in the skilled work force being freed up for other tasks. To 
achieve this, only the existing workplace 0065 had to be extended by an additional 
work bench and buffer storage. Through this an increase in the ecoFLEX index from 
77.03% to 80.18% resulted for the entire line 1, which brought a clear improvement 
of manufacturing flexibility for the line. Expressed in terms of production numbers, 
this means a reduced break-even quantity of 1,220 pieces, as well as an increased 
maximum production of 6,156 pieces per workweek (see Figure 2, top right). 

As part of these studies it was also found that the dimensioning of the workplaces 
0050 and 0085 were chosen as too big in the former planning phase. This is illustrated 
by the ecoFLEX indices of over 94%, which as op-posed to workplace 0065 deviate 
greatly from the average of all ecoFLEX indices (see Figure 2, left panel). The result 
is a flexibility surplus, which causes avoidable additional costs through the acquisi-
tion of both workplaces. This finding was surprising for the production management, 
which made it clear that it can sometimes be useful to check the so-called "gut feel-
ing" with the appropriate IT tools. 

Another consideration made in this context with the ecoFLEX analysis was the as-
sessment of potential outsourcing in order to be able to meet, if necessary, short-term 
demand spikes that exceed the maximum possible production rate of 6,156 pieces per 
week. The production management was clear in this case that the work done at 
workplace 0065 could be outsourced to a production supplier, but lacked a clear over-
view of the associated chances and risks for Assembly Line 1. In this way, in-house, 
operations-related production costs of 6.31 € occur for the carrying out of special 
assembly process at workplace 0065 (see Figure 3, right panel). The outsourcing of 
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the process to an external third party would mean an increase in the company opera-
tions-related costs to 7.35 € (see Figure 3, right panel), which are based on the pro-
duction service costs and logistics costs. Due to the increased variable production 
costs within the Assembly Line 1, the break-even volume increased to 1,573 pieces 
per work week, but thereby also increasing the maximum production volume to 7,920 
pieces per week. 

 

 

Fig. 3. Outsourcing Analysis with ecoFLEX 

The ecoFLEX investigations provided important insights for the production plan-
ning of the company, as it was now clear that workplace 0065 represented a flexibility 
bottleneck that could be solved as described above by the easily accessible process 
improvement measures, significantly increasing the total flexibility and output rates 
(6156 units per week) of the assembly line (see Figure 2, top right). To meet sudden 
demand levels that exceed the existing capacity of the line, there is the possibility of 
using a production service provider, creating an additional flexibility buffer of 1,764 
pieces per week, which can be retrieved when needed with a lead time of approx-
imately three weeks. 

5 Summary  

The ecoFLEX investigations provided important insights for the production planning 
of the company, as it was now clear that workplace 0065 represented a flexibility 
bottleneck that could be solved as described above by the easily accessible process 
improvement measures, significantly increasing the total flexibility and output rates 
(6,156 units per week) of the assembly line (see Figure 2, top right). To meet sudden 
demand levels that exceed the existing capacity of the line, there is the possibility of 
using a production service provider, creating an additional flexibility buffer of 1,764 
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pieces per week, which can be retrieved when needed with a lead time of approx-
imately three weeks. 

On this basis, cost-driven flexibility and capacity weaknesses in the complete plant 
structure are quickly identified and solved through both operational and strategic 
measures. Taking into account the total efficiency of the production, strategic produc-
tion changes can be quickly simulated by a simple integration of existing expertise of 
the company's own production planning and control. Thus, unnecessary additional 
costs due to inefficiencies in resource usage or senseless adjustments to the produc-
tion infrastructure, such as construction and reconstruction of production facilities are 
avoided, creating financial flexibility for future investments. 

A recent coupling of ecoFLEX with a 3D Visualisation and simulation solution al-
lowed an immersive virtual reality of the production facilities. Production planners 
now have the opportunity to examine in detail the inefficiencies in resource allocation 
identified with ecoFLEX in the virtual plant models and to develop alternative solu-
tions that would otherwise only be possible using a real object. With the help of the 
virtual image of the production and the simulation of processes, it is possible to test 
different strategies of dealing with their impact on the entire system.  
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Abstract. Energy expended in a discrete manufacturing system can be saved by 
turning idle machines off. Utilizing this idea, previous research has contributed 
preliminary models in which mainly M/M/1 machines are considered. To gene-
ralize existing approaches, this paper proposes a new energy model based on a 
Gi/M/1 queueing network. To start, a simulation model is built with Gi/M/1 
machines. The proposed model is then built by fitting each GED (Generalized 
Erlang Distribution) to the observed first two moments of simulated interarrival 
times of all machines. Consumed energy is calculated separately by the pro-
posed and simulation models, and, in the comparison between two estimations, 
the proposed method shows at most 4% different energy estimation from simu-
lated values, suggesting that the proposed approach is promising for the energy 
analysis about a Gi/M/1 queueing network. 

Keywords: Energy Aware Model, Gi/M/1, Queueing, Distribution Fitting. 

1 Introduction 

1.1 Motivation and Previous Research 

Energy demand by the U.S. industrial sector accounted for more than 30% of the total 
U.S. energy demand, and electricity consumption of the sector took up about 10% of 
the total demand in 2010 [1]. The American electricity price for industrial consump-
tion has continuously increased since 1990, and there remains an acute need to moni-
tor industrial/manufacturing facilities to find a way of saving energy [2]. In the light 
of this observation, one noteworthy research contribution implies that 30–85% of 
energy in machining is spent at a constant rate [3]. Since it suggests that the signifi-
cant amount of energy is wasted for machine idling, research works have been con-
ducted to save energy by turning idle systems off especially in the DPM (Dynamic 
Power Management) field [4]. Thus DPM is grounded in theory, but there are inherent 
limitations in their applicability to manufacturing: First, each microprocessor state in 
DPM does not correspond well to that of a machine [4], [5]. Second, while electrical 
signals in DPM can be freely created and discarded among processors, physical parts 
in manufacturing cannot. Hence there has been difficulty in applying DPM theories 
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directly to manufacturing. On the other hand in manufacturing research, power and 
energy analysis has relied on the approaches which focus on a short span of time in 
machining. The traditional method has limitations in observing long run properties of 
energy consumption by machines [6]. One analysis, to address the problem, takes the 
idle state into consideration, but it still depends on coarse textbook tables for impor-
tant parameters [7]. In more recent literature, the focus is on energy optimization of a 
unit machining process, but the methods are still unable to analyze energy consump-
tion of yearlong machining [8], [9]. Queueing theory models, in consideration of de-
scribed problems, can be alternatives to previous research since they can include 
working and idling states in the long run [10], [11]. However queueing based models 
in [10], [11] also have limitations in that they assume only M/M/1 systems or the 
restricted machine states. As a consequence, we need to improve existing queueing 
models in order to take more general types of manufacturing systems into accounts. 

1.2 Contribution and Organization 

The main contribution of this paper is the development of an extended energy aware 
model of machining. A machine network, in this paper, consists of multiple machines, 
and each machine has renewal arrivals and exponential processing times (Gi/M/1) to 
allow more generality. Dealing with renewal interarrivals, we assume that the first 
two moments of the arrival distribution are known, and the distribution fitting is per-
formed to generate the arrival flow following the two moments. For machine states, 
total five states are included: setup, tool change, cutting, nominal power idling, and 
low power idling. Thus this research aims to provide a more general energy analysis 
than previous models described earlier in [10], [11]. 

The rest of this paper is organized as follows: After the machine states and the 
energy control policy are defined, a brief experiment is introduced to measure ener-
gy/power parameters of a milling machine in Section 2. Then in Section 3, the distri-
bution fitting method with two moments is described. Section 4 introduces simulation 
experiments, and examines the comparison between the result by the proposed me-
thod and that by the simulation experiments. The conclusion and future research  
directions are detailed in Section 5.  

2 Energy Performance Model 

2.1 Machine States, Power Consumption Levels, and Energy Policy 

Generally, machine states are defined as working, nominal power idling, and low 
power idling states [10], but this research regards the working state as the combined 
state of setup, tool change, and cutting. Thus we define five machine states, and pow-
er consumption level of each state is as follows: 

• Setup: Generic machine state of waking-up with  
• Tool Change: State for tool (cutter) changing with  
• Cutting: State of air or material cutting with  
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• Nominal Power Idling: Idle state whose duration is less than  with  
• Low Power Idling: Idle state whose duration is greater than or equal to  with  

 
For the energy policy, machines are assumed to enter the low power idling state if the 
current idle duration is greater than the time threshold . Otherwise machines stay in 
the nominal power idling state during idling [10], [11]. 

2.2 Power Data and Experiment 

Power data was collected in the experiment with a Haas VF3 milling machine. Six 
cuts were made on the steel block in 6 x 4 inches size, and depth of cut and contact 
surface (full/half) in each pass varied. Power and processing times were collected as 
in Figure 1 and Table 1, and data values of Table 1 are averaged during each machine 
state.  

 

Fig. 1. Power Data (Haas VF3 Milling Machine) 

Table 1. Averaged Power Data (kVA) 

Pass No. 
Machine State

Off Idle Cutting (time) Setup (time) Tool Change (time) 
1 0.63 0.99 5.24 (57 secs) 1.89 (5 secs) 3.25 (1 sec) 
2 - - 2.78 (58 secs) - - 
3 - - 3.81 (59 secs) - - 
4 - - 3.72 (57 secs) - - 
5 - - 2.54 (57 secs) - - 
6 - - 2.56 (58 secs) - - 

2.3 Theoretical Model of Consumed Energy Amount 

The consumed energy for a unit time under the energy policy is written as [10], [11], 

[ =  + + + +                    (1) 
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3 Distribution Fitting with Two Moments ( ) and ( ≤ ) of the arrival process are important parameters in our ener-
gy analysis since the two parameters are used in calculating : ( ) ( ) 
and : ( ≥ ) ( ) in (1) [11]. Thus we need to have the probability distribu-
tion function from which the two probabilities can be calculated, and the distribution 
has to be fitted to the first two moments. For this approach, any single machine in a 
network is decomposed as an independent system, and GED (Generalized Erlang 
Distribution) is fitted to each machine’s arrival flow [12], [13], [14], [15]. Using GED 
for fitting has two advantages: First, it allows us to consider relatively regular interar-
rivals with less coefficient of variation ( 1). Second, GED is easier to treat than 
other probability distributions as seen in its probability density distribution: ( ) = ( )! + (1 − ) ( )!   ≥ 0        (2) 

= , = [ , ≤ ,  = [[ = [[   (3) 

where [  and [  are the variance and mean of observed data samples. More 
details of GED are found in [12], [15], and literature therein. 

4 Simulation and Analysis 

Simulation is performed to see how precisely the distribution fitting method can esti-
mate PN and PL. Important parameters and assumptions are as follows: 

• Scenario 1: Two machines in a row 
• Scenario 2: Typical COMS manufacturing fab. [16] 
• Utilization of Machine  ( = / ): 0.5 or 0.8 
• Cutting, Setup, and Tool Change Rates: Table 1 
• Arrival Rate  of Machine : Number of arrivals per a time unit 
• Processing Rate : Reciprocal of total sum of cutting, setup, and tool change time 
• Arrival Distribution: Normal distribution with parameters in Table 2 and 3 
• Processing Distribution: Exponential for Cutting, Setup, and Tool Change 
• Queueing Model: Gi/M/1 as approximation 
• Power Consumption (kVA) : , , , ,  from Table 1 
• Simulation Software: Simio V4.68 

4.1 Scenario 1: Two Machines in Serial Line 

Table 2 gives good estimations of PN and PL by fitting. Since the method is based on 
first two moments, normal arrivals would have been ideal subjects with symmetry and 
unimodal in their density. This also explains the smaller difference (F-S) of Machine 1 
than of Machine 2 since arrivals to Machine 1 appear more normal than Machine 2’s. It 
seems that there is no apparent relationship between F-S and utilization . 
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Fig. 2. Scenario 1 (Two Machines in Serial Line) 

Table 2. Probabilities of Nominal / Low Power Idling States (Scenario 1) = 0.5,  = 2.1, = 1.05 = 0.8, = 1.31, = 0.66 
Prob.(Low) Prob.(Nominal) Prob.(Low) Prob.(Nominal) 

M  Fit Sim. F-S Fit Sim. F-S Fit Sim. F-S Fit Sim. F-S 

1 

0.7 0.48 0.47 0.01 0.02 0.03 -0.01 0.19 0.18 0.01 0.01 0.02 -0.01 
1.4 0.37 0.37 0.00 0.13 0.13 0.00 0.15 0.14 0.01 0.05 0.06 -0.01 
2.1 0.22 0.23 0.00 0.28 0.27 0.01 0.09 0.08 0.01 0.11 0.12 -0.01 
2.8 0.11 0.11 0.00 0.39 0.39 0.00 0.05 0.04 0.01 0.15 0.16 -0.01 
3.5 0.05 0.03 0.01 0.45 0.47 -0.01 0.02 0.01 0.01 0.18 0.19 -0.01 

2 

0.7 0.43 0.47 -0.04 0.06 0.03 0.04 0.15 0.20 -0.05 0.04 0.01 0.03 
1.4 0.31 0.40 -0.09 0.18 0.10 0.08 0.11 0.17 -0.06 0.08 0.04 0.04 
2.1 0.21 0.30 -0.09 0.29 0.20 0.09 0.08 0.13 -0.06 0.11 0.08 0.03 
2.8 0.13 0.20 -0.07 0.36 0.29 0.07 0.05 0.10 -0.05 0.14 0.11 0.03 
3.5 0.08 0.13 -0.05 0.42 0.37 0.05 0.03 0.08 -0.04 0.15 0.13 0.02 

4.2 Scenario 2: CMOS Manufacturing Fab. 

Contrary to the previous result in Table 2, PN and PL of Etching in Table 3 show 
slightly larger difference with the max F-S of 0.16 than those of Deposition and Li-
thography. In the next subsection, it is shown and analyzed how different energy es-
timations are made between simulation and proposed models based on probabilities in 
Tables 2 and 3. 

 

Fig. 3. Typical CMOS Manufacturing System 

Table 3. Probabilities of Nominal / Low Power Idling States (Scenario 2) = 0.5,  = 4.2, = 1.4 = 0.8, = 2.63, = 0.88 
Prob.(Low) Prob.(Nominal) Prob.(Low) Prob.(Nominal) 

M  Fit Sim. F-S Fit Sim. F-S Fit Sim. F-S Fit Sim. F-S 

D 

0.44 0.43 0.48 -0.04 0.07 0.03 0.04 0.17 0.19 -0.02 0.03 0.01 0.02 
0.88 0.31 0.40 -0.08 0.19 0.10 0.08 0.12 0.16 -0.04 0.08 0.05 0.03 
1.31 0.21 0.29 -0.09 0.29 0.21 0.08 0.08 0.12 -0.04 0.12 0.09 0.03 
1.75 0.13 0.19 -0.06 0.37 0.31 0.06 0.05 0.08 -0.03 0.15 0.13 0.02 
2.19 0.08 0.10 -0.02 0.42 0.41 0.02 0.03 0.05 -0.02 0.17 0.16 0.01 

L 

0.44 0.41 0.44 -0.03 0.08 0.04 0.04 0.15 0.18 -0.03 0.04 0.02 0.02 
0.88 0.30 0.36 -0.06 0.19 0.12 0.07 0.11 0.15 -0.04 0.08 0.05 0.03 
1.31 0.20 0.29 -0.09 0.29 0.19 0.10 0.07 0.11 -0.04 0.11 0.08 0.03 
1.75 0.13 0.22 -0.09 0.36 0.27 0.10 0.05 0.09 -0.04 0.14 0.11 0.03 
2.19 0.08 0.16 -0.08 0.41 0.33 0.08 0.03 0.07 -0.03 0.15 0.13 0.02 

E 

0.88 0.69 0.72 -0.03 0.05 0.03 0.03 0.48 0.56 -0.08 0.11 0.03 0.08 
1.75 0.51 0.61 -0.10 0.23 0.13 0.10 0.35 0.50 -0.15 0.24 0.09 0.15 
2.63 0.32 0.44 -0.12 0.42 0.30 0.12 0.24 0.40 -0.16 0.35 0.19 0.16 
3.50 0.18 0.25 -0.07 0.57 0.49 0.07 0.16 0.30 -0.15 0.43 0.28 0.15 
4.38 0.09 0.13 -0.04 0.65 0.62 0.03 0.10 0.22 -0.12 0.49 0.37 0.12 
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4.3 Analysis and Discussion 

From simulated parameters, expected energy demands for a unit time are calculated in 
this section by (1). Since these demands are the product of power consumption levels (WX: X is any machine state) and the time proportion at each state (PX), the result-
ing energy consumption between fitting and simulation depends on PN and PL as 
given in Tables 4 and 5. 

Table 4. Expected Energy Consumption for a Unit Time (Scenario 1) 

 
Machine 1 (kVA*min) Machine 2 (kVA*min) 

Fit Sim. Diff.(%) Fit Sim. Diff.(%) 

0.5 

2.793 2.805 -0.41 1.714 1.692 1.30 
2.832 2.841 -0.30 1.755 1.717 2.20 
2.886 2.892 -0.21 1.793 1.753 2.30 
2.926 2.933 -0.25 1.821 1.788 1.88 
2.949 2.962 -0.44 1.840 1.813 1.47 

0.8 

4.084 4.100 -0.40 2.342 2.283 2.56 
4.099 4.117 -0.42 2.356 2.294 2.70 
4.121 4.137 -0.39 2.368 2.307 2.66 
4.137 4.153 -0.38 2.377 2.317 2.56 
4.146 4.162 -0.37 2.383 2.327 2.40 

Table 5. Expected Energy Consumption for a Unit Time (Scenario 2) 

 
Deposition (kVA*min) Lithography (kVA*min) Etching (kVA*min) 

Fit Sim. Diff.(%) Fit Sim. Diff.(%) Fit Sim. Diff.(%) 

0.5 (D, L)
0.25 (E) 

2.811 2.790 0.75 1.720 1.722 -0.16 1.429 1.413 1.11 
2.853 2.817 1.27 1.760 1.750 0.58 1.492 1.451 2.74 
2.892 2.855 1.27 1.795 1.776 1.07 1.561 1.511 3.17 
2.920 2.893 0.95 1.821 1.803 1.01 1.612 1.581 1.93 
2.939 2.926 0.44 1.838 1.824 0.77 1.643 1.625 1.08 

0.8 (D, L)
0.4 (E) 

4.092 4.058 0.85 2.343 2.313 1.29 1.917 1.885 1.66 
4.109 4.070 0.97 2.357 2.325 1.39 1.963 1.909 2.76 
4.124 4.084 0.97 2.368 2.337 1.36 2.002 1.942 3.00 
4.135 4.099 0.87 2.377 2.346 1.33 2.031 1.977 2.68 
4.142 4.110 0.77 2.383 2.353 1.26 2.052 2.008 2.11 

 
Energy demands of Scenario 1 are shown in Table 4. As PN and PL of fitting and 

simulation show quite close values, the largest difference is less than 3% in energy 
consumption. This agreement is also observed in Table 5 of Scenario 2. Although the 
largest difference 3.17% between simulated and estimated values is seen with Etching 
process, this value does not seem to be very large in that we just used the first and 
second moments E[X  and E[X  of observed arrival times to estimate the arrival 
flow. Since the difference of PN and PL in Table 3 between simulated and estimated 
values is relatively greater than others, this is also expected difference. As a conse-
quence, both tables are suggesting that the proposed method provides quite accurate 
estimations about the total spent energy on the machine network. In order to show the 
good fits between observed and fitted interarrival times, Figures 4 and 5 are added 
below. Both figures illustrate the histogram of observed data and pdf (probability 
density function) for Deposition and Etching processes respectively when the  
machine utilization 0.8 is considered. 
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Fig. 4. Simulated Interarrival Histogram and pdf of Deposition (Scenario 2, Rho = 0.8) 

 

Fig. 5. Simulated Interarrival Histogram and pdf of Etching (Scenario 2, Rho = 0.8) 

5 Conclusion and Future Research 

This research proposes the method of estimating the energy amount of a manufactur-
ing facility with machines in a network under the energy policy. Especially this  
approach aims at Gi/M/1 machines rather than M/M/1 systems for allowing more 
generality. To validate estimated values by the method, simulation is conducted, and 
the simulated result is compared with that of our approach. Consequently, it is shown 
that the proposed method gives, even at the worst case, only 4% different estimation. 
For further research, other queueing models such as the Gi/G/1 need to be investi-
gated with the percentile fitting method for considering more general distributions, 
since the proposed strategy of fitting is based on exponential service times. 
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Abstract. Energy and resource efficiency have become important objectives for 
industrial processes. They are taking more and more impact on the competitive-
ness of companies. Therefore, energy-efficient factory systems are needed in 
terms of sustainable production. Thus, new or improved models, methods and 
tools focusing energy efficiency are necessary. In this paper, the “Flow System 
Theory”, as a tool for modeling technical systems and processes, is presented. It 
is extended in order to describe the energy flow systems of factories. This is 
supposed to be the basis for systematic modeling of energy-efficient factory 
systems. 

Keywords: Energy Efficiency, Factory Modeling, Energy Flow Systems. 

1 Introduction 

Increasing demand for raw materials and the depletion of non-renewable resources 
lead to scarcity and uncertain availability of resources. Raw material and energy pric-
es continue to rise in the future. Climate policy objectives such as the reduction of 
global CO2 emissions and the expansion of renewable energy should counteract these 
developments. Besides cost, time and quality, energy and resource efficiency are 
more and more considered in business activities. It is not only an environmental con-
tribution due to political, social and ecological challenges [1]. These objectives influ-
ence increasingly the competitiveness. The industrial sector causes about 30% of the 
energy consumption in Germany, whereas the most of it is used for process heat and 
mechanical energy [2]. By improving energy efficiency, direct cost savings and indi-
rect environmental benefit can be achieved [3]. The saving potential through more 
efficient use of energy is estimated in different studies with 20 - 30% for industry, but 
it varies from company to company [4]. It should be noted that energy efficiency is 
recognized as an essential tool for energy savings. However, for instance, the “World 
Energy Outlook 2012” emphasizes that this potential is not yet exhausted [5]. 

In consequence, more research and development are necessary to design energy-
efficient systems and processes. 
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2 Methodical Planning of Energy-Efficient Factories 

The energy-efficient factory has become a new type of factory. It focuses on the man-
ufacture of goods and services by minimal energy use and it emphasizes the energy 
flow [6]. Therefore, it includes energy-optimized systems and processes which are 
treated in their entirety with the complex coherences. Closed energy cycles of the 
factory contribute to the minimization of energy losses [7]. The energy-efficient fac-
tory is an active participant of the energy conversion chain. In addition, this factory 
integrates holistically the objective energy efficiency in the structural and procedural 
organization through Energy Management.  

For the above-mentioned reasons, there are new requirements which lead to nu-
merous new energy-related planning contents and volumes in different fields of action 
(e.g. building, building services or manufacturing) [8]. In this way, the complexity of 
this discipline rises. Therefore, there is a demand for new or improved models, me-
thods and tools to support the planning participants. 

For designing energy-efficient factories, a few scientific approaches have been de-
veloped in the last time. 

The planning method for manufacturing processes in automobile industry by En-
gelmann concentrates the factory planning process on energy-related activities and 
includes action approaches (efficiency factor, reduced losses, recovery, substitution, 
dimensioning and mode of operation) for improving energy efficiency [9]. These 
approaches are expanded by including “sensitization” by Reinema et al. [10]. The 
“EnergyBlocks” planning methodology by Weinert et al. predicts the energy con-
sumption of production systems basing on energy profiles of different operating states 
[11]. The “Peripheral Model” structures the systems of a factory according to the 
dependence on the production program, whereby the energy consumption can be 
traced to its origin backwards from the peripheral processes to the main processes [8]. 
The model for sustainable factories by Despeisse et al. aims at the interactions be-
tween manufacturing operations, supporting facilities and building with the help of 
material, energy and waste flows [12]. 

Besides, there are further methods and tools such as “Cumulative Energy Demand” 
[13], “Life Cycle Assessment” [14], “Material Flow Analysis” [15] or “Material Flow 
Cost Accounting” [16] which are not originally developed for factory planning, but 
can be used for specific activities (e.g. for analysis or evaluation). Energy flow visua-
lization tools like Sankey diagrams support planning tasks, too. A popular example is 
also the “Energy Value Stream Mapping” (EVSM). It integrates energy aspects like 
energy key figures and design recommendations in the primary Value Stream Map-
ping [17-20]. The EVSM is a tool for energy-oriented analyzing and optimization of 
business processes and chains. However, the EVSM is not suitable for designing sys-
tems because of the specific principles of the Value Stream Mapping (e.g. process 
analysis based on a snapshot). 

As a result, it was found that it is hardly possible to model factory systems with its 
elements, relations, items etc. considering energy efficiency with the help of existing 
methods and tools. 
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3 Modeling with Flow System Theory 

In factory planning the factory is interpreted as factory system through system theory 
approaches. Complex totalities and coherences are described with the help of systems 
thinking [21]. In general, the factory is a sociotechnical system including humans and 
technology. In this paper, the technical systems are focused. These systems are artifi-
cial constructions that are created to fulfill a specific purpose [22]. In the case of fac-
tories, this means the production of goods. 

The “Flow System Theory” is a tool for modeling technical systems and processes 
[23-25]. Hereby, the factory as an entire system combines particular flow systems. 
They are mainly separated by the flow items material, information, energy as well as 
persons and capital. The flow systems consist of individual flow system elements 
(e.g. machines or facilities) which are passed by the flow items. Meanwhile, flow 
functions such as the basic functions transform, transport and store are executed as 
well as changes of property or state of the flow items or flow system elements are 
caused [25]. Thus, the Flow System Theory offers a suitable basis for describing the 
factory system with its elements, functions, relations and items. Therefore, in the 
following, this approach will be extended in order to describe energy flow systems of 
factories.  

4 Extension of Energy Flow Systems 

4.1 Energy Flow Items, Functions, System Elements and Structures 

In general, terms of energy are specified by physical (e.g. anergy, exergy or forms of 
energy) technical (e.g. energy consumption, energy losses or waste heat) or econom-
ical (e.g. primary or secondary energy) aspects [26]. On the one hand, flow items of 
energy flow systems can be described by the energy forms such as mechanical ener-
gy or heat energy. On the other hand, energy carriers such as electricity, compressed 
air or water can be used. This means that these mediums are allocated to the energy 
flow although they belong to the material flow by system theory approaches. How-
ever, due to the good measurability of the energy carriers, it is an acceptable solution 
which is also often used in practice (e.g. metering of consumption by Energy  
Management). 

The basic functions of system theory are usable for energy flow systems, too. 
Transform converts qualitatively and / or quantitatively the input into the output, 
while transport and store do not change the objects themselves, but moves them 
through space and time [22]. Based on that, specific technical functions of energy 
flows such as energy provision / input, generation, conversion, storage, transportation 
/ distribution, utilization, recovery and emission / output are derived (based on [26-
30]). The flow functions are connected as chains or cycles.  

The necessary technologies (e.g. generation or storage system) are derived from the 
flow items and the flow functions. The energy-relevant systems of the factory are clas-
sified in these types of technologies. In addition, these systems act as the so called flow 
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system elements of the energy flow. It should be noted that the elements belong to 
different flow systems. This condition allows describing the object with its different 
functions. For example, primarily, a manufacturing machine is a part of the material 
flow, but it is also an energy consumer in the energy flow and an information-
processing computer in the information flow. Thus, the system includes several major 
and minor functions. Furthermore, it is important to remember that each process and 
each flow system element needs energy for its performance. Therefore the material and 
information flows are always connected to energy flows [25]. Thus, the different flow 
systems are linked with each other through the flow system elements. 

 

Fig. 1. Energy Flow Systems as Extension to [25]  
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The flow items pass the flow system elements one after another which results in a 
chain of functions (processes). By this, the flow system elements are connected with 
each other in space and time. Different structures of flow systems are derived from 
that fact. In general, an energy conversion chain starts with the input of a source and 
ends with the output of a drain. Meanwhile, various transformation, transportation and 
storage steps are processed. The energy chains differ in the energy carrier and the 
structure of the factory system. For example, compressed air is usually generated in-
house whereas electricity comes mainly from outside. In context of energy efficiency, 
closed energy cycles (e.g. by energy recovery) are preferred. By this, the energy 
losses are minimized.  

4.2 Energy Flow Systems 

The classification of the energy flow systems belongs to the flow items. Therefore, 
basing on the necessary energy forms, the energy carriers of the processes are deter-
mined. The principle flow system from provision to emission can be set up for every 
energy carrier. However, it is also possible to separate the energy flow systems by 
energy forms (for physical description) or classes such as solids, liquids or gases. 
Figure 1 summarizes the energy flow functions, system elements and systems. 

5 Use Case 

The application of the Flow System Theory for modeling energy flow systems of a 
factory is illustrated in this section. The “Experimental and Digital Factory” (EDF) 
[31] is chosen as a simplified example. The EDF consists of various manufacturing, 
logistics and information systems of an item-based production. For example, figure 2 
shows an assembly machine which needs electricity and compressed air and generates 
waste heat as byproduct. Therefore, different facilities such as the supply of electricity 
and compressed air as well as room lighting and heating are necessary for the opera-
tion of the machine and the other production systems. The structures of the flow  
systems are derived from the connection between the output of sources (e.g. air  
compressor) and the input of drains (e.g. tank) of the several energy flows. 

The electricity is delivered in the building and distributed in several areas by dis-
tribution boxes. The compressed air and heat generation is in the same building but 
outside the production area. The room heat is provided by wall and ceiling radiators. 
The waste heat of machines and facilities has to be added, too. The interchange of 
warm and cold air between the building and its environment happens through the 
building envelope as well as through doors, gates and windows. In this case, the room 
is declared as energy user as drain of the generation of heat. However, it is also a heat 
converter, transporter and storage. 

As an extension, by adding quantitative key figures (e.g. energy consumption per 
time period), inputs and outputs (balancing) as well as capacities and demands can be 
compared (not shown in figure 2). Hereby, weak spots such as bulk consumers as well 
as under-/overcapacities can be identified. 
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For example, facilities such as building services are often oversized because of 
multiple safety factors. Moreover, in practice, there is often no adaption of the energy 
infrastructure after changing the production processes. However, this is very impor-
tant to optimize the energy infrastructure like reducing energy losses by avoiding 
converting processes or oversized systems (e.g. transformers or compressors). These 
facts are important indicators for the energy efficiency-oriented determination of 
functions, dimensioning, structuring and designing of factory systems. 

 

 

Fig. 2. Qualitative Model of the Energy Flow Systems of the Experimental and Digital Factory 

As a result, the modeled factory creates transparency of the energy flow systems. It 
is the basis for the energy efficiency-oriented planning, analyzing and optimizing of 
the factory. Furthermore, other planning tools and methods such as energy flow visua-
lizations with Sankey diagrams can build on it.  
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Abstract. The paper explores the requirements and support systems for agile 
planning processes. It reviews therefore traditional planning processes and pro-
poses a new model based on agile principles. The novel planning model is em-
ployed to frame a component-based planning approach and its application in a 
planning manual. 

Keywords: Agility, component-based planning, planning methods. 

1 Introduction 

Production systems are decisive for the competitiveness of industrial enterprises and 
major characteristics of these systems are determined during their planning phase. 
Both, production systems and production system planning are embedded in a dynamic 
and complex environment, which is shaped by tremendous changes like higher market 
dynamics and the awareness for scarce resources. New system characteristics like 
modularity and adaptability [1] are needed in response. Together with further trends 
e.g. in IT, resulting production systems become more and more complex and less 
predictable.  

Resulting challenges cannot be met with the traditional planning approaches. New 
methods are required to cope with uncertainty, dynamics and complexity [2]. Agile 
principles were developed for software development to meet exactly these challenges. 
This paper absorbs these agile principles and transfers them to the process of produc-
tion system planning. 

The remainder of the paper is organized as follows: The following chapter briefly 
summarizes production systems in general, the particularities of production system 
planning, as well as agile principles. Concluding requirements for new planning ap-
proaches are derived. The third chapter provides the novel agile planning model. This 
is followed by the description of a concrete idea of realization, the modular planning 
methodology and of a supportive tool, the interactive planning manual. The paper 
concludes with directions for further research. 
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2 Theoretical Background 

2.1 Production Systems 

The notion of production systems is based on general systems theory [3] and the fun-
damental views on systems [4]: the structural, hierarchical and functional perspective 
[5]. The structure includes people, technology and organization, while the hierarchy 
denotes several layers from the individual workplace up to the network of production 
facilities [6]. The function highlights that the system transforms inputs into value 
added outputs due to an open system border and processes (operational, management 
and supportive processes). 

2.2 Production System Planning 

The core task of production system planning, namely factory planning [7], is the de-
sign, dimensioning, realization and ramp-up of production sites [8]. Due to its uni-
queness, production system planning is usually executed as a project and is primarily 
oriented on the business objective of ensuring a strong competitiveness [9]. There is a 
high degree of uncertainty in early stages of the planning process whereas this de-
creases throughout the planning project. Therefore, a systematic procedure is recom-
mended in order to cope with the existing complexity [8]. A common generic proce-
dure for problem solving is the systems engineering method, which consists of the 
steps (1) searching for and setting goals, (2) searching for solutions and (3) selecting a 
suitable solution [10]. Most of the phase models for production system planning are 
based on this logic. 

The majority of methods used in production system planning can be characterized 
as analytical, which qualifies them for deterministic and static situations as well as for 
long-term planning cycles [11]. The usage of these methods follows a simple stimu-
lus-response scheme (problem – method – solution) which does not reflect the actual 
understanding of a problem [12]. Therefore, conventional planning principles are 
more and more limited in a complex and turbulent environment. 

Production systems (and also planning systems) can be described with typical cha-
racteristics from general systems theory: They are emergent, i.e. the behavior of the 
system can be predicted from the behavior of the single elements, which are the dif-
ferent protagonists and stakeholders in a planning project. They are cross-linked, i.e. 
the particular elements (protagonists, activities, decisions) are dependent on each 
other. They are contingent, i.e. the relations between the particular elements cannot be 
determined a priori but emerge in the course of execution. They are open, i.e. there is 
an exchange with the relevant environment, which in turn can be characterized as 
fuzzy and dynamic. They are complex, i.e. a huge amount of elements and relations 
and their dynamics lead to a high amount of possible alternatives for behavior (high 
variety). They are self-referential, i.e. the behavior of the system has effects on the 
system itself. They are (partly) autonomous, i.e. the system can independently make 
decisions regarding its own activities. 
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2.3 Agility and Advanced Planning Methods 

Agile principles emerged first in software development projects and were established 
to overcome the traditional plan driven methods, e.g. the waterfall model or the spiral 
model [13, 14]. The agile principles are documented in the Agile Manifesto [15] (see 
also [14, 16]) and comprise values like “Individuals and interactions are more impor-
tant than processes and tools” or “Responding to change is more important than fol-
lowing a plan”. Agile methods can be characterized as follows [14, 17]: 
 

• Iterative: they deliver full functionality from the very beginning and then 
change it with each new release 

• Incremental: the system is partitioned into small subsystems by functio-
nality and new functionality is added with each new release 

• Self-organizing: the development team has the autonomy to organize it-
self 

• Emergent: technology and requirements emerge throughout the devel-
opment process 

 
Augustine et al. [13] characterize the agile approach as an “overall humanistic prob-
lem solving approach”, which assumes that all members are skilled and valuable 
stakeholders relying on the collective ability of autonomous teams as the basic prob-
lem-solving mechanism and minimizing up-front planning. The adaptability to chang-
ing conditions is stressed instead. Agility does not mean that there is no planning. 
Conversely, there is no detailed pre-determination of the whole project activities at 
the beginning. Planning is done phase by phase and is understood as a continuous 
process, which adapts to the ever changing situation [18]. 

2.4 Implications and Requirements for Planning Processes 

The process of production system planning can be defined as a problem solving 
process for complex, ill-defined problems. Typical characteristics of such problem 
situations are a small amount of transparency, multiple and contradictory objectives, a 
vast number of interrelated influencing factors, fuzziness and uncertainty. As a result, 
it is hardly possible to oversee all relevant factors, interrelations and the problem as a 
whole from the very beginning. A clear picture can be developed only when working 
on the problem and when gaining more and more knowledge about the situation and 
about the system. 

A central requirement from this discussion is that planning processes and the un-
derlying activity sequences must be able to cope with insecure and incomplete infor-
mation and goal definitions. Further information is gained in the course of working on 
the planning project. With more and more detailed information, the activity plan as 
well as used methods and tools can be concretized. Furthermore, a common issue is 
the unreflected usage of methods and tools (“methodism”). Solving this problem re-
quires the evaluation of the suitability of methods for each situation and to allow  
necessary adoptions. 
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3 Agile Planning Model 

3.1 Process Model 

For the subject area of production systems planning, which is characterized by a high 
degree of complexity and dynamics, it is barely possible to determine all necessary 
steps and activities in advance in a detailed manner. It is rather necessary to adapt the 
planning procedure to the actual situation. Therefore, the planning of activities be-
comes more and more accurate when eligible information becomes available in the 
course of the project execution. The activity plan itself cannot be considered as fina-
lized but needs to be adapted during the whole project. This procedure is known as 
“planning on the road” or as “planning construction site” [19, 20]. Transferring this 
principle to production system planning relates back to the agile approaches and the 
resulting procedure is displayed in figure 1 [cf. 21].  

 

 

Fig. 1. “Planning on the road”-principle 

Based on a problem definition, objectives and a vision for the planning project are 
developed. Hereby it has to be considered that objectives may change during project 
execution due to external developments or due to knowledge gained as the project 
progresses. Then a framework is defined based on objectives and identified boundary 
conditions. The expected result is specified as far as possible. For the execution, this 
framework needs to be detailed – but only as far as reliable information allows. Activ-
ities which are close to the point of time when the planning is carried out can be  
specified better than activities with a greater temporal distance. 

This is followed by executing the project, whereas – following the procedure of a 
continuous improvement process – the following steps are processed in terms of  
several iterations: 
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• Analysis of the situation, i.e. of environment, requirements, goals, actual 
results, system behavior and system performance etc. 

• Fixation of an appropriate procedure/ development of an activity plan 
for the next steps; hereby the procedure is concretized stepwise while 
executing the planning project 

• Definition of sub-goals consistent with the overall goals of the project 
• Execution of the activities, i.e. of particular planning steps 
• Evaluation of results, based on pre-defined success criteria 
• Restructuring of the entire solution/ concept, based on the insights 

gained whilst performing the activities 
• Actualization of the overall planning procedure 

 
The advantage of this procedure is that intermediate results can be gained, which are 
tangible, and the results can be evaluated against initially defined goals. At the same 
time, internal and external dynamics are considered due to the iterations. Therefore, 
the project planning as well as the whole planning project can be labeled as evolutio-
nary. The effects of the proposed procedure are shown in figure 2.  

 

 

Fig. 2. Project and solution maturity development 

On the one hand the uncertainty might be rather high at the beginning of a planning 
project. On the other hand the degrees of freedom for the later solution and the possi-
bilities for variations are high as well. This is equivalent to a high degree of complexi-
ty [22]. Therefore, the concreteness and specificity of goals needs to be low in order 
to allow enough degrees of freedom for planning activities and for the later solution. 
This corresponds to a high degree of internal variety which fulfills the “law of requi-
site variety” by Ashby [23]. With an increasing degree of maturity, i.e. progress in the 
planning project, uncertainty is reduced, and the complexity of the task and internal 
variety are decreasing. As a consequence, the degrees of freedom for activities and for 
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the solution are reduced. However, the complexity of the solution increases because 
intermediate solutions and sub-systems as well as their interrelations are fixed. 

The described model could be summarized as reference on how agile planning 
processes are designed. This leaves a gap on the actual planning content which is 
further elaborated in the next section. 

3.2 Component-Based Planning as Content Model 

One possibility to model the planning content can be found in component-based plan-
ning, dating back to the 1970s, when Wirth and Zeidler [24] developed the vision of 
functional elements (components) in a modular system allowing for combination of 
components and their reuse across planning projects. This line of thought yielded two 
analytical classes: planning components and the particular elements of the production 
system: the object components (e.g. technology). Jentsch et al. [25] showed in this 
respect a strong dominance of object components in the planning literature, while 
planning components are less developed. We will therefore focus on planning com-
ponents further on. 
 

 

Fig. 3. General model of a planning component displayed as a function diagram (based on [26]) 

The concept of planning components was significantly enhanced by King-Kordi 
and Näser [26, 27] with the perspective of socio-technical systems and yielded the 
following views: The target view pertains to specific and measurable goals of a com-
ponent or its deployment. Tasks or operations are represented in the functional view. 
A function utilizes tangible and intagible resources (people, knowledge, machinery 
etc.) summarized with the resource view. The structural view refers to different hie-
rarchical layers of the production system. Finally, the yield view summarizes the (po-
tential) output of a system in terms of products or services. Planning components can 
be further detailed based on this view concept (see figure 3). This generic model of a 
planning component distinguishes further kinds of resources such as methods and 
particular knowledge, which is necessary to fulfill the planning function.  

The outlined component model enables the modularization of the planning process. 
Hence, planning components provide the generic building block to fill agile planning 
processes with required tasks. This could be done either with a blank-sheet-approach 
in every project or building upon the documentation of prior experience. The next 
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section follows the second suggestion and introduces a way to access experience 
structured in a component-oriented manner.  

3.3 Interactive Planning Manual 

The general idea of the interactive planning manual is to support on the one hand 
inexperienced project members with a pool of completed planning processes. Here, 
the user may check e. g. how to use a specific planning tool. On the other hand, the 
component oriented structure allows for a simple reuse of particular building blocks 
by integrating them into a new planning project. Users receive consequently a bridge 
between task specific knowledge and its application during the planning process.  

The manual follows a modular structure enabling for example the classification of 
the planning problem in order to find in a library suitable building blocks or combina-
tions of them as planning processes. Further modules allow for definition of new 
components and processes as well as the tracking of project progress. Further details 
are given by Jentsch et al. [25]. The manual was implemented in a standard enterprise 
content management system and is currently being prepared for a laboratory test with 
students utilizing the manual during a long-term case study on production system 
planning. The test is intended to yield further insights in system acceptance and its 
suitability for agile planning processes. 

4 Conclusion and Outlook 

The dynamics of the environment and the complexity of modern production systems 
induce the requirement to reconsider planning methods. The combination of these 
observations with a modern understanding of human problem solving yields a new 
approach towards planning the production systems of the future.  

However, the conceptual work on planning processes does not stand alone. There 
are conceptual synergies to component-based planning and those synergies will be 
further investigated by means of laboratory tests in the near future. 
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Abstract. This research focuses on a parallel machines scheduling problem 
considering lot streaming which is similar to the traditional hybrid flow shop 
scheduling (HFS). In a typical HFS with parallel machines problem, the alloca-
tion of machine resources for each order should be determined in advance. In 
addition, the size of each sublot is splited by parallel machines configuration. 
However, allocation of machine resources, sublot size and lot sequence are 
highly mutual influence. If allocation of machine resources has been deter-
mined, adjustment on production sequence is unable to reduce production ma-
kespan. Without splitting a given job into sublots, the production scheduling 
cannot have overlapping of successive operations in multi-stage parallel ma-
chines environment thereby contributing to the best production scheduling. 
Therefore, this research motivated from a solar cell industry is going to explore 
these issues. The multi-stage and parallel-machines scheduling problem in the 
solar cell industry simultaneously considers the optimal sublot size, sublot se-
quence, parallel machines sublot scheduling and machine configurations 
through dynamically allocating all sublot to parallel machines. We formulate 
this problem as a mixed integer linear programming (MILP) model considering 
the practical characteristics including parallel machines, dedicated machines, 
sequence-independent setup time, and sequence-dependent setup time. A hybr-
id-coded particle swarm optimization (HCPSO) is developed to find a near-
optimal solution. At the end of this study, the result of this research will  
compare with the optimization method of mixed integer linear programming 
and case study. 

Keywords: Hybrid flow shop scheduling, particle swarm optimization, solar 
cell industry, lot streaming. 
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1 Introduction 

Lately, many countries have focused their research and development efforts on sus-
tainable energies such as wind, tidal, and solar energies. Among these, solar energy 
has attracted the greatest attention. Solar cell manufacturing follows the hybrid flow 
shop (HFS) mode, which is a flow shop mode incorporated with multiple processes 
and parallel machines. [1,2] proposed a flow shop mixed mode that consists of flow 
shop scheduling (FSS) and parallel machine scheduling (PMS)[3]. 

Initially, HFS could only match a single machine for one order. Later on, Chen 
and Lee (1999)[4] proposed a production environment wherein one order could plan 
mutiple machines (multiprocessor task) (Fig. 1.), and wherein a series of studies fol-
lows the same assumption that configure only when the machine resources for each 
order is known. In this same enviroment, [5] planned the allocation of machines for 
each order and worked out an optimal production sequence configured by various 
scheduling algorithms. 

 

 
Fig. 1. Schematic diagram showing a single order being assigned to multiple machines  
(machine configuration is known)  

The production environment nowadays is constantly changing, thereby generating 
more complicated environments. Therefore, the production environment has no way 
of finding an optimal scheduling combination through sequence adjustment in an 
existing machine configuration. Recently, the heated solar cell industry has been clas-
sified as an architecture of parallel machine resource in an HFS environment in aca-
demic research, but they are not identical. As a result, the configuration pattern of 
parallel machine for this order is not clear among line managers. Thus, the production 
sequence has to be planned using traditional dispatching rules such as the earliest due 
date, which cannot provide an optimal schedule plan. Hence, [6] created a schedule 
plan with an unknown machine configuration and order production to extend the HFS 
environment. Each order can plan a maximum number of machines in the process, 
and the number of machines is subject to dynamic adjustment. This plan proposes a 
scheduling solution for this problem and gives proper assessment to solve such kinds 
of production problems. 
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Fig. 2. Schematic diagram showing a single order being assigned to multiple machines  
(machine configuration is unknown)  

Methods such as lot splitting have been developed and introduced into the manu-
facturing industry to shorten time of completion. Literature suggests that lot splitting 
can provide better performance ([7],[8]). With respect to the production architecture 
of parallel machine resource in an HFS environment, studies have paid little attention 
to variable lot splitting. Therefore, the current study proposes an actual instance-
crystal silicon solar cell industry based on the architecture of HFS production to con-
sider process properties such as parallel machine, special machine, setup time, etc., 
and to solve scheduling issues through the particle swarm optimization (PSO) with 
the batch, batch size, and sequence of order as unknown variables. 

The aim of this research is to determine the job production sequence, number of 
sublots, and which machines these sublots should be assigned to. This study employs 
the production scheduling of crystalline silicon solar cells as a case study that focuses 
on the four characteristics to establish a suitable product planning and reduce the ma-
kespan time. The characteristics include parallel processing, dedicated machines, 
sequence-independent setup time, and sequence-dependent setup time. Due the com-
putational complexity of the model, A hybrid-coded particle swarm optimization  
algorithm (HCPSO) was used to design to obtain the near-optimal scheduling confi-
guration. Our preliminary computational study shows that the developed HCPSO not 
only provides good quality solutions within a reasonable amount of time but also 
outperforms the classic branch and bound method and the current heuristic practiced 
by the case company. The rest of the paper is organized as follows; Section 2 defines 
the multi-stage and parallel-machine scheduling problem in the solar cell industry; 
Section 3 develops a hybrid coded PSO algorithm to obtain the near-optimal solution; 
Section 4 addresses the excellent performance of the HCPSO algorithm through the 
computational study and Section 5 finally presents the concluding remarks. 

2 Hybrid Flow Shop Scheduling for Solar Cell Manufacturing 

The manufacturing of crystal silicon solar cells comprises six processes, and each 
process has its practical characteristics that influence the production schedule. The 
production characteristics are detailed below: 
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1. Dedicated machines: Crystalline silicon solar cells are basically of two types: sin-
gle-crystal silicon solar cells and polysilicon solar cells. Manufacturing machines 
of both types of solar cells are the same. However, the difference lies in the textur-
ing stage. The dedicated polysilicon machines use an acid texturing method for the 
polysilicon solar cells, whereas the single silicon dedicated machines use an alka-
line texturing method for the single silicon solar cells. Therefore, the need for dif-
ferent numbers of dedicated machines for each of these processes is obvious due to 
the variance in capacity. This difference impacts the subsequent scheduling method 
in the job production process. 

2. Parallel machine processing: Identical parallel machines are used in the manufac-
turing process of crystalline silicon solar cells. When the job demand is high, a job 
must be allocated to more than one machine, increasing the capacity and reducing 
the makespan required to complete the job. 

3. Sequence independent setup time: In the printing stage, the electrodes are printed 
on both sides of the silicon that is used to collect and conduct the current flow. De-
pending on customers’ requirements, different densities of printing designs are 
available. Because a few order can have the similarity design, the print setup are 
almost necessary for all kinds of orders, which is referred to as sequence indepen-
dent setup time.  

4. Sequence dependent setup time: Due to the number of electrodes on the surface, 
the crystalline silicon solar cell can be categorized as: 2 busbars and 3 busbars. In 
the testing stage, the measurement probe must be adjusted according to the number 
of electrodes in both busbar types. Therefore, the probe adjustment time will be af-
fected by the job sequence, which influences the setup time. This is referred to as 
sequence dependent setup time. Setting the optimal production sequence to reduce 
the number of setups and shorten the overall completion time is the key focus of 
this restriction. 

3 Hybrid-Coded Particle Swarm Optimization Algorithm 

In this section, a novel hybrid-coded particle swarm optimization algorithm (HCPSO) 
is designed to find the near-optimal solution through the evolutionary process because 
of the computational complexity of the proposed MILP model. The details of the 
elements are described as follows. 

1. Particle Representation 

The decision of HFS problems must simultaneously determine the batch numbers and 
size of each manufacturing order and the batch sequence for all manufacturing orders 
in each stage. There are two parts in the HCPSO which is different from the tradition-
al PSO. The first part called the master (the numbers and size of batch) particle, indi-
cates the batch numbers of the each order and the each batch size. For each particle 
within first part, there exists a second part called the slave (batch sequence) particle, 
indicates the batch sequence decision using batch-based encoding. 
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2. Generate an Initial Population 

In our HCPSO implementation, the initial population of master and slave particle is 
randomly generated. 

3. Initialize the Value of Cr 

In PSO, the parameters w, r1, r2 are critical factors influencing the convergence level 
of the algorithm (Naka et al., 2003).The research in this paper displaces the random 
numbers of r 1 and r 2 with the  Cr, which makes its convergence level better 
(Chuang et al., 2008b; Sun et al., 2011b). The equation to calculate Cr is as follows: 

 ( + 1) = ( ) (1 − ( )) (1) 
 

In Eq. (1), Cr(n) represents the Cr of the n time; k represents the driving parameter, 
controlling the oscillation of Cr. When initializing Cr(0), the Cr(0) generated by ran-
dom numbers can not equal {0, 0.25, 0.5, 0.75, 1} and k must equal to 4. 

4. Update the Inertia Weight 

Appropriate inertia weights enable a particle to have exploration capability in the 
initial period and better exploitation capability in the final period. A higher inertia 
weight implies larger incremental changes in velocity per iteration, and thus the ex-
ploration of new search areas for better solution. However, a smaller inertia weight 
signifies less variation in velocity, providing slower change in terms of fine tuning a 
local search. Therefore, it would be better that the searching process should start with 
a high inertia weight for global exploration, with the inertia weight decreasing to faci-
litate finer local explorations in later iterations. The equation to update the inertia 
weight adopted in this paper is proposed by Fan and Chiu (2007), nonlinearly de-
creasing weight method. In this equation, t is the iteration number; w(t) is the inertia 
weight of the t iteration. ( ) = 0.3 (2) 

5. Calculate the Fitness Value 

Based on the known the numbers, size and sequence of batch, this step precedes  
the forward capacity allocation to calculate the fitness values (makespan) of all the 
particles. 

6. Update Particle Best (pBset) 

The pBest is the best position of each particle in its own searching process. During the 
iterations, the particle’s fitness evaluation is compared with pBest. If the current value 
is better than pBest, then set pBest value equal to the current value. 

7. Update Global Best (gBset) 

Compare fitness evaluation with the population’s overall previous best, gBest. If the 
current value is better than gBest, then update the current particle’s value to gBest. 
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8. Update Cr, Velocity and Position of the Particle 

Assuming that the search space is D-dimensional, the i-th particle of the swarm is 
represented by a D-dimensional vector  = ( , , … , )  and the position 
change (velocity) of the i-th particle is = ( , , … , ). The best particle of the 
swarm, that is, the particle with the best objective function value, is denoted by gBest. 
The best previous position of the i-th particle in its own searching trajectory is record-
ed and represented as pBest. This paper adopts the Eq.(3) to update the Cr and the 
velocities and positions of the particles are manipulated according to the following 
equations (the superscript t denotes the iteration): 

 ( + 1) = ( ) + ( ) ( ) − ( )  + (1 − ( )) ( ) − ( )  
(3) ( + 1) = (t) + ( + 1) (4) 

 
where i = 1, 2, y, N, and N is the size of the population; w is the inertia weight which 
was developed to better control exploration and exploitation; c1 and c2 are two posi-
tive constants, called the cognitive and social parameters respectively; and Cr(n) 
represents the Cr of the n time, as stated in 3. Eq. (3) is used to determine the i-th 
particle’s new velocity, at each iteration, while Eq. (4) provides the new position of 
the i-th particle, adding its new velocity to its current position. 

9. Determine Whether the Same Optimal Solution of the Population Which Iterates n 
Times Exists 

If yes, execute 10 and precede the boundary search. If not, skip to 11. 

10. Boundary Search 

The boundary search aims to prevent that the current solution falls into the local op-
timum and enable it to avoid being a regional solution, and in turn to find the global 
optimum. The boundary search is to generate new particles for each dimension by 
random. The amount is 10% of the population, with which displace the worst 10% of 
the original population. 

11. To Decide whether the Designated Times of Iteration Are Reached 

The termination criterion of the HCPSO algorithm proposed in this paper is that when 
the number of iteration exceeds the designated maximum iteration times, terminate 
the algorithm. If it is not reached, return to 4. 

4 Computational Study 

We test objective value for HCPSO algorithm. The objective values of all problems 
are shown in Table 1. From this table, we can observe that the value of average solu-
tion for HCPSO. This shows that the proposed HCPSO algorithm can find the  
near-optimal solution. In the large samples (from problem #6 to problem # 9), the 
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developed HCPSO algorithm still generates better solutions for the large samples in 
the reasonable time. Consequently, from above analysis, our results claim that the 
proposed HCPSO algorithm not only provides the near-optimal solutions irrespective 
of the size of the sample data; it also generates the better solutions for any samples in 
which MILP algorithm cannot found any feasible solutions. 

Table 1. The objective value for B&B 

 

5 Summary 

This paper presents a multi-stage and parallel-machine scheduling problem which is 
similar to the traditional hybrid flow shop scheduling (HFS) in the solar cell industry. 
The multi-stage and parallel-machines scheduling problem simultaneously determines 
order production sequence, multiprocessor task scheduling and optimal machine con-
figuration through dynamically allocating all jobs to multiple machines under the 
minimization of the maximum makespan. A mixed integer linear programming model 
has been proposed, in consideration of many practical characteristics including hybrid 
flow shop, parallel machine system, specified machines, sequence-independent setup 
time, and sequence-dependent setup time. Because of the computational complexity, a 
hybrid approach based on the variable neighborhood search and particle swarm opti-
mization (HCPSO) is developed to obtain the near-optimal solution. The computa-
tional study shows that the proposed algorithm could be more suitable and efficient 
for solving large size problems than the conventional B&B algorithm. Moreover, 
HCPSO also has better improvement than the current heuristic practiced by the case 
company based on realistic data. For the future research, other heuristic algorithm can 
be developed to efficiently attack large-scale instances and compare with the pro-
posed algorithm. 
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Abstract. In this paper, we propose a mathematical optimisation model
to solve the simple assembly line rebalancing problem. This problem
arises when an existing assembly line has to be rebalanced in order to
meet new production requirements. In this paper, a Mixed Integer Pro-
gram is proposed for solving this problem with the objective to minimize
the number of changes in the initial line. The computational experiments
show the efficacy of the proposed method.

Keywords: Balancing and rebalancing of assembly lines, Binary integer
programming.

1 Introduction and Related Literature

The assembly line consists of a number of consecutive workstations. Products
are assembled by means of the successive execution of tasks in workstations as
shown in Figure 1.

Fig. 1. Assembly line

The most known formulation of the Simple Assembly Line Balancing Problem
(SALBP) aims to find a minimal number of workstations required for assigning
a given set V of tasks taking into account precedence and cycle time constraints.
The precedence constraints are given by a directed acyclic graph G = (V,E) over
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this set of tasks, where each edge (i, j) ∈ E indicates that task i is an immediate
predecessor of task j and therefore has to be assigned to a prior or the same
workstation as task j.

Each task j ∈ V is also characterized by its time, tj . The sum of task times of
the tasks assigned to the same workstation has to not exceed a given cycle time
denoted by T0. This problem is known to be NP-hard. Even if it was introduced
in the literature almost 60 years ago [10], many recent studies still address it
[2,3,7,9,11].

However, because of frequent changes in the product characteristics and de-
mand, the problem that arises more frequently than initial line balancing prob-
lem is how to reassign the set of the tasks in order to meet new production
requirements while minimize the number of modifications to be done in the
initial line. We call this problem Simple Assembly Line Rebalancing Problem
(SALReBP) and propose an exact method to solve it. Indeed, until now rebal-
ancing problems for production lines have been principally addressed by means
of approximate methods. Heuristics and genetic algorithms were used for solving
stochastic assembly line rebalancing problem by Gamberini et al. [5,4]. For the
case of a vehicle assembly line, three heuristic methods have been developed by
Grangeon et al. [6]. A COMSOAL based heuristic for re-balancing of assembly
lines that determines a fixed task sequence for a number of different cycle times
was proposed by Agpak [1].

The remainder of this paper is organized as follows. A formal definition of
the SALReBP is presented in the next section. The linearization of the model
proposed is described in Section 3. An illustrative example is given in Section
4. A computational study is presented in Section 5 and concluding remarks are
given in Section 6.

2 Formal Problem Definition and Mathematical Model

In this section, we present a formal definition of the SALReBP. As mentioned
before, we denote by T0 the cycle time and by m the number of workstations.
Let V be the set of tasks to be allocated.

The following notations are used in our mathematical model:

– Indices:
i, j for tasks,
k for workstations.

– Parameters:
V the new set of tasks, j ∈ V,
tj the processing time of task j, j ∈ V ,
M = {1, 2, ...,m} is the set of workstations in the existing line,
L = {1, 2, ..., l} is the set of workstations in the new line, where l is an upper
bound on the number of workstations for new line.
Q(j) is the interval of workstations in the upgraded line, where task j ∈ V
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can be assigned. It is calculated using the precedence constraints.

– Decision variables:
x∗
jk = 1 if task j ∈ V ∗ ⊂ V is assigned to workstation k in the initial config-

uration, 0 otherwise. Set V ∗ contains tasks j such that for x∗
jk = 1, k ∈ Q(j);

x∗
jk = 0 for all k > m, constraint 7 in model (1) - (7);

yjk = 1 if task j ∈ ∩V is assigned to workstation k in the new solution,
0 otherwise; yjk = 0 for all k /∈ Q(j), constraint 6 in model (1) - (7).

The following model is used for the presented assembly line rebalancing prob-
lem. The objective function (1) consists in minimizing changes in the existing
task assignment. Constraint (2) guarantees that every task j is assigned to one
and only one workstation. Constraint (3) imposes the precedence constraints.
Constraint (4) ensures that the total duration of the tasks assigned to worksta-
tion j does not exceed cycle time. Constraint (5) deals with the impossibility of
executing certain tasks at the same workstation. Constraint (6) ensures that the
variables outside intervals Q(j) are set to 0.

Minimize
∑

j∈V ∗

∑

k∈L

| x∗
jk − yjk | (1)

∑

k∈Q(j)

yjk = 1, ∀j ∈ V (2)

∑

k∈L

kyik ≤
∑

k∈L

kyjk, ∀(i, j) ∈ A (3)

∑

j∈V

tjyjk ≤ T0, ∀k ∈ L (4)

yik + yjk ≤ 1, ∀{i, j} ∈ E, ∀k ∈ L (5)

yjk = 0, ∀j ∈ V, ∀k /∈ Q(j) (6)

x∗
jk = 0, ∀j ∈ V, ∀k > m (7)

3 Linearization of the Model

In the following, we propose a method to linearize the proposed model.

Lemma 1. Let x, y, z ∈ {0, 1}. Then the following logical expression

if x = 1 and y =1, then z =1

can be modeled as follows:
x+ y ≤ z + 1.
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Lemma 2. Let x, y ∈ {0, 1}. Then the following non-linear expression

z :=| x− y |

can be linearized using the following inequalities

x+ y ≤ (1− z) + 1,

x+ (1− y) ≤ z + 1,

(1− x) + y ≤ z + 1,

(1− x) + (1− y) ≤ (1− z) + 1,

It is evident to see that z ∈ {0, 1}. Moreover, only four following cases are
possible:

if x = 1 and y = 1; then z = 0,

if x = 1 and y = 0; then z = 1,

if x = 0 and y = 1; then z = 1,

if x = 0 and y = 0; then z = 0.

Applying for these four cases Lemma 1, we obtain the necessary inequalities. To
linearize the problem (1) - (5), we introduce a new variable zjk :=| x∗

jk − yjk |.
Using Lemma 2, we obtain:

Minimize
∑

j∈V ∗

∑

k∈L

zjk (8)

∑

k∈Q(j)

yjk = 1, ∀j ∈ V (9)

∑

k∈L

kyik ≤
∑

k∈L

kyjk, ∀(i, j) ∈ A (10)

∑

j∈V

tjyjk ≤ T0, ∀k ∈ L (11)

yik + yjk ≤ 1, ∀{i, j} ∈ E, ∀k ∈ L (12)

yjk = 0, ∀j ∈ V, ∀k /∈ Q(j) (13)

x∗
jk = 0, ∀j ∈ V, ∀k > m (14)

x∗
jk + yjk ≤ (1− zjk) + 1, ∀j ∈ V, ∀k ∈ L (15)

x∗
jk + (1− yjk) ≤ zjk + 1, ∀j ∈ V, ∀k ∈ L (16)
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(1− x∗
jk) + yjk ≤ zjk + 1, ∀j ∈ V, ∀k ∈ L (17)

(1 − x∗
jk) + (1− yjk) ≤ (1− zjk) + 1, ∀j ∈ V, ∀k ∈ L (18)

4 Illustrative Example

Let us consider the following case study. The initial assembly line is given in
Figure 2. This line has to be rebalanced for a modified product where the fol-
lowing tasks {14, 19, 23, 28, 29} have been deleted and new tasks {31, 32, 33,
34, 35} have been introduced. The task times of all tasks are reported in Table
1. The precedence constraints to be respected are given in Figure 3. Exclusion
constraints are:

{{1, 4}, {1, 17}, {1, 20}, {2, 11}, {3, 24}, {3, 7}, {4, 15}, {5, 22}, {6, 24}, {8,
21}, {9, 22}, {10, 15}, {11, 31}, {12, 13}, {12, 20}, {13, 28}, {15, 17}, {16, 17},
{22, 26}, {30, 33}, {31, 32}} and the cycle time T0 = 100.

Fig. 2. Initial line

Table 1. Set of tasks V and their times

Task Time (s) Task Time (s) Task Time (s) Task Time (s) Task Time (s)

1 0.93 7 0.68 13 0.64 21 0.78 30 0.91
2 1.06 8 0.16 15 0.09 22 0.64 31 0.72
3 0.68 9 0.68 16 0.17 24 0.09 32 0.15
4 0.16 10 0.16 17 0.09 25 0.17 33 0.19
5 0.68 11 1 18 0.12 26 0.09 34 0.33
6 0.16 12 0.78 20 1 27 0.12 35 0.97

The optimal solution was obtained in 0.36 second and consists to reassign the
following tasks: {2, 4, 10, 12, 21, 31, 32, 33, 34, 35}, they are shown in bold in
Figure 4 that illustrates the rebalanced line.
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Fig. 3. The new precedence diagram

Fig. 4. Rebalanced line

Table 2. Results for rebalancing :25% Objective function

Instance tasks Time(s) Instance tasks Time(s) Instance tasks Time(s)
number Changed number Changed number Changed

1 22 0.45 15 4 0.07 29 17 1.6
2 22 0.42 16 14 0.92 30 13 1.62
3 8 0.12 17 6 0.51 31 10 0.98
4 12 0.04 18 11 0.1 32 21 0.12
5 13 0.96 19 12 0.2 33 13 0.31
6 10 0.15 20 5 0.74 34 13 0.07
7 10 0.09 21 23 0.09 35 24 0.99
8 14 1.49 22 21 0.12 36 11 0.32
9 16 0.93 23 19 0.12 37 14 0.10
10 9 0.09 24 4 0.68 38 12 1.23
11 24 0.07 25 13 0.43 39 17 0.18
12 13 0.12 26 10 0.14 40 10 0.17
13 11 0.6 27 12 0.1 41 12 0.17
14 22 0.04 28 4 0.06 42 15 0.87
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5 Computational Results

The proposed method was evaluated on a dataset that consists of 42 instance
problems of 25 tasks each. For each initial problem, 3 versions of the modified
product were generated: (1) by changing 25% of tasks (five tasks deleted and
five added); (2) by changing 50% of tasks (five tasks deleted and eight added);
(3) by changing 75% of tasks (five tasks deleted and fourteen added).

The computational results are respectively presented in Tables 2-4, where the
values of the objective function indicating how many tasks were reassigned and

Table 3. Results for rebalancing :50% Objective function

Instance tasks Time(s) Instance tasks Time(s) Instance tasks Time(s)
number Changed number Changed number Changed

1 23 0.2 15 6 0.45 29 21 0.51
2 27 0.54 16 14 0.18 30 13 0.18
3 14 1.04 17 5 0.29 31 10 1.07
4 13 0.4 18 15 0.2 32 20 0.24
5 21 0.29 19 12 0.07 33 15 0.14
6 12 0.51 20 5 0.18 34 16 0.12
7 11 0.12 21 23 1.31 35 24 0.29
8 14 0.37 22 20 0.14 36 15 0.14
9 18 0.67 23 20 0.23 37 15 0.18
10 12 0.92 24 4 0.21 38 15 0.31
11 24 0.1 25 12 0.1 39 18 0.2
12 14 0.2 26 11 0.09 40 10 0.17
13 14 0.59 27 13 0.17 41 13 0.6
14 22 0.18 28 10 0.98 42 17 0.53

Table 4. Results for rebalancing :75% Objective function

Instance tasks Time(s) Instance tasks Time(s) Instance tasks Time(s)
number Changed number Changed number Changed

1 23 1.07 15 12 0.29 29 27 0.45
2 23 0.85 16 20 0.23 30 18 0.14
3 16 0.96 17 5 0.39 31 16 0.23
4 19 1.09 18 20 0.21 32 26 0.18
5 27 1.35 19 18 0.14 33 21 0.93
6 18 0.63 20 11 0.2 34 22 0.26
7 15 0.18 21 29 0.24 35 29 0.45
8 20 0.45 22 26 0.12 36 21 0.43
9 24 0.59 23 26 0.18 37 21 0.35
10 17 0.15 24 9 1.06 38 21 0.74
11 30 0.1 25 18 0.1 39 23 0.28
12 20 0.32 26 17 0.15 40 16 0.17
13 19 0.99 27 18 0.34 41 19 0.23
14 27 0.12 28 16 1.13 42 22 1.02
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the solution time are given. Experiments were carried out on PC Intel(R), 2.20
GHz, with 8 Go RAM. The model was coded in C++ with ILOG CPLEX 12.4.

6 Conclusion

The problem of assembly line rebalancing was addressed. We have presented
a mathematical optimization model that aims at minimizing the number of
changes in the initial line. On the basis of an industrial case study, it was shown
that the model proposed can be successfully applied in real world environment.
The experimentation revealed that the model is capable of solving problems with
up to 40 tasks in the precedence diagram.

The further research will undertake a more comprehensive computational ex-
periment in order to evaluate the problem’s size limit for which the exact method
can be applied and to propose efficient heuristic or metaheuristic methods to ob-
tain sub-optimal solutions for such problems.
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Abstract. Planning green factories implies increased complexity depending on 
specific planning requirements and contradictory planning targets; these aspects 
challenge present methods and tool for factory planning. To properly face these 
challenges with limited time and resources (typical of planning projects) , a fac-
tory planning approach that particularly addresses green has to be adaptable to 
specific cases and aligned with the green vision of the factory. This paper pro-
poses a modular Green Factory Planning and describes its main components. 
The conceptual elements for a framework and a planning process are presented 
and differences in methods and tool applications are described in comparison to 
established approaches. The method and tools are combined to planning mod-
ules, linked with a clear information flow as well as responsibility definition.  
A use case for a typical module that specifically considers energy consumption 
shows the potential of green as integrated vision for factory planning. 

Keywords: Factory Planning, Green Factory Planning, Energy Efficiency,  
Sustainable Factory, Modular Planning. 

1 Motivation 

The scarcity of resources and the use-related environmental impact of production 
created a new ecological challenge with economic impacts for industrial companies. 
Starting with the reactive measures for the end use of products (i.e. recycling) the 
awareness for resource consumption moved into more proactive consideration within 
product design, production operation and also factory planning. This challenged exist-
ing principles and approaches and required new ways of thinking.  

The term ‘green’ is often used for exploitation of energy and resource efficient 
production. Even if there is no widely accepted definition of ‘green’ and ‘green facto-
ry’ available, the common understanding is to provide more economical value with 
minimized effects on the ecological surrounding. Definitions like ‘sustainability’ [1], 
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‘eco-efficiency’ [2] or ‘green production’ [3] are considered in this paper to create an 
individually applicable framework and vision for green factory planning.  

Hence ‘green’ as planning target should be identified individually within several 
borders (e.g. ROI accepted, environmental influences considered) to achieve company 
wide acceptance. Existing factory planning approaches that consider the effect on the 
environment are mainly focused on energy efficiency as defined in formula (1): Net production valueprimary energy consumption = € kWh                                          (1) 

From the descriptive point of view, green measures and methods are added to stan-
dardized establish factory planning approaches, e.g. Mueller et al. [4] uses the stan-
dard process of factory planning by the German society of engineers (VDI) [5]. 
‘Green’ is seen as add-on to a general planning process and is mainly executed by 
applying a list of different measures to improve energy efficiency. Interactions of 
several measures to improve energy efficiency are not integrated in the planning task 
but need to be calculated iteratively. An alignment of all planning activities to this 
goal is missing. 

On top, several other trends like lean production, transformation ability or IT inte-
gration changed the approach factory planning is executed [6]. Additional targets 
increased complexity and required expertise for the factory planner, while the availa-
ble time and resources for factory planning projects decreased because of increased 
speed of market change. To overcome this, standardized step-by-step factory planning 
approaches were redesigned to be more case specific and adaptable to changing re-
quirements. By making planning activities modular, planning time can reduced by 
parallelized work among different disciplines (e.g. production planner and architect) 
and the focus on most important activities for the specific case [7]. 

2 Overview Green Factory Planning 

Industrial challenges, i.e. ‘green’ as fully integrated in factory planning and a modular  
planning approach, led to the definition of ‘Green Factory Planning’ described here. 
This research was developed within the framework of the European research project 
‘EMC²-Factory’ (www.emc2-factory). The authors argue that we cannot address chal-
lenges of green factory planning by solely adding energy efficiency as additional goal 
to existing planning approaches, because synergies from energy perspective are weak-
ly addressed. A green factory for automotive with highly automated processes is dif-
ferent from a train production with mainly manual processes for example, because the 
energy consumption of the equipment is more relevant in the automotive case.. More-
over, every factory has its own main distinguishing drivers for energy efficiency (e.g. 
dimensioning of machines or TBS optimization). Consequently, each factory should 
be planned uniquely, by selecting and addressing its specific energy drivers. 

A first attempt for an adaptable planning process considering environmental  
aspects has been done [8]. Effects of factory elements are linked with their effects  
on the environment, so an overview of interactions among each other is provided. 
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Nevertheless, the approach is focused on impact evaluation and has no broad view on 
other planning aspects. The execution of other planning tasks is not extensively ad-
dressed. A comprehensive factory planning consists of four components (see Fig. 1) as 
suggested from the comparison of several planning approaches (see for example [9]):  

1. A clear vision and a framework, where underlying targets of factory planning 
project are defined and the content and decisions for the factory planning are dis-
tinguished. The framework links management with planning activities and aligns 
the whole process to general fields of action. 

2. The planning process, that provides the general order of planning tasks (e.g. de-
tailed definition after rough definition), the decision making flow and project man-
agement integration. In most approaches a straightforward step by step process is 
used. But to ensure green integration and adaptability to specific cases, a process 
based on independent modules with guided interactions among them has been cho-
sen. For the content of planning environmental-conscious, some planning tasks 
have to be redefined, integrated and conducted by different planning disciplines. 
Timeframe and methods for evaluation and decision making have to be rethought.  

3. Definition and description of applicable methods that can be used to fulfill the 
planning tasks. Within these components the work is performed, information gen-
erated and responsibilities defined. 

4. Tools that support the execution of planning methods. Especially in data 
processing, decision preparation and evaluation of alternatives the use of tools, 
from highly sophisticated software up to simple checklists, is recommended. 

 

 

Fig. 1. Elements of Green Factory Planning 

The framework and vision bring general guidance and specific planning targets  
while the process defines the order of method modules (timeline) and its information 
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input-output relations. To ensure case-specificity and adaptability, the work that needs 
to be performed during factory planning is encapsulated into planning modules.  

To identify the modules that need to be conducted specifically ‘green’, a target 
planning method based on a factory morphology is developed (1) (see overview in 
Fig. 2). The target definition is mandatory to set clear targets and decide on 
green/conventional modules. Objective factory features are analyzed with subjective 
planning targets to prioritize the most relevant drivers for energy efficiency. Based on 
the prioritization, factory-specific green modules can be chosen (2). To allow for an 
integrated perspective during the multi-disciplinary factory planning, a methodic 
evaluation is continuously provided for every decision that needs to be made (3). The 
evaluation is based on a layer visualization concept, that represents energy and pro-
duction related indicators (e.g. temperature, consumed energy) with a multi-
perspective view on the layout to make the high variety of interacting aspects visible. 
The planning modules are linked to a logical timeline (4) considering the involvement 
of different experts (5). A detailed description of prioritization and the work flow is 
given in [10]. 

 

 

Fig. 2. Green Factory Planning Process 

While all four elements of the concept are relevant for factory planning and project 
organization, the project-specific work is performed during the method modules with 
use of supporting tools. Examples of modules are described in the following chapter. 
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The planning modules are covering descriptions of tasks to be done and the proceed-
ing how to do, a set of possible tools to support and the people that need to be in-
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To be comprehensive, the factory planning process considers green planning mod-
ules or conventional planning modules. Conventional planning modules cover tasks 
that are not as relevant for establishing a green factory in the specific case; hence they 
are done with methods and tools that don’t have an additional focus on ‘green’. Green 
modules on the other hand can combine or extend several tasks of conventional mod-
ules (e.g. layout planning and planning of technical building services), because inte-
ractions among these tasks are important for the overall green factory performance. 

3.1 Conventional Planning Modules from Green Perspective 

Planning modules are based on a sum of tasks that is necessary to ensure an overall 
green factory and integrate supporting tools into the proceeding. The factory planning 
tasks vary between different planning approaches, for Green Factory Planning several 
conventional modules were identified as considerable, see [11], [12] and [13]. For 
example: 

• Target Definition and Production Scenario Generation 
• Process Planning, Machine Selection and Capacity Planning 
• Material Flow Planning, Transport and Production Systems Planning 
• Information Planning and Worker Planning 
• Area and Layout Planning 
• Building Planning and Technical Build Service Planning 

For every module, a variety of methods and tools exists for the disciplines dealing 
with the tasks to perform them. Traditionally, activities are performed nearly inde-
pendently apart from the fact that information generated in earlier tasks (e.g. process 
and machine planning) is used from other disciplines in later tasks. With that ap-
proach, a lot of effort is required to adjust outcomes of different planning modules 
and generate an overall factory view. Locally optimized factory items are the result. 
The modular green factory planning process instead needs to take the integrated green 
perspective on the overall factory into account and perform modules differently when 
they are relevant for green performance instead. 

Every planning task and module was analyzed regarding green aspects that are not 
covered sufficiently in the existing modules. For every activity were aspects identi-
fied, that allow an influence on the green performance of the factory part that is 
planned. This can be aspects that are already considered in the methods and tools for 
the planning module (e.g. takt time), but get another dimension when environmental 
impacts are considered.  Beyond that, aspects like the interaction between technical 
building services, building and production are not appropriately considered during the 
planning activity so they need to be included or emphasized. Table 1 gives an over-
view of some planning modules with additional aspects in terms of ‘green’ and the 
aspects, where ‘green’ has to be included as relevant performance driver. 

Criteria that are considered in the established planning modules are still relevant, 
but might become less important depending on the green planning case. Methods and 
tools that support the work within the modules need to ensure, that ‘green’ as well  
as conventional aspects are covered, otherwise green factors planning will be just a 
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theoretical concept. To make this possible, established criteria with no influence on 
‘green’ (not mentioned in table 1) could be methodically linked to the green aspects. 

Table 1. Excerpt of planning modules and additional criteria for ‘green’ 

 

3.2 Green Planning Modules 

From this analysis, green modules can be generated in three ways: First, they can be 
additional tasks that are not covered at the moment. These tasks become important, 
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ample would be a module for Energy Supply Planning that deals with the challenges 
of integrating renewable energies, security of energy supplies and on-site generation. 
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Target Definition 
and Production 

Scenario 
Generation

Process Planning

Machine 
Selection and 

Capacity 
Planning

Material Flow 
Planning and 

Transport 
Systems Planning

 Information and 
Worker Planning

Area and Layout 
Planning

Building and 
Technical 

Building Servies 
Planning

Product 
Requirements 
and quantities

Production 
sequence 
planning

Degree of 
automization

Takt time
Manufacturing IT 

Systems
dimensions building design

Make or Buy
Technology 

Trends
Investment Cost

transport 
(volume; -ability)

Production 
control

infrastructure; 
storage areas

building materials

Motivation and 
vision

Cost, quality Supplier selection material flow
material and 

resource supply
windows; doors

Planning Targets Usability
product 

specificiations
hub/dock 
concept

Lean production dimensions

Risks and 
opportunities

means of 
transportation

tubes and grids

Project 
organization

Production 
planning

HVAC

Environmental 
boundaries 
(regulations, 

public pressure/ 
focus)

Energy carriers 
and 

environmental 
impacts (e.g. 
emissions)

TCO, LCA
Energy/ Building/ 
TBS interactions

Green Awareness

EHS (Fire 
protection) / 

Environmental 
Imact zones 

(AOE storage)

centralised / 
decentralised 

(dependant/indep
endant from 
machines)

Green Targets 
and Strategy

(energy) 
generation and 
consumption

equipment 
components and 

operationa 
parameters

Green 
transportation 

ideas
Green IT

interactions of 
TBS, Building, 
transport  and 
Production line

supply and 
disposal areas 

and infrastructure

Concept for 
Energy 

Management
information flow materials

Sensors + 
Controls; 

Metering concept

Energy (Data) 
Management

zoning

on-site 
generation, re-
use of energy, 
integration of 
renewables

Energy data 
gathering

Recycling and 
waste 

management

Energy supply 
concepts

load curves
area usage 
efficiency

(roof) shape, 
orientation

Highest impact 
drivers, selection 

of priorities

Environment and 
building 

requirements

dimension/ 
capacities

drive and speed 
of transport

Green building 
guidelines

energy mix and 
energy cost

Insulation, heat 
emissions

A
sp

ec
ts

 in
 tr

ad
it

io
na

l p
la

nn
in

g,
 w

he
re

 
en

vi
ro

nm
en

ta
l p

er
sp

ec
ti

ve
 n

ee
ds

 to
 b

e 
in

cl
ud

ed
G

re
en

 a
sp

ec
ts

, t
ha

t n
ee

d 
to

 b
e 

fo
cu

se
d/

in
cl

ud
ed

 a
dd

it
io

na
ll

y

Planning Modules



 Green Factory Planning 173 

 

has to be included, processed and evaluated in an integrated way. The difference be-
tween established modules (see [12] and [13]) and these green planning modules is 
the degree of information to be processed and the consideration of additional aspects.  

Layout Planning in terms of ‘green’ has to be done not just in consideration of ma-
chine area use, storage requirements and transport ways but also considering zones 
(e.g. temperature, compressed air supply, lighting) with its interactions to building 
and technical building services. In the layout, machine dimensions are carefully con-
sidered, causing district heating or ventilation during operations. So the dimensioning 
and capacities of machine influence energy efficiency of the overall factory over its 
interactions with the layout. Therefore, more experts from different areas have to 
participate in terms of ‘green’ and green layout planning has to be interactive, com-
municative and visually representative considering additional influences. Planning 
methods like IntuPlan  [14] or planning tables are not prepared for these  
requirements.  

The third possibility for green modules is the integration of green aspects within 
the methods and tools of established modules. If the tasks and activities have no major 
connection to the performance of other modules (considering the total factory) it is 
sufficient to slightly adjust the planning module to ensure the relevance of green as-
pects. Taken the target definition as example, requirements have to be analyzed and 
the planning targets need to be defined as established, adding the environmental as-
pects to the methods and tools. As already described above, clear goals for the green 
factory have to be defined and linked to the features of the factory to identify the 
green planning modules. Nevertheless the conventional methods and outcomes are 
still relevant, so target planning changes to green target planning by extending the 
existing modules with the green aspects. 

To make full use of the green modules in Green Factory Planning the input-output 
relations, the information environment and the method need to be clearly defined and 
described in a standardized profile. Especially the data processing and information 
generation has to coordinated, so that new conflicts that might appear (e.g. between 
lean – fast transport systems – and ‘green’ – energy efficient transport) can be solved 
with the overall factory competitiveness in mind.  

4 Conclusion and Outlook 

The paper described an approach for Green Factory Planning that is adaptable to spe-
cific cases and includes research results on green methods and tools. The approach is 
modular to pick the green planning modules that contribute the most to the green 
factory vision based on a mandatory target definition method. The additional aspects 
of green panning modules have been analyzed, described and the three possibilities to 
generate green planning modules presented. 

Further research is required to ensure that all additional criteria are considered in 
the green modules. Some tools and methods have to be developed or detailed, to es-
tablish a common planning language among different disciplines involved in the 
planning. In addition, the flexible combination of green modules and conventional 
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modules to a comprehensive planning process that integrates the green factory vision 
and the framework has to be detailed and reviewed within industry cases. 

Further methods from academia could be included to address some challenges  
that occur due to the additional green aspects. For this, collaboration among the 
EMC²-Factory consortium and the research communities is pursued. Green planning 
modules can be changed or adopted easily, because they are well-defined and  
encapsulated from each other, but linked over input-output information. 
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Abstract. This paper addresses the issue whether the concepts mass customiza-
tion and sustainability are fundamentally compatible by asking the question: 
can a mass customized product be sustainable? Some factors indicate that mass 
customized products are less sustainable than standardized products; however 
other factors suggest the opposite. This paper explores these factors during 
three life cycle phases for a product: Production, Use and End of Life. It is con-
cluded that there is not an unambiguous causal relationship between mass  
customization and sustainability; however several factors unique to mass  
customized products are essential to consider during product development. 

Keywords: mass customization, sustainability, remanufacturing. 

1 Introduction  

Mass customization (MC), popularized by Pine et al. have proven a successful busi-
ness strategy in various industries markets and for several different product types 
[10]. Mass customization is different from mass production in several different ways, 
including product design and production to sales and marketing and fit with customer 
needs. 

Sustainable development is defined by the Brundtland Commission as “a develop-
ment that meets the needs of the present without compromising the ability of future 
generations to meet their own needs” [4]. Sustainable development includes three 
dimensions: the environmental, economic and social dimensions [4]. However, in this 
study it is chosen to focus on the environmental dimension of sustainability. 

Sustainability is a concept that is gaining more and more attention, and companies 
are experiencing a greater demand for sustainable products. Several concepts are ap-
plied to achieve greater sustainability in product design and manufacturing. Among 
these is Eco-design, which is a concept that attempts to integrate environmental as-
pects into the product development process thereby creating products with lower neg-
ative environmental impacts and thus more environmentally sustainable products.  
Since mass customizing companies, just like every other company, will have to con-
sider sustainability, it is relevant to consider how mass customized products are  
different from mass produced products in a sustainability perspective.  
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2 Research Method 

The research objective of this paper is to identify mechanisms in mass customization, 
which can yield mass customized products more sustainable or less sustainable com-
pared to traditionally mass produced products. The research question is: “How can the 
elements of mass customization influence the environmental sustainability of a prod-
uct?” To answer this question, it must first be clarified which elements of mass  
customization are addressed in this context. Secondly the concept of environmental 
sustainability must be clarified. Finally the interrelations between these two concepts 
are identified and analyzed. To structure this analysis, the interrelations are grouped 
according to the product life cycle. Rose [11] presented a generic product lifecycle, 
which is illustrated in figure 1. 

 

 

Fig. 1. Generic representation of a product life cycle (Rose, 2000)  

The first stage, materials extraction and processing, is not expected to have strong 
relations to whether a product is mass produced or mass customized and this stage is 
thus disregarded in this paper. Furthermore, the manufacturing and assembly stages 
are joined into one stage. The analysis is thus divided into the following phases of a 
product lifecycle: 1) Production, 2) Use and 3) End of Life. For each of these phases, 
mass customization and mass production products are compared. 

Within the first two areas, production and use, the analyses are structured on basis 
of concepts which are characteristic for mass customization production and products. 
More specifically, the factors described by Berman [2] and Maccarthy [8] have been 
reviewed and those which were found to have relevance for this study have been in-
cluded: 1) Product Modularity, 2) Process Variety, 3) Distribution Channels, 4) Im-
proved fit with customer needs & 5) Product functionality customization. 

Furthermore, concepts which have their origin in sustainability research have been 
identified through literature studies. The concept of reducing energy consumption, 
which is essential in eco design as well as life cycle thinking [6], is included as well. 
In the End of life stage, a number of end of life strategies identified by [11] are in-
cluded in the elements which are analyzed: 1) Energy efficiency, 2) Reuse, 3) Service, 
4) Remanufacturing, 5) Recycling and disposal. In the following, the elements pre-
sented above and their relations will be analyzed. 

3 Analysis 

3.1 Production 

Modularity is usually considered a key enabler for efficient mass customization [10] 
and thus most producers of mass customized durables apply modular product archi-
tectures. Ulrich et al. describe modular product architecture as the opposite of an 
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integral architecture [12]. The advantages of an integral architecture are usually that 
the performance of a product can be improved compared to a modular product. In this 
context, the performance could among other things be properties like size and weight. 
It is generally acknowledged to be good practice in EcoDesign to minimize usage of 
material resources in manufacturing [7]. Since mass customized products are usually 
modular and following the arguments from Ulrich et al. [12], it could be expected that 
more material resources are necessary to produce those compared to mass produced 
products, since modular products cannot be optimized with regards to weight and 
thereby material usage as mass produced products. This is assuming that the mass 
produced product is optimized for minimum material resource usage by applying 
integral product architecture. Hence, mass customized products may have a greater 
environmental impact during production due to a higher material usage. 

In relation to process variety, mass customization requires much higher process 
flexibility compared to mass production due to the higher product variety and subse-
quently process variety [2]. The fact that many more different manufacturing 
processes are necessary to product customized products compared to standard prod-
ucts makes it more difficult to optimize the processes with respect to energy and ma-
terial consumption. Hence the fact that the process variety is higher in mass customi-
zation may imply a greater environmental impact than mass production. 

An element of mass customization which differentiates it significantly from mass 
production is the distribution channels. In mass production, a finished product may be 
distributed through several tiers of distributors before being purchased and taken to 
the final customer. In contrast to this, mass customized products are produced for one 
specific customer and are thus possible to distribute directly from producer to end 
customer. This could serve as an argument for mass customization to have both a 
higher and lower environmental impact compared to mass production in relation to 
distribution. 

The argument for a higher environmental impact would be that each product is  
distributed individually from manufacturer to customer, which would require more 
packaging and presumably more energy, since each product would take more space 
compared to a larger number of similar standard products, which could be packaged 
and distributed together. The argument for a lower environmental impact would be 
that the product does not travel through multiple tiers of suppliers and thus is ex-
pected to have a shorter route from producer to consumer which could again be  
expected to consume less energy and fewer emissions.  

Finally, to be able to deliver a mass customized product to the customer within an 
acceptable time, it can be beneficial to produce the product closer to the customer 
than for mass produced products. The reason for this is that mass produced products 
can be produced geographically far away from the customer, but given they are  
standard products, they can be kept in stock close to the end customer. This is of 
course not possible for customized products and this distribution strategy is thus not 
feasible for mass customization. This is a reason why mass customized products are 
more likely to be produced close to the end customer than mass produced products 
and as a consequence the product has to travel a shorter distance from producer to end 
customer yielding lower energy consumption in the distribution. 
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3.2 Use 

When a customer chooses to purchase a mass customized product, this will most like-
ly provide an improved fit between the product’s properties and the customer’s needs 
[2], compared to purchasing a standard product.  

For certain groups of mass produced products, the purchase price is so low that 
consumers do not hesitate to dispose a nearly unused product if it does not meet the 
customer’s needs and purchase a replacement, assuming that it will better fit the 
needs. However, this will likely produce extra negative environmental impacts, since 
the product reaches its end-of-life before it has worn out. One example of this from 
the apparel industry is presented by Hethorn et al. [5]. Much apparel is so inexpensive 
that many customers purchase clothing which may not fit. Clothes that do not fit are 
unlikely to be worn by the customer, and the resources for producing those clothes are 
thus wasted, and the resources for producing clothes for that customer, from an over-
all perspective, could be reduced. 

Creating products that have a better fit with the customers’ needs could thus reduce 
the waste that is produced by manufacturing products that are never used. Mass cus-
tomization presents an opportunity to do just that, since the better fit that customers 
achieve by choosing a mass customized product would logically reduce the probabili-
ty that the product is not used and that the resources used for manufacturing it are thus 
wasted. This goes not only for apparel but for other product types as well which have 
a cost low enough for customers not to hesitate disposing even an unused product if it 
does not fit their needs. Hence the mechanism that mass customization provides a 
better fit introduces an opportunity that mass customization products could reduce the 
type of waste presented above. 

In relation to production it was described above that integral product architecture 
would usually yield a greater potential for optimizing the product with respect to per-
formance compared to modular product architecture. One other aspect where this is 
relevant in relation to environmental impact is the energy efficiency, which obviously 
is only relevant for those durables that consume either electricity or other energy 
sources. Given that most mass customized products are modular; this is another me-
chanism that could render mass customized products less environmentally sustainable 
than mass produced products which have the potential of being more optimized for 
energy consumption than mass customized products. 

There is however an argument which could counter this mechanism. Applying 
modular product architecture, most companies would attempt to establish modules 
which are standardized across multiple products. This would then imply that the com-
pany due to the larger volume could, invest larger sums in optimizing that particular 
module thus potentially achieving greater energy efficiency than a mass produced 
product, given that module is was is produced in larger numbers than individual  
mass produced variants. 

3.3 End of Life 

Rose [11] presented the hierarchy of end-of-life (EOL) strategies which is illustrated 
in figure 2. Generally, in order to minimize the environmental impact at product end 
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of life, strategies higher in the hierarchy should be chosen. Strategies 1-5 are so called 
closed loop strategies [1], and are preferable to open loop strategies (6), since they 
make use of the value and resources already added to the raw materials [11]. End-of-
life in this context is defined as the point in time where the original user does no long-
er wish to use the product for whatever reason.  
 

 

Fig. 2. Hierarchy of End-of-life strategies from [11] 

The EOL strategy reuse implies that the product at EOL is obtained and used by a 
new user without modifying or refurbishing the product. This strategy implies no 
consumption of resources and makes it unnecessary to manufacture a new product 
thus reducing the resources needed to fulfill the customers’ needs.  Considering this 
strategy in relation to mass customization presents a critical issue: Since mass custo-
mized products are tailored to an individual customer’s requirements, it is unlikely 
that the product’s properties will fit an entirely different customer’s requirements, 
since those requirements would need to be uniform. For example it is unlikely that for 
example a T-shirt customized with some personal information, e.g. a photo or a name 
would be worn by someone else than the original buyer. Hence we can conclude that 
there is potential complication in designing a mass customized product that can be 
“reused” in their original form. There are however mechanisms which can counter 
this issue. If mass customization of a product is achieved by designing a self-
customizing product as presented by Alhstrom et al. [1], a new user of the product 
would simply re-configure or re-personalize the product to meet the new require-
ments. Hence, it cannot be unambiguously concluded that mass customized products 
cannot be re-used and therefore be optimal in relation to their EOL environmental 
impact. 

If a product is to be replaced due to “wear and tear”, i.e. the product is somehow 
worn or defective and thus cannot be reused, which is the preferred EOL strategy 
according to the hierarchy, the strategy “service" should be considered [11]. In this 
strategy, the life of a product is extended by repairing or servicing the product thus 
pushing the time where a new product will have to be manufactured to fulfill a user’s 
needs. There is no apparent and strong relation between this strategy and mass custo-
mization, however the variety of parts included in the product may cause some issues 
if spare parts are necessary. This would be the case if the parts, which are to be re-
placed to repair the product, are custom fabricated, as opposed to a customized prod-
uct assembled from standard components. If a custom fabricated component is re-
quired for repairing or servicing the product, this would likely be more expensive than 
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repairing a product using standard components, since the spare part would need to be 
manufactured specifically for that product which would likely introduce higher logis-
tical costs as well as a problem regarding the identification of specifications for manu-
facturing that specific part. Many mass customization products are designed using 
modular product architecture to be able to efficiently manufacture custom products. 
The nature of a modular product would likely enable upgrading the product, given 
that upgrading possibilities has been considered when defining the product architec-
ture. Comparing this to a standard product, which may not have a modular architec-
ture which is prepared for replacing or adding modules, the modular mass customiza-
tion product would be possible to upgrade compared to a standard product, where 
modules with variety are not readily available. 

The third level of the hierarchy, remanufacturing implies, as well as the two recy-
cling levels, the closed loop material flows in the hierarchy [11]. Remanufacturing is 
defined by Nasr et al. [9] as: The process of disassembling, cleaning, inspecting, re-
pairing, replacing, and reassembling the components of a part or product in order to 
return it to “as-new” condition. As described above, many mass customized products 
will have modular product architecture. Modular products can generally be expected to 
be more appropriate for disassembling compared to integral products [3]. It should be 
noted in this context, that this relationship is based on the product architecture (mod-
ularity) and not the customization of the product. Hence this relationship can also be 
applicable for standard products given they are based on a modular architecture. 

Many mass customized products are configured using configurator software and a 
specific configuration can be traced to a specific customer. This implies that the man-
ufacturer is likely to have knowledge of exactly which customers do have a product 
that can be taken back for remanufacturing thus enabling companies to provide incen-
tives to the customer for returning and EOL product. Using remanufacturing as an 
EOL strategy for mass customized products, products can be disassembled into mod-
ules which are stored and reassembled to new products configured to match a new 
customer’s requirements. As for the service EOL strategy, custom fabricated compo-
nents complicate this strategy since it may not be possible to remanufacture these and 
hence must be recycled, which is less desirable. It can thus be concluded that remanu-
facturing is likely to be a good EOL strategy given the mass customized product is not 
self-reconfiguring and does not contain custom fabricated components.  

In levels 4 and 5, EOL strategies are less desirable than the strategies where the entire 
product is reused, however preferable to disposal. Mass customized products are often 
modular and thus easier to disassemble than standard products which are more likely to 
be non-modular. This is of course relevant for the “Recycling with disassembly” EOL 
strategy. Furthermore, modular product architecture will enable concentrating certain 
material fractions in certain modules which will likely increase the recyclability.  

4 Analysis of Results and Implications 

The results of the analyses performed in section 3 are summarized in figure 3. As it 
can be seen from this figure there are several relations between the elements of mass 
customization and environmental sustainability that indicate that mass customization 
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does have an effect on the sustainability of a product. In figure 3, the boxes above the 
dashed line represent concepts which are typically addressed by researchers and prac-
titioners within mass customization, whereas the boxes below the line represent the 
elements of sustainability that were found to have a relation to mass customization.  

 

The dotted arrows from the mass customization concepts to the sustainability con-
cepts represent the identified relationships where mass customization potentially has a 
negative influence on sustainability compared to mass production. The solid lines are 
opposite and represent relationships where mass customization can be expected to be 
more sustainable than mass production. Eight positive relationships and six negative 
relationships were identified; however these numbers cannot be used for concluding 
that mass customization is more sustainable than mass production, since these rela-
tions are not unambiguously quantifiable, since they can only be quantified for specif-
ic products, as different products will have different environmental impacts. What is 
also interesting is that not several single elements of mass customization potentially 
have both negative and positive effects on sustainability compared to mass produc-
tion. One example of this is the individual distribution, which can have both negative 
and positive impact on the energy efficiency during distribution.  

This finally implies that the assessment of whether mass customized products are 
more or less sustainable than similar mass produced products will depend entirely on 
individual studies. Consider two completely different products; an automobile and a 
piece of clothing. The environmental impact profiles of these two products are com-
pletely different. The automobile will consume much more energy throughout the use 
phase of its lifecycle than consumed during product phase, whereas a piece of cloth-
ing will consume no energy during its lifecycle. Furthermore, an automobile is much 
more likely to be serviced to extend its life cycle and to be reused when its original 
purchaser disposes of it. Hence, the difference between mass customized and mass 
produced products will vary greatly between these two groups of products. 

From the results of the analysis in section 3 there is no indication that mass custo-
mization should have the potential to be less sustainable than mass production. The 
results presented can thus be used as guidelines for how to address sustainability  
issues in mass customization by pointing out areas where mass customization is  
different from other business strategies, thereby assisting in tailoring strategies for 
becoming more sustainable. 

Fig. 3. The relations between mass customization and sustainability 
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5 Conclusion 

It can be concluded that there are indeed many elements of mass customization which 
can influence the environmental sustainability of a product if it is compared to a  
similar mass produced product. However, since there are both factors which contri-
bute more sustainable and less sustainable products, a universal conclusion cannot  
be drawn for all mass customized products. It can thus be concluded that mass custo-
mization it not either sustainable or unsustainable, but has indeed the potential to 
contribute to sustainability. 

The work presented in this paper is a qualitative study to explore the links between 
mass customization and sustainability. Further research could analyze these relations 
using a quantitative approach for specific product types to analyze the relations in 
specific cases. 
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Abstract. Appropriate description and implementation of internal part tracea-
bility in manufacturing is a complex task. Accurate and real-time traceability 
from a part, or a part feature, to a manufacture, storage, or transport issue is es-
sential to efficient and high-quality operations. With the increasing amount of 
machine status and product quality information coming from the manufacturing 
lines, certain questions arise. When there is a problem with the process or prod-
uct quality what information can be utilized to enable effective traceability to 
the foundry batch lot? Also, what aggregate information values are needed to 
enable real-time problem solutions? In this paper a systems-based approach is 
used to propose a method to define and implement internal part traceability in 
two participating foundries.  

Keywords: Foundry Traceability, Foundry Process Automation, Internal Tra-
ceability. 

1 Introduction 

Similar to existing flexibility definitions[1]; traceability in literature also results in a 
number of definitions  and its types and its applications being in areas ranging from 
part recall, part-liability-prevention, process improvement, logistic applications etc. 
Traceability in the context described in this work, can be defined, as the ability to 
retain and trace the identification of the part, its originating melt batch and value add-
ed operations [2]. The two industrial implementation discussed relates to the tracea-
bility in a passive sense [3]. Traceability in the passive sense helps in providing  
visibility to which melt batch do the parts come from, where the items are and their  
respective dispositions.  

There has been very limited academic literature published in the area of foundry 
traceability, and almost non-existing in traceability related to data collection support-
ing manufacturing control plan, and hence the novelty of this paper. Vedel-Smith et 
al. presented a methodology for enabling traceability cast iron foundries by part num-
ber marking on individual castings [4]. Arabatzis et al. described the issue of trace-
ability in aluminium foundry [5].  The paper rest of the paper is organized as follows 
: Section 2 describes the usage requirements of internal traceability system for iron 
foundry. Section 3 describes the methodology for iron foundry traceability. The de-
scribed methodology and the data collection activity can be extended to the capture 
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data from processes (see process sequence in the Appendix) through the entire foun-
dry manufacturing enterprise. The methodology and procedure were applied to an 
iron foundry business described as case study I and were also found applicable to  
an aerospace foundry business described as case study II. Section 4 presents the  
conclusions.  

2 Usage Requirements for Internal Traceability System in an 
Iron Foundry 

The Implementation of a traceability system in the manufacturing process is a com-
plex task. Several problems exist at different stages throughout the process. In order 
to achieve traceability goals the manufacturing firms should focus both on internal 
plant traceability. Determination of the usage requirements of the traceability system 
is the first step in implementing the system. Each manufacturing sub-process should 
determine their traceability plan based on the driving factors like the regulatory need, 
business need and the customer preferences. Relational database management system 
could be used to implement internal traceability system by each process step. All 
batch manufacturing information should be recorded in a centralized database system 
and only relevant lot/batch information should be passed on to the next link in the 
process. Additional information can be requested by the authorized users (such as 
regulatory agencies) in case of a part non-conformance. This additional information 
should be provided in a timely manner. 

Below is a proposal for a standard traceability procedure which contains the fol-
lowing elements: 

 
• Users: People (at some level of the organization and with certain limitations) who 

are able to input and extract data from the system.  
• Actors: An actor is a person or organization that plays a role in one or more inte-

ractions with the system.  
• Associations: An association exists whenever an actor is involved with an inte-

raction in the traceability system procedure. 
• System boundary: The boundary indicates the scope of the system.  
 
The following procedures and use case actors are proposed for iron foundry tracea-

bility systems: 
 

Process Traceability: The foundry should be able to record the raw material batch, 
metal composition, the complete manufacturing process of the part including auto-
mated machining and the handling processes used by them internally in the facility. 
 
Machine Status Traceability: The operator working on the part should be able to 
record (depending on the downstream and final customer requirements) the manufac-
turing processes and parameters used in the system. Depending on the machine it may 
include heat lot number, metal batch number, holding time etc. 
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Authentication Support: The manufacturing system and its users must be able to use 
the data stored in the system to authenticate their claims based on the complete data 
set.  
 
Customer Regulations Compliance: Using the traceability system, the manufacturing 
system actors should be able to retrieve data to show that the manufacturing processes 
comply with the customer requirements. 
 
Company Integrity Protection: The system users must be able to protect the integrity 
of their company through the traceability in the system. For example, if the part is 
claimed to be produced under controlled process parameters the system should sup-
port traceability to those parameter values.  

 

 

Fig. 1. General usage requirements for an iron foundry process 

3 Methodology for Iron Foundry Traceability  

The following methodology is described from the perspective of a part’s journey in 
the foundry internal manufacturing process. The main purpose of the methodology is 
to enable quick identification, collection and integration of traceability data using 
automation enablers following the parts journey in a manufacturing facility. [12] The 
methodology can be extended and applied to the entire enterprise. 
 
Step 1: Investigate the system and build the functional model  
At this stage the model builder identifies the characteristics and operations of the 
system under investigation. Through a variety of methods available for this purpose, 
such as: interviews with stakeholders, a walk-through the system, use of company’s 
operating manuals etc. The primary task is to identify the operating rules. The next 
step is to translate these operating rules into a series of IDEF diagrams. The main 
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objective of this step is to develop a complete functional model of the system under 
investigation. The IDEF modules are assembled in hierarchical fashion so more de-
tails can be shown at lower levels. The resulting functional model forms the basis for 
identifying the data requirements.  
 
The Functional (IDEF0) Model  
The IDEF0 functional modelling methods are designed to model the decisions, ac-
tions and activities of the system.[125] The methodology permits a system to be de-
scribed as completely as desired. A series of standard IDEF0 functional model  
diagrams for the system elements in sand casting flexible automation cell were devel-
oped which were suitable to Jøtul. (selective details disclosed on request) For  
example, the figure below shows one of the standard IDEF0 functional model dia-
grams that describes the requirements to develop inetrnal traceability at the flexible 
automation cell. 
 

 
Fig. 2. Model for developing internal traceability 

Although IDEF0 models are good at providing an initial view of activity develop-
ment it is unable to describe the integration among various components. Based on the 
traceability information requirements, a foundry manufacturer, for example, is sup-
posed to develop a control plan with all process details and raw materials along with 
the tools being used. The control plan is to be approved by the customer by means of 
technical audit. This control plan becomes the basis on which quality system is devel-
oped. A control plan also gives various values of parameters within which it needs to 
be controlled, frequency of checks, composition of the melt, sand properties, core 
sand properties, recycling metal properties, recycling sand properties, critical dimen-
sions, reference surface, mechanical properties, and any other special customer re-
quirements. This eventually leads to process control, which is the basis for product 
consistency. 
 
Step 2: Build the reference model of the system 
The reference data model’s purpose was to describe the integration among various 
components such as parts, resources, and the manufacturing logic into a single system 
to describe the flexible automation cell database implementation conceptually.  
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The reference data model shows the major entities with their attributes and relation-
ships. For a relational DBMS (database management system), each entity in the refer-
ence model becomes a table and each attribute becomes a column. Primary (PK) and 
foreign keys (FK) are declared for each relationship.  

Everytime a part transformation (finishing, rework or scrap) takes place, the result-
ing dispositions are recorded. The information regarding the part handling (picking 
and placing) position and orientation using various grippers is also recorded. 
 
Step 3: Collect and store data 
The internal database to this finishing cell is required to maintain information about 
the operations performed on the part, the operation outcome and automated storage 
entry/exit movement date and time, the operator, machining status, outcome of the 
machining process, and the time of movement out from the automated storage. By 
utilizing the relational database design, the developed model can store, manage, and 
retrieve cast part processing data and make it available to the plant-wide ERP system. 
As long as all the relevant information is recorded in the local database of the cell the 
retrieval of all necessary information in the production process becomes easier.  In 
appropriate manufacturing environments, it is possible to link data tables directly to 
the data sources, such the robots, the vision system, etc. via standard protocols. 

 
Step 4: Validate and handle non-conformances 
A quality assurance plan should be developed which ensures the data quality and 
personnel assigned who monitor the system and establish a process to maintain the 
quality of data stored and the equipment. Any non-conformance should be submitted 
to the appropriate non-conformance authority for part disposition. 
 
Case Study I 
A series of IDEF diagrams were created to support the implementation of part tracea-
bility at an automated cell at company 1 (a commercial product cast iron foundry 
manufacturer). The foundry wanted to look into automating traceability data collec-
tion at the CNC finishing and thereby reducing the manual handling of heavy parts 
with flash on its edges.  
 
 

 

Fig. 3. Cast iron parts with flash on the edges 
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A series of standard IDEF0 functional model diagrams for the system elements in 
sand casting flexible automation cell were developed which were suitable to the 
manufacturing needs. The manufacturing automation installation consists of the fol-
lowing modules: (1) the vision module, (2) the robot module (3) the robot end effecter 
part handling module (4)  the automated storage lift, (5) the CNC machine (6) RFID 
tags placed on the (7) part family fixtures. When there is an order from ERP system to 
meet a request downstream, the HMI requests the bin selection from storage lift. 
When the requested bin is available at the exit of the lift the robot receives a signal 
notifying that the bin is in place under the vision system, and notifies the camera 
through PLC, to take the picture. The position and orientation of the part/fixture is 
transferred to the robot via the PLC, which then proceeds to orient the gripper accor-
dingly to pick the part. Different grippers and configuration for part pick-up and deli-
very position to the basket were programmed by the foundry engineers to make them 
available for possible use. After the part is loaded by the robot on the CNC the deli-
very of the part on the fixture is confirmed by the inductive sensors located on the 
fixture. The part is located on the fixture via rotation and sliding locators. A sliding 
locator ensures that the variation in part linear dimensions during the casting process 
is properly compensated. If the part is in the correct position the clamps are activated 
and the machining starts.  
 
Step 2 and Step 3 
The entity-relationship (E-R) technique was used to develop the internal traceability 
database model for the automation cell. The E-R model is represented in terms of 
entities in the manufacturing environment, the relationship among the entities and 
their attributes. [16] The implementation of the database, the human-machine soft-
ware interface and its performance testing was conducted by an external vendor and is 
proprietary on request. A control plan was developed for use at the automation cell by 
the manufacturing engineers under the supervision of the Quality director at the com-
pany. Initial validation of the installed automation cell was done internally in the 
company. Due to company’s reorganization and facility layout restructuring, any 
further validation of the cell could not be conducted. 
 
Case Study II 
Case company 2 is an aerospace metalcasting components manufacturer with lifelong 
data traceability requirements. (Selective details disclosed on request) At the manu-
facturer, the process starts when an operator loads a part into a fixture and puts it on 
the incoming conveyor line. The operator then keys in the part number and serial 
number using the HMI. This will send the message to the machining center and CMM 
for the process that is required for the loaded part or parts. The Fanuc robot then 
comes to the incoming conveyor and retrieves a pallet, moves it to the CMM for a 
pre-alignment part offset location. This information is then sent to the machining 
center, the Fanuc robot moves the pallet from the CMM to the machining center, and 
the machining cycle starts.  
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After the machining is finished the Fanuc robot moves the pallet from the machin-
ing center to the blow-off clean booth. The robot then moves the part back to the 
CMM for the inspection process. After the part inspection is, finished the data is sent 
to a database, it moves the pallet to the correct outgoing conveyor, and the process 
starts over for the next part.  

4 Conclusions 

From the literature it is apparent that the use of traceability data is not limited to crisis 
situations, where defective products need to be identified and recalled, and situations 
where evidence needs to be provided. It is very clear to many authors that the necessi-
ty for traceability exists throughout a variety of manufacturing businesses whether it 
is a foundry or an aerospace manufacturer. The methodology could be generalized 
and applied to the case of an aerospace manufacturer, as the data collection process 
supporting traceability remains the same but the regulatory requirements on data sto-
rage may be longer, for example 50-60 years or longer, as compared to the short term 
requirements in commercial product manufacturing foundries. There is a wealth of 
data present in the new automated systems and it can be used to provide the status of 
each component in the system as well as the condition of the systems components. 
From the business side of the organization the data can be fed to an internal database 
and determine if the performance of the manufacturing operations is in line with the 
planed output and to know the quality of the parts as they come off the end of the line. 
The data is valuable and can be utilized for as many of the process indicators that are 
possible. As the processes are developed, the traceability element will need to be part 
of the design. This type of innovation will keep the organization on the leading edge 
of the competition.  
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Abstract. In mass customization, the capability Robust Process Design defined 
as the ability to reuse or recombine existing organizational and value-chain re-
sources is essential to deliver a high variety cost effectively. We argue that 
there is a need for methods which can assess a company’s process robustness 
and their capability to develop it. Through literature study and analysis of 
robust process design characteristics a number of metrics are described which 
can be used for assessment. The metrics are evaluated and analyzed to be  
applied as KPI’s to help MC companies prioritize efforts in business  
improvement. 

Keywords: Robust Process Design, Mass Customization, Flexibility. 

1 Introduction 

In any company it is essential to offer products which match the needs and desires of 
customers to achieve sales and profit. This is true for mass producers as well as mass 
customizers; however in mass customization this issue is somewhat more complex 
than mass production due to a much higher variety and a more complex product struc-
ture. As pointed out by Salvador et al., mass customizers need three fundamental 
capabilities to be successful: 1) Solution Space Development – Identifying the 
attributes along which customer needs diverge, 2) Robust Process Design – Reusing 
or recombining existing organizational and value chain resources to fulfill a stream of 
differentiated customer needs and 3) Choice Navigation – Supporting customers in 
identifying their own solutions while minimizing complexity  and the burden of 
choice [3], [7].  

In order for companies to be able to establish themselves as mass customizers or 
for existing mass customizer to improve performance, it is proposed that a set of me-
thods for assessing the three capabilities is developed. In this paper, the focus is solely 
on the capabilities for Robust Process Design. The research question for this paper is: 
What metrics can be used to assess capabilities for robust process design and how 
can these be determined? 

The research question is sought answered through first defining robust process 
design, and in overall terms, what should be assessed. Then a literature review is 
conducted to identify related metrics already defined in literature. These metrics are 
evaluated, whether they are descriptive in relation to the robustness of processes, and 
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a final set of metrics is developed. The metrics developed is a preliminary set of 
metrics, and should be regarded as an assessment framework which will need further 
validation and refinement in order to be applied in practice. 

2 Robust Process Design 

The capability robust process design is defined by Salvador et al. [7] as “Reusing or 
recombining existing organizational and value chain resources to fulfill a stream of 
differentiated customer needs”. Hence this capability is related primarily to the capa-
bilities of the manufacturing system, and its ability to manufacture a variety of prod-
ucts. The robustness of the processes, both on a detailed level as well as on enterprise 
level can be perceived as the ability to adapt to manufacturing a variation of products 
efficiently, both in terms of time and in terms of cost. However, the robustness of the 
processes can be interpreted in two different ways: 

 
• The ability to manufacture a variety of products within a fixed solution 

space, i.e. the current product portfolio / variety – Robustness towards ex-
isting variety 

• The ability to adapt the manufacturing system to accommodate new varie-
ty, e.g. when the solution space changes due to new product options - ro-
bustness towards new variety This has a close relation to solution space 
development. 

 
Both dimensions of the capability are relevant and critical to MC success; however 

they are not necessarily correlated. For example would a purely manual production be 
highly flexible towards new variety compared to a highly specialized and automated 
production, whereas the latter would probably be more efficient in manufacturing a 
predefined variety. Hence in order to assess the robustness of processes, we will need 
to distinguish between these two dimensions. 

A study by Wildemann [8] investigated the ratio between product variety and man-
ufacturing unit costs for different manufacturing technologies. This study found that 
for factories with conventional manufacturing technologies, doubling the variety 
would imply an increase in unit costs of 20-35%. Flexible automated and segmented 
plants however would only increase unit costs by 10-15% when doubling the variety. 
This indicates that there are great differences between the costs of increasing  
variety. The goal of robust process design is to minimize this ratio, so that increasing 
variety increases unit costs as little as possible. In the following, the existing literature 
addressing metrics for process robustness will be reviewed. 

3 Literature Review 

It is generally acknowledged that a late differentiation point or customer decoupling 
point is an enabler for an efficient MC production. Martin & Ishii [4] defined the 
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Differentiation Point Index (DPI) as a measure of how postponed the variant creation 
is in a manufacturing process: 

= ∑ ∑      
: #of different exiting in process i: number of processes: final number of varieties offered: average throughput time from process i to sale: average throughput time from beginning production to sale: value added at process i

 

 
Similarly the Setup index (SI) was introduced by Martin and Ishii [4] as a measure 

of how the setup costs contribute to the overall manufacturing costs. The SI metric is 
defined as: 

= ∑∑      : #of different exiting in process i: number of processes: final number of varieties offered: Total cost of Jth product: cost of setup at process i  

 
Blecker et al. [1] argue that capacity utilization (CU) is an important metric for mass 
customization and the definition from Mueller [5] is adopted as: 
 =   +   

 
The CU metric can be calculated for process or aggregated factory level, but in either 
case, a higher CU would imply a more efficient manufacturing setup implying lower 
manufacturing costs. 

Blecker et al. also defines a production process commonality (PPC) metric, which 
indicated to what extent manufacturing processes are common to all product variants 
manufactured. The metric is defined as: 
 =          

 
A delivery time reliability (DTR) metric was further introduced by Blecker et al. [1] . 
This is relevant as a high DTR will indicate a robust system able to deliver the neces-
sary variety of products. The metric is defined as: 
 =     ·
 
Pine [6] argued that a key metric for Mass Customization production is the work-in 
process turnover (WIPT), which indicates the value of goods in the manufacturing 
system compared to sales for a given period: 
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=    

 
Daaboul et al [2] also introduced a number of metrics for mass customization. The 
Customization Process Indicator (CPI) indicates the relationship between the actual 
manufacturing time of a customized product and the time a customer is willing to wait 
for a custom product: 
 =           

 
The metric Quality of Order Reception (QOR) indicates how well the production 
performs in terms of on time delivery and the defect rate [2]: 
 = #      #      #   

 
Finally the Order Delay Time (ODT) indicates how fast a manufacturer is able to 
deliver a customized product: 
 =          
 
The metrics defined in literature to some extent all support the assessment of process 
robustness, however in different ways, and not necessarily towards both existing va-
riety and new variety. In the following section, it will be evaluated which metrics can 
support the assessment of process robustness. 

4 Metrics for Process Robustness Assessment 

4.1 Robustness towards Existing Variety 

Two of the metrics found in literature are related to standardization of the manufactur-
ing processes; those are differentiation Point Index (DPI) and production process 
commonality (PPC). PPC gives an indication of to what extent manufacturing 
processes for different processes are common and DPI indicates the postponement of 
variants and on the other hand how many manufacturing processes have to change 
due to product variety. The most postponed manufacturing setup is expected to sup-
port highly robust manufacturing processes and therefore a very good indicator of 
robust process design. Because of that the DPI metric is chosen. 

The Setup Index (SI) addresses the cost of setup of manufacturing processes com-
pared to the total cost of a product. Since a high setup cost would be an indicator of a 
low robustness, this indicator can contribute to the assessment of process robustness. 

In the literature review, three different metrics were identified which are related to 
time performance of the manufacturing system, i.e. the delivery time reliability 
(DTR), Quality of Order Reception (QOR) and the Order Delay Time (ODT),  
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Customization Process Indicator (CPI). Although these metrics are not direct indica-
tors of process robustness, it is expected that highly robust manufacturing processes 
will have a good time performance and good performance within these metrics will 
indicate robust processes. The metrics QOR and DTR however are very similar, and it 
is thus chosen only to include the QOR metric since it not only takes into account 
delivery performance but also quality of the product. 

The metrics Capacity Utilization (CU) and work-in process turnover (WIPT) are 
considered important metrics which can indicate the state of a manufacturing system; 
however they are not considered essential in relation to assessing process robustness 
and are thus not included in the final set of metrics. 

In addition to the metrics identified in literature we propose two additional metrics 
for process robustness which are defined below: 

The metric Number of different modules manufactured per process (NMP) gives a 
measure of the average number of modules manufactured in the different manufactur-
ing processes: 

 = ∑  : # of different modules manufactured at process i: # of different processes  

 
A higher NMP will indicate robust processes, since each process will be able to 

manufacture more different modules and thus a higher number of end variants. 
The metric Degree of manual labor (DML) can be used as an indirect indicator of 

process robustness, since a low need for manual processing will indicate that the non-
manual manufacturing processes are able to supply a high variety. The DML metric is 
defined as: 

= ∑  : labour cost for manucaturing product i: total cost of manufacturing product i: #of different products  

4.2 Robustness towards New Variety 

Only the SI metrics found in the literature were considered good measures of process 
robustness towards new variety and is chosen as metrics which could be useful in 
assessment of robust process design. This metric however is not considered sufficient 
for assessing the robustness towards introduction of new variety and hence four addi-
tional metrics are proposed: 

Process variety increase (PVI) indicates how much the variety of manufacturing 
processes increases when a new product option or product is introduced in the manu-
facturing system. The PVI metric, calculated as an average during a period in time, is 
defined as: = ∑      p : # of new processes introduced for product option in: #of new product options in the period  
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A low PVI will indicate a high robustness since this implies that few new processes 
need to be introduced when a product option is introduced and thus that the existing 
processes can accommodate new product variety. 

In addition to the PVI metric the Capacity expense (CAPEX) increase when intro-
ducing a new option (CAPIV) is introduced. This is done since a high PVI does not 
necessarily come a high cost, given a new process is implemented on existing flexible 
equipment. The CAPIV metric, also calculated as an average over a period of time, is 
defined as: = ∑

 : Percentual CAPEX increase from introducing product option in: #of new product options in the period  

The time and cost to introduce new product variety are also important metrics to  
assess process robustness, since robust processes will imply low cost and fast intro-
duction of new product variety. The metrics Time to introduce a new option  
in the manufacturing system (TIV) and Cost of introducing a new option in the  
manufacturing system (CIV) are thus defined as: = ∑

  ti : time from product design finish to manufacturing system readyn: #of new product options in the period  
 

 = ∑  ci : cost of introducing product option in: #of new product options in the period 

5 Conclusion 

In order to support the development of production in mass customization, metrics are 
needed in order to assess the robustness of processes. To establish these metrics, rele-
vant literature was reviewed and several applicable metrics were identified. Further 
metrics were defined in areas where no sufficient metrics could be identified in litera-
ture. The following list compiles the metrics identified in literature and newly defined 
metrics within the two areas robustness towards existing variety and robustness to-
wards new variety: 

Metrics identified in the literature 
• Differentiation Point Index (DPI)  
• Setup Index is the cost of setup of manufacturing processes (SI) 
• Quality of Order Reception (QOR)  
• Number of different modules manufactured per process (NMP) 
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Newly defined metrics 
• Number of different modules manufactured per process (NMP) 
• Degree of manual labour (DML) 
• Percentage point increase in process variety (PVI) 
• Capacity expense increase when introducing a new option (CAPIV) 
• Time to introduce a new option in the manufacturing system (TIV) 
• Cost of introducing a new option in the manufacturing system (CIV) 

The reason why new metrics were introduced is that the metrics identified in lite-
rature were found insufficient for a number of purposes. In relation to process robust-
ness towards existing variety, the metrics NMP and DML were introduced because 
the existing metrics focused on the robustness of a manufacturing system as a whole. 
The new metrics seek to assess the robustness on individual process level. The four 
new metrics PVI, CAPIV, TIV and CIV were introduced simply because no existing 
metrics were found in literature supporting the assessment of process robustness to-
wards new variety. 

It is the intention that these metrics can be used to in MC companies for different 
purposes. One purpose is benchmarking against “best practice” mass customizers, in 
order to identify areas with the greatest potential for improvement. Another purpose is 
to use these metrics as key performance indicators which are continually calculated to 
monitor performance to continuously improve. In relation to research in mass custo-
mization it is the intention to apply these metrics in different types of mass customiza-
tion companies to analyze what distinguishes successful mass customizers. 

It is evident that the application of these metrics poses certain requirements related 
to data availability and quality. However, most MC companies already have systems 
in place which are very likely to contain the data required for calculating the metrics 
presented in this paper. 

As mentioned in the introduction, robust process design is one of three fundamen-
tal capabilities for successful mass customizers; the other two solution space  
development and choice navigation. There are strong relations between these three 
capabilities, and phenomena experienced in a company cannot necessarily be attri-
buted to only one capability, and as such, the metrics defined in this paper can also be 
influenced by other factors than the robust process design capability.  

When research of identifying existing metrics with further literature review and 
defining metrics for all three capabilities has been finalized, the future research should 
establish the links between all three capabilities. Furthermore, the relations between 
metrics performance and specific methods should be addressed so that an assessment 
could point out not only what a company should do to improve but also how. 
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Abstract. Mainly activated by the ambitious global political targets in terms of 
electrification of transport, the demand for lithium-ion cells will rise strongly in 
the coming years. Currently, the request is slowed down by the high prices of 
battery cells. The production process of battery cells is characterized by very 
heterogeneous areas of expertise in the various process steps. This complicates 
the economic design of the whole production process considerably and leads to 
a focusing of the plant engineers to their original core issues. Therefore this ar-
ticle engages at this point and provides a methodology to support the production 
planner along the entire production planning process. After defining the re-
quirements for the production line, the singular performance of technological 
alternatives, their suitability for the product as well as the interplay of alterna-
tives are checked. Within in the focus of this paper, all steps are shown in con-
text to lithium-ion-cells. Nevertheless, the presented methodology has a generic 
approach and can therefore also been used for other production processes. 

1 Introduction and Motivation 

In august 2007 the European Union published a postulation on cutting down about 
40% on CO2 emissions in comparison to the year 1990. In Germany, this demand in-
itiated the “Nationaler Entwicklungsplan Elektromobilität” (National Development 
Plan for Electric Mobility) in the year 2009. This plan includes the ambitious goal to 
get one million electric vehicles on the streets in 2020. Although the goal currently has 
been reduced to about 600.000 vehicles, the demand for Lithium-Ion-Cells will rise in 
the next years. However, not only Germany is a driving force for this trend. Also the 
Chinese government pursues ambitious plans by claiming that up to 500.000 hybrid 
and pure electric vehicles will drive in China in the year 2015. In 2020 there shall be a 
vast production volume of about 5 million vehicles per year. Today the predicted 
growth is slowed down by the complex and disruptive technology change from internal 
combustion engines to electric engines as well as by the high prices of electric ve-
hicles. The battery is a significant factor of the pricing, concerning that 60% of the 
production costs and 40% of the overall costs can be tracked down to the battery. Re-
garding very low priced vehicles these figures can rise, so that the battery costs outrun 
the value of the residual vehicle. Comparing the worldwide goals and potentials with 
the cost structure of electric vehicles, it is obvious that a reduction of costs is indis-
pensable. A potential approach for reducing costs in battery production is the reduction 
of the costs of production by a more structured conception of the technology chain.  
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An internal study of the Laboratory for Machine Tools and Production Engineering 
points out that only a few of more than 200 national and international machine and 
plant engineering companies are able to cover several process steps due to their compe-
tences. In fact a plurality of specialists serve the value added chain of the cell produc-
tion. By doing so, they apply their competences in a partial process on the battery pro-
duction. The operator of a lithium-ion-cell production is challenged by the identifica-
tion of national and international machine and plant engineering companies for every 
process step. He has to instruct these specialists, which production technology has to 
be used, and connect all machines and plants to an economic overall process. There  
has to be a methodology conceived in order to support this decision-making process 
and systematically design technology chains. This would lead to more balanced  
investments over the different process steps and so reduce the overall costs.   

To present this approach, the article is structured as follows. First, the existing ap-
proaches and their weaknesses are discussed. This is followed by the presentation of 
the structure of our new methodology. Based on this, we show how the methodology 
was used at our institute. The article ends with a conclusion. 

2 Existing Approaches 

The evaluation of the existing approaches and their weaknesses, as follows, is based 
on a set of criteria. The approach generates one or more technology chains out of a set 
of previous identified technologies (criteria 1). This should include assembly 
processes (criteria 2). Based on the identified production technologies, production 
resources can be assigned to them (criteria 3). The interactions and influences be-
tween technologies and production resources have to be taken into account, in order 
to guarantee an optimal adjustment. Not only interactions between neighbored, but 
between all technologies and production resources should be considered (criteria 4). 
A cross-company consideration of technologies and production resources is important 
as well (criteria 5). In order to guarantee global competitive and economic technology 
chains, an evaluation of the technology chains is important. THADEN states that, 
time, costs and quality are especially relevant for process performance evaluation. [1] 
SCHUH sees the degree of maturity of a technology significant for the technological-
strategic success of a company. [2] In addition flexibility should be taken into account 
(criteria 6).   

FALLBÖHMER`s approach does not consider interactions and influences between 
all technologies. His approach only considers neighbored technologies. The focus of 
FALLBÖHMER`s approach is on production technologies only, production resources 
are being left out. [3] Assembly processes are not discussed, as well. The approach 
P.A.R.T. developed by VAN HOUTEN states, that work steps create conditions by 
which the following step is measured. The consideration of the influences on not 
neighbored technologies is being left out, as well as assembly processes and cross-
company consideration. VAN HOUTEN focusses only on machining. [4] The identi-
fication of disruptive technologies is the focus of KOSTOFF`s approach. [5] The 
generation of a technology chain is not discussed. The approach leaves out interac-
tions and influences between not neighbored technologies. 
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3 Structure of the Method 

The methodology consists of four main steps. The first one defines the requirements 
with regard to the product and the process. Then the general performance of technol-
ogical alternatives for the different process steps gets determined. In the last step be-
fore the final conception, the suitability for the product as well as the interplay of the 
alternatives is checked. All these information are represented through three, so-called, 
technology values which show how high the performance of one alternative is for the 
certain case. At least these values were aggregated to an overall technology value. 
This rate determines than the final choice of the technologies. 

3.1 Definition of the Product and Process Characteristics 

At the beginning, all favored product and process characteristics are specified. Then 
the technology chain gets designed with this information. The phase is divided in to 
three steps. First, the product characteristics are defined and then recorded in a prod-
uct profile. Afterwards a process profile is defined, which is used to create an ideal 
profile including all requirements on the production technologies. 

In order to ascertain the favored product characteristics, all customer requirements 
relevant to the application and their influences on the product characteristics have to 
be defined. Thereto the correlation matrix is used (cp. Fig. 1). The product characte-
ristics are arranged in groups on the horizontal axis. The vertical axis on the left side 
represents the relevant costumer requirements derived from the product specification 
sheets. They are completed with two additional columns. In the first column, the tar-
get course of a characteristic is displayed by arrows. The second column is used to 
consider the diverging relevance of different costumer requirements due to a variable 
weighting. In dependence on the QFD-process-matrices this weighting is multiplied 
with the strength of the correlations and a higher sum results for every single product 
characteristic. Every field in the matrix represents the relation between a costumer 
requirement and a product characteristic. Two pieces of information can be recorded. 
At first, this is the strength of the relation, illustrated by the “House of Quality”-
symbolism and their numerical value, considering a weak relation with one point, a 
medium relation with three points and a strong relation with nine. The correlation 
matrix distinguishes from the “House of Quality” by the second information, which 
can be recorded in every field. That is what the target course is. The target course can 
be distinct in the form minimize, maximize or specify and shows how a specific prod-
uct characteristic can clearly fulfill the customer requirements. After recording all 
information, the weighting can be used to specify on which product characteristic the 
operator has to focus on, in order to fulfill the customer requirements as much as 
possible. Therefore, the product profile is created by assigning a weighting to every 
product characteristic. For example, it is not directly apparent how a costumer re-
quirement for a high performance cell influences the production process. However, 
the correlation matrix shows that this type of cell requires a low coating thickness. 
This parameter can easily be matched with the performance characteristics of a pro-
duction machine. (cp. Fig. 1) 
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3.2 Identification and Evaluation of Production Resources 

After defining the requirements of the operator in the correlation matrix (product) and 
the ideal profile (process) in the first phase, the attention is now on the production 
process. Thereto the steps “value added chain conception” and afterwards “identifica-
tion and evaluation of technological alternatives” are necessary. 

In the methodology two procedures can be used for the designing of the value add-
ed chain. KLOCKE states, that a technology chain is a combination of production 
processes in a defined order to produce a product. In doing so, every production 
process’s task is to create or change one or more product characteristic. After each 
production process the work piece of the product can be stated in an intermediate 
stage. The focus on those intermediate stages is very important for the generation of 
the value added chains, as interfaces between the processes can be depicted. The ini-
tial state, produced by a technology n, has to match with an input state, produced by 
technology n+1. This procedure enables a continuous process. When the states are 
defined, the production technologies for each step have to be chosen. [6] Based on the 
analysis of known technology chains, there are four classes of technologies: the shap-
ing, form changing, feature changing and joining technology. They can be sorted in to 
classes orientated to the DIN8580 [7]. 

FALLBÖHMER’s methodology states an alternative approach. His methodology is 
based on a strong informational connection between product and technology. During 
the product’s rough planning and the ascertainment of the functional product features, 
the designing engineer confers with the technology planer. Just after comparing the 
product requirements with the production resource’s potentials, the detailed planning 
starts and non-functional product features are being designed. [8] Both procedures 
enable the operator to design the value added chain with a minimal effort due to a 
systematical approach. This is the basis for the identification of alternative production 
processes along the entire process chain. [9] 

Based on the designed value added chain, alternative production processes have to 
be identified. Therefor the technology monitoring developed by SCHUH is used. [10] 
In case of the production of a Lithium-Ion-Cell it has been executed for every process 
step. Overall 128 alternatives from mixing to the final quality check have been identi-
fied. The gathered information has been recorded in the morphological box (cp. fig. 4. 
left side). 

Now, the technology evaluation is used to evaluate the identified alternatives based 
on a plurality of criteria and match them with the ideal profile. The highest technolo-
gy value is assigned to the alternative technology with the best match to the ideal 
profile. The criteria are formed by the process characteristics maturity, flexibility, 
costs, time and quality again. Each criteria itself contains sub-criteria. The singular 
technology evaluations are summarized based on the process characteristics, in radar 
charts. The axes of that radar chart are formed by the five process characteristics. The 
first technology value, used for the selection of the production resources, is calculated 
with this data and the formula shown in Fig. 4. on the right side. 
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steps. Finally, the connections between technology and product are drawn in as ar-
rows. They start at the technologies (drawn as circles) and end at the product proper-
ties (drawn as grey rectangles). Positive connections are drawn in blue and negative in 
red. Each arrow possesses an edge weight which is divided into three classes (weak – 
1, medium – 2, strong – 3). Positive and negative connections are differentiated by the 
sign. For those connections two examples between product properties and production 
alternatives are presented below: 

• High coating thickness on cathode side – Application tool slot die 
Quality +3: There is no risk of contact between the die and the surface of substrate. 
The process stability is guaranteed. The greater material flow is adjustable by the 
pump settings. Although the die chamber and the exit slot can be designed for a 
greater material flow. 

• Enclosure made of aluminum foil – Filling under vacuum 
Quality +3: In order to the elastic properties, the pouch cell puffs out under va-
cuum conditions. After raising the pressure, the cell has its starting volume. 
Through the constant change of pressure it comes to the suction effect. The suction 
effect improves the inclusion of electrolyte in a strong way. 

The technology map is primarily used for the visualization and comprehension of the 
search results. After the completion of the technology map, the identified connections 
between technology and product are calculated by using the impact matrix. The im-
pact matrix is an n x m-Matrix (n technologies, m properties). The technologies are 
entered into the rows and the properties into the columns. The user has to fill out the 
matrix with the intensities of the connections (including signs). These intensities have 
to be evaluated and added up to the sum of influence. Through scaling (value between 
one and five) the sum of influence, the second technology value is generated. 

After evaluating the suitability of the technologies with regard to the product, the 
suitability of the different technologies has to be evaluated. Problems at the several 
process interfaces and with the designing of production facilities should be mini-
mized. Therefore, the technology interdependencies have to be visualized by entering 
these interdependencies into the so-called technology map. The technology map in-
cludes all technological variants. Alternative technologies are entered among each 
other and technologies, which follow one another in the value chain, are entered next 
to each other. Technologies are drawn as circles and interdependencies are drawn as 
arrows. An arrow between technology A and technology B means, that A has an in-
fluence on B. The intensities of the interdependencies are characterized by values at 
the arrowheads. -1, -2, -3 (with increasing intensity) are used for negative interdepen-
dencies and +1, +2, +3 (with increasing intensity) are used for positive interdepen-
dencies. To facilitate an understanding of the different interdependencies two exam-
ples are listed below: 

• Slitting with laser cutting – Separation with laser cutting 
Time +3: The use of laser cutting during the slitting process allows the determina-
tion of a final edge, so that the second laser must only finalize three edges in the 
separation process. This procedure saves time. 
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4 Case Study 

For the scientific verification of this methodology, it was used to build the laboratory 
production in the Laboratory for Machine Tools and Production Engineering. In such 
a production, flexibility and quality criteria need special attention because it should be 
possible to produce many different types of cells and they must have a high quality to 
carry out meaningful measurements. Due to the ease of manufacturability and the 
wide application, a flat pouch cell by type "High Performance" was selected. The 
identification of technological alternatives was carried out in working groups with 
representatives from industry and research. For the singular technology assessment, 
tests were carried out in partner companies, many experts were interviewed and the 
results of national research projects were used. The identification of interdependen-
cies was based on expert interviews with employees of plant manufacturers specializ-
ing in battery production. The resulting technology chain corresponded to a large 
extent to previous expectations. Combinations that are not possible because of tech-
nical reasons were avoided effectively and the appropriate alternatives for the applica-
tion were highlighted in almost all cases. As it turned out, the problem was to collect 
the needed input data, because there are only a few machinery and plant engineering 
companies, who address the production of lithium-ion cells directly and therefore 
have a sound knowledge and experience. Furthermore many companies are not 
pleased passing their knowledge to a research institute. The fear of losing their know-
ledge, and therefore their competitive advantage to a competitor, as well as the very 
stringent requirements of cell producers, inhibit an exchange of industry and research. 
The dialogue to cell producers is even worse. They almost make no information 
available. So there are no experiences from a running production and therefore the 
only input data comes from machinery and plant engineering companies. This is why 
the input data can be considered in a way uncertain. By a validation, together with a 
cell producer, this uncertainty could be significantly reduced. 

5 Conclusion 

This article presents a methodology, which assists the production planer in the con-
ception of technology chains. The methodology is separated in four steps. The first 
three give information for the technology decision from different points of view and 
the last one generates the final technology chain. In the beginning, the requirements of 
process and product were defined in order to adjust the production to the aims of the 
customer. The value chain was designed and 128 technological alternatives were 
identified and evaluated by a standardized procedure. These data generated the first 
technology value. With regard to the specific product, the suitability of the procedures 
was verified and the second technology value was generated. The next step was to 
consider the holistic production process and to eliminate interface problems at an 
early stage. Therefore, interdependencies between and within the several process  
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steps were exposed and classified. These interdependencies generated (with the help 
of networked thinking) the third technology value. The final step was to decide which 
technology value is the most important one. At least the technologies with the highest 
value were chosen. 
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Abstract. This paper presents a skeleton-based modeling approach en-
abling the definition of a knowledge-intensive design context at the begin-
ning of the embodiment design stage. The research introduces an analogy
to the incubator concept by creating a suitable support along the design
phase including CAD modeling. The main objective of the proposed ap-
proach is to integrate engineering information and knowledge in the early
phases of the product development process in a top-down and seamless
manner so as to provide a knowledge-based design context for designers.
The fact of including a design context in the embodiment design phase
will assist designers to make better-informed decisions and therefore link-
ing what (technical entities and engineering data), why (rationale) and
how (processes and functions). The concept of design incubator will be
defined according to its function, behavior and structure (i.e. skeleton
entities, functional surfaces, design spaces, parameters, knowledge and
design requirements). The proposed design incubator ensures the knowl-
edge delivery and engineering support at the right time. A case study
has been carried out to demonstrate the developed method.

Keywords: Assembly modeling, Skeleton-based modeling, Top-down
assembly design, Proactive engineering, Design context definition,
Knowledge-intensive design.

1 Introduction

Nowadays the globalized competitive context requires companies to deliver new
products which are more innovative, more efficient with shorter lead time and
optimized costs in order to fulfill customer’s requirements. Designing such sys-
tems requires a phase of architectural design, lead by product architects, which
must take into account a growing number of constraints (increased reliability,
sustainability, reduced environmental impact, etc.). In addition, since product
development includes a large amount of viewpoints [7], product architects have
a global view on the system to be developed, especially on functional, structural,
behavioral, geometric and physical aspects.
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In a context of large scale company with many stakeholders working collab-
oratively and remotely on the same product, the definition of a design context
to assist designers on their collaborative design work is important and critical.
Based on previous research works related to assembly design – such as proactive
design for assembly and skeleton-based modeling approaches ([8] [9] [10]) –, the
main objective of this paper is to propose a proactive top-down modeling ap-
proach of design layout elements based on an analogical reasoning approach with
incubator in the embodiment design stage. Here, incubator is composed of several
layers of engineering information and knowledge (i.e. skeleton entities, functional
surfaces, design spaces, parameters, knowledge and requirements to name a few),
in order to support designers activity with a well-defined design context. For in-
stance, the flow of engineering information and knowledge, which is required to
convert product architect intents into design support elements for designers, can
be seen with the analogy of an incubator (i.e. knowledge-intensive and living
design context) offering an optimal environment to an embryo (i.e. design con-
cept) until its complete development (i.e. detailed design). This novel approach
will support designers by integrating engineering information and knowledge in
embodiment design stage, so that designers have all needed inputs and associ-
ated procedures to define geometry. Compared to previous research efforts in
this field [9], this approach will introduce new technical entities to already de-
fined assembly skeletons, such as interface skeletons and functional surfaces in a
top-down and proactive manner.

Built on this, section 2 reviews some previous works in the field of layout
modeling, assembly modeling, and geometric skeleton-based modeling. In Section
3, a terminology of the design incubator concept is proposed and the overall
approach is presented. Then section 4 discusses about the deployement of the
approach through a mechanical assembly. Finally, conclusions and future work
are addressed.

2 Related Works

This section states a brief overview of published research works on layout mod-
eling, assembly modeling, and geometric skeleton-based modeling issues, so as
to provide the foundation of the proposed approach.

The design phase of a product is composed of several stages [15] from the
identification of customer needs to the detailed definition of the product. The
approach of this paper will focus on the embodiment design stage of the prod-
uct, in which layout design has a very important role to play [3]. The using of
layout elements composed of geometry and engineering information needed to
design permits to support designers and offers the possibility to exchange design
data with other teams. From the literature, many attempts have been made to
carry out various aspects of the layout design, such as the determination of kine-
matics constraints between functional components [12], the assessment of design
scenarios [11], the deployment of tools based to carry out collaborative design
activities among multi-disciplinary teams[2], the capture of all the feasible de-
signs to find an optimal geometry with integration of user-defined constraints
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[13], the development of full comprehensive models for spatial constraints and in
particular for free-space requirements [18] and even the analysis of interferences
between product components [4].

Literature has provided numerous published research works about Design for
assembly (DFA) which seems to be the most investigated component of Design
for (DFX). First published contributions introduced heuristic rules and design
guidelines as qualitative evaluation ([1] [16] [14] [19]). More recently, Stone et al.
introduced a conceptual DFA method using a functional basis and heuristic rules
[17], and a DFA approach has been initiated based on SystemModeling Language
(SysML) in the PLM context considering an assembly oriented product structure
based on preliminary assembly sequence [5]. Furthermore, recent research efforts
in proactive DFA have proven that the early generation of admissible assembly
sequences during conceptual design stages can be created in order to provide
an appropriate contextual support for assembly design and modeling phases ([6]
[8]), even for the geometric definition in a top-down way [9].

3 Proposed Approach

This section presents the proposed approach which introduces the design incuba-
tor concept. Design incubator provides a knowledge-intensive and living support
to designers by defining layout product geometry at the beginning of the em-
bodiment design phase. Such analogical reasoning will enable the introduction
of a novel paradigm in CAD modeling stage.

3.1 Terminology

Based on the SKeLeton geometry-based Assembly Context Definition (SKL-
ACD) approach [9], new geometric elements are introduced and defined so as to
clarify the structure of the design incubator (Fig. 1):

– Assembly skeleton entity: This entity is a support for the product modeling
phase (line, point, etc.) and can be considered as the first geometric elements
to which the designers can allocate and define part volume and geometry.

– Skeleton interface entity: This entity describes some geometric boundaries
(circle, square, etc.) which is used to build a functional surface and is sup-
ported by an assembly skeleton entity (line, plane, etc.).

– Functional surface entity: Functional surfaces are determined from the kine-
matic relations and product functionalities. They are limited in space by
contours (i.e. skeleton interface entities)

– Design space: Design spaces are used to represent product components in
a layout. Their location and orientation in space is represented by a lo-
cal coordinate frame, to which a simple geometry (cylinder, cube, etc.) is
attached [4]

– Design incubator: Design incubator is a set of geometric entities (skeleton as-
sembly entities, skeleton interface entities, design spaces, parameters), knowl-
edge and requirements which are linked formally and semantically.

Fig. 1 presents an UML class diagram of the design incubator concept.
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Fig. 1. UML class diagram of the incubator concept

3.2 Overall Methodology Description

Based on the SKL-ACD approach[9], an enriched flow chart is introduced to
describe the proposed approach in a more detailed view (Fig. 2). An explanation
of the different steps of the method is visible below:

– Start: Starting from the early defined assembly sequence generated by the
ASDA algorithm and product relational information (contact and precedence
information) embedded in graphs and matrices, the product architect defines
kinematics/technological pairs in the directed graph;

– Steps 1 and 2. The product structure is automatically generated and assem-
bly skeleton places are assigned inside (Steps 1 and 2 of Fig. 2);

– Steps 3 and 4. Based on these relationships, assembly constraints are auto-
matically defined and geometric skeleton entities can be generated in order
to provide interface control elements for assembly modeling (Steps 3 and 4
of Fig. 2);

– Step 5. The product architect introduces new assembly constraints between
the generated geometric skeleton entities, consistent with previously defined
kinematic and technological pairs (Step 5 of Fig. 2); A new graph, called
skeleton graph, built upon these constraints, is defined by skeleton entities
and their related assembly constraints;

– Step 6. This graph is simplified later on by the generalization and the con-
catenation of skeleton elements into a minimal skeleton graph (Step 6 of
Fig. 2);

– Step 7. Based on this minimal skeleton graph and the early-defined assembly
sequence, this step allows the structuring and regrouping of skeleton elements
in assembly skeletons (Step 7 of Fig. 2);
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– Step 8. An assembly coordinate system is then defined for each assembly layer
and associated to each identified base part. Therefore new constraints are
introduced to link the defined assembly coordinate systems with the interface
control elements from the minimal skeleton graph (Step 8 of Fig. 2);

– Step 2. The resulting assembly skeletons can be allocated to the initial prod-
uct structure. At this stage, it is possible to assign rights to a skeleton entity
which is at the interface of different assembly skeletons (Step 2 of Fig. 2);

– Step 9. Based on the kinematic pairs between components and product ar-
chitect choice, the skeleton interfaces entities are defined (Step 9 of Fig. 2);

– Step 10. Supported by skeleton interfaces entities, functional surfaces are
defined (Step 10 of Fig. 2);

– End: As a result, the assembly skeleton CAD model and functional surfaces
are semi-automatically generated.

Fig. 2. Enriched flowchart of the proposed approach

4 Case Study

In this section, the proposed approach is illustrated with a mechanical system
composed of 3 parts. Each step of the method are described for a better under-
standing (Fig. 3).



Towards a Knowledge-Intensive Framework 215

4.1 Determination of the Skeleton Minimal Graph (Step 3 to 6 of
Fig. 2)

The product architect starts by defining the kinematic pairs between each parts.
Based on the kinematic pairs, the skeleton entities and position constraints be-
tween each parts are deducted. At this point, to facilitate the management of
the skeleton entities, it is possible to simplify the proposed skeleton graph by
generalize and concatenate skeleton entities (Fig. 3).

Fig. 3. Definition process of a minimal skeleton model

4.2 Introduction of an Assembly Coordinate System (Step 7 to 8 of
Fig. 2)

Based on the minimal skeleton graph of the previous step, an assembly coordi-
nate system is introduced. Each skeleton entities are linked to this new assembly
coordinate system by the intermediate of geometrical constraints. Then, the ge-
ometrical constraints are concatenated (Fig. 4).

Fig. 4. Impact of the introduction of an assembly coordinate system in the minimal
skeleton model
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4.3 Allocation of Skeleton Interface Entities and Functional
Surfaces (Step 9 to 10 of Fig. 2)

Based on previous steps and Table 1, the skeleton interface entities are defined
and associated to a skeleton entity. Then, it is possible to concatenate the skele-
ton interface entities in order to simplify the design environment. Finally, after
this simplification, the functional surface are deduced from the skeleton interface
entities (Fig. 5).

Table 1. Definition of the Skeleton interface entities and functional surfaces based on
kinematics pairs

Fig. 5. Generation of the functional surfaces from skeleton interface entities
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5 Conclusions and Future Work

In this paper, a method to define a design context in the early phase of the de-
sign development process has been presented. The current issue of the paper is
to allocate further information to the assembly skeleton model such as skeleton
interfaces and functional surfaces. Defining functional surface allocation based
on skeleton modeling will permit a better understanding of “what to design”
by designers. To illustrate the feasibility and the relevance of the proposed ap-
proach, a use case has been carried out. Finally, four main issues demand further
research: the allocation of design space, the incorporation of knowledge; adding
requirements; and create a link between the method and PLM softwares.
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Abstract. Nowadays, products are increasingly complex mostly in the
area of high value-added products such as airplanes, oil rigs, digger or
central power generation. More generally, these products are more com-
plex due to successive and concatenation of innovations introductions
while products constraints needs a capitalization of all developed tech-
nologies. This paper introduces a novel framework for technological evo-
lution/introduction within product architecture in order to assess and
manage product family and modular architecture to personalize and cus-
tomize products. This framework is based on a medical analogy to walk
through customer need recognition, product portfolio, and new techno-
logical introduction in all product lifecycle. To be proactive, this chal-
lenge highlight the need to capitalize knowledge and lesson learned on
the past, present and future of the product architecture and technology
used in today’s products based on innovative processes. More than one
part, a technology is characterized by resources needed by this artifact
in order to answer to an added function, new requirements, or added
services. So a methodology will be proposed to tackle this challenge to
be innovative in product design.

Keywords: Product architecture, Technology impact, Technology
introduction, Proactive engineering, Complex product.

1 Introduction

Nowadays, numerous design processes are proposed in literature to develop a
product answering to customers’ needs while guaranteeing cost and delay. This
step is in accordance with PLM (Product Life Cycle) strategy which proposes
an integrated management of all lifecycle data [20][4]. Moreover, linked to glob-
alization of large scaled companies [24], delocalization of business actors leads to
make the engineering more collaborative [11]. In addition to this collaborative
engineering, productivity has forced engineering to reduce design times, improve
responsiveness and thus spent a sequential cycle to said integrated concurrent
engineering or even proactive [16][22]. In such acceleration, the design process
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for X [2] have emerged and proven. Despite these good intentions, the very large
and competitive market, forcing company’s product with high value and long life
cycle such as oil platforms, digger, and airplane or energy production plant meet
each offer. This requirement highlights the need for each company, each to be
agile and therefore take into account the variability of the product [1] compared
to variability of demand [12] and therefore the one to the other [21]. In addition,
all of these processes must be applied to methods such as the waterfall model
[17], the classic V-cycle [8] or even the iterative method [23]. In many cases, the
R&D department is separated from operational service, this difference is at the
origin of many shortcomings in the design of new products. Indeed, efforts to link
the process of design and the innovative process are still numerous. From ‘Black
Box Model’ of Schumpeter [19], where is the market which ask to companies to
develop new products with innovation to Kline and Rosenberg model [13] where
is the design process is addressed and directive, some models finer and complex,
are still unable to aggregate the creativity and design. According with defini-
tion of ‘Frascati manual’ (1993) one innovation covers new products and new
processes or technological modification of them. One innovation is done when it
is introduce to the market. At the opposite of the invention, innovation induces
social change, progressive or radical, and use. In the same view with Kline and
Rosenberg [13], Design process is a sub-process of innovative process, and design
process is a succession of stem from needs identification to specification book
(destined to manufacturing phase).

2 Overall Methodology Descriptions

2.1 Multi-aspect Positioning

In accordance with ISEA framework (Fig. 1) where different aspects linked
to technological introduction were described, authors propose a new method

Fig. 1. ISEA Framework [3]
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(Fig. 2) which allows technological transplantation seen in [3]. One can note
this framework deals with several aspects, there is no knowledge notion because
it is included in each aspect (engineering knowledge management). First of all, it
is necessary to understand and to manage the state of art of the current product.
This work, in the frame of an application, must be guaranteed not to miss out
different aspects proposed in (Fig. 2).

Fig. 2. Method for new technological integration

2.2 Symptoms Research: Semiology

Semiology is particularly used in the medical area but also in geography or
cinema. Indeed, this science which studies signs in the medical area, studies
symptoms of a disease, the way to capitalize it and to propose a diagnosis. Make
a diagnosis need before this step to detect a disease through some elements. These
elements are, in product design frame, a change or limitation of requirements,
a dysfunction, function not integrated, a service not included or more generally,
a product improvement. So the first activity of this method is trigger by one or
several aforementioned. The limitation requirements are the easier to visualize.
Indeed, by a feedback on products already introduced in markets, it is easy to
assess components capacities already developed and integrated. Thus a matrix is
allowing the realization of multi-criterions viewing of the customer expectations
compared to product capacities. In the way of a non-capacity, it is possible
to check more precisely limiting components and to propose a new technology,
a new component (assembly or sub-assembly) to answer customer needs. All
triggering elements can also directly affect the structural aspect. A customer
can, expressly request a specific component, sub-assembly, assembly or a system
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for its maintenance globalization for example. It is possible to assess the product
tree extent in order to measure and manage product options and interactions
between products. Finally, it is possible to customize and personalize a functional
point of view to ensure the better offer to clients. It is necessary to assess the
margin between several models (‘Black Box Model’) and customer requirements.
Generally, this step consists in having a product overview on complete and global
product architecture. Furthermore, this kind of catch permits to trace impacts
from a view to another such as Königs explains in [14]. Thus, complex product
semiology is presented, and to join the proactive idea, an effort to capitalize
knowledge for the entire lifecycle product as manufacturing [5], is required in a
PLM tool for example. In this way, limiting systems can be known and solution
research furnishing an answer can now be started.

2.3 Technology Impacts Assessment

As previously seen, new technology introduction in the product is necessary to
fulfill customer needs. These new technologies can be part of a set of innovative
processes. Indeed, technological surveillance can tackle limits of high value added
product. That is why the first sub-step in this phase (Phase 2 of (Fig. 1)) is
to position technology in a scale from an overall technological point of view
(technology versus maturity). This Technology Readiness Level (TRL) is amply
accepted and was introduced by the United States Department of Defense [7] and
the National Aeronautics and Space Administration. After a modernization of
level definitions and numbers, it allows to position and extend development and
applicability of numerous technologies in governmental and industrial companies.
In this case, main steps of this model are Fundamental research (1, 2), Applied
research (3), Experimental development (4, 5), Prototype (6, 7) and Industrial
development (8, 9).

This common scale permits to understand the state of a technology, assess
the risk with this choose but the assessment of this technology in a complex
product is difficult. In fact the point of view of the technology readiness level
is centered in the technology (in its maturity). Nowadays, it is important to
express this point of view in the complex product to assess the impact of the
technology in the architecture. The majority of technologies are developed in
companies whose need it, it is important to introduce this technology and so on,
to be innovative, to measure the adaptation of this technology in two companies
and, two products. Therefore the concept of donor and recipient (as in the med-
ical area) is introduced. Since technology integration issues in product design
covers conceptual and detailed design stages, the proposed analogy is made at
various abstraction levels (related to the complexity level of the technology) and
according to the origin of technology area. As such, (Table 1) presents three dis-
tinct technological introductions based on medicine experience: graft, transplant
and establishment. For each introduction scenario, some properties have been
added in order to know if the proposed integration requires particular attention
to the relationships with existing product components and related stakeholders
for both sides (i.e. receiver and donor). Another relevant property is the initial
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Table 1. Analogy of medical transplantation

Properties Graft Transplant Establishment

With relationship ❍ ● ●

Same domain ● ● ❍

Medical analogy Cells Kidney Pacemaker

Engineering Standard part Car fuel Added service
Examples replacement switching inclusion

domain of the technology which must be incorporated. For instance, graft and
transplant are processed within the same domain, whereas establishment is car-
ried out in another one in order to fulfill the novel requirements. In that precise
case relationship property can be illustrated with kinematic pairs, energy flows,
information flows, etc. Finally a mechanical engineering example is introduced.
Following the targeting between donor and recipient, it is possible to estimate
the variation between developed and integrated technology into the product from
new technology. This variation can be modeled by a technology S curve (Fig. 4)
[9] [15] which shows the potential benefit of a technology introduced compared
with a technology already developed. However, a concept not developed in the
new technology integration may need some resources with technological depen-
dences which could be cons indication of treatment for a person. These necessary
resources need a modeling in a black box model [10]. Thus, the dependencies of
materials, energy, flow information can be modeled and therefore focus on the
presence or absence of a system for co-integration of technology. When electric
technology was introduced in the automotive area, the modification of technol-
ogy has required many changes in the product architecture. For example, for
the same model from thermal engine to all electrical motor the system linked
to the engine could be removed (tank, fuel pump . . . ) while some binds to the

Fig. 3. Technology Readiness
Level [7]

Fig. 4. Technology S curve [9] [15]
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electric motor system were introduced (battery, calculator . . . ). This famous
example of a high abstraction level illustrates the dependence of some techno-
logical resources available in a product. For example, the notion of co-system
is highlighted. It is therefore necessary to model all product architecture based
on the technology used but also to ensure the traceability of resources linked to
technology as part of a next improvement.

2.4 Well-Balanced Solution and Optimization

This final step before grafting [3] by geometric modeling issues in a top-down
manner [6], is necessary to validate and weigh each technological solution used.
This optimization phase of the overall product compared to a criterion (depen-
dent of the current limit of the product but also the needs of the client) is based
on fuzzy logic (Fig. 5) [18] [25]. This tool is the receptacle of all previous data
(donor data, technological maturity, potential benefits . . . ), but also the brain
in which reasoning is built to compare and decide the best possible solutions in
relation to elements of the overall process beginning. This tool will also make
available the functional block in which the co-integrated systems hinterland.
This gives up the context modeling.

Fig. 5. Fuzzy logic optimization

3 Conclusions and Future Work

In this paper, authors proposed a method to take into account the earlier as
possible the technological introduction in product design with a lifecycle point
of view. This consideration is necessary in order to achieve innovative process
to improve the product and to be able to be more competitive. Finally, different
issues needs furthers research as criterion of technologies resources, tree learning
occurs through the technological knowledge, fuzzy agent matrix to trade off the
well balance of solutions. And in the more distant future, architecture is able
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to learn all technological links with associated system in the product and vision
board quantitative change of entry criteria in relation to overall suitability.
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Abstract. Energy Efficiency plays a major role in manufacturing being one of 
the largest consumers and offering opportunities for cost-savings and improve-
ments. Simulation is an established tool for optimizing manufacturing systems. 
The paper shows a new production-state based approach for integrating material 
flow and energy consumption in commercial discrete-event simulation soft-
ware. Besides typical investigation of production assets, also technical building 
services as one potential major source for energy consumption are taken into 
account. The approach considers TBS as energy demand requirements from as-
sets and does not require modeling the behavior of TBS systems. Hence, robust 
simulation results can be achieved by much faster modeling time. 

Keywords: eco-factory, energy efficiency, sustainable manufacturing,  
simulation.  

1 Introduction  

Energy efficiency in manufacturing has raised the attention of research and industry 
for quite a while. With a consumption of primary energy sources of ca. 30%  and 36% 
of CO2 emission, the manufacturing sector is a promising area for reduction and op-
timization potential [1]. Gains in energy efficiency have been tackled from various 
directions including process and technology optimization, identification of barriers 
and support of drivers, development of adequate performance measures, and devel-
opment of supporting tools and methodologies. 

Especially quantitative and qualitative tools and methodologies can support deci-
sion-makers and stakeholders in gathering information, enlarging perspectives,  
providing ideas and solutions for improving energy efficiency in production systems. 
Simulation has been identified as a promising tool to address energy efficiency  
investigations appropriately in research as well industry. 
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2 State of Research 

A remarkable progress has been done in the modeling and simulation of energy effi-
ciency related aspects in manufacturing in the past 5 years. Simulation and modeling 
is seen as a core information and communication technology in manufacturing to-
wards the next decade [2]. The usefulness of Discrete-Event-Simulation (DES) in 
manufacturing application is nowadays undisputable and has been demonstrated in 
various studies [3], hence diverse commercial simulators like Arena, FlexSim, Plant-
Simulation, Anylogic, just to name a few, support the planning and optimization of 
manufacturing systems. But the implementation of energy related functions or indica-
tors or other environmental-oriented functions within commercial simulators is not 
realized yet, although recent empirical studies have shown that companies see the 
combination of simulation enhanced by the empirical perspective as a supporting 
methodology [4] and requirements for future eco-oriented factories claim the same 
issue [5].  

Approaches for including energy flows into material flow simulation are merely 
dependent on two issues: the first one is programming and coding work if the soft-
ware allows it dependent on the modeling approach chosen, the second one is the 
scope of the simulation model. Standard simulation tools concentrate on production 
asset objects like machines, conveyors, robots, handling systems etc. Since the total 
energy consumption of a production system is not only dependent on production as-
sets but also periphery systems like compressed air and steam generation as well as 
central technical building services (TBS) such as HVAC, the scope of the model from 
production assets via periphery systems to central TBS can have a significant impact 
on the simulation results. A detailed overview and comparison of existing simulation 
approaches taking into account energy flows is presented in [6]. 

Using the PlantSimulation software, Schulz and Jungnickel contribute by combin-
ing two different approaches [7]: the calculation of energy consumption associated to 
each manufacturing state of the production system assets starting from the power 
profile as proposed by Kulus et al. [8] and the calculation of energy consumption 
associated to the power profile of each process step as proposed by Putz et al. [9]. The 
approach is very detailed and gives the user a very good estimation of the real system 
performance. However, in order to apply the simulation tool and to build the model, 
detailed information in form of power profiles are required to feed the model. Usually 
that kind of information is difficult to get since it requires additional measurement 
activity directly at the production asset of the different energy carriers like electricity 
and air.  

The aim of this paper is to present an approach which suggests the inclusion of pe-
riphery systems in the modeling without the reproduction of the TBS behavior but 
consideration as energy demand requirements from the assets. This approach is sup-
posed to deliver robust and sufficient results with much faster modeling time.  

3 Concept Development 

Integrating energy consideration in DES requires enlarging the system of investiga-
tion in order to get a comprehensive view of the energy consumption of a production 
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system. In a production system energy consumers can be divided twofold: consumers 
which are directly and indirectly involved in the production. Direct consumers are 
referred to as production assets. Production assets are machines, robots, working sta-
tions, conveyors, transport systems, storages, buffers etc. They are comprised by all 
elements which foster the material flow and manufacturing processes directly. Indi-
rect consumers are referred to as technical building services (TBS). TBS are units 
which enable the production conditions, either by servicing production assets with the 
right form and quantity of energy or by keeping the production environment in  
the required condition. The first one is referred to as periphery system, whereas the 
second one is referred to as central TBS. Since the periphery system are connected to 
the production assets, the following model for DES will consider both production 
assets and periphery systems in the modeling approach.  

The challenge is to integrate periphery systems, which are typical continuous sys-
tems, in a discrete event environment. Within the current state of the art, two ap-
proaches have been chosen to integrate periphery systems into DES simulation: the 
first approach is connecting two different software environments, i.e. a discrete-event-
simulator with specialized software for TBS design. This approach tries to reach the 
highest level of detail and highest granularity of the model built, however large chal-
lenges occur in  combining the two different models and programming a suitable in-
terface. Another approach is to model both production assets and periphery systems in 
one software environment. While this approach has been proved to be feasible and 
applicable, it puts some rigid constraints on the application. First, the simulation envi-
ronment has to be able to cope with discrete and continuous flows simultaneously. 
Most commercial and in industry used software do not support this requirement. 
Second, both production asset and periphery system behavior needs to be modeled in 
detail, which puts high demands on modeler skills. Third, the efficiency of the ap-
proach concerning requested information and output from the simulation compared to 
modeling effort can be questioned. The intention of this paper is based on previous 
work in this field, to derive an approach which enables a fast integration of periphery 
system into discrete event simulation while maintaining short modeling time, easy 
application in industry and foremost robust results. 

The production assets pass through different productive states during their opera-
tion cycle. The power requirements of each state are satisfied by different energy 
carriers and can be constant or not, according to the type of process and part to be 
worked. The production assets modelled in this work are exemplarily machines, con-
veyors and robots, to which a specific power profile can be associated. Each profile 
results from the approximation to the closest polynomial function for each state ap-
plying the EnergyBlocks methodology [10]. The integral of the approximated power 
profile [kW] calculated along the state interval given by the simulation, provides the 
calculations of the energy consumptions [kWh] for each entity.   

The machine behaviour has been modelled through their productive states. The 
considered states for the machine are: off, idle -divided in blocking and starvation- 
working, set-up and failure. From the energy point of view, there exist also the states 
ramp-up and ramp-down, which are not productive states but which can imply peaks 
in the power profile and may have an  impact on the energy consumption of a  
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machine.  The energy consumption associated to the peaks has been considered add-
ing the correspondent value to the energy consumptions calculations coming from the 
simulation. Assuming that the interval and the extension of the peak are known and 
that the peak cannot be interrupted by other events, the energy calculation is done 
independently from the simulation environment. Instead of being calculated gaining 
from the simulation the real duration associated to the peak, the peak energy con-
sumption value is calculated multiplying ¾ the peak extension for the known peak 
duration. As a matter of fact, for the reason that the peaks present a cusp shape and 
that calculating the peak energy consumption as the product of the peak extension for 
the duration would overestimate it, ¾ the peak extension has been used as a realistic 
estimation of the area included under the peak function. 

The model has not differentiated where the energy requirements satisfaction of the 
production assets come from; they could be due to direct electricity feeding or they 
could come from the periphery system provision through the energy carriers. For each 
entity the energy consumption calculation is performed considering the equivalent 
electrical energy consumption for each of the different carrier feeding the equipment. 
For a machine which receives in input electricity and compressed air, the energy con-
sumption calculation will be performed calculating the sum of the electrical energy 
consumption and the equivalent electrical energy consumption consumed by the peri-
phery system which feed the machine with compressed air. 
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Fig. 1. Production assets and periphery systems energy requirements 

The periphery system chosen to be integrated in the model was the compressed air 
system. It is called by the production assets in specific states -the working and the set-
up- which need the power coming from the compressed air system for the pneumatic 
components. The energy consumption associated to the compressed air system has 
three different consumption ways: the energy provided by the periphery system to the 
production asset, necessary to satisfy the power requirements of the pneumatic com-
ponents; the energy required to bring the compressed air system at operational level, 
filling tanks and pipes; the energy associated to the losses in the compressor and  
inside the system itself.  
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The modelling of the compressed air requirements of the production assets both in 
terms of power and of associated compressed air has been based on thermodynamic 
laws. Starting from the calculation of the mechanical work to compress a litre of air 
passing to the electrical energy consumed by the compressor and arriving then to the 
calculation of the amount of air required by each single production asset as the equa-
tions below show.  

=  ∗ ∗ 1 −  ∗   

=   

=  ∗   

The energy consumption has been then calculated multiplying the energy required to 
compress one litre of air with the compressed air demand of production assets. As-
suming uniform distributed compressed air consumption and energy consumption, 
dividing them for the value of the processing time for the specific asset and product, it 
has been possible then to calculate the air consumption per time unit and the power 
requirements, data required in order to calculate the real time consumption of air and 
of energy inside the simulation model. The real time calculations inside the model 
have been needed by the fact that the failures are stochastic events which affect the 
duration of other states which cannot be considered fixed; furthermore different prod-
ucts can require different power levels and different processing times, making clear 
why real time calculations are necessary. 

The deployment phase has been represented by the translation of the conceptual 
models in the discrete event simulation software Tecnomatix PlantSimulation. The 
model performed the calculations of the energy consumed by the production assets 
real time at three different levels: the production state level, the production assets 
level and the manufacturing system level. These energy consumption calculations 
have considered also the energy consumptions coming from the compressed air  
system as described above.  

4 Application 

The model developed has been assessed in a case study represented by an automated 
line for the filling of sacks with powders. The automated manufacturing system is 
composed by two parallel lines, a line for the processing of three types of sacks and a 
line for the processing of the pallet.  

The entities of the system have been customized with the data related to the 
processing/set-up times, the availability, the speed and the length for the conveyors, 
the electrical power, the power coming from the compressed air system and the asso-
ciated consumption of air. Three different tests have been performed on the line used 
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as a case study in order to validate the model and to see its application. The different 
tests have been performed using KPIs articulated at different levels of analysis and 
dealing with different dimensions – production, economic and energy. 

The first test has dealt with the assessment of different parts sequencing: random, 
big batches and small batches. As it could be easily predictable, the big batches solu-
tion has represented the best trade-off of production and energy performances, a result 
which represented also a validation for the model developed. The simulations have 
been conducted over a total production of 90 parts, divided in the three tests as the 
table shows.  

Table 1. Part distribution 

Strategy Part Type 1 Part Type 2 Part Type 3 

Random 17% 33% 50% 

Big batches 15 30 45 

Small batches 5 10 15 

While the manufacturing performances remained constant, the energy ones have 
been shown to change: having big batches represents the best solution in terms of 
total energy consumption.  

Table 2. Consumption and emissions based on batch sizes 

Strategy 
Total Energy  

Consumption [kWh] 

 Emissions [Kg] 

Random 4,005 2,127 

Big batches 3,675 1,951 

Small batches 3,692 1,961 

The big batches solution represents the most valuable solution also from the point 
of view of the energy efficiency performances, meant in terms of energy efficiency 
(process output/energy input), SEC (1/energy efficiency) and eco-efficiency (parts 
produced/environmental influence). 

The second test conducted dealt with the assessment of the reduction of the 
processing time for the bottleneck. The reduction of the processing times even imply-
ing more energy consumed, assures the best trade-off with the parts produced. The 
performances have been assessed changing the processing times of the bottleneck, 
respectively decreasing it by 10% and 20%. 

Table 3. Altering process times 

Processing Time 
Processing Time  

(P1) [s] 
Processing Time  

(P2) [s] 
Processing Time  

(P3) [s] 
AS-IS 4,00 8,00 9,60 
-10% 3,60 7,20 8,64 
-20% 3,20 6,40 7,68 
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In this scenario the happening of the failures cannot be forecasted, the outputs are 
not deterministic and are represented by the average values. The decrease in the proc-
essing time of the bottleneck increased the flow rate and decreased the throughput 
time of the entire manufacturing system. Nevertheless, it did not cause significant 
changes in the total energy consumption of the manufacturing system, decreasing 
instead the energy consumption of the bottleneck. The following table shows the 
global results in terms of manufacturing and energy consumption.  

Table 4. Consumptions for altering process times 

Processing Time 
Flow Rate  

[pallet /month] 

Total Energy 
Consumption 

[kWh] 

Total Air  
Consumption [l] 

AS-IS 18619 13991,665 4242139,590 
-10% 18610 13967,169 4073167,231 
-20% 18702 13990,639 3925761,366 

Finally, the third test has dealt with the doubling of the bottleneck station, bringing 
to the conclusion that a slightly improvement of the productive performances lead to a  
worsening of the energy ones, as the table below, reporting the energy efficiency per-
formances, shows. 

Table 5. Results for doubling bottleneck 

 Energy efficiency SEC Eco-efficiency 
AS-IS 1,331 0,751 2,506 
TO-BE 1,324 0,755 2,493 

5 Summary and Outlook 

The aim of the paper is to highlight the opportunity of using discrete-event simulation 
with material flow simulation as a standard tool in manufacturing and enrich it with 
taking into consideration energy consumption. The approach is based on production-
states of the production assets and has shown that implementing energy measures is 
possible and can lead to a widened decision sense. The approach has shown the use-
fulness of the equivalent energy consumption, which allows also the detailed plan-
ning, sizing, and consideration of periphery systems within material flow simulation 
without modelling the detailed behaviour of the TBS but including it in the energy 
demand requirements of the assets. The enlarged provision of information for the user 
from the environmental perspective point of view might be an opportunity for consid-
ering green issues in production system optimization. 

 
Acknowledgements. The results were developed within the research project EMC2 
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Abstract. The work is aimed to propose an approach toward the evaluation of 
environmental impacts enhancing sustainability and the process of environmen-
tal assessment in an optic of sustainable development. A set of environmental 
aspects applicable to a firm activity to define the overall environmental impact 
are selected and processed through a fuzzy approach aimed to reduce subjective 
judgments. The procedure is based on a vectorial graph allowing to organize da-
ta and define a structured data analysis. An action research conducted in a ge-
netic research center is conducted to evaluate the effectiveness of the proposed 
approach. 

Keywords: Sustainability, Environmental impacts, Fuzzy techniques. 

1 Introduction 

Environmental Impact Assessment (EIA) is an efficient method for preserving natural 
resources and protecting the environment. Therefore, most developed countries have 
introduced EIA into their regulations and the consequent approval of all projects [8]. 
An EIA can be a useful tool to promote the goals of sustainable development as the 
process includes assessments of the effects of a project development and includes 
local opinion and knowledge [15]. Too often in the past, development projects have 
taken place in developing countries without EIA studies or conscious efforts to pre-
dict and mitigate adverse environmental impacts [2]. Nowadays, the trend toward 
industrial sustainability is observed in many matters requiring a shift in managerial 
and methodological approaches [10]. Despite criticism, the influence on decision 
making still maintains its importance as a criterion of effectiveness of the EIA system 
because of its valuable attributes - quantifiability with descriptive statistics and  
understandability to involved parties [11].  

The work presents a methodical approach to enhance sustainability and environ-
mental assessment process. It selects a set of environmental aspects which can be 
applied to a firm activity, defining its overall environmental impact. This is done tho-
rough a fuzzy approach aimed to reduce subjective judgments rising along multi crite-
ria processes. The procedure is based on a vectorial graph allowing to organize data 
and define a structured data analysis. 

The work is organized in five sections: after a literature review on sustainability, 
environmental management approaches and application fields of fuzzy techniques, the 
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third section shows the methodical proposal for the sustainability environmental as-
sessment, the fourth section describes the action research conducted in a genetic re-
search center and its main results while the last section deals with conclusions. 

2 Literature Review 

-Sustainability and Environmental Management Systems 
The term “sustainable development” was coined by the IUCŃs 1980 World Conserva-
tion Strategy stating that “for development to be sustainable it must take account of 
social and ecological factors, as well as economic ones” [12]. In this sense, environ-
mental sustainability can be considered one of the three pillars of sustainable devel-
opment, together with social and economic one [22]. White and Nobel [24] examined 
the strategic environmental assessment (SEA) sustainability relationship over the past 
decade, focusing in particular on the incorporation of sustainability in SEA while 
Apolloni and Savino [1] analyzed the motivations that can lead Small and Medium 
Enterprises to implement an Environmental Management System. 

The progress of improving sustainability can be evaluated by a set of appropriate 
environmental sustainability indicators with reasonable target values [23]. Fischer and 
Gazzola [9] or Bond et al. [4]  identified effective sustainability assessments involv-
ing procedural, substantive, transactive and normative elements. Manzini et al. [16] 
developed a model for assessing the environmental sustainability of energy projects 
not only integrating environmental sustainability indicators over the lifetime of the 
project but also taking into account the influenced area by the local energy project. 
Moldan et al. [17]  pointed out the attention toward different approaches and types of 
indicators developed for the assessment of environmental sustainability to set targets 
and then “measuring” the distance to a target to get the appropriate information on the 
current state or trend. On the same line, Caniato et al. [7] developed a research aimed 
at identifying the drivers that push companies to adopt “green” practices, the different 
practices that can be used to improve environmental sustainability, and the environ-
mental Key Performance Indicators (KPI) measured by fashion companies. Cai et al. 
[6] explored the role of information technology (IT) for energy and environmental 
sustainability for its crucial role in the energy consumption and environmental related 
issues while Petrini and Pozzebon [20] managed sustainability with the support of 
business intelligence. 

-Fuzzy Approaches for Environmental Assessment 
Over the last years several approaches based on fuzzy logic have been developed to 
assess environmental impacts, indicating the potential of fuzzy logic in this field [19]. 
As an example, Peche and Rodriguez [19] presented a fuzzy procedure specifically 
developed to control and minimize the inconsistencies that arise from the available 
information on environmental impacts while Blanco et al. [3] developed an EIA com-
putational application based on fuzzy logic, which takes into account either the quan-
titative or the qualitative assessments of each environmental impact. Similarly,  
Larimian et al. [14] proposed a model to achieve environmental sustainability using a 
fuzzy Analytic Hierarchy Process (AHP) to prioritize environmental factors. A fuzzy 
decision aid model for environmental performance assessment in waste recycling is 
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developed by Nasiri and Huang [18] while Kaya and Kahraman [13] proposed an 
environmental impact assessment methodology based on an integrated fuzzy AHP–
ELECTRE approach where weights of the assessment criteria are determined by a 
fuzzy AHP procedure. In general terms, applications of fuzzy techniques can also be 
found with reference to maintenance [21], [5] or economy [25]. 

3 Methodological Proposal 

A multi decision problem is featured by different and relevant aspects where multiple 
objectives can be involved. A new methodology has been proposed aimed to over-
come the limits of common techniques in order to obtain a fair and objective evalua-
tion of such goals. Fuzzy logic has been applied to a vectorial graph which represents 
a tool of simple applicability providing at the same time useful information in visual 
form. Such method allows the auditor to identify from a qualitative and quantitative 
point of view the most critical environmental aspect for the organization and together 
the industrial activities involved in such aspect.  

As shown in Fig. 1, the graph is organized in two levels of nodes: the first level 
represents the firm activities which can be in [1,N] interval while the second one 
represents the environmental aspects in [1,M] interval. Eight environmental impacts 
has been selected: (i) fuel consumption, (ii) water consumption, (iii) power consump-
tion, (iv) air pollution, (v) special wastes, (vi) smell, (vii) noise and (viii) dangerous 
materials. 

Arches link the two levels of nodes indicating that a given activity generates an 
impact on one or more environmental aspects. In Fig. 1, the third activity generates 
impact over the fifth, sixth and eight environmental aspect. In addition, a four position 
vector can be associated to each arch indicating the (i) legislation compliance -LC,  
(ii) impact entity –IE on the basis of detectability, dangerousness and importance,  
(iii) control degree –CD according to type of control and reaction capability, and  
(iv) territorial sensitivity –TS considering territorial context and claims frequency: 
{LC, IE, CD, TS}.  

 

Fig. 1. Vectorial graph  
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As an example, Impact Entity is based on the following three parameters: (1) Con-
sistency of the impact-C, (2) Dangerousness -D and (3) Degree of Detectability -DD. 
C assumes the following values according to some conditions related to consistency: 
1 - negligible, 2 – low, 3 – medium, 4 – high. D is the dangerousness toward envi-
ronment and health assuming values: 1 – no dangerousness, 2 – dangerous , 3 – very 
dangerous, 4 – extremely dangerous. Finally, DD can assume values 1 in case of im-
mediate and simple detectability, 2 in case of detectability performed by proper in-
struments, 3 in case of detectability through bio-chemical analysis and 4 in case of 
impossible detectability. The value IE is obtained by the average of these three  
parameters. 

The four position vector is filled for each activity and its corresponding environ-
mental aspects; for this reason, to each second level node, i.e. the environmental im-
pact, an impact matrix [nx4] can be associated according to the number of n (n<=N) 
activities linked to the environmental impact. The matrix is elaborated to obtain an 
overall vector referred to the environmental impact, i.e. {max[LC], [  [ , max[CD], max[TS]}. Elevating to its maximum value the aver-
age of IE favors the accountability of dangerousness within the process of impact 
evaluation. LC, CD and TS are evaluated on a [1, 4] scale for IE a fuzzy set on a  
[1, 4 ] scale is used. 

The final evaluation of the environmental impact is performed considering the 
overall vector. Values of the first, third and last column are compared to a [1, 4] scale 
indicating possible corrective actions to be planned and the respective timing: 1) Not 
necessary actions, 2) Long/Medium term actions, 3) Short term actions, 4) Urgent 
actions. On the other hand, the second value of the overall vector is evaluated accord-
ing to a triangular or trapezoidal fuzzy function by the use of Matlab, a mathematical 
software. A flow diagram summarizing the methodology is shown in Fig. 2. 

 

Fig. 2. Methodology flow diagram 
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According to the selected environmental aspects and the firm activities to be inves-
tigated, the corresponding vectorial graph is built through whom it is possible to ob-
tain the impact matrix. Values of relative overall impact vector are processed by a 
classical fuzzy process made of a fuzzyfication step, an inference engine according to 
fuzzy rules and a de-fuzzyfication step. Such process allows to define the criticality of 
the selected activity with respect to the environmental aspects. 

4 Application Case and Results 

Proposed methodology has been validated on field in a genetic research center. For 
simplicity and according to environmental assessment, in the present work the 
analysis has been focused on two firm activities, i.e. (1) animal breeding and  
(2) laboratories, and six environemenatal impacts, as shown in Fig. 3. 

 

Fig. 3. Vectorial graph – Application case 

Each activity has been related to the environment aspect filling the respective im-
pact vector to define values LC, IE CD and TS. The vector has been processed by a 
fuzzy analysis through the use of fuzzy rules and functions, as shown in Fig. 4.  

 

Fig. 4. Fuzzy rules implemented thorough a mathematical solver 
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Values LC, CD and TS are compared to a [1, 4] scale as stated in the previous sec-
tion. Concerning fuzzy value IE, it has been decided to interpret the outcomes as  
follows: 

• ∈ [0,2 : no necessary interventions; 
• ∈ 2,4 : long/medium term interventions are necessary; 
• ∈ 4,27 : short term interventions are necessary; 
• ∈ 27,256 : urgent interventions are necessary. 
 
Values have been set through a tuning performed in accordance to firm management 
on the basis of the possible outcomes. More in details, short term and urgent interven-
tions have been preferred defining not balanced value intervals for IE. 

For the specific case study, the analysis of the de-fuzzyfied overall impact vector 
allowed to state the following: 

• Legislation compliance necessitates of short term interventions for power and fuel 
consumption, special wastes and dangerous materials while of long/medium term 
interventions for water consumption and air pollution; 

• Impact Entity necessitates of short term interventions for power and fuel consump-
tion, dangerous materials, special wastes and air pollution while no interventions 
are needed for water consumption; 

• Control Degree necessitates of short term interventions for fuel consumption and 
of long/medium term interventions for power and water consumption, special 
wastes, dangerous materials and air pollution; 

• Territorial Sensitivity necessitates of long/medium interventions for power con-
sumption while no interventions are needed for the remaining environmental  
aspects. 

5 Conclusions 

The present work defines a methodological proposal for the evaluation of environ-
mental impacts with the objective to improve firm sustainability. Such goal is 
achieved with reference to resource usage and pollution reduction in order to prevent 
environmental impacts such usage of dangerous material or waste production.  

A set of environmental aspects have been selected which can be taken as a refer-
ence while conducting an environmental assessment; by the use of such aspects it is 
possible to define the impacts that a given firm activity generates. A method matching 
the activities and the relative environmental impacts is proposed through a vectorial 
graph providing useful information about the entity of each impact. A further analysis 
of these multiple impacts provides a value indicating the overall environmental im-
pact of each activity. To overcome subjectivity in such multi criteria process, a fuzzy 
technique has been proposed and developed through the use of a mathematical solver.  

The methodology has been validated in a real test case considering a genetic re-
search center and focusing on two main activities and six environmental impacts. The 
analysis has allowed to define intervention area of the firm with respect to some lacks 
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in terms of environmental aspects which the procedure has allowed to highlight. To-
gether with intervention area, the methodology has provided a timing of corrective 
actions to be performed to front weak aspects emerged during the analysis. The sup-
port provided by fuzzy set theory application allows to reduce and overcome uncer-
tainties and subjectivity in the values assignment procedure which can be found in 
other models. 

In general terms, such methodology is well suited to be used in a wider environ-
mental management system where in accordance to actual regulations a certification 
process is sometimes necessary. It can provide a strong support to a criticality analy-
sis of environmental aspects, focusing on intervention area and defining corrective 
actions ad respective timing through a fair and objective analysis. 
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Abstract. Nowadays increasing energy efficiency is one of the main objectives 
of manufacturing systems so as to remain competitive despite of the foreseen 
increase in energy prices for the next years. We propose a novel queuing-based 
model for the appreciation of the energy consumption on a company base, so as 
to optimize the total energy costs due to electricity utilization.  

We propose an analytical model based on the extension of the M[x]/M/∞ 
model where arrivals of the queuing model represent the statistical distribution 
of switch-on of a generic set of machines and departures represent statistical 
distribution of the resources switch-off. This model can be easily used to assess 
and establish the contract with the energy supplier under optimal parameters of 
contractual power, based on its tariff components. Numerical examples are  
offered to show the applicability of the proposed model. 

Keywords: energy efficiency, Energy-aware models. 

1 Introduction 

Manufacturing systems are usually organized in multiple departments and in many of 
them there are multiple machines and each machine has its own electricity demand 
pattern over time. This energy requirement is usually different from machine to ma-
chine and it depends on the power of the machine and on the relative duration of the 
different states (idle, standby, load level, machining parameters, maximum speed) 
determined by different product routings which encompass it. The practical problem 
lies on the fact that a company does not have access to endless amounts of electricity, 
or that it is already subject to a contract with the supplier, which generally provides a 
maximum level of supply which, when exceeded, determine substantial penalties to 
the user. 

For this reason, the objective is to create a model, of simple use, able to assist 
energy managers who, thanks to the model itself, may simulate different production 
scenarios under different electricity supply contracts, so as to minimize the expected 
costs. In particular, the application of the model may lead to the calculation of the 
following performance indices: 



244 L. Zavanella et al. 

• probability of exceeding a specific level of power requirement; 
• expected average-power requirement; 
• economic evaluation and comparison of different electricity supply contracts. 

Dietmair and Verl [1] introduced a generic method so as to model the energy con-
sumption behavior of machines based on a statistical discrete event formulation. The 
parameter information, required to characterize the discrete events, can be obtained by 
a small number of simple measurements or by a degree of uncertainty from the ma-
chine and component documentation. 

Bruzzone et al. [2] proposed the integration of an EAS module (energy-aware 
scheduling), within an advanced planning and scheduling (APS) system, incorporat-
ing a model to control the shop-floor power peak for a given detailed schedule;  
unavailability of the actual machine tool power profile and idle-state energy consump-
tion require to assume constant mean power demand for each job. The goal of EAS is 
to optimize the given schedule from the viewpoint of the energy consumption, while 
keeping the given assignment and sequencing fixed. The problem is discussed by 
minimizing the shop-floor power peak, while limiting the possible worsening of the 
two scheduling objectives (tardiness and makespan minimization), modeling it as a 
Mixed Integer Programming (MIP) problem. 

He et al. [3] proposed a modeling method of task-oriented energy consumption for 
machining manufacturing system. The energy consumption characteristics, driven by 
task flow in machining manufacturing system, are analyzed, thus describing  
how energy consumption dynamically depends on the flexibility and variability of  
task flow in production processes. The results show a valuable insight of energy con-
sumption in machining manufacturing system, so as to make robust decisions on the 
potential for improving energy efficiency. 

Prabhu et al. [4] proposed a queuing models to predict energy savings in serial 
production lines, where idling machines are switched to a lower power state in serial 
production lines consisting of machines with Poisson arrival and exponential service 
time. 

Prabhu and Jeon [5] extended their previous model and generalize the energy 
aware queuing model to a re-entrant structure. Moreover, an application to a semi-
conductor factory is presented. 

The paper is organized as follows: section 2 presents the system and the main as-
sumptions. In Section 3, a model and the energy cost function are presented. In  
Section 4 a numerical example is offered. Section 5 summarizes the paper content, 
describing possible future research directions. 

2 The System 

One of the most important managerial actions to reduce energy costs is the proper 
fitting of the energy supply contracts with the plant requirements. In particular, these 
contracts generally provide the maximum thresholds that, when exceeded, require the 
payment of penalties. For example, in the electricity contract there is a threshold for 
the maximum power contemporary required by the loads, also defined as “contractual 
power”. The problem faced in this paper is to determine the appropriate contractual 
power considering the variability in electricity usage (given by stochastic distribution 
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of loads switch on and switch off), which is generally not predictable a priori. A sim-
ple model is then proposed, derived from queuing theory, which allows to model ade-
quately the variability of the electrical energy consumption and to suggest the  
contractual power more correct, adopting a probabilistic approach to the economic 
optimization. 

Queuing theory is capable of providing models (and consequent insights) able to 
predict the system behavior when jobs, i.e. system customers, ask for providing ser-
vices at a randomly occurring demand. In a queuing model, entities (data, parts, jobs, 
etc.) arrive at the system and require for some form of service (operations, machining, 
assembly processes, etc.). Due to demand variability and service capability, a queue is 
formed. The idea is to model the variability in electricity usage by a queuing system, 
where the entities are represented by the power devices of the department considered. 
In particular, the distribution of arrivals describes the devices activation, while the 
distribution of services describes their shutdown. Given the random nature of the two 
distributions, two exponential distributions may be considered. Obviously, this as-
sumption is valid in departments where the consumption of these devices is not easy 
to be predicted. Thus, the arrival and the service rates of the queuing system are ex-
pressed as power per unit of time. In such a queuing system, the average number of 
entities in the system is a strategic information to assess the contractual power. The 
queuing system defined is depicted in the following figure. 

 

Fig. 1. The system considered in the analysis 

In order to obtain tractable models, it is assumed that the arrival process and the 
service process are stationary. Figure 2 shows how the electric power required by a 
generic machine is variable (for reference see He et al, 2012) because, in general, 
power varies with respect to the states in which the machine is (e.g., state of heating, 
pressing state, stand-by). In order to simplify the problem, it may be useful to define 
the required power as constant, as shown below. In the next section the queuing mod-
el proposed is presented. 

 

 
Fig. 2. Variation of the required power according to the machine states 
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3 Model 

The model of the queuing theory proposed for the solution of the problem investi-
gated is [ / /∞. In particular, we assume, in addition to the assumption that the 
arrival stream fits a Poisson process, that the actual number of entities in any arriving 
module is a random variable , which takes on the value  with probability , where 

 is a positive integer. Because the Poisson process models the arrival of one - and 
only one - entity per arrival event, we consider a bulk input. This assumption models 
the simultaneous activation of multiple devices or the activation of a device at differ-
ent power levels.  

Moreover, we assume infinite service capacity, because every device is activated 
instantly (i.e., no queue is allowed). 

After the definition of the birth-death process and the equations governing the sys-
tem, using a generating function approach (Gross and al., 2008), it is possible to cal-
culate the average number of entities in the system = ∑ (  .  ). This performance 
index is the average power required. Following, we show the rate balance equations 
related to the states 0-1 and the states 1-2: 

= =  (1)

+ (1 − ) =  (2)

Using the Little’s law and assuming infinite service capacity, the average waiting time 
in the system is: = 1

 (3)

In the industrial context, the power required by the department, or company, is always 
satisfied by the supplier of the electric power, even if the power required exceeds the 
predetermined contractual power. Whenever the power required exceeds the contrac-
tual threshold, the consumer will be subjected to a penalty. The objective of the anal-
ysis proposed is to verify in which cases it may be convenient to pay penalties instead 
of having a greater contractual power and vice versa. 

In order to compare the cost of energy, in case of exceeding or not the power thre-
shold, the following objective function is defined. The model is not based on energy 
consumption, but on the probability of being in a given state, thus requiring power  
at a given level. Thus, the following formulae will be based on these probability  
distributions. 

In particular, the objective function (expressed as a rate €/h) is composed by three 

parts: the first is the evaluation of the cost below the threshold, while the second is the 
evaluation of the cost above the threshold and the third part is the cost proportional to 
the threshold chosen: 
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( ) = ∑  .   .  +  ∑ . [ · + · ( − ) + ·   (4) 
 
where: 

•  is the energy cost below the threshold [€/kWh] 

•  is the energy cost above the threshold [€/kWh] 

•  is the energy cost related to the threshold [(€/kW)(1/h)] 

•  is the threshold (contractual power supply) [kW] 
•  is the maximum power beyond the threshold [kW] 
•  is the probability of requiring a power level equal to i 

4 Numerical Analysis 

So as to study the behavior of the model, a numerical analysis was carried out to in-
vestigate how the model parameters influence the optimal solution of the energy 
model. The scenario considered consists of a production system with machine tools 
with a required power that can be represented by four different batch sizes with li-
nearly increasing probability distribution. The arrival rate is equal to 10 kW/h (e.g., 
10 events of 1 kW per hour), while the service rate is 35 kW/h (the arrival and service 
rates have been obtained by a fitting analysis of the statistical data of the real profile 
of power consumption in a basic shop floor). 

Given a particular energy supply contract with  =0.2 [€/kWh], =0.3 [€/kWh], 

=0.05 [(€/kW)(1/h)], the average power required is equal to 12.99 kW. Thus, a first 

option could be to set a contractual power at 13 [kW]: according to the formulae listed 
above, the expected hourly energy cost is equal to 3.77 [€/h]. 

Alternative options could be to adopt a supply contract larger than the average, e.g. 
20 kW, or a supply contract smaller than the average, e.g. 10 kW. 

According to the formulae shown in the previous section, the expected hourly 
energy cost for the supply contract with 20 kW is equal to 3.92 [€/h], while for the 

supply contract with 10 kW is equal to 3.74 [€/h]. Thus, in this case it is preferable to 

operate with a smaller power contract and pay the penalties, due to the probability of 
exceeding the contract power.  

5 Conclusion  

This work faced the problem of the electrical energy supply contract in an industrial 
environment. The main objective is to properly adjust the contractual power in a 
manufacturing system composed by several electrical resources and analyze the pow-
er consumption probability distribution applying queuing theory. The electrical power 
demand has been viewed as a physical user (client) that requests access to a system 
(electrical network) for a certain period of time (thus resulting in the consumption).  
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The mathematical model of a [ / /∞ queue fits this case and it helps in capturing 
the dynamics of the system. Moreover, using synthetic formulae with probability 
functions it is possible to look for the most convenient electrical supply contract,  
given a set of offer available from the suppliers. 
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Abstract. Demands for lower CO2 emissions due to the climate change and the 
rising of energy prices force manufacturing companies to deal with the energy 
issue. Energy management, where one of the tasks is energy efficiency evalua-
tion, can help the companies to overcome the issue. This paper presents holistic 
metric to evaluate the energy efficiency in manufacturing companies, which 
considers the different organization level of production, such as machine or 
equipment level, production line level, and factory level.  As the size of the 
scope and the number of observed factors vary, the metric provide flexible cri-
teria to select relevant variables. The developed metric could be used to simu-
late and to compare energy efficiency of different production facilities, lines, 
and factories in a single company. The metric is an instrument to recognize how 
energy (in) efficient is a production system, so that adjustments may be made in 
the planning and management to achieve the energy savings. 

1 Introduction 

The global climate change, which is caused by the increase of CO2-emmisions, is a 
crucial issue in 21st century. Every sector including manufacturing is demanded to 
reduce the CO2-emissions. One of the important measures to achieve this is to use the 
energy more efficiently. However this is not an easy task. Demands on various and 
customized products have made the manufacturing processes more complex. The 
processes are often very energy intensive and therefore expensive. In order to minim-
ize expenses in production, energy consumption has to be regulated. 

The corporate energy management is designed to support companies in this task. 
Energy management defines the sum of all processes and measures which are devel-
oped and implemented to ensure minimal energy consumption by given demand [1]. 
An energy management system (EnMS) is a systematic way to define the energy 
flows and as a basis for decision for investments to improve energy efficiency. 
Through an EnMS, the energy policy, planning, implementation and operation, moni-
toring and measurement, control and correction, internal audits, as well as a regular 
management review are designed and executed [2]. The standard ISO 50001 describes 
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the requirements for EnMS for industrial companies. Energy management systems 
that are built according to this standard can either be integrated into existing systems 
or implemented independently. The standard is based on the PDCA cycle (Plan-Do-
Check-Act), where continuous improvement is possible [3]. This paper presents the 
development of energy performance indicators (EPI) to help the manufacturing com-
panies in “Check” phase of the cycle. The indicators are used to measure energy effi-
ciency degree of different levels of production organization in a single manufacturing 
company, namely machine or production facility, production line, and factory. The 
indicators provide a flexibility that allows the selection of relevant variables and defi-
nition of the observation system.  

In section 2 we present our analysis result on the existing energy efficiency mea-
surement concepts and identify their advantages and deficiencies.  Section 3 de-
scribes the first necessary step to calculate the energy efficiency metric namely the 
modeling the system boundaries and components. In section 4 we list the factor in-
fluencing the figure calculations. And then, we demonstrate the calculation of the 
figures for different levels of production organization in section 5.  

2 Related Work 

Figures to measure energy efficiency can be classified into absolute and relative fig-
ures. Absolute figures consider only the output values, whereas relative figures take 
into account the dependency of the output value with the given input.  Further cate-
gories of energy efficiency figures are classification and relational figures. Classifica-
tion figures represent the energy consumption portion of smaller part to the bigger 
part of a system. Relational figures describe the energy consumption based on cause-
effect relation, for instance, energy consumption per produced product piece [4]. 
German Engineer Association (VDI) introduced technical figures related to energy 
evaluation namely energetic efficiency degree, utilization ratio, and specific energy 
demand [5]. The energy requirements relative to the amount of product depends very 
much on the type and quality of the product. For example production of a car requires 
more energy than a lamp. An approach that solves this problem is energy efficiency 
figure presented with the equation (1) [6]. 

  € =    [€   [  (1) 

This energy-efficiency measure also allows a comparison of systems that produce 
completely different products and can be applied in the machine level as well as in the 
factory level, even if different products with different quantities or qualities are  
produced.  

Some metric systems have been developed to evaluate the energy efficiency for  
entire industry sectors. The Energy Performance Indicator (EPI) from Energy Star 
considers the energy efficiency at the factory level. The data are reported by the par-
ticipating companies each year and then can be compared in a tool. It is not possible 
to evaluate energy efficiency in operation level, since production process and  
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equipment change very quickly. To ensure comparability between different factories, 
separated benchmarking for different industrial sectors is created, for instance, for 
automotive industry [7], glass manufacturing [8], and cement industry [9-10].  The 
Energy Star EPI is a good tool to evaluate the energy efficiency to compare different 
factories in the same industry sector. However, in order to determine cause-effect 
relation, the concept is not suitable. The Odyssee Energy Efficiency Index (ODEX) is 
an index that determines energy efficiency progress in the main sectors (industry, 
transport, households) and the overall economy (all consumers) [11]. ODEX is de-
signed to track developments of energy efficiency over time in the industry. It is not 
able to compare individual companies or factories. The International Energy Agency 
(IEA) developed MEEP (Measure(s) of Energy Efficiency Performance) consisting 
four types of figures that differ in their potential applications [12]. The fourth MEEP 
figure is interesting, since it can be estimated, how energy efficient is a factory or an 
entire industry sector. However, this figure cannot be applied at the machine level.  

3 System Modeling 

To develop energy efficiency metric for a single manufacturing company, first it is 
important to define the system boundaries and a model that covers the different organ-
ization levels of production. In our work we extend the UPN model [13] to UPNT 
model and consider the machine, production line and factory level. The basic ele-
ments of the UPNT model are energy conversion (U), production (P), ancillary (N), 
and transport (T) facilities. Only through the interaction of these facilities the produc-
tion processes are conducted.  

Energy conversion facilities convert energy and deliver it in a processed form to 
the other systems (N, T, P). Examples of energy conversion facilities include tranfor-
mators, air compressors, steam generators, power plants etc. If an energy conversion 
facility is connected to internal energy network, where other sources including the 
ones from utility companies are connected, mix-costs from different sources is re-
sulted in the network. Fig. 1 illustrates the method to calculate the mix-costs in the 
company’s internal energy network. 

Ancillary facilities provide the necessary conditions to achieve an unobstructed 
production. They serve the production directly or operating condition generally. An-
cillary facilities include lighting, HVAC systems, coolant pumps, exhaust systems, 
etc. Facilities that are not located directly in production, such as kitchen appliances in 
the canteen are also considered as ancillary facilities. In principle, the transport facili-
ties are included as ancillary facilities. However, they differ, because instead of being 
directly used by production facilities, they transport products to the next process step. 
It is very important, in particular, if the manufacturing company has different sites. 

Production facilities are the most important entities in the production, because they 
are used to manufacture the product. Based on the efforts in production process that 
executed by production facilities, the customers pay the production costs and the 
manufacturers earn the money. However, the production facilities depend on func-
tioning conversion, ancillary and transport facilities to work. 
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Fig. 1. Method for calculating energy costs in company’s internal energy network 

4 Influencing Factors on the Figures 

As the basic in calculating energy efficiency degree, we use the ratio of output-input 
(effort) that is expressed with equation (2): 

 =  (2) 

There are many factors that are considered influencing the input and output in our 
energy flow model. We consider the following factors influencing the production 
outputs that are used as the numerator in calculating the efficiency. 

• Product quantity and characteristics. The influencing factors are not only product 
quantity, but also the qualitative characteristics of the products. Both of the  
influencing factors should be integrated as a unified parameter. 

• Generated added value. The generated added value may not be known for each 
stage of production directly. It can be calculated by considering the values of in-
coming to outgoing products. 

• Output Energy. The output of conversion facility is directly the amount of generat-
ed energy that is delivered in the production. 

• Distance traveled between production facilities. Transport facilities are needed to 
carry the products or materials between production facilities. It is not an adding 
value, since it does not change the product value. 

The following list presents the factors that are taken into account in our work affect-
ing the energy effort to manufacture products and determine the denominator in cal-
culating the energy efficiency. 

• Energy demand or consumption. The energy demand corresponds to the energy 
effort in executing a production process. It also can be easily measured. It is calcu-
lated through a certain time as integral of power over time. 

• Energy form. Various energy forms have different characteristics, application 
areas, and costs. 

• Energy price. The energy price takes into account all costs incurred in the genera-
tion of every form of energy. 

• Energy peak load. The energy peak load plays role in the costs incurred in provid-
ing the energy to the company. It corresponds to which amount of power should be 
provided to the company in a certain time, in order to ensure that the production 
activities are still running properly. 
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• Emission certificate efforts. Companies are demanded to get emission certificate 
because of the pollution and climate change issue. The costs to achieve emission 
certificate is considered in the calculation. 

5 Calculation Model and Results 

In the section we describe the developed methods to calculate the energy efficiency 
figures or Energy Performance Indicators (EPI) on machine, production line, and 
factory level. The calculations are based on the main principal as described by the 
equation (2). 

The main function of production facilities or machines is to create a new product or 
product part from source materials. As mentioned before, it is not appropriate to con-
sider only product for evaluating energy efficiency. The solution is through consider-
ing also values generated by the production facilities. For example, if particleboard 
manufactured from waste wood, the value is greater than when they are produced 
from fresh wood. Fig. 2 depicts the energy flow model for machine level. From it can 
be seen, that the inputs of a production facility is made up from direct and an indirect 
ones. The direct inputs are from the energy and load supplied by utility companies or 
conversion facilities. The indirect inputs are generated due to the fact that the produc-
tion facility receives the outputs of ancillary and transportation facility. The energy 
cost of a production facility is also ascribed from the output of the connected ancillary 
and transport facilities. The inputs of a production facility include proportion of used 
energy and load cost from ancillary and transport facilities, energy provided by con-
version facilities, and energy form. Equation (3) calculates the energy performance 
index on machine/production facility level. The ratio αi can be defined by the energy 
modeler or estimated for some kinds of facilities such as lighting and heating. 

On the production line level, the efficiency calculation is in principle the same as at 
the machine level, but with extended system boundary. It includes other ancillary and 
conversion facilities, which are not considered at machine level. Fig. 3 illustrates this 
relationship. Other facilities that are taken into account cannot be defined in general 
way. They must be decided individually. A question that leads to the decision, for 
example: Which facilities should be shut down if the entire production line is shut 
down? Such as facilities are for instance lighting systems or IT facilities for produc-
tion line monitoring. Analogue to the equation (3), equation (4) computes the energy 
performance index for production line level. 

Similar to machine and production line level, the energy performance indicator on 
factory level is calculated with expanded system boundary. Only ancillary facilities 
that are used by production processes are considered in the calculation. The energy 
efforts of facilities belonging to other business departments such as sales, logistics is 
not taken into account. But social rooms, canteen etc. are taken in to consideration, 
since they are used by the production personnel. Similar to line level, for the factory 
level the system boundary is widened again including those considered conversion 
and ancillary facilities. 
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2. Energy flow model for machine level 

= ∑ ∑                                    

= output value generated by production facility k [ €] 

=  input of production facility k [€] 

= ratio of use inputted ancillary facility = [0,1].  
= inputted ancillary facility I [€] 

= used transport facility j [€] 

Energy flow model for production line level 

(3) 
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= ∑ ∑ ∑ ∑                        (4) 

The EPI is applied in a stainless steel manufacturer. Table 1 shows examples of the 
calculation results in machine and production line levels. The entities having EPI less 
than one means that energy costs exceed the supply and therefore should not occur. 
Otherwise, it would be an alarm signal, because the process is extremely inefficient. 
Higher values are conceivable when a process generates a lot of values and /or require 
very little energy.  A value greater than one does not automatically make a positive 
contribution margin, as there are other costs in addition to the energy costs. However, 
this is not the objective of the EPIs. Rather, they should provide a comparison of dif-
ferent alternatives in the choice of equipment to be used. As shown in table 1, the EPI 
can benchmark the energy efficiency of different machines, e.g. ovens, pressers, turn-
ing machines. It also shows the comparison of three production lines L1, L2, L3, 
which L3 is the most energy efficient production line. 

Table 1. EPI calculation results in stainless steel production 

Description EPI 
M: Oven 21,0 –– 30,3 – 49,6  
M: Presser (1x) and Drop hammer (2x) 11,4 - 21,0 – 21,9 
M: Turning machine (3x) 10,5 – 20,9 – 32,6 
M: Boring Machine and CNC machine  15,7- 17,7 
M: Ring roller(2x) 15,5 – 18,9 
L1: Oven (EPI = 21,0), Drop hammer (EPI = 21,9), Ring-
rolling (EPI = 15,5)  

19,5 

L2: Oven (EPI = 49,6), Presser (EPI = 11,4), Ring-roller 
(EPI = 18,9), Rolling- machine (EPI = 21,7) 

19,3 

L3: Oven (EPI = 30, 3), Drop hammer (EPI = 21,0), Rolling 
machine (EPI = 20,9),  

21,3 

6 Conclusions 

So far, institutions and researchers has been developing energy performance indica-
tors (EPI), which are used to measure and benchmark energy performance of different 
companies belonging to particular branch. This paper presents an approach to calcu-
late EPI in a single manufacturing company. The EPI represents the ratio of total 
energy usage to the generated production value in different organization levels in 
production system, such as machine, production line, and factory level.  

The energy flow involving the production, ancillary, transport, and conversion fa-
cilities in the company should be defined first to perform EPI calculation. The energy 
flow is modeled based on extended UPN-Model. It considers also the external energy 
sources from utility companies. The energy flow model is mainly used to calculate the 
costs of input and output energy. We demonstrated the energy flow model for differ-
ent levels of production organization. In this paper, we list the factors influencing the 



256 H. Wicaksono, T. Belzner, and J. Ovtcharova 

 

energy inputs and outputs. The formulas to calculate the EPI for different levels are 
also illustrated. Furthermore we present some results of the EPI application in a stain-
less steel manufacturer. 

By using the developed EPI, production planners or facility managers are able to 
simulate and compare different production and facility configurations, in order to find 
the most energy efficient ones. However, the developed EPI is exclusively used for 
evaluating energy efficiencies within the companies. The EPI itself cannot be used 
directly for measuring the economic performance. Nevertheless, there is a strong rela-
tion of the EPI to other conventional metrics. The EPI may use the conventional me-
trics, such as total cost and cycle time to calculate the net production value and energy 
effort. 

References 

1. Deutsche Energie-Agentur: Energiemanagement (2012), http://www.industrie-
energieeffizienz.de/energiemanagement.html (accessed on April 2, 2012)  

2. Kahlenborn, W., Kabisch, S., Klein, J., Richter, I., Schürmann, S.: DIN EN 16001: Energy 
Management Systems in Practice - A Guide for Companies and Organisations. Bundesmi-
nisterium für Umwelt., Naturschutz und Reaktorsicherheit, Berlin, Germany (2010) 

3. Milgram, L., Spector, A., Treger, M.: Plan, Do, Check, Act: The Deming or Shewhart 
Cycle. In: Managing Smart. vol. 25. Gulf Professional Publishing (1999) 

4. Kals, J.: Betriebliches Energiemanagement - Eine Einführung. Verlag W. Kohlhammer, 
Stuttgart (2010) 

5. Verein Deutscher Ingenieure (VDI): Energeticcharacteristics: definitions – terms – metho-
dology. Beuth Verlag GmbH, Düsseldorf (2003) 

6. Müller, E., Engelmann, J., Löffler, T., Strauch, J.: Energieeffiziente Fabriken planen und 
betreiben. Springer (2009) 

7. Boyd, G.: Development of a Performance-Based Industrial Energy Efficiency Indicator for 
Automobile Assembly Plants. Technical Report, Argonne National Laboratory, Decision 
and Information Sciences Division, Chicago (2005) 

8. Boyd, G.: Development of a Performance-based Industrial Energy Efficiency Indicator for 
Glass Manufacturing Plants. Technical Report, Duke University, Department of Econom-
ics, Durham, North Carolina (2009) 

9. Boyd, G.: Development of a Performance-based Industrial Energy Efficiency Indicator for 
Cement Manufacturing Plants. Technical Report, Argonne National Laboratory, Decision 
and Information Sciences Division, Chicago (2006) 

10. Boyd, G., Zhang, G.: Measuring Improvement in the Energy Performance of the U.S. Ce-
ment Industry. Technical Report, Duke University, Department of Economics, Durham, 
North Carolina (2011) 

11. European Energy Efficiency: Analysis of ODYSSEE indicators. Technical Report. De-
partment of Energy & Climate Change, London (2012) 

12. Tanaka, K.: Assessing Measures of Energy Efficiency Performance and their Application 
in Industry. Technical Report, International Energy Agency (IEA), Paris, France (2008) 

13. Fünfgeld, C.: Energiekosten im Betrieb. Solar Promotion. GmbH-Verlag, Munich (2000) 
 



 

V. Prabhu, M. Taisch, and D. Kiritsis (Eds.): APMS 2013, Part I, IFIP AICT 414, pp. 257–267, 2013. 
© IFIP International Federation for Information Processing 2013 

Energy Related Key Performance Indicators –  
State of the Art, Gaps and Industrial Needs 

Gökan May1,2, Marco Taisch1, Vittaldas V. Prabhu2, and Ilaria Barletta1 

1 Politecnico di Milano, Department of Management, Economics and Industrial Engineering, 
Piazza Leonardo da Vinci 32, Milano, 20133, Italy 

2 Pennsylvania State University, Marcus Department of Industrial and Manufacturing 
Engineering, University Park, PA 16802, USA 

{gokan.may,marco.taisch}@polimi.it, gokan.may@psu.edu,  
prabhu@engr.psu.edu 

Abstract. Better monitoring and control of energy consumption and effective 
use of performance indicators are of utmost important for achieving improved 
energy efficiency performance in manufacturing for current and future 
enterprises. This paper aims at analyzing the current state of the art on energy 
related production performance indicators to derive research gaps and industrial 
needs in the area. The research has been conducted as preliminary step before a 
comprehensive effort in which the authors suggest a new methodology to 
develop energy related key performance indicators. Therefore, the study 
resulted in a clearer understanding and synthesis of the research field, gaps in 
scientific literature and industrial needs, hence guiding further research. 

Keywords: Energy efficiency, key performance indicator, energy management, 
sustainable manufacturing, research activities. 

1 Introduction 

Manufacturing has changed its focus and approaches from pure cost to quality, 
productivity and delivery performance in the last several decades. Currently, energy 
efficiency has gained significant attention from both academia and the industry due to 
the environmental and economic impacts associated with consumption of energy. 
Global warming and climate change, scarcity of resources, unsecured energy supply 
in conjunction with global strategies and policies such as Europe’s 2020 strategy 
constitute the main global drivers of energy efficient manufacturing whereas 
industrial drivers comprise rising and volatile energy prices, ever-stricter legislations, 
customer demand and awareness as well as competitiveness that could be achieved 
through improvement in energy efficiency (May et al., 2012a). 

Thus, manufacturing firms must put more efforts on in-depth analysis of energy 
and resource performance within their manufacturing processes and facilities. In this 
regard, energy efficiency monitoring is of paramount importance for effective energy 
management since it supports decision-makers in identifying opportunities for 
improvement and in recording the impacts of their decisions on energy use. For 
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effective monitoring, performance indicators are necessary beyond measurement of 
data to evaluate energy efficiency performances.  

In this vein, performance indicators play a significant role in evaluating the 
efficiency and effectiveness of manufacturing systems. KPI intelligence is essential 
for effective energy management in manufacturing since it supports energy related 
decision making. However, existing knowledge on energy related production 
performance indicators is limited and a thorough analysis of the literature is currently 
missing. Therefore, this study aims at analyzing the current state of research regarding 
energy related key performance indicators in manufacturing to find out the gaps and 
future research needs in the area. This analysis was carried out as preliminary to a 
further research that the authors have been carrying out to create a model for 
developing energy related production performance indicators. 

To this end, this research is conducted to provide KPI knowledge in manufacturing 
with respect to energy efficiency. This scope has been identified by a preliminary 
research carried out in May et al. (2012a), which includes critical review of the 
literature on energy efficient manufacturing and an industrial survey complemented 
by interviews, carried out to highlight the gaps between theory and practice, as well as 
the importance of different aspects in integrating energy efficiency in manufacturing.  

The paper is structured as follows. Theoretical background on the research area is 
provided in section 2 which precedes the research methodology and framework. In 
section 4, existing research studies are classified. Next, research gaps and industrial 
needs are derived in section 5 and consequently section 6 concludes along with an 
overview of further research and frameworks derived based on this particular study. 

2 Theoretical Background 

Traditional performance measures considered in manufacturing include factors such 
as quality, cost, delivery time and safety. Therefore, it is essential to investigate the 
impact of integrating energy efficiency as another performance dimension in 
manufacturing on traditional performances. Furthermore, since different performances 
are measured through indicators, identification and assessment of suitable KPIs for 
these performance measures is also necessary.  

In this regard, measuring the energy efficiency performance of equipment, 
processes, factories and whole companies is a first step to effective energy 
management in manufacturing. The energy-related information allows the assessment 
of the optimization potential and improvements of energy efficiency measures, before 
and after their implementation. Thus, it is important to provide knowledge that 
highlights the overall state of the factory and its performance regarding energy 
consumption. In this sense, KPIs mainly serve as a measure to decide whether a 
system is working as it is designed for and to define progress towards a defined target 
value.  

Regarding energy efficiency measurement, the development and application of 
energy related indicators depend on the purpose for which they will be applied There 
is no singular energy efficiency indicator that can be applied in every situation and it 
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changes according to the decision to make or decision tool to be applied. Therefore, 
different measures of energy efficiency performances have been applied to 
manufacturing energy use. For this reason, many scholars focused on measuring 
energy efficiency performances [e.g. (Feng and Joung, 2011), (Tanaka, 2008)]. Feng 
and Joung (2011) proposed a sustainable manufacturing measurement infrastructure 
and Tanaka (2008) explored different ways to measure energy efficiency 
performance.  In his analysis, Tanaka excludes the economic indices and focuses on 
indices that are possibly used in policy processes for a specific industry sector. He 
proposes the use of thermal energy efficiency of equipment, energy consumption 
intensity, absolute amount of energy consumption and diffusion rates of energy 
efficient facilities of equipment as measures of energy efficiency performance. These 
measures can be used for comparisons between plants and countries, policy-making 
and also for evaluation of policy measures but it is important to know for sure how 
the indicators are computed (Tanaka 2008). 

Measuring the energy consumption of a process enables assessing the optimization 
potentials and supports visualizing verifiable benefits from improvement measures. 
Consequently, it is essential for all the manufacturing companies to count on a 
reliable system to address energy efficiency in production management and the 
performance after energy efficiency improvements. Performance indicators are 
necessary beyond measurement of data to evaluate energy efficiency performances. 
Thus, several energy efficiency indicators have been developed and applied for 
different purposes [e.g. (Ramirez et al., 2006), (Patterson, 1996)]. These indicators 
represent supply efficiency and energy consumption. Mostly, the relationship between 
energy used for an output and the output itself presented in ratios from these KPIs. 
There are economic and physical indicators depending on the description of the 
output (Ang, 2006). Economic indicators for energy efficiency are often used on an 
aggregated level, for instance, to compare different sectors or countries. Physical 
indicators are more suitable to analyze specific processes (Phylipsen et al., 1997). 
Besides, Patterson (1996) proposed four groups of indicators: thermodynamic, 
physical-thermodynamic, economic-thermodynamic, and economic.  

Phylipsen considers that economic indicators are useful at an aggregated level 
(entire economy or industrial sector) and physical indicators for giving insight into 
manufacturing processes (Phylipsen, Blok and Worrell 1997).  This last statement is 
also confirmed by Worrell that shows in his study for the iron and steel industry, that 
using physical indicators improves comparability between countries and provides 
more information regarding intrasectoral structural changes while economic 
indicators are not very useful for analyzing changes in the production structure of an 
industry (Worrell, Price, et al. 1997). Nevertheless, the more common indicators for 
measuring energy efficiency are Energy intensity (EI) defined as the ratio of energy 
consumption to a monetary value and Specific energy consumption (SEC) defined as 
the ratio of energy consumption to units (Ramirez, et al. 2006, Neelis, et al. 2007). 
Regarding the energy consumption, it can be defined and measured in many ways 
such as demand for primary carriers, net available energy, purchase energy, etc. 
(Phylipsen, Blok and Worrell 1997).  
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As seen in Table 1, scope of EE KPIs is as wider as possible. Furthermore, all 
categories of EE KPIs already existing into literature were explored and differences 
between categories depend on quantity present in calculation formula of indicator. 
Categories of existing EE KPIs are: thermodynamic, physical-thermodynamic, 
economic-thermodynamic, economic-physical, and eco-efficiency. Literature does not 
provide very comprehensive review of EE KPIs. As a matter of fact, the majority of 
them just make lists of general type of indicators, such as Specific Energy Consumption 
(SEC). Carried out review not only classified general type of indicators, but it also 
matched each one with relating and “specific” KPIs reviewed (with reference to the 
previous example, one specific KPI is the Specific Cutting Energy) exploring 
bibliographic sources such as academic papers, standards and reports made by institutes 
and organizations, document available on internet related to projects and initiatives. An 
exploration of current approaches to monitoring, measurement, analysis and evaluation 
of EE performances by firms was conducted, in particular regarding manufacturing 
firms. The result of bibliographical review and interviews with industry resulted in the 
gap analysis showed in section 5, which refers both to EE PMS and KPIs. 

4 Pertinent Literature – Classification 

The pertinent literature have been analyzed and classified based on the dimensions 
developed specifically to understand the contribution to the content discussed in this 
study. In particular:  

─ The particular section of this study, for which the concerning work from 
literature (represented by the single row of the matrix) has made a contribution, 
is represented by the dimension "dim i" (1 ≤ i ≤ 5) which constitutes the single 
column of the matrix; 

─ The importance of the contribution from the source for a particular section is 
represented in the matrix cell through a circle in grayscale. A darker color 
indicates higher importance of the contribution of the concerning work from 
literature. 

The dimensions in the column are defined as follows:  

• Dim 1: Literature to identify the research focus 
• Dim 2: Literature for theoretical background 
• Dim 3: Literature to define state of the energy related KPIs 
• Dim 4: Literature that contributes to gap analysis and/or future trends 
• Dim 5: Literature to support the development of a new KPI methodology 

The circles are defined based on criteria developed to balance quality and extent of 
the information provided. Each source may be associated to different columns with 
circles of different colors, depending on the extent of the contribution made. 

• White circle - marginal contribution; Gray circle - modest contribution; Black 
circle - decisive contribution  
 

Pertinent literature included relevant papers published in the last 15 years and 
important documents of related organizations such as IEA, EC, CECIMO, etc. The 
analysis concerned more than 100 papers and a summary of the list is shown in Table 
2 below (The whole list is not presented in this paper due to page limit). 
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Table 2. Classification of pertinent literature 
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Fig. 4. Energy Management in Production and role of KPIs 

Finally, some basic research motives for our further works have emerged: 

• KPI model to create appropriate energy efficiency measures to be used in the 
different levels (e.g. tool, equipment, process and plant level) of a manufacturing 
facility. The main focus in this part will be on the machine level to change the 
traditional time based view to energy based view  

• Set of guidelines for effective design and use of Energy related KPIs in 
manufacturing facilities to improve energy efficiency  

• An approach to increase the visibility and transparency of energy related KPIs in a 
manufacturing facility, facilitating ICT as an enabling factor. This approach is 
expected to provide a decision support mechanism for enhanced energy 
management and hence support  improvement of energy related performances 
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Abstract. This paper proposes a model based continuous improvement 
methodology to support efforts to achieve sustainable manufacturing, i.e., to 
increase efficiency and reduce environmental impact of manufacturing systems. 
Past efforts have provided guidance at a high level or with a focus on products.  
This paper focuses on supporting efforts for manufacturing, in particular, at the 
factory level. A framework is proposed to support the methodology by 
facilitating application of optimization and simulation models for sustainable 
manufacturing. 

Keywords: Environment, energy, metrics, optimization, simulation, sustainable 
manufacturing. 

1 Introduction 

The global competition coupled with difficult world economic situation continues to 
push manufacturers to improve efficiency.  There is also an increasing recognition of 
the need for sustainable manufacturing.  Sustainable manufacturing includes efforts to 
reduce energy consumed, increase material efficiency (i.e., reduce material used per unit 
output), reduce water use, and reduce waste and emissions at manufacturing facilities.   

Advancements in computing technology over recent years allow employing realis-
tic optimization and simulation models to support manufacturing decision making.  
Technology for tracking of plant floor activities has further enabled the use of optimi-
zation and simulation models. 

The confluence of the need for improving efficiency, reducing the use of earth’s 
resources, and rapidly improving technology has motivated the proposal of a model-
based continuous improvement methodology and an associated framework for its use.  
The methodology is of a generic nature similar to the various continuous improve-
ment methodologies including Deming’s Plan-Do-Check-Act (PDCA) cycle.   A do-
main specific infrastructure is required to implement the methodology.   

Application of modeling and analysis techniques in general requires specialized 
skills that are usually not available in manufacturing environment. Successful  
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implementation of the methodology hence requires an infrastructure that facilitates 
application of modeling and analysis for strategic and tactical manufacturing deci-
sions. This paper proposes a framework for sustainability modeling and optimization 
that will provide the integrating infrastructure for developing models to improve the 
sustainability aspects of a manufacturing facility using the proposed methodology.  

The next section reviews related prior efforts. Section 3 presents the methodology, 
while section 4 presents the proposed framework.  The execution of the methodology 
using the framework is discussed in section 5. Section 6 concludes the paper. 

2 Related Efforts 

There have been multiple efforts for application of optimization and simulation  
models to improve sustainable manufacturing.   Only a few relevant examples are 
mentioned here due to paper length constraints.   Vergnano et al. (2012) utilized a 
mixed-integer linear programming model to optimize the schedule for a robotic manu-
facturing system leading to reduced energy consumption.  Bi and Wang (2012) re-
duced the energy consumption of a selected machine tool through optimization of the 
process parameters.  Taplin et al. (2006) utilized simulation to evaluate different op-
tions for improving the sustainability performance of a metal casting company.   The 
sustainability metrics included amount of scrap, dross, and carbon dioxide emissions. 
Zhou et al (2011) utilized a simulation model together with a response surface metho-
dology to identify the optimal solution with respect to green sustainable development 
measures including energy/resource conservation and environmental emis-
sion/pollution.  The reported efforts employ significant expertise for developing and 
applying optimization and simulation models.  There is a need for developing an  
infrastructure that facilitates such application. 

Smith and Ball (2012) point out that most of the recent reported efforts in the area 
of sustainable manufacturing are at a high level, and thus there is limited guidance for 
improving sustainability at the factory level.  They provide guidelines to analyze ma-
terial, energy, and waste flows in a factory and use a quantitative spreadsheet model 
to identify improvements.  The provided spreadsheet models facilitate Pareto analysis 
by assets and by flows to identify key areas for improvement.    Improvement oppor-
tunities are evaluated using the quantitative and qualitative information gathered.  
Selected improvements are implemented using standard project management tech-
niques.  We are motivated by similar goals and propose a methodology and support-
ing infrastructure that allows application of advanced optimization and simulation 
models. 

3 Model Based Continuous Improvement Methodology 

The methodology is identified as “model based” as the analysis of current operations 
and improvements makes extensive use of various types of models including optimiza-
tion and simulation.  It is further identified as “continuous improvement” as it  
uses an iterative procedure employing an increasingly rich set of models to support 
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successive improvements.  This allows taking a leap beyond the typical process of ad-
hoc models that end up as “shelf-ware” after a study. The proposed methodology can 
be executed for a manufacturing facility using the following steps as shown in figure 1. 

 

 

Fig. 1. Model Based Continuous Improvement Methodology 

High Level Assessment:  This step is aimed at upfront identifying the area where the 
improved planning effort should be focused on.  This step will focus on a high level 
assessment of the major opportunities for improvements using identified metrics.  In 
manufacturing applications, this step may be referred to as “factory level assessment.” 
For example, based on comparison with other facilities of similar nature, this step 
may identify that the largest improvement opportunity for improving sustainability of 
a facility is via reducing its energy consumption.  This assumes that the facility has a 
system in place for collecting a number of different metrics and for comparing them 
with other facilities.   

Problem Identification and Alternative Generation: This step includes the collec-
tion of data and analysis for narrowing down the area targeted for improvement effort 
and development of an improvement plan.  The collected data relevant to the nar-
rowed down area will help identify the problem specifically.  Alternatives may be 
generated based on experience and knowledge of the team.    The team may suggest 
policy, procedure, process, and/or equipment modifications to achieve desired im-
provements.  If the factory level assessment identified reducing energy consumption 
as the primary focus, this step may narrow that down to reducing energy consumption 
in heating and cooling of the facility based on comparison with other uses of energy 
and potential reductions.  Subsequently alternatives for the purpose may be generated 
including, adding insulation to the building, adding thermal enclosures around manu-
facturing equipment that generate large amounts of heat, and improving efficiency of 
HVAC systems. 

Formal Data Representation and Process Modeling: This step involves representa-
tion of the manufacturing process and facility data using proposed structures that 
allow capturing the current state to develop a better understanding of the underlying 
phenomenon and causal relationships.  Once the requisite data is represented using 
proposed structures, it can be used to generate optimization and/or simulation models 
of the areas of interest of the manufacturing system.  The simulation modeling part of 
this step can be viewed as equivalent to the “AS-IS” modeling of the process re-
engineering efforts. Continuing the energy consumption reduction example, a simula-
tion model of the manufacturing facility with representative product volumes 
processed through equipment of interest will allow verification of the ranges of 
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amounts of generated heat. The heat generated from manufacturing equipment can 
then be used in the heat flow calculations to estimate the heating, ventilation and cool-
ing (HVAC) energy demand and compared against recorded values.  This ensures that 
the AS-IS model has captured the relevant major factors and serves to validate the 
simulation model for the next step. The insights gained at this step may uncover a 
problem that needs to be addressed first leading to a loop back to problem identifica-
tion step as shown in figure 1. 

What-If Analysis and Decision Optimization: This step will involve development 
of optimization and simulation models for generation and evaluation of the improve-
ment alternatives respectively.   The evaluation will include use of metrics generated 
by the models and business metrics such as return on investment.  Optimization mod-
els may be used to develop proposed solutions to achieve the desired goals. Alterna-
tives may also be generated by the decision makers and analysts based on the past 
experience and the increased understanding and insights gained through the develop-
ment and use of simulation models of the current processes.  For example, optimiza-
tion may be used to determine the combination of available options that will best 
achieve the sought for energy reduction.  It may identify the proportion of products to 
be produced using alternative processes such that the generated heat is minimized. 

Simulation models can be used to evaluate “what-if” alternatives generated by de-
cision makers and analysts.  They can also be used to validate the alternatives gener-
ated by the optimization models since more often than not the optimization models 
cannot take all the realistic factors into account.   

The analysis at this step may determine that none of the proposed alternatives pro-
vide a desired return and result in a loopback to the problem identification step. 

Implementation:  This step involves implementing the improvement plan validated 
via simulation in the previous step.  For the discussed example, it may involve chang-
ing parameters in the production scheduling system such that desired proportion of 
products flows through the alternative processes.  

The methodology is generic and can be applied to different domains though it has 
been explained above with respect to the manufacturing environment.   Implementa-
tion of the methodology is challenging and requires high expertise with large time and 
effort particularly for the modeling and analysis steps. The challenges can be signifi-
cantly reduced through the use of an infrastructure that facilitates development of 
models appropriate to the domain. The framework described in the next section is 
aimed at providing just such an infrastructure. 

4 Framework for Sustainability Modeling and Optimization 

The proposed framework for sustainability modeling and optimization (SMO) pro-
vides an integrating infrastructure for capabilities needed for development of models 
of manufacturing that include sustainability aspects.  It is comprised of four major 
components described below.  The framework will support a test-bed that will utilize 
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Fig. 3. Concept of Sustainability Process Description Model 

4.3 Sustainable Process Analytical Formalism (SPAF) 

A process analytics formalism will be used to support the “Check” step of the metho-
dology, i.e., for “what-if” analysis and decision optimization. The formalism and 
associated procedures will automatically translate the analytical representation into a 
formal optimization model that can be executed using commercial optimization soft-
ware.  The formalism will be designed to include process analytics model to define 
control variables, express metrics computation, and define constraints that completely 
characterize a set of process alternatives.  A prototype system for translating the  
analytical representation to a formal optimization model has been implemented  
(Shao et al. 2013). 

The range of problems faced by industry in improving sustainability will be studied 
to define model scope and answer questions.  The research challenge here is the de-
velopment of sound and complete methods to automatically transform decision opti-
mization questions posed against the sustainable process analytical representation into 
formal optimization models. These machine-generated models will then be solved by 
COTS optimization tools selected for the proposed test-bed.   

4.4 Support Tools 

Support tools and procedures may be used to facilitate various steps.  In particular, 
they include translators that may be used to generate optimization/simulation models 
that can be executed using COTS software. 

Figure 4 shows the integration of components of framework to facilitate sustaina-
bility modeling and optimization by human decision makers and analysts.  The matur-
ity model will help identify the improvement opportunities areas that can be delved 
into to identify specific objectives for an improvement initiative and associated con-
straints.   The understanding of the problem can help develop a conceptual model of 
the factors involved that in turn guides the data to be collected to further analyze the 
problem.  The conceptual model of the problem may be formally represented using 
the description model.  Support tools may use the description model representation to 
generate simulation models that can be executed using commercial simulation soft-
ware.  The simulation models can be used to study the problem.  
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Once the data is represented in the description model, support tools can be used to 
facilitate representation of optimization problem using the formalism.   Again, support 
tools can be used to execute the optimization using commercial optimization and 
analysis tools.   

The results from the simulation and optimization models can be presented to the 
human decision makers and analysts to help guide the decision making.  

 
Fig. 4. Framework for Sustainability Modeling and Optimization for Decision Guidance 

5 Methodology Execution Using SMO Framework 

The execution of the methodology can be facilitated, indeed enabled, through the use 
of the framework as shown in figure 5. The first step, high level assessment, will be 
supported by the maturity model component of the framework.   The maturity model 
will help a manufacturing facility identify the metric that offers the opportunity for 
most improvement.  The metrics may include energy use, material efficiency, and 
carbon footprint.   The next step of problem identification and alternative generation 
will then focus on the metrics identified via the high level assessment.  This step will 
require collection of data to identify the relevant operations within the factory that 
have a large impact on the selected metric.  

To prepare for formal analysis and optimization modeling, defined case scenarios 
need to be formally described, and data collected for the defined case scenarios need 
to be formally represented. Further, decision variables need to be modeled in a way so 
that their values can be automatically instantiated, i.e., assigned using the appropriate 
data items.  The formal representation and process modeling step will be supported  
by the description model and the formalism components of the framework. The  
collected data is represented using the description model. The structures in the  
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description model may identify other relevant data needed for process modeling and 
thus prompt correct and complete data collection. The formalism supports these by 
representing process analytics expression such as mathematical specification for me-
trics, constraints, and objectives; and enabling the formulation of what-if analysis and 
decision optimization queries. 

 

 
Fig. 5. Methodology execution using SMO framework 

The description model representation also provides sustainability indicators and 
metrics for the formalism representation of the problem through the framework sup-
port tools.  The support tools in the framework are then used to generate simulation 
models of the current state of the factory in COTS simulation software.   The simula-
tion models are used to develop further understanding of issues surrounding the  
problem.  In some cases sufficient understanding may exist to move to the next step 
quickly while in others a number of simulation runs may be executed to understand 
the key factors that impact the metrics of interest. Queries using the formalism also 
facilitate the understanding of the problem at this stage.  Users may query the system 
for questions ranging from simple ones such as the process for a particular product to 
more complex ones such as the percentage contribution to energy use by a particular 
product flow at particular equipment.    

The what-if analysis and decision optimization step of the methodology is sup-
ported by the framework using the description model and the formalism representa-
tions, support tools, and COTS simulation and optimization tools.  Two kinds of  
queries using the formalism are used at this step: what-if analysis queries and decision 
optimization queries.  Different answers to what-if analysis allow decision makers to 
compare and assess changes before they happen; users can see how different changes 
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would affect various aspects of the outcome. For example, given certain settings of a 
process’ controls and input, total carbon emission and costs can be estimated before 
investing in a new machine tool. If all variables in the expressions can be instantiated 
through computation using the data given, What-if analysis queries using the formal-
ism allow computation and simulation representing different alternatives and analysis 
of outputs to determine the alternatives that help achieve the desired performance  
improvement.   

Decision optimization queries using the formalism can be translated to a standard 
optimization model such as an Optimization Programming Language (OPL) model, 
which can be solved using an optimization solver such as IBM ILOG CPLEX. If the 
problem is feasible and valid, the optimal solution will provide actionable recommen-
dations to decision makers. For example, given certain production requirements, de-
termine process control parameters that minimize carbon emissions within a given 
cost, or minimize cost within given emission bounds. Optimization can combine with 
simulation in case where the optimization problem representation does not take into 
account all the detailed factors of real life operations.   

The implementation step can proceed as before except with the benefit of results of 
models the team would have a higher level of confidence and comfort.  Similar to the 
recommendation by Smith and Ball (2012), the implementation effort will gain from 
use of standard project management techniques.  Once the implementation is com-
plete, the next iteration of improvement can be initiated with the high level analysis. 

6 Conclusion 

This paper described a model based continuous improvement (MBCI) methodology 
that can be utilized by manufacturers for supporting their movement towards im-
proved sustainability.  The model based nature of the methodology allows manufac-
turers to evaluate alternative approaches in virtual mode, i.e., using computer models, 
and this provides a more efficient approach than the traditional plan-do-check-act 
improvement cycle.  The efficiency comes from avoiding the time and expense of a 
real life pilot of a selected alternative for its evaluation and instead allowing evalua-
tion of multiple alternatives via rapid modeling.  The paper also proposed a frame-
work for Sustainability Modeling and Optimization to provide an integrated set of 
capabilities for modeling and optimization of manufacturing systems.   The paper 
further discussed how the implementation of the MBCI methodology can be enabled 
by the framework. 

7 Disclaimer 

A number of software products are identified in context in this paper.  This does not 
imply a recommendation or endorsement of the software products by the authors or 
NIST, nor does it imply that such software products are necessarily the best available 
for the purpose. 
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Abstract. Modern day manufacturing is required to respond to many facets of 
dynamic change including consumer and technological trending, increasing le-
vels of legislation, fluctuation of competitor market strategy and total available 
market based on domestic and international trading conditions amongst others. 
High up on the supply chain agenda and a topic of continually increasing im-
portance is energy efficiency. This paper presents an information reporting ser-
vice framework for gate-to-gate1 (G2G) process-to-energy2 (P2E) metrics. Our 
use case focuses on obtaining energy performance information associated with 
welding robots used in assembly process.  

Keywords: sustainable manufacturing, automotive, assembly, energy, metrics, 
reporting.  

1 Introduction 

This paper builds upon advances in research within resource efficiency assessments 
and energy metrics for product assembly process and equipment. We introduce an 
information service framework focused on enabling fine grained reporting of energy 
efficiency from G2G processes within a product assembly plant. The novel aspects of 
our approach lie in facilitation of ontology development for the manufacturing do-
main and integration of information between processes and components, enabling 
capturing of energy metrics. In this paper, we use welding robots as a demonstrative 
example to illustrate the information service framework. Welding is a process which 
is energy intensive involving melting joining metals. Manufacturing processes typi-
cally involve many robots and they can be used for multiple welding or other assem-
bly activities, each of which would require varying degrees of energy usage. We  
highlight the Hybrid Laser GMAW (Gas Metal Arc Welding) activity as one involv-
ing a considerable amount of energy usage and therefore well suited for P2E analysis 
and reporting of energy metrics. This application scenario is both difficult to monitor 

                                                           
* Corresponding author. 
1 G2G is defined as one particular variant within manufacturing life-cycle assessment, looking 

at only the factory level processes in the production chain [6]. 
2 P2E metrics refer to energy properties and values associated with the physical G2G processes.  
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and challenging to infer energy efficiency from, and thus presents an excellent area to 
study in an attempt to drive information integration within a product assembly plant. 

2 Utilizing Integration of Process Information as an Energy 
Efficiency Improvement Mechanism  

Fundamentally, sustainable manufacturing promotes the use of value-added processes 
and integration of design and process controls into intelligent manufacturing opera-
tions. In this context, integration of process information across the supply chain is a 
key factor in improving manufacturing energy metrics. 

A growing amount of comprehensive product assembly literature acts as a direct 
knowledge base for us to utilize in an attempt to assimilate G2G energy consumption 
to output data which can be used within energy efficiency improvement. 

2.1 Formal Representation of Gate-to-Gate Manufacturing and Assembly 
Knowledge Sources 

The core focus of addressing energy efficiency has now shifted to industry driven 
reporting models involving the computation of G2G energy efficiency at various le-
vels of the product assembly processes. By addressing energy consumption at G2G 
processes we can “…measure, monitor, and improve energy and material efficiency 
across …production networks [6].” One of the key tasks is to integrate information 
from separate physical entities within the product assembly process. The basic issue is 
to find common characteristics among the processes as complex queries cannot be 
answered by any single data source alone. Table 1 enlists examples of equipment(s) 
and/or process(es) (with physical entities relating to welding shown in bold.) with the 
intention of building relationships between equipment and/or components.  

Table 1. Common characteristics between assembly process data sources 

Equipment/Process Name Equipment/Process Characteristics 
Product Assembly Process Assembly of components: Tasks involve  parts 

fitting, joining, etc. and related sub processes  
Joining Process An aspect of the product assembly process for 

joining-specific parts: Tasks involve adhesives 
bonding, welding, mechanical fastening, etc.  

Material Handling Equipment Moving materials and components within a plant: 
Equipment includes materials handling and other 
robots, belt/roller conveyors, chutes, etc. 

Automobile Manufacturing 
Process 

Vehicle Body Production:  Tasks include paint-
ing, fitting and trimming, door assembly, etc. 
Chassis Production: Tasks include under carriage 
assembly, frame assembly, etc. 
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We adopt a formal methodology for developing a (machine processable) represen-
tation of the above equipment/process domains with the purpose of enabling infe-
rence. In this study, individual ontology is constructed based on observation of an 
automotive assembly plant and from relevant literature sources [1-6]. We use Protégé3 
to develop ontological representations of the knowledge sources (from Table 1), 
building a graph structure which links resources to properties. As an example, Figure 
1 shows the class associations for the automobile assembly ontology for representing 
the automobile manufacturing process as described in Table 1.  

 

Fig. 1. Automobile Assembly Ontology Class and Properties 

The ontology development process involves identifying the natural hierarchical 
structure found within (e.g. automobile) production line assembly. Figure 1 represents 
one of many domain ontologies developed where individual elements at each level 
represent physical ‘things’. Predicate relationships (linkages) are introduced to make 
physical connections between elements hence exposing relationships between manu-
facturing components. Figure 2 depicts an ontology development process which semi-
automates partial aggregation and persistence of the target knowledge sources as  
ontology graphs. Existing knowledge sources, such as the equipment and processes 
identified in Table 1, are first run through a content transformation process imple-
mented using Apache Any234. As existing process and equipment domain informa-
tion is heterogeneous in nature, it is essential to first identify the content MIMEType5. 
The information is then validated and useful content (such as specific names, types of 
equipment and processes) extracted. It is then further filtered to remove discrepancies 
and unwanted relationships. Finally, the RDF/XML data are serialized in triples for-
mat for persistent storage in Fuseki6 and for queries using SPARQL7. It should be 
                                                           
3 http://protege.stanford.edu 
4 http://any23.apache.org 
5 http://www.iana.org/assignments/media-types 
6 http://jena.apache.org 
7 http://www.w3.org/TR/rdf-sparql-query/ 
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noted that we transform knowledge sources to the RDF/XML format not because it is 
the only solution, but because it gives structure to both the representation, and retriev-
al of information within the target domain.  It should further be noted that the gener-
ated RDF/XML8 streams still require some degree of human quality assessment and 
control such as checking for missing, incorrect and/or inconsistent relationships.  
Triples relations (as illustrated in the description of Figure 4 as the result of the query 
in Figure 3) can be produced using the development process in Figure 2.  

 

Fig. 2. Aggregation and Representation of Product Assembly Equipment and Process  
Knowledge Sources 

2.2 Linking Product Assembly Processes and Equipment with Energy 
Consumption Metrics 

As well as making clear internal associative relationships between elements from 
within a single knowledge domain, we also leverage the ability to associate elements 
between domains. For example if we consider that welding (as a parent process in-
cluding many sub processes) is most commonly associated with the assembly process 
domain, we can associate welding with elements within the joining process domain 
such as specific welding techniques (Hybrid Laser GMAW), or particular manufactur-
ing processes such as body panel or chassis under carriage assembly from within the 
automobile manufacturing domain. We adopt a methodology, referred to as the open 
world assumption 9  (where everything relates to everything else unless explicitly 
stated not to). This greatly enhances the possible integration, sharing and integration 
of knowledge within G2G activities.  

We use energy efficiency calculation methods and deploy them as services which 
can be instantiated depending directly upon the output of queries we can now execute 
over the underlying data within Fuseki. The next section explores example structured 
queries which can be executed over the RDF/XML data providing detail on the  

                                                           
8 http://www.w3.org/TR/rdf-syntax-grammar/ 
9 http://bit.ly/134dYCj 
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powerful and verbose granularity relating to G2G process energy metrics which can 
be obtained by carefully crafted queries. 

2.3 Querying Assembly Process Ontology/Information Resources 

It is logical to assume that the calculation relating to energy metrics will also change 
based on user requirements, consequently affecting varying process artifacts and 
manufacturing equipment. Subsequently it becomes extremely important that the 
underlying ontologies persisted within Fuseki are rich in both property associations 
and data type values which can in turn be used as input for the calculations. Addition-
al examples of data associated with equipment may include “U – The Voltage of weld-
ing power source (Volts)”, “I – Peak current in welding power source (Amps)”,  
“Ϫta - arc time (sec)”, etc. SPARQL 1.1 Query Language provides many useful me-
chanisms for executing queries to obtain results that are expressive and sufficient to 
be used as input parameters for the energy calculators.  

The DESCRIBE query is an informative query mechanism which returns a single 
result RDF graph containing RDF data about resources. This suits many requirements 
within our example application as extremely verbose results can be obtained enabling 
us to manipulate and structure them as input for the calculators. The following exam-
ple shown in Figure 3 asks the query service to describe any instance of a single  
MaterialsHandlingEquipment variable, which matches the following criteria: 

• it is a subclass of a welding robot equipment, and 
• executes welding as a process, and 
• executes Hybrid Laser GMAW as a specific joining process, and 
• is involved in the body panel manufacturing process. 

 

Fig. 3. A SPARQL query describing the Hybrid Laser GMAW process 

Dependent upon how comprehensively annotated the underlying ontology graph 
is, we receive varying resource description results (which in this case) relate to a Hy-
brid Laser GMAW robot including a long list of accompanying sub components, their 
data properties and relations. Figure 4 shows a snippet of the results for the query 
presented in Figure 3. (Note that the results have been summarized. Typically result 
streams contain many resources.) 
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Fig. 4. A snippet taken from extensive output from a DESCRIBE SPARQL query 

An example of triples semantics from the query result can be seen in Figure 4. The 
result snippet in Figure 4 explains that the single MaterialsHandlingEquipment varia-
ble requested within the query is a Hybrid Laser GMAW Robot, whose parent is 
Welding Robot, and has a comment “A robot laser welding system consists of a ser-
vo…”, and within the RDF/XML ontology it was obtained from “is of” type Class.  

3 Information Service Framework for Gate-to-Gate  
Process-to-Energy Reporting 

This section details the information service framework, consolidating the ontology, 
knowledge and resources (such as calculation methods) into a comprehensive user-
oriented workflow. On the left of Figure 5 (in the blue area), Users are presented with 
a query form where they are required to submit stored structured SPARQL queries to 
initialize the reporting framework. In addition to browser oriented interaction, the 
framework also supports SRARQL Over HTTP (SOH), a server independent, 
SPARQL 1.1 compliant protocol offered to systems (such as Fuseki) with HTTP 
access. Finally, we provide a SPARQL endpoint which can be consumed by other 
HTTP clients. Moving clockwise, requests are sent to an HTTP servlet contained 
within a communication layer, which coordinates Fuseki queries and responses. Upon 
processing the query, Fuseki sends a result stream back to the HTTP servlet as an 
object containing n fields directly dependent upon the result of the DESCRIBE query 
(e.g. Figures 3 and 4). Again moving clockwise, the result stream is then read into 
another servlet which, based upon the particular input parameters, coordinates the 
appropriate communication to the energy calculators which take the form of (web) 
services (shown in powder blue). Services are executed on the basis of parameters 
being present in the results stream, with the returned data (post calculation) being 
numeric in nature and representing various energy efficiency criteria. Figure 5 shows 
both an overview of the framework as well as examples of the consumable services 
made available through the calculations such as required energy, processing energy 
lost, unit equipment energy efficiency, theoretically required energy, amongst others. 
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Fig. 5. An Information Reporting Web Service Framework for Integration of G2G P2E Data 

The numeric output is communicated back to the web servlet before being sent to 
the reporting layer (red) where aggregation, sorting and processing occurs. Finally a 
reporting manager formats and presents reports as consumable PDF’s using the popu-
lar Apache PDFBox10.  

4 Summary and Discussion 

In this paper we present an information service framework for G2G P2E reporting, 
with illustrative examples for automobile assembly processes. The work builds upon 
extensive prior research from within the field [1-6] to establish resource efficiency 
assessments and energy metrics for product assembly processes and equipment. In 
essence, the novelty of energy metrics reporting in this manner is facilitated by an 
ontology development methodology based on integration of heterogeneous informa-
tion. Building on our representation methodology, we present an example of the 
framework execution relating specifically to energy reporting for the Hybrid Laser 
GMAW process. This example exposes an architectural overview of our framework 
as well as a simple functional implementation. We indicate how in the future our 
framework can be adapted to advance the inference of equipment and process energy 
efficiency based on improved reporting of energy metrics. 

P2E reporting is a concept which has seen a lot of interest as we strive to infer more 
from energy metrics relating to G2G product manufacturing equipment and assembly 
processes. It is widely recognized that plethora of data relating to many domains is 
both widely available and that it can and should be used to drive energy efficiency 
across such domains. Structuring of manufacturing data and inter-domain information 
integration not only offers the ability to execute federated queries relating to process 

                                                           
10 http://pdfbox.apache.org 
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and equipment knowledge from heterogeneous sources, but also provides enhanced 
opportunity to drive information integration within the manufacturing assembly 
processes and supply chain. It is important for sustainable manufacturing to move 
towards making better use of fine grained reporting mechanisms in an effort to im-
prove process and equipment energy efficiency. It should also be noted that there is 
significant benefit to receive direction from the industry on better reporting tools such 
as energy calculators, performance metrics and benchmarking statistics, etc. for as-
sessing performance within supply chain and manufacturing as a whole. The automo-
bile manufacturing industry has seen promising progress in these areas, however 
transparent reporting technologies should be further embraced.  
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Abstract. This paper has introduced the status of retired home appliances reverse 
logistics industry in China , elaborated the key technologies which need to be 
focused on to enhance the development level of reverse logistics industry, 
including product   life cycle information tracing technology , retired product 
quality detection technology , inventory optimization control technology, to 
build efficient reverse logistics information system and lead the industry to 
develop in the direction of informationization and standardization. 

Keywords: retired appliance, reverse logistics, development trends. 

1 Introduction 

China is the world's biggest home appliance manufacturing country, has a huge number 
of home appliances ownership. According to data from the National Bureau of 
Statistics, our country's social ownership of TV sets, refrigerators, air conditioners, 
washing machines, computers reached 1.5 billion units in 2011. Faster product 
replacement product life cycle has been reduced each year due to end-of-life , out of 
substandard products returned loss is growing at a phenomenal rate. Because of the 
faster product update speed, shorter product life cycle, the loss caused by discarded, 
obsolete, unqualified products return is growing at an alarming rate each year.On the 
other hand, as people's environmental awareness is growing, the government  began to 
require manufacturers to be responsible for the whole process of the product life cycle 
with legislation, especially in the recycling of waste product.“Waste electrical and 
electronic product recycling management regulation ” has formally implemented from 
the year of 2011, this regulation improves the threshold of waste electrical and 
electronic products industry, makes the responsibilities of production enterprise , sales 
enterprise , recycling enterprise, handling enterprise clear. The implementation of this 
regulation has the significance of the milestone type on the development of  
the recycling of waste electrical and electronic products industry. Reverse logistics  
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is still a new industry in China, but it can reduce costs, improve the economic efficiency 
of enterprises, enhance their competitive advantage, improve the living environment of 
mankind, promote sustainable development, these advantages has attracted the 
attention of enterprises , so the retired home appliances reverse logistics industry has 
developed rapidly [1] . 

2 The Development Status of Reverse Logistics Technology  

The research for retired home appliances reverse logistics in china focuses on the 
following aspects: [2] (1)reverse logistics network design research, which mainly 
studies network structure characteristics and the construction of model of reverse 
logistics ; (2)inventory control and management research, which discusses how to the 
process inventory management of recycled products efficiently and economically ; (3) 
the effective application of forecasting and decision technology in reverse logistics 
research ,which discusses effective treatment of forecasting and decision technology on 
uncertainty ,complexity and other factors which exist in the reverse logistics; (4) 
reverse Logistics Information System research , which analyses the structural 
characteristics of the reverse logistics system, studies the building of reverse logistics 
information system. 

Above research is basically limited to the theoretical level of mathematical 
modeling. As for how discarded home appliances characterize, identify and trace the 
full life cycle information, and how to realize the quality inspection and judgment of 
retired appliances quickly, to supervise the recycling process effectively, to build 
reverse logistics management information system are still a lack of systematic research. 

2.1 The Classification and Labeling of Product  

Due to the models, specifications of home appliance products circulating on the market 
are different at present, if just only trace the information of retired home appliances, it 
is more cumbersome, so the relevant government departments should study and define 
the encoding rules in the design, using and maintenance and other stages of the life 
cycle of home appliances, establish a special classification and coding system. 

2.2 Recovery and Inventory 

At present, the waste home appliances recycling channels are still not perfect, which 
can be divided into three categories: First, the individual small traders purchase from 
door to door or at street, which is the most common way to recovery; Second, the home 
appliances flea market or sales, recycling enterprises purchase and recover, including 
the successful home appliances enterprise's recovery; Third, organs and institutions 
trade unified, but this is a very small proportion. It should be based on the existing 
home appliances products (refrigerators, air conditioners, televisions, computers, 
washing machines) sales logistics platform and multidimensional recycling (contains a 
variety of recycled sources, such as scrap, return, fund management, etc.) network 
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system to analyze the characteristics of reverse logistics in different ways, to determine 
the basic operation mode and technical requirements of reverse logistics. 

Due to the connection and operation of reverse logistics is uncertain, it should build 
reverse logistics inventory control model which is suitable for home appliance 
recycling enterprise. First, considering the time and space factors impact on the overall 
cost of recycling , the analysis of the quantity drive and  time drive mechanism  in the 
recycling enterprise inventory management under the environment of uncertainty 
sources of quantity and quality . Second , as the demand of home appliance  is fuzzy in 
the reverse logistics , it should through the analysis of the distribution processes of key 
materials, establishing fuzzy environment multicycle inventory control model , 
proposing inventory control strategy of the manufacturing enterprises under different 
conditions , to achieve effective coordination of inventory materials in reverse logistics 
system between the main enterprise. [3] 

2.3 Dismantling 

To improve the enterprises’ efficiency of dismantling, it should accord to the national 
retirement products, key product disassembly information label specification, to 
develop the monitoring and control system of information collection system and 
dismantling process, to realize the identification,  collection and data analysis of the 
EX-warehouse and warehouse information of outbound products and inventory 
products, real-time tracking of enterprise internal operation, to provide technical means 
for government regulation. 

Combining with the status , and under scientific planning, to promote the area 
construction of facilities for central treatment of waste electric and electronic products, 
improve the standardization processing capacity, site selection should be coordinated 
the planning of urban development, environmental protection, land and so on, should 
straighten out the dismantling households, sorting and dismantling field and other 
non-standard processing units, enter the centralized treatment plant which is planed and 
built by government within a definite time, implement unified management. [4] 

2.4 Remanufacturing 

China is home appliance consumption and production power country, electric and 
electronic products resources consumption of which is larger. Remanufacturing is 
refers to through the necessary disassembly, such as repair and replacement of parts, to 
recover the waste products such as the new process, which can effectively realize the 
recycling of resources, reduce unnecessary waste. Faced with limited resources and 
waste disposal capacity, remanufacturing as a senior form of product recycling, can 
effectively achieve the comprehensive target of optimization utilization of resources, 
environmental protection and economic sustainable development, has attached great 
importance to by the government and enterprises, become one of the most effective 
way to realize sustainable development.[5] 
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3 Policy and Measure 

China has carried out the law of “Cleaner Production Promotion Law of the People's 
Republic of China”, according to the Decree 551 of the State Council of the People's 
Republic of China, since January 1, 2011, “The Management Regulations of recycling 
of waste electrical and electronic products”, has also went into effect. 

Guangdong Province for example, by the end of 2015, we forecast that the 
institutional mechanisms of recycling of waste electrical and electronic products in 
Guangdong Province are basically perfect, the construction of enterprises with 
centralized treatment of the four areas, such as the Pearl River Delta, Eastern 
Guangdong, Western Guangdong, Northern Guangdong, etc. The recycling network 
and unified norms regulatory system which covers urban and rural are basically 
established. [6] 

Guangdong Province has carried out some specific measures as follows: 

1. Focus on strengthening the layout guide, and to build a large-scale centralized 
processing system, and to promote the cleaner production. 

Implement national policies related to subsidies, improve the subsidy audit 
procedures, and transfer on time the subsidy funds, to speed up dismantling company 
capital return. Implement the preferential policies of corporate income tax of the 
comprehensive utilization of resources; provide the processing enterprises tax 
incentives of the operating income in accordance with the regulations. 

Promote the use of recycling technology recommended by “China Resources 
Comprehensive Utilization Technology Policy”, encourage the waste electrical and 
electronic products processing enterprises to adopt advanced technology and 
equipment, and conduct the upgrading of technological improvements and dismantling 
production line. Pursue the cleaner production audits; increase the resource recycling 
efficiency and the level of environmental pollution prevention and treatment, to build a 
cleaner production and park. Construct the renewable resources comprehensive 
utilization information Center, Technology Center, and Key Laboratory in each 
province, actively organize the development and application of the dismantling of 
waste electrical and electronic products and the new processes, new technology, new 
equipment of Pollution prevention. 

2. Depending on the construction of network, to build industrialized recycling system 
and to encourage resource utilization. 

Establish a network which covers the communication and exchange of province-wide 
waste electrical and electronic product recycling information, for the convenience of 
strengthening the exchange and feedback of information between enterprises. 
Authorities, organizations and enterprises should inform specific recycling enterprises 
of fixed asset retirement details, ensuring that electrical and electronic products can be 
delivered uniformly to qualified enterprises for its recycling and dismantling. 

Support Waste electric and electronic products processing enterprises to establish 
cooperation with manufacturing enterprises, importers, distributors and recycling 
enterprises, in an endeavor to jointly build a recycling industry chain between the 
upstream and downstream industries on the manufacturing, recycling , processing, and 
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utilization of electrical and electronic products. Through the ordered links of the 
industry chain and the construction of renewable resources utilization system, improve 
the rate and levels of resource recovery. 

3. By means of strengthening the supervision and management, improve and 
standardize the unified regulatory system, to ensure the harmlessness. 

Strengthen and standardize the management of channels of recycling and circulation 
of waste electrical and electronic products, and gradually establish a unified and 
standardized, fair and orderly recycling and circulation order, with clear division. 
Establish the system of evidence record, filing, registration and management for the 
waste electrical and electronic product recycling, in order to regulate the auditing of 
amount of recycling and processing and the fund subsidy program. 

Strictly supervise the recycling, transportation ,storage and dismantling processes of 
waste electrical and electronic products, standardize the environmental behavior  
of dismantling and recycling process of waste electrical and electronic products. 
Crushing and sorting components, parts with toxic and hazardous substances should be 
conducted in the closed facilities. Waste gas, dust and other pollutants should be 
collected and purified , to ensure that it reaches the discharge standards. 

4 Summary 

The benign development of reverse logistics of waste electrical and electronic product 
has caused great attention of the national, so individuals, enterprises , and government 
need to cooperate . Recycling and re-manufacturing not only reduces the cost of home 
appliances, but also solves the environmental problems caused by the accumulation of 
dangerous dismantling .It has an extremely important significance for the sustainable 
development of the economy. [7] In the technical method of reverse logistics 
applications, RFID and smart inventory have broad prospects, so the environmental and 
economic value can be increased by enhancing the efforts of application. 
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Abstract. Warehousing, traditionally, is concerned only with the storage and 
distribution of products or work-in-process (WIP). However, the role of ware-
houses has evolved to also provide manufacturing, assembly, and other value-
added services. In that sense, warehouses and their operations play an important 
role in sustainable supply chain. However, sustainability improvement in ware-
housing has not been receiving much attention. This paper describes the moti-
vations to develop sustainability standards for warehousing and introduces an 
effort recently started by industry to develop these standards. The paper is a 
starting point to define uniform sustainability metrics, measurements, and 
guidelines for the warehouse industry. It discusses future development direc-
tions and existing works that can form the basis for expanding the warehousing 
sustainability standards. Although there are no specific metrics and guidelines 
for warehousing operations in the existing works, we discuss they may be the 
basis for further development of such warehousing sustainability standards.  

Keywords: Supply Chain, Sustainability, Warehousing, Logistics. 

1 Motivation 

Sustainability improvement in warehousing has not been receiving much attention in 
spite of significant interests to increase efficiencies and sustainability of supply chain 
logistics1. However, there are reasons to pay more attention to this area of industrial 
activity. This section describes the reasons from the economic, operational, and sus-
tainability perspectives. 

1.1 Economic Perspective 

Warehousing plays an important role in supply chain from the economic perspective. 
According to [1], supply chain logistics, which comprise inbound and outbound  

                                                           
1 Supply chain logistics is a subfield of the supply chain management and refers to supply 

chain operations that deal with the storage, distribution, and transportation of product and 
work-in-process. Warehousing in turn is commonly known among supply chain practitioners 
as a kind of operations dealing primarily with storage and distribution; however, warehousing 
has evolved to also provide manufacturing, assembly, and other value-added services. 
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warehousing and transportation, account for more than $1.28 trillion or 8.5% of the 
2011 US GDP. In addition, [13-14] indicate that warehousing business alone was 
worth $120 billion in 2011 (roughly 10% of the total supply chain logistics). It is also 
the fastest growing segment of supply chain logistics industry. Since 1996, the com-
pound annual growth rate of the segment is at 10.3% while in 2011 it grew three times 
the US GDP growth [14]. 

Qualitatively, warehousing, as part of the supply chain, plays an important role as 
suggested by the survey of more than 700 CEOs conducted by Accenture and United 
Nation Global Compact in 2010. The survey data reported: “96% of the CEOs  
indicated that sustainability should be integrated into all aspects of strategy and  
operations while 88% of them singled out the supply chain as an area of specific  
importance” [6]. 

Studies have also suggested that supply chain sustainability performance im-
provements positively impact other business operations. These types of business op-
eration improvements have been described in the supply chain management study 
entitled “Why a Sustainable Supply Chain is Good Business” published by Accenture 
[6]. A joint study by five industry organizations also points out other promising as-
pects associated with sustainable supply chain management [7-8]. The study indicates 
that supply chain is a place where return-on-investment (ROI) on sustainability can be 
expected. The study also shows that organizations that engaged in sustainability with 
supply chain members saw a 21% increase in sustainable supply chain effectiveness. 

1.2 Operational Perspective 

Warehousing plays an important role in manufacturing from the operational perspec-
tive. This is evident from the fact that manufacturers, distributors, and retailers have 
shifted more activities to the warehouse [2]. According to [16], automotive, grocery, 
and high tech/computers industry have been using third-party warehousing service 
providers (or contract warehousing service providers) extensively. In addition,  
the Reinventing American Manufacturing report [27] identified the increase in dis-
tribution efficiency as one of the five key technology advances to transform US 
manufacturing.  

Traditionally, warehouses provide flexibility and agility in the supply chain by 
providing flexible spaces (pay-per-use) to store large buffers of inventory (with low 
turnover rate). In fact, warehouses play an even larger role in maintaining the flexibil-
ity and agility, as manufacturing cycle time reduces, product life cycle shortens, and 
product mix and customization increase. This is commonly known as logistics post-
ponement strategy [28]. According to studies in [2, 12], warehouses provide several 
value-added services including packaging, labeling, marking, testing, assembly, man-
ufacturing, maintenance, and recycling to name a few, in addition to simply storing 
and distributing product or WIP. These services or activities are better performed at 
the warehouse because it allows for parts (including packaging materials) and prod-
ucts to be more efficiently shipped and managed (e.g., it is more economical to first 
ship an unassembled product to warehouses at distribution points which then assem-
ble and ship to local customer as unassembled products typically use less shipping 
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In conclusion: Although sustainability improvements can benefit warehousing opera-
tions both from the economic and operational perspectives, there has been little effort 
so far to establish sustainability metrics, guidelines and practices for warehousing 
operation. The Sustainable Logistics Initiative (SLI) is a recently established industry 
initiative to address this void. The next section introduces SLI, which so far has de-
veloped a set of sustainability metrics and a software tool for sustainability characte-
rization. The following section reviews related supply chain sustainability efforts and 
discusses how their results may be used as the basis to expand SLI.   

2 Sustainable Logistics Initiative (SLI) 

Sustainable Logistics Initiative (SLI) is a sustainability program developed and admi-
nistered by the International Warehouse Logistics Association (IWLA) in conjunction 
with the Sustainable Supply Chain Foundation (SSCF), which acts as a third-party 
neutral verifier. The program enables IWLA warehousing service provider members 
to demonstrate to their customers and to the public that their facilities’ environmental 
efforts are helping to make the supply chain more sustainable [21-22]. The key driv-
ers for the SLI are: improving financial results, assisting the customer to meet sustai-
nability requirements, meeting request for proposal (RFP) sustainability criteria,  
demonstrating environmental stewardship as a responsible corporate citizen, and 
showing corporate pride for current and potential employees. SLI participants, 
through an independent verifier and a software tool, can use SLI metrics to establish 
each facility’s baseline and target sustainability performances for annual improve-
ment. SLI currently uses four environmental metrics (1 to 4 below) and two social 
responsibility metrics (5 and 6) as shown below.  

1. Electrical usage: Metric = KWH of electricity / sq.ft. / operational hours or FTE 
hours (annual) 

2. Recycling: Metric = annual lbs. or tons of paper, cardboard, plastic and wood 
packaging waste / sq.ft. 

3. Liquid Fuel Usage: Metric = annual propane BTUs used / number of forklift hours 
4. Water consumption: Metric = gallon / sq.ft. / FTE hours 
5. Employee Safety: Metric = OSHA 300 Total Recordable Incident Rate (TRIR) 
6. Community Service: Metric = facility community service participation 

IWLA and SSCF have shared interest to enrich SLI’s metrics and measurement capa-
bilities related to energy and material consumptions. Possible enrichments include 
additional energy and material performance metrics, their measurement guidelines, 
and performance improvement best practices. Such enrichments are critical to the 
environment and bottom lines of warehousing companies and their supply chain part-
ners. Next section discusses possible development directions and existing works that 
can be the basis for such developments. 
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3 Directions for Warehousing Sustainability Standards 
Development  

3.1 Develop Warehousing-Specific Energy Management Guidelines 

Warehousing-specific energy management guidelines can be developed based on the 
ISO 50000 series2 of standards [9-11].  ISO 50001 defines basic terminology and a 
plan-do-check-act procedure for managing energy performance in an organization. 
ISO 50006 provides a guideline for specifying performance indicators, data collection 
methods, measurement time period, and energy measurement baseline. ISO 50015, 
currently in committee draft stage, specifies the verification and validation guidelines 
for energy performance measurement. In other words, ISO 50000 series is a horizon-
tal/industry-neutral standard, and each industry or organization needs to come up with 
its own specifics. For example, no specific metrics, e.g., for warehousing operations, 
are identified in these standards. In addition, specific guidelines for setting and nor-
malizing performance baselines over a period of operation are needed for different 
types of warehouses performing different operations over different periods. Such 
guidelines provide the implementable details for the routine and non-routine adjust-
ments - two important concepts defined in ISO 50015 that are necessary for an  
effective energy performance improvement program. These guidelines can also be 
extended to cover other types of resources, such as material and water. 

3.2 Develop New Metrics 

The repository of sustainable manufacturing indicators (SMIR) created at the National 
Institute of Standards and Technology (NIST) [17] is a useful resource to expand the 
SLI metrics. It documents sustainability indicators3 for various types of resources 
from various industries. For example, a recent discussion with IWLA members has 
indicated that natural gas should also be considered as part of the energy consumption 
metrics. To address this requirement, more precise metrics than those currently de-
fined in SLI could be developed based on the energy intensity indicator documented 
in SMIR. The energy intensity indicator allows the respective metric to consider all 
energy types consumed. SMIR includes over one hundred and thirty indicators cover-
ing five categories: environmental stewardship, economic growth, social well-being, 
technological advancement, and performance management. It is a reference resource 
when expanding the coverage of SLI metrics. 

                                                           
2 ISO 14000 series provide similar information for environmental management system.  
3 Term ‘indicator’ can be viewed as more general/abstract than the term ‘metrics’. For example, 

energy intensity indicator refers to a kind or collection of sustainability performance mea-
surement. On the other hand, energy intensity metrics refers to a sustainability performance 
measure that is specific, e.g., to car manufacturing (an energy intensity metrics maybe 
BTU/per car), a warehousing operation (an energy intensity metrics maybe as defined in #1 in 
section 2).  
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3.3 Develop Industry Benchmarks 

Sustainability metrics typically only allow for internal benchmarking of sustainability 
performances over different periods of time or different internal facilities. External 
benchmarking between companies allow for companies to determine how they per-
form as compared to peers. Companies can use the benchmarking outcomes to decide 
whether and where to invest in sustainability improvements. However, data privacy is 
typically a concern. Approaches used in the EPA Energy STAR programs for automo-
tive assembly plants and for warehouses can be the basis for cross-facility ben-
chmarking [19-20]. However, the Energy STAR for warehouses characterize  
warehouses as buildings (as opposed to manufacturing plants) and only categorizes 
warehouses into dry vs. refrigerated [18, 20]. As we discussed earlier, warehouses are 
involved in a wide variety of activities. Hence, the current characterization and cate-
gorization may be insufficient. Further studies about warehouse characteristics to 
categorize them into comparable groups and to identify independent, predictive va-
riables are necessary.  

The Automotive Industry Action Group (AIAG) also has an ongoing project to ap-
ply the Energy STAR methods to different kinds of automotive manufacturing plants. 
These plants, such as engines, transmission, and even part manufacturing plants, are 
heterogeneous in their activities similar to those of warehouses. Lessons learned from 
this effort will be leveraged within the SLI. 

3.4 Develop Theoretical Minimum Quantification Model 

Current practices and guidelines for energy management and other sustainability 
management, such as in ISO 50000 series, only establish baselines and identify op-
portunities for performance improvements based on energy consumption within a 
particular time period. The assumption is that areas with high energy consumption 
provide greater opportunity for energy performance improvement. However, this is 
not an energy saving opportunity in an absolute value, because in the area where both 
the energy consumption and energy efficiency are high, the opportunity for improve-
ment is, indeed, low. A better indicator for an energy performance improvement op-
portunity is the energy efficiency. To quantify the energy efficiency of a warehousing 
operation or process, it is necessary to develop a theoretical minimum energy quanti-
fication model for the activity or process. Cullen et al. [24] is an exemplary effort 
which utilized the notion of theoretical minimum to reduce energy consumption in 
steel and aluminum supply chains. Theoretical minimum may be established coarsely 
at the facility level as well as more specific at the process level. With theoretical mi-
nimums, companies can identify a gap with their actual consumption. Large gaps may 
indicate leaks/wastes or poor performance of equipment or systems. Best practice 
guidelines can be adopted from the energy efficiency measures identified in [25] or 
developed to minimize those gaps. 

3.5 Connect with Other Nodes in the Supply Chain   

The EPA SMARTWay program assists and encourages fuel efficiency and emission 
reduction specifically in freight companies [23]. The program provides tools to support 
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three freight company roles in the supply chain: the shipper, carrier, and logistics pro-
vider. Because the tools connect the fuel efficiency data from one role to another, they 
allow companies in each role to choose partners based on their efficiency data. Since 
the tools only consider transportation, SLI may add a warehousing provider tool to 
include energy efficiency related to warehousing operations. With such addition, ware-
housing customers who use the SMARTWay tool can more conveniently and com-
pletely quantify and optimize the energy performance of their supply chain logistics.  

4 Conclusion and Remarks 

Warehouses and their operations are expanding as they are asked to increasingly per-
form value-added services to help customers reduce costs and increase agility and 
responsiveness.  Therefore, they play an increasingly significant role in improving 
the manufacturing and supply chain sustainability. Sustainability performance  
metrics, associated measurement guidelines, and sustainability improvement best 
practices should be developed in order to effectively improve sustainability. The 
warehouse industry has started such development that resulted in an initial set of me-
trics and a sustainability characterization tool. Further developments are necessary so 
that sustainability improvements can be realized in both large and small warehouses 
and deliver impact across the industry. To that end, this paper has outlined further 
directions in which the warehouse industry can pursue in conjunction with the SLI. . 
In addition, existing standards and approaches related to sustainability management, 
metrics, and guidelines that can form the basis for such further development direc-
tions have been provided. Although there are no specific metrics and guidelines for 
warehousing operations, these existing efforts have been found to be potentially use-
ful resources.  

Acknowledgement. The authors wish to thank Dr. Serm Kulvatunyou at the National 
Institute of Standards and Technology (NIST) who provided valuable new ideas and 
insights into a number of related activities and existing works in the supply chain 
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Abstract. Modern manufacturing facilities waste various energy
savings opportunities (ESO) and lack proper performance indicators to
measure energy efficiency on the production line. The ESO is an opportu-
nity window calculated from on-line production data, such as production
count, machine downtime records, buffer levels, and machine idle status,
allowing certain machines to be turned off for energy savings without
negatively affecting throughput. New energy efficiency performance in-
dicators are presented that use real time production data to identify
the least energy efficiency machine on the line. The energy savings op-
portunity strategy utilizes the Energy Efficiency Performance Indicators
(EEPI) to take the opportunity window for the least energy efficient ma-
chine at opportune times, allowing for improvements to be made to the
machine, increasing the overall energy efficiency of the line.

Keywords: Energy Savings Opportunities, Energy Efficiency Perfor-
mance Indicators.

1 Introduction

With escalating fuel prices and increasing global competition, manufacturing
companies are seeking methods to cut costs in any way possible. There are
many opportunities to reduce costs in the energy consumption of the facility.
These companies are searching for a way to reduce energy cost without sacrific-
ing quality or affecting the yield of their products. The energy consumption in
the industrial sector has almost doubled in the past 60 years and accounts for
about one-half of the world’s total energy consumption [1,2]. In the US alone, the
industrial sector spent over $100 billion in energy costs [3] and was responsible
for approximately 34% of all energy consumed in 2006. In a typical manufac-
turing plant, the largest source of energy consumption is the production system
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where 67% of the total energy cost is attributed to the production process [4].
Being the center of a manufacturing system, production operation directly im-
pacts energy distribution within the manufacturing environment as a whole. The
dynamics of the energy demand, largely determines the total energy cost, since
the cost of energy (e.g., electricity) actually varies minute-by-minute depending
on demand and peak power.

There are few studies that address factory floor planning while considering
energy saving opportunities [5-8]. Previous work into this topic has been severely
limited with most work focusing on maintaining the quality of the product and
the desired productivity while neglecting the energy saving potential. These
methods treat the energy consumption as an additional cost term for an opti-
mization problem or the consumption is analyzed as a result of high level decision
making and scheduling. The energy consumption is considered a byproduct of
the production system and not a main driver in the decision process on the fac-
tory floor or the control scheme of the overall system.

Some existing methods, such as the energy treasure hunt developed at GE
[9] focused on developing weekend and daily shutdown plans, and managing
the leak tag program. Such program is mainly based on non-operation obvious
waste, requires expert knowledge on the part of the inspector, and is a ”trial and
error” manual procedure. There is still a lack of integrated systematic control
methodology to drive overall effective energy savings.

One main obstacle in providing an integrated systematic control scheme is
the lack of appropriate performance indicators for the facility. While many com-
panies are able to provide key performance indicators (KPI) for a plant, these
indicators do not properly address the problem areas on the floor [10-11]. These
indicators normally single out the machine with the most energy usage, however
this machine may not necessarily be the key issue in terms of energy inefficiency.
This is due to the nonlinearity of the production system, which makes it difficult
to quantify the impact of individual downtime incidents on the entire operation.
The machine center with the most energy usage may not be the least energy
efficient machine because of the effects of downtime effects from other machines.

This paper develops and implements new Energy Efficient Performance In-
dicators (EEPI) that incorporate energy usage from all facets of the manufac-
turing floor and the facility, and provide energy saving opportunity in real-time
production. The EEPI takes into account random downtime events on the man-
ufacturing floor and will allocate the energy usage into two separate categories
based on permanent production loss and the lack of synchronization on the floor.
This allows the identification of the process that is the most energy inefficient.
In addition, the ESO will be applied to save energy and reduce the peak energy
consumption so as to reduce overall cost.

The rest of the paper is structured as follows. In section 2 we present back-
ground and assumptions. We discuss the energy efficiency performance indicators
in Section 3. Section 4 provides simulation studies of the energy opportunities.
We dissect the results and provide conclusions and future work in Section 5.
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2 Assumptions and Background

This papers utilizes continuous flow models as seen in Figure (1) [12-14]. The
continuous flow model will treat the quantity of jobs in the buffer as varying
continuously from zero to the capacity of the buffer as opposed to integer steps.
This is done for ease of analysis. The actual system dynamics are not affected
by this assumption regardless if the system is continuous or discrete [15,16]. For
the serial production line as seen above, we can make the following assumptions:

1. Each station Si has a constant rated speed equal to 1
Tm

, where Tm is the cycle
time of the station. A station will run at its rated speed if it is operational
and is neither starved nor blocked.

2. A machine is starved if it is operational and its upstream buffer is empty.
3. A machine is blocked if it is operational and its downstream buffer is full.
4. The first machine, S1, is never starved and the last machine, SM , is never

blocked.
5. Each Buffer B2, B3, ..., BM have a finite capacity. B2, B3, ..., BM denotes the

maximum capacity of the buffer.
6. SM∗ = argminm=1,...M

1
Tm

is unique.
7. W is the actual energy consumption for the production system.
8. The total rated power consumption of the line is P = P1 + P2+, ..., PM .
9. d∗i = The opportunity window of machine i [17-19].

Fig. 1. A Serial Production Line with M Machines and M-1 Buffers

3 Energy Efficiency Performance Indicators

For the development of the Energy Efficiency Performance Indicators, we must
first introduce an energy baseline for the factory. The first step in this process
if to define the overall production time of the manufacturing line. The entire
production line is dictated by the slowest machine in the system, S∗

m = 1/T ∗
m,

where T ∗
m is the cycle time of the slowest machine. If the production count of

the line is M , then we can define the overall production time as:

tp =
M

Sm∗
= M × Tm∗ . (1)

Knowing that this is the baseline, this means that the actual time it takes to
produce M parts will always be:

tr ≥ tp, (2)

where tr is the actual production time to produce M parts. We can now quantify
the energy consumption to a dynamic and static portion in the manufacturing
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process, and categorize the energy consumption in detail (production related and
unrelated). The dynamic part is attributed to random disruptions on the line,
while the static part is related to synchronization operation. The static part of
the energy consumption can be defined as W1, which can be seen in equation
(3):

W1 = W × tp
tr
. (3)

The dynamic portion of the energy consumption due to random downtime
events on the line is W2 and can be defined as:

W2 = W × tr − tp
tr

. (4)

As one can see the total energy consumption W1+W2 = W . The next step in
the process is to distribute the energy consumption at the machine level to aid
in developing the Energy Performance Indicator (EPI) for the entire line. The
portion of the energy consumption that is due to normal machine operation can
be estimated using the power rating of the individual machines. It is defined as
Wi,1:

Wi,1 = W1 × Pi

P
, (5)

where Pi is the power consumption of machine i and P is the rated power
consumption of the entire line. Next, we develop the portion of energy that is
wasted during permanent production loss, which is Wi,2. Permanent production
loss occurs when there is a downtime event, di, at machine i that is longer
than the opportunity window d∗i . This will cause the slowest machine to become
blocked or starved depending on the location of the down machine. Using this
knowledge, the formula for Wi,2 becomes:

Wi,2 = W2 × (di − d∗i )
Σ(di − d∗i )

. (6)

We can then use Wi,1 and Wi,2 to find the energy consumption per part at
each machine, ECPP :

ECPP =
Wi,1 +Wi,2

Mi
, (7)

where Mi is the production count of machine i. If we sum the ECPP for every
machine, this will give us the performance indicator for the production line,
which we will delineate as the energy performance indicator (EPIActual).

EPIActual =
M∑

i=1

Wi,1 +Wi,2

Mi
. (8)

When there is no energy waste the Wi,2 term goes to zero, which gives the
energy baseline, defined as EPIBaseline:
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EPIBaseline =

M∑

i=1

Wi,1

Mi
. (9)

As one can see as the production becomes very inefficient and Mi becomes
small, while Wi,1 and Wi,2 grow larger the EPIActual will grow larger than the
baseline. The larger the gap between the baseline and the EPIActual, and the
higher the EPIActual the less efficient the production line is performing.

However, the EPIActual cannot completely describe the energy efficiency of
individual machines. For example, certain machines may have to consume larger
energy than other machines, so it cannot be concluded that this machine is en-
ergy inefficient. The key is the proportion of the energy consumed in effectively
producing products. Therefore, an additional performance indicator is defined
as the Energy Efficiency Performance Indicator (EEPI). This performance in-
dicator for an individual machine is equal to:

EEPIi =
Wi,1

Wi,1 +Wi,2
. (10)

4 Case Studies

The production system for the case study is a 5 Machine 4 Buffer system (5M4B)
with maximum buffer contents of 18 parts for each buffer. The parameters of
the line can be seen in Table 1. The simulation time for this study is 168 hours
with an 8 hour warmup time

Table 1. Production Line Parameters

Parameter m1 m2 m3 m4 m5

CT (mins/part) 3 3 5 3 3
MTTR (mins) 37.5 37.5 0 37.5 37.5
MTBF (mins) 150 150 150 150 150
Efficiency (%) 80% 80% 100% 80% 80%
Power (kW) 500 500 100 500 500

4.1 Case 1: d = 0

The line is first run without any inserted opportunity windows. This will serve as
our base scenario without any energy efficiency control strategy. The EPIActual

for the entire line is calculated using the formula in equation (8) and can be seen
in Figure (2).

The solid line indicates the EPIBaseline, which is the energy consumption
without any permanent production loss, calculated from equation (9). The dashed
line represents the actual EPI for the entire manufacturing line. This case will
allow us to compare the following cases when we insert downtime events into the
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Fig. 2. EPI and EEPI with d = 0

production line. If the EPIActual is greater than this case then the production
line is less energy efficient than without any energy opportunity windows. If the
gap between the two is smaller than Case 1 then the line is more energy efficient.

To find the least energy efficient machine in the line, we utilize equation
(10), and plot the results in Figure (2). This indicates the energy efficiency for
individual machines since it takes into account the permanent production loss
at each machine due to random downtime events. In this case, machine 2 is the
least energy efficient machine as indicated by EEPI since downtime events at
machine 2 cause the slowest machine, machine 3, to become starved, therefore
causing permanent production loss. Machine 3 has an EEPI equal to 1.0 because
it has no random downtime events, any time not producing parts is due to the
other machines causing it to be blocked or starved.

4.2 Case 2: d = d∗
i

The next case takes into account inserted opportunity windows. There is per-
manent production loss for this case because the random downtime events due
to machine inefficiencies cause the buffer levels to not reach their full capacity,
therefore decreasing the opportunity window . The permanent production loss
is 12.3% when compared to case 1.

The production count of machine 3 and machine 5 can be seen in Figure
(3). Only two machines are shown since each machine except the slowest has
the same parameters and would make it difficult to see the inserted opportunity
windows in this figure if all were shown at once. Only a portion of the simulation
is shown as well to better illustrate the production count of each machine.

Fig. 3. Production Count of Machine 3 & 5 for d = d∗i
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The inserted opportunity window for machine 5 can be seen from approxi-
mately 425 mins - 450 mins where the machine has zero change in production
count. The EPIActual and the EPIBaseline of the entire line with the inserted
opportunity windows can be seen in Figure (4).

Fig. 4. EPI for the Entire Line with d = d∗i

As one can see the EPIActual and the EPIBaseline decreases for the entire
line with the insertion of energy savings opportunities, which is due to the small
production loss. The EEPI for each machine can be seen in Figure (4). The
EEPI once again illustrates that machine 2 is the least energy efficient. The
EEPI cannot be compared to other scenarios, as it is only an indicator of
the machine efficiency for each given case. It enables us to identify the least
energy efficient machine on the line. Theses results demonstrate that EPIActual

and EPIBaseline decreases with inserted ESO. This is due to the fact that al-
though the inserted downtime saves the overall energy consumption per part,
too much ESO may have the risk to cause more energy consumed by the idling
of the bottleneck machine. Therefore, an appropriate ESO strategy without sac-
rificing production is the key. Furthermore, EEPI captured the portion of the
energy used on actually producing parts for each machine rather than downtime
and idling, therefore it is used to identify the least energy efficient machine of
the production line and help to find the root cause of energy inefficiency.

5 Conclusions and Future Work

This paper investigates energy saving opportunities for a serial production line
while developing new energy performance indicators for the production line and
at the machine level. The performance indicators are tested using simulation
studies using three different cases. These studies use different downtime events
to prove the concept of the energy opportunity window as well as the energy
performance indicators. The indicators are able to correctly identify the machine
with the least energy efficiency for each case.

The next step in this research is to develop a control methodology to help
alleviate the problem of the least energy efficient machine by utilizing the energy
opportunity window or by performing preventative maintenance.
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Abstract. This paper presents an on-going effort at NIST to model the energy 
information in assembly and logistics processes as a part of a larger sustainabil-
ity improvement goal. Energy information comprises energy input, baseline 
energy consumption, and energy performance. An information model in this 
paper is developed for enabling integration of energy information in assembly 
and logistics processes. Based on this information model, industry will be able 
to share energy-related data on the overall plant level which is traceable to indi-
vidual processes, equipment, and suppliers. This will enable manufacturers to 
identify energy saving opportunities in their assembly processes and supply 
chains. 

Keywords: Assembly Equipment Characterization, Assembly Processes Cha-
racterization, Sustainable Manufacturing and Sustainability Measurement. 

1 Introduction 

The manufacturing industry has recognized that improvements in sustainability will 
depend on the industrial capacity to increase sustainability of individual components, 
including parts and subcomponents of final products [1]. A key factor to improve 
sustainability is energy efficiency. The energy embodied in a product is an aggrega-
tion of all of the energy embodied in the products’ components, expended through its 
manufacturing processes and logistical activities. Yet, few standard measurement 
methods exist to measure energy, causing different companies to measure the use of 
energy differently. Additionally, the amount of energy used for product assembly 
processes is rarely traceable to individual processes and supply chains. The total ener-
gy and resource input into an assembled product is an aggregation of all of the energy 
and materials required in individual processes associated with  the parts, components, 
and subsystems that are assembled into the final product. Even though, today’s infor-
mation technology is capable of providing traceable measurement and aggregation 
methods for resource efficiency assessment of product assembly and logistics opera-
tions across supply chains, however, there is a lack of standards on measuring energy 
input and performance [2]. Even a methodology for characterizing energy flow in 
assembly processes has not been fully developed to date. Manufacturing industries, 
therefore, use ad hoc methods to measure energy in their assembly processes which 
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results in uncertain predictions. A methodology is needed to standardize the mea-
surement of energy and material efficiencies in product assembly processes. Many 
energy management systems use energy performance indicators based on the past 
energy measurement data. However, science-based energy performance indicators [3, 
4] need to be developed for characterizing sustainability performance of assembly and 
supply chain [5] processes. Romaniw has developed an activity based sustainability 
assessment model using SysML [6]. The scope of his model includes the manufactur-
ing and assembly processes, and this information model can be further extended to 
define concrete energy performance indicators for sustainability characterization of 
individual assembly and supply chain processes. In view of the above, Section 2 de-
fines the scope and requirements of information modeling necessary to develop the 
methodology. Section 3 proposes a new model of integrating energy, assembly 
process, equipment, and logistics. Section 4 concludes possible effects of the model 
and points to opportunities for future work.  

2 Model Requirements 

The scope of our modeling is energy information in assembly processes and equip-
ment in a factory and the energy embedded in supplied parts from third-party  
providers. Figure 1 shows the chosen boundary and the energy flows in a typical as-
sembly factory with energy consumed by supply chains. Assembly equipment pro-
vides the necessary energy for the assembly processes. Some assembly processes 
have to be supported by auxiliary processes. The auxiliary equipment provides the  
 

 
Fig. 1. Energy aggregation in product assembly and supply chain 
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necessary energy for the auxiliary processes. Some parts are manufactured in-house, 
and the other parts are provided from supplier through supply chains. The total energy 
embodied in a final product has to include energy used to make; store; transport; as-
sembly all its parts and components, and embedded energy in those parts; compo-
nents; and factory infrastructure overhead. 

The National Institute of Standards and Technology (NIST) is proposing to devel-
op information model for integrating energy information in product assembly 
processes and supply chain activities (figure 1). The major requirement is to model 
processes, activities, equipment, and their input, output and control based on a pre-
viously developed product assembly model [7]. Describing information requirements, 
Figure 2 shows an activity diagram of assembly, accounting for energy performance 
measurement from logistic and parts handling processes in supply chains. Product 
assembly starts with the Original Equipment Manufacturer (OEM) (manufacturer), 
executing a product assembly process plan. The OEM has to acquire those parts that 
are not manufactured in-house by sending orders to supplier(s). The suppliers prepare 
or make parts for delivery or move to warehouses, consuming energy. A third party 
logistics provider may be included for moving and storing parts and deliver them to 
the OEM by the due date. The OEM starts to assemble parts into products. Note that 
individual parts are either supplied by supplier or manufactured in-house. Parts and 
subassemblies are assembled in a predefined sequence in an assembly factory.  Ener-
gy use can be measured for each assembly process. The NIST proposed model is pre-
sented in the next section. 

 

 

Fig. 2. Assembly and logistic activities 
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Fig. 3. Item package 

3 Information Model Design 

The proposed information model is in class diagrams using the Unified Modeling 
Language (UML) [8]. The four diagrams are Item package1, AssemblyProcess pack-
age, LogisticsProcess package, and EnergyInProcess package. The Item package is 
the root package in the model. Figure 3 is the diagram of all the classes in the Item 
Package. The Item2 class is the root of the Item package. An item is a workpiece in 
the assembly process. For assembly, an item has assembly feature(s) that is connected 
to assembly feature(s) of another item. ItemAssemblyFeature is a class that 
represents assembly feature. An item can be a single part, subassembly, or product; 
therefore, Product, Subassembly, and Part are subclasses of Item. Part has PartAs-
semblyFeature, which is a subtype of the ItemAssemblyFeature. Part is a single 
object that is either supplied by a supplier in the supply chain or manufactured  

                                                           
1 Package is a construct to organize model elements into a group that depicts as a file folder and 

can be used by other UML diagrams. 
2 Class name is in bold. 
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in-house. Similarly, Subassembly has SubAssemblyFeature, which is also a subtype 
of the ItemAssemblyFeature. ItemPartConnection is a class that describes the con-
nection between a part and an item, which can be another part or a subassembly.  
Major types of connection are fit, contact, and fusion [1]. Similarly, ItemSubassem-
blyConnection is a class that describes the connection between a subassembly and an 
item, which can be another subassembly or a part. Product is class that represents the 
final assembly, according to the assembly process plan. ManufacturedInHouse is a 
subtype of Part and represents a part that is manufactured by the OEM. SuppliedBy-
ThirdParty is another subtype of Part and represents a part that is supplied by a 
third-party supplier. The class consists of two classes as follows. Location is a class 
that represents general information about the location of the supplier. LogisticsPro-
cess is a class that describes the logistics process, which is described next. 

Fig. 4. Logistics process package 

Figure 4 is the class diagram for the LogisticsProcess Package. LogisticsProcess 
class is the root class in the LogisticsProcess package. The class describes the logis-
tics of parts transported from the supplier’s location to the OEM location for assem-
bly. The two major components of the class are the Transport class and the Store 
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class. Transport represents the part transportation from one location to another from 
the supplier to the OEM. Location is used to indicate where a piece of equipment, a 
factory, a warehouse, or a supplier is. InitialLocation, a subclass of Location, de-
scribes the supplier’s location. Destination, a subclass of Location, describes the 
OEM location. IntermediateLocation, a subclass of Location, describes an interme-
diate location of warehousing the parts between the initial location and destination. 
Transport class uses two enumeration types: TransportStage and TransportMode 
for representing the stage and the mode of transportation. Store is a class that 
represents warehousing the part. The class uses the enumeration type of ServiceIndi-
cator for the type of services that the warehouse provides. Some information classes 
in this package and in the model, such as location and time and date, will be consis-
tent with information entities defined by the United Nations (UN) Centre for Trade 
Facilitation and E-business (CEFACT) Core Component Library (CCL) [9, 10]. 
Energy in the logistics process will be described after the AssemblyProcess package.  

Fig. 5. Assembly process package 

Figure 5 is the diagram of the classes in the AssemblyProcess Package. Assembly-
Process is the root class in the package. The class represents the actual operation that 
connects two or more parts and/or subassemblies by fitting, making contact, or fusion. 
AuxiliaryProcess is a class that represents an auxiliary process that supports the com-
pletion of the assembly process but is not directly contributing to the assembly process. 
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Equipment is a class that represents equipment that is used in an assembly process or 
an auxiliary process. Machine and Tool are the classes representing machines and 
tools of the equipment. Both assembly process and logistics process requires energy. 
The energy-related classes for these two components are described next. The energy 
related classes for supplier (figure 2) are outside the scope of this paper. 

 

Fig. 6. Energy in process package 

Figure 6 is the diagram of the EnergyInProcess Package. EnergyInProcess is the 
root class in this package. The class represents energy-related measures for a process 
and is used by both classes of AssemblyProcess and LogisticsProcess, described pre-
viously. EnergyInProcess has attributes of the following classes. InputEnergy 
represents the amount of input energy to a process, such as the assembly process or 
logistics process. OutputEnergy is a class that the amount of output energy from a 
process, such as the assembly process or logistics process. MinimumRequiredEnergy 
represents the minimum energy required to complete a process. This amount is the theo-
retical limit and can be used to improve energy efficiency. BaselineEnergy represents 
the historical energy consumption or the industry average energy consumption of a 
process. Baseline energy is used as the reference for energy improvement. EnergyPer-
formance class represents the energy performance, which is the ratio of the amount of 
production to a unit amount of energy, of a process. Classes in the EnergyInProcess 
package provide the capability of evaluating energy performance of a process.  

The UML classes comprise the initial information model. The model enable manu-
facturing companies to share or exchange energy information in assembly processes 
and logistics activities. The model also provides software developers to develop new 
tools to evaluate energy performance in assembly and logistics processes. 
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4 Conclusion 

This paper proposes a newly developed information model for representing energy 
consumption and performance for product assembly processes and logistics activities, 
including transportation and warehousing. This model provides a formalization of 
knowledge about the energy performance evaluation in product assembly and logis-
tics. This model also enables integration of energy performance, assembly processes, 
equipment, and logistics processes. The use of model is expected for sharing informa-
tion and new software tool development for enabling energy performance evaluation.  
Future work includes refining the model, and testing, validation, and implementation 
of the model.  
 
Disclaimer: Certain commercial products may have been identified in this paper.  
These products were used only for demonstration purposes.  This use does not imply 
approval or endorsement by NIST, nor does it imply that these products are necessari-
ly the best for the purpose. 
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co-operating agreement 70NANB12H273 between NIST and Stanford University. 
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Abstract. True manufacturing supply chain interoperability—where the assem-
bly, reconfiguration and reconstitution of supply chains are done with minimal 
effort, time or cost—can dramatically alter the way that business is done today. 
Much of the existing research on supply chain interoperability focuses on estab-
lished trading partners. However, we must consider both the sourcing and con-
necting processes in order to create true, dynamic supplier networks that can be 
easily assembled, reconfigured or reconstituted. This paper identifies why this 
is important, presents key challenges and proposes additional research that is 
needed to fill in the gaps. 

Keywords: Supply chain, supplier networks, interoperability, manufacturing. 

1 Introduction 

Manufacturing supply chain interoperability efforts are missing key data that must be 
addressed if manufacturers are to achieve the vision of fluid, dynamic supplier net-
works. Much of the existing research focuses on supply chain interoperability  
between established supply chain participants. In many cases, the supply chain is 
considered to be “interoperable” if the participants are connected at the data, service, 
process and business levels. (Veronica Pazos Corella, 2013) (Ray & Jones) 

What happens when new supplier networks need to be assembled, or when new 
participants must be added to existing supplier networks to increase capacity or re-
place a lost supplier? How does someone first locate a manufacturer with the right 
capabilities and capacity at the right time? How do they then know that the new par-
ticipant’s systems and processes will fit with those of the existing supplier network 
participants? Finally, what effort will be required to “onboard” the new supplier—that 
is, to connect the supplier’s data, services, processes and businesses? 

The missing data is how to efficiently source and seamlessly connect to new trad-
ing partners. It is this capability that helps manufacturers move from their reliance on 
static supply chains of existing partners to dynamic supplier networks, which can 
easily be assembled, reconfigured or reconstituted. The following definition, which is 
a variation on other commonly used definitions, is proposed to support that approach. 

 

“Supplier network interoperability is the property of an organiza-
tion, whose capabilities and interfaces are completely understood, 
to work with other organizations, present or future, without any 
restricted access or additional implementation.”  
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Unfortunately, there is little research to fully flesh out this challenge, particularly for 
the unique demands of complex manufacturing supply chains. This paper identifies 
the various issues and the work that is needed to advance efforts in this area.  

2 Motivation 

The benefits of addressing and solving these challenges can yield significant value to 
both buyers and suppliers of manufactured goods. Challenges ranging from increased 
personalization to demand fluctuation and sourcing closer to the point of consumption 
can’t be met easily with today’s inflexible supply chains. Supply chain risk mitigation 
strategies also are limited today and could change dramatically if the time and effort 
to add or substitute suppliers were slashed. 

In short, achieving a “plug and play” supplier network—where new supplier net-
works can be assembled and new participants added or substituted at very little cost 
and with minimal time or effort—would change everything. Examples of specific 
benefits include: 

• More quickly field new products; 
• Readily secure capacity closer to the point of demand; 
• Easily add capacity to meet demand fluctuations; and 
• Recover immediately from supply chain disruptions. 

3 Manufacturing Supply Chain Interoperability Challenges 

The process of sourcing (locate, evaluate, query, qualify, negotiate and contract) and 
connecting (data, services, processes and businesses) new trading partners is costly 
and time-consuming. Many companies simply work with the same base of suppliers 
over and over again to avoid these issues. In addition to limiting supply chain flexibil-
ity, this approach also limits the ability to apply pricing pressure and stifles innova-
tion. Following are some of the specific challenges for various steps in sourcing and 
connecting manufacturing supply chains. 

3.1 Sourcing a Manufacturer (Locate, Evaluate) 

This challenge is compounded by the fact that there are a number of considerations to 
even begin choosing a manufacturer. For instance, standard questions determine if 
potential suppliers have: 

• The tools and experience to work with the specified materials;  
• Equipment to handle the size and tolerances required; and 
• Skill sets and certifications to help ensure quality and delivery. 

Beyond the basic requirements, buyers today are looking for increasingly sophisti-
cated information to help them make sound sourcing decisions: 
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• Are supplier facilities close to the desired point of manufacture, distribution or 
consumption? 

• Does the supplier have sustainable practices? 
• How well does the supplier collaborate and innovate? 

Identifying and quantifying some of these considerations just to help locate and eva-
luate firms to be included in sourcing efforts can be very difficult. First, there is the 
mismatch between the description of a buyer’s need and a manufacturer’s capability. 
There then are the challenges of disparate formats and terminologies, often describing 
the exact same process or capability. 

3.2 Sourcing a Manufacturer (Query) 

Once a target list of manufacturers is identified, prospective suppliers must be queried 
to gather key information. This query is typically a sourcing event, such as a request 
for quote (RFQ) or request for proposal (RFP). In the past, the buyer was often fo-
cused on price, quality and delivery. However, buyers today increasingly are seeking 
information that has no standard definition and is not included in common electronic 
data interchange (EDI) or Extensible Markup Language (XML) schema. For example, 
specific technical capabilities, information on sustainable practices and innovation 
experience are becoming increasingly important when selecting manufacturers. 

There are a number of challenges to effectively sourcing manufacturers. The first 
is just sending an RFQ that all recipients can open, interpret and respond to in a con-
sistent manner. While that would seem simple with today’s technology, there is still 
considerable effort involved. Each buyer’s RFQ format is different and quite often 
requires clarification and augmentation before a supplier can provide a quote. (In fact, 
many manufacturers still send RFQs and technical data via fax, mail and email.) The 
second challenge is clearing the hurdles around technical data, which can include 
formatting, intellectual property control and translations. 

3.3 Sourcing a Manufacturer (Qualifying) 

A major hurdle in working with a new manufacturer is the qualification process. This 
challenge is particularly important to industries with complex products, such as aero-
space, defense, automotive, medical equipment and others. One of the most typical, 
but least efficient, qualification means is to conduct an onsite visit to gather informa-
tion about past performance and document processes, skill sets and equipment capa-
bilities. While this qualification process often is crucial to help ensure the supply 
chain delivers quality goods on time, the process inhibits exploration of new partners. 

Some work has been done to identify how an “interoperability potentiality meas-
ure” could help determine the level of effort required to work with a new partner. 
(Chen, Vallespir, & Daclin, 2008) However, this approach is still in the nascent stages 
and primarily focuses on the conventional aspects of interoperability for data, servic-
es, processes and business. Product interoperability standards (Will this supplier’s 
product meet my requirements and be delivered on time for the right price?) have not 
been adequately addressed. 
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3.4 Connecting a Manufacturer 

Once each manufacturer is chosen (remember that assembling a supply chain is often 
a serial process), the effort begins to connect each to enable the “Three C’s” of suc-
cessful supply chains: communication, coordination and collaboration. When you 
consider that complex supply chains can contain hundreds or thousands of suppliers, 
this is a daunting task. 

Immediately, the supply chain has to begin exchanging data for technical require-
ments, demand and production to begin aligning processes, such as sales and opera-
tions planning or financial reporting. There then is the issue of coordinating task  
timeframes and responsibilities, and determining what metrics will be used and how 
they’ll be reported. 

All of this must be done with data that have different definitions and formats and 
come from disparate software programs. In fact, a recent study identified that “more 
than 50% of the information exchanged between business partners travels over fax, 
email and phone rather than flowing directly between business applications via B2B 
integration technologies such as EDI and XML.” (Gillai & Yu, 2013) Even those 
companies that use EDI or XML typically require an effort to align definitions and 
formats. 

4 Promising Efforts Currently Underway 

There are very interesting pockets of innovation that are addressing some of the chal-
lenges in assembling and coordinating complex manufacturing supply chains. 

4.1 OAG – Standard Manufacturing Service Capability Model 

A new Open Applications Group (OAG) activity is being initiated to advance com-
puter-interpretable communication of manufacturing information. For the purpose of 
initial analysis, manufacturing information necessary to enable contract manufactur-
ing and custom parts ordering within the supply chain is investigated. The goal of the 
activity is to achieve greater automation in processing manufacturing information, 
which is typically (1) carried in the RFQ and other electronic documents and (2) ex-
posed online by manufacturing suppliers. The manufacturing information may include 
manufacturing process capability information, manufacturing information processing 
capability information (software capability), product functions and product design 
features. (Ivezic, 2012)   

4.2 NIST – Manufacturing Services Network Models Project 

The National Institute of Standards and Technology (NIST) is conducting a project to 
enable small- to medium-sized enterprises (SMEs) to more readily participate in ad-
vanced production networks. Following their discovery and qualification, SMEs need 
to be able to receive and use digital manufacturing data and effectively respond to the 
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requests to make the parts. The Manufacturing Services Network Models Project aims 
to provide cutting-edge semantic model development and an evolution methodology 
that allows for rigorous development of a semantic-rich standard for representing and 
communicating manufacturing service capabilities, including material processing and 
manufacturing information processing capabilities. Project deliverables include refer-
ence models, methods and tools to support the manufacturing service capabilities 
standard development. (Kulvatunyou, Ivezic, Lee, & & Jones, 2012) 

4.3 KITECH – i-Manufacturing 

South Korea’s KITECH organization has developed a collaborative manufacturing 
platform that essentially allows its SMEs to plug in once and connect to many, regard-
less of disparate systems. Started in 2004, this system facilitates supply chain collabo-
ration for more than 1,000 companies across multiple manufacturing supply chains. 
While its initial focus was on the molding industry, it is quickly expanding into other 
industries and delivering quantitative benefits that include a 33% reduction in time 
and a 16% reduction in costs. 

5 Research That Is Needed 

There is plenty of anecdotal evidence to support these challenges. However, there is 
very little in the way of quantitative evidence to identify just how bad the problem is 
and help provide direction and priorities for solving the challenges. This is particular-
ly important to help manufacturing supply chains become more globally competitive. 

5.1 Research Need #1 – Quantify the Process Inefficiencies 

The first step should be to quantify the time and effort required to perform the sourc-
ing and connecting tasks today. As the results will vary by industry, manufacturing 
complexity and other factors, a framework should be developed that would accom-
modate and capture those differences. This effort must look across all nodes of a 
supply chain, as there will be differences at the various tiers. Finally, manufacturers 
must understand the impacts of those inefficiencies, particularly on products and pro-
duction, and identify how companies currently negate them. 

5.2 Research Need #2 – Identify Information Flow Details 

Streamlining the effort to source and connect new manufacturers requires understand-
ing what information is needed for these tasks and how that information is exchanged 
today. This is particularly important for the volumes of unstructured data that are 
required to source and connect to new suppliers. Due to the complexities of manufac-
turing supply chains, there are numerous issues beyond what is normally contained in 
EDI or XML schema, such as the exchange and protection of technical data and the 
collaboration around it. 
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5.3 Research Need #3 – Build the Business Case 

Once the “as-is” picture is understood, a case needs to be made for the “to-be” scena-
rios. Some of the easiest projections will be simple reductions in cost and time.  
However, the greatest business opportunities won’t be as readily obvious or as easily 
quantified. Some examples of revised thinking include the following: 

• Could the need for and trappings of long-term agreements be negated?  
• Can pricing and volume be decoupled, making feasible a lot size of one? 
• How does complete supply chain flexibility alter product customization? 
• What risk mitigation strategies are best if adding new suppliers is frictionless? 

6 Summary 

True manufacturing supplier network interoperability—where the assembly, reconfi-
guration and reconstitution of supplier networks is done with minimal cost or effort—
can dramatically alter the way that business is done today. However, achieving truly 
dynamic supplier networks requires a considerable amount of work. In fact, the Na-
tional Coalition for Advanced Manufacturing (NACFAM) wrote about these very 
issues in “Exploiting E-Manufacturing” in 2001, yet little progress has been made  
to-date. (National Coalition for Advanced Manufacturing, 2001)  

Despite all of today’s advanced technology, the assembly and coordination of 
manufacturing supply chains is still very inefficient. While most people in the manu-
facturing industry can share many anecdotal tales that illustrate these inefficiencies, 
the industry does not have solid, quantitative evidence of the impact on products and 
production. Such evidence would be an eye-opener for many and can help identify 
where the needs are the greatest. 

The really exciting opportunity is to identify how dynamic supplier networks could 
be assembled and coordinated in the future. If all information is interoperable, will 
modeling and simulation agents be able to analyze myriad permutations to design a 
supplier network that yields the best product for the consumer while optimizing pro-
duction and profits for the suppliers? Will technology facilitate the design and assem-
bly of unique supplier networks for each order? Will we reach a point where suppliers 
can be added or swapped out of supplier networks with little time, effort or cost? 

Building a sound business case for a future vision of dynamic manufacturing sup-
plier networks will provide the industry with a roadmap of what needs to be done to 
achieve that vision. 

References 

Chen, D., Vallespir, B., Daclin, N.: CEUR Workshop Proceedings, vol. 341 (June 16-17, 2008) 
from CEUR Workshop Proceedings, http://ceur-ws.org/Vol-341/paper1.pdf 
(retrieved March 23, 2013) 

Gillai, B., Yu, T.: B2B Managed Services: Business Value and Adoption Trends. Stanford 
Global Supply Chain Management Forum, Stanford (2013) 



324 C. Peters 

 

Ivezic, N.: Advancing Computer-Interpretable Communication of Manufacturing Information 
(November 29, 2012) from Open Applications Group, 
http://www.oagi.org/oagi/downloads/meetings/2012_1128_SFO/ 
Advancing%20Communication%20of%20Manufacturing%20Information-
v1.0-formatted.pdf (retrieved March 23, 2013) 

Kulvatunyou, B., Ivezic, N., Lee, Y., Jones, A.: Enhancing Communication of Manufacturing 
Service Capability Information. National Institute of Standards and Technology, Gaithersburg 
(2012) 

National Coalition for Advanced Manufacturing, Exploiting E-Manufacturing: Interoperability 
of Software Systems Used by U.S. Manufacturers. NACFAM, Washington (2001) 

Ray, S., Jones, A., (n.d.): Manufacturing Interoperability, from National Institute of Standards 
and Technology, http://www.mel.nist.gov/msidlibrary/doc/mirj.pdf 
(retrieved March 26, 2013) 

Corella, V.P., Chalmeta, R.: SCIF-IRIS framework: a framework to facilitate interoperability in 
supply chains. International Journal of Computer Integrated Manufacturing 26(1-2), 67–68 
(2013) 
 
 



 

V. Prabhu, M. Taisch, and D. Kiritsis (Eds.): APMS 2013, Part I, IFIP AICT 414, pp. 325–333, 2013. 
© IFIP International Federation for Information Processing 2013 

A Framework for Developing Manufacturing Service 
Capability Information Model 

Yunsu Lee and Yun Peng 

Department of Computer Science and Electrical Engineering, 
University of Maryland, Baltimore County, 
1000 Hilltop Circle, Baltimore, MD 21250 
{yunsu.lee,ypeng}@umbc.edu 

Abstract. Rapid formation and optimization of manufacturing production net-
works (MPN) requires manufacturing service capability (MSC) information of 
each party be accessible, understandable, and processible by all others in the 
network. However, at the present time, MSC information is typically encoded 
according to local proprietary models, and thus is not interoperable. Related ex-
isting works are primarily for integration in “isolated automation” of pair-wise 
or small size networks and thus are not adequate to deal with the high degree of 
diversity, dynamics, and scales typical for a MPN. In this paper, we propose a 
model development framework which enables to evolve a reference model for 
MSC information based on the inputs from proprietary models. The developed 
reference model can serve as a unified semantic basis supporting interoperabili-
ty of MSC information across these local proprietary models. Methodology for 
resolving structural and other semantic conflicts between deferent models in 
model development is also presented. 

Keywords: manufacturing service capability, ontology development, pattern-
based ontology transformation, canonicalization. 

1 Introduction 

Today, service capability information of manufacturers is typically represented ac-
cording to some models developed by individual enterprises or communities. These 
local proprietary MSC information models are not interoperable because of their  
differences in service category, capability structure and values. As a result, manufac-
turers often have difficulty in quickly discover suppliers with required capabilities 
without a significant level of human involvement. A MSC information reference 
model that is semantically rich can help reconcile semantic difference among local 
proprietary models and increase access and precision to capability information. How-
ever, related existing works [1, 2, 3] are primarily for integration in isolated automa-
tion of pair-wise or small size networks with less semantic diversity and thus are not 
adequate to deal with the high degree of diversity, dynamics, and scales typical for a 
manufacturing production networks (MPN). 
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In this paper, we propose a framework that helps to develop such a MSC informa-
tion reference model. This framework takes a transformational approach and is cen-
tered on the ability to evolve a reference model based on the inputs from proprietary 
models. And that ability is provisioned by the abilities to perform the semantic gap 
analysis which identifies the semantic differences between the input models and the 
reference model. The differences are then used to drive the evolution of the reference 
model. A challenge for semantic gap analysis in this framework is to deal with the 
structural conflicts between the input from the local models and the reference model. 
This is addressed by aligning the structural representations of the input with the set of 
modeling conventions used in the reference models known as ontology design pat-
terns (ODPs).  

The rest of the paper is structured as follows. In the next section, we describe the 
proposed model development framework. In Section 3, we discuss the possibility of 
semantic loss after ontology transformation. And, finally we describe related works 
before giving conclusion and future plans. 

2 Model Development Framework 

The proposed reference model development framework is outlined in Fig. 1. We as-
sume that each proprietary model uses its own syntax such as relational databases, 
XML and XML schemas. In the first step (Transformation), these heterogeneous syn-
taxes are transformed into a common syntax (OWL in our framework). The output of 
this step is an input into the following Canonicalization step. Another input to the 
canonicalization step is the patterns library which contains ontology design patterns 
(ODPs) from the reference model. The canonicalization step resolves the structural 
conflict by aligning the structural representations of a proprietary model with a set of 
modeling conventions used in the ODPs. The output of the canonicalization step is 
called canonicalized proprietary model. In the next step (Semantic Gap Analysis), the 
semantic differences between the canonicalized proprietary model and the reference 
model are identified. The differences are then used to evolve the reference model. The 
changes in the reference model are then verified for consistency in the Verifica-
tion/Reasoning step. Details of each of these steps and ODP are given next. 

 

Fig. 1. The reference model evolution framework 
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• Pattern-based Ontology Transformation 
The pattern-based ontology transformation first identifies sub-structures of the trans-
formed proprietary model that is semantically close to a target ODP. Then, the pat-
terns of the identified sub-structures are identified and they are called source ontology 
patterns and represented by the formal representation given in Section 2.2. In the next 
step, the pattern transformation rules are generated. A pattern transformation rule 
specifies relations between parameters in the source and target ODPs. These relations 
describe how the source ontology pattern should be transformed to the corresponding 
target ontology pattern. For instance, let’s assume that the target ontology pattern has 
two data properties including hasMin and hasMax and the source ontology pattern has 
only one data property that represents the part length capability min and max values 
with a single literal value such like 6cm – 48cm. To deal with this situation, a literal 
value pattern is defined with the string regular expression, ([0-9]+)cm - ([0-9]+)cm. 
The first group in the regular expression corresponds to the minimum part length 
value and the second group corresponds to the maximum part length value. Fig. 5 
below illustrates the pattern transformation rule for this situation. 

 

Fig. 5. Pattern transformation rule generation 

Then, the transformation rules are executed on the transformed proprietary model 
and it is called pattern transformation. The pattern transformation is divided into two 
sub-processes, pattern instances detection and transformation rule application. The 
pattern instances detection process applies the source ontology pattern to find all pat-
tern instances in the transformed proprietary model using the SPARQL. The 
SPARQL query generated from the source ontology pattern is shown in Fig. 6. It 
retrieves all the pattern instances which conforms the source ontology pattern. A pat-
tern instance is a set of the transformed proprietary model’s entities and literals that 
use the pattern.  

PREFIX rdf:  http://www.w3.org/1999/02/22-rdf-syntax-ns# 
PREFIX s:  <http://www.nist.gov/el/sid/msnm/PortalB.owl#> 
SELECT distinct *  
    WHERE { 
        ?I1 rdf:type s:PartLength . 
        ?I1 s:PartLength_value ?L1 .    } 

Fig. 6. SPARQL query generated from the source ontology pattern 
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The transformation rule application process applies the transformation rule on the 
retrieved entities and literals in the transformed proprietary model. The output entities 
and literals provide all the necessary elements to establish the set of axioms in the 
target ontology pattern. The result of the pattern transformation is called canonica-
lized proprietary model which is the final output. The canonicalized proprietary mod-
el is expected to be structurally aligned with the structure of the reference model. 

2.4 Semantic Gap Analysis 

The semantic gaps between the canonicalized proprietary model and the reference 
model can be identified by mapping between those two different models. The map-
ping can be done manually and/or semi-automatically. Works in ontology matching in 
the past decade are summarized and analyzed in [7]. These works have been largely 
focused on achieving full ontology mapping or alignment, and, as indicated by the 
authors, left several open issues, particularly the issues of matching across entity 
types (i.e., to match across structural conflicts). However, in our framework, the 
structural conflicts are already resolved through the canonicalization. Therefore, we 
expect that those existing ontology matching algorithms would be suitable to this 
mapping task. The identified semantic gaps such as newly found concepts, relations, 
and axioms are documented and used for evolving the reference model. 

2.5 Verification/Reasoning 

Semantic inconsistency errors can often been seen when mapping and merging differ-
ent ontologies. Thus, ensuring that ontologies are consistent is an important part of 
ontology development. Therefore, if the reference model is evolved based on the se-
mantic gap analysis, the reference model should be verified for guaranteeing the con-
sistency of the evolved model. The verification/reasoning step checks and verifies 
consistency across the proprietary model, proprietary data and the reference model. 
This includes translation checking, consistency checking, redundancy checking, etc. If 
inconsistency is found in this step, the semantic gap that causes this inconsistency 
should be re-analyzed and the changes should be reconsidered, and the verifica-
tion/reasoning and semantic gap analysis steps shall be executed in iterations until 
there is no inconsistency. 

3 Discussion 

In this section, we discuss the possible semantic loss in canonicalization. The canoni-
calization is a type of ontology transformation. A key requirement for ontology trans-
formation is that while syntactical changes are being made to data structures, the  
semantic meaning of that data should not be changed. Although all of the data trans-
formed from original structure to canonical form is syntactically correct, it may be 
semantically incorrect and results in information loss. Thus, it is essential to consider 
the semantic effects of syntactic changes to correctly perform canonicalization. 
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In [4], the authors sketched a set of possible ontology change operations and dis-
cussed the effects of these changes with respect to the instance data preservation. The 
effects of the ontological changes can be classified as information-preserving, trans-
formable, and information loss. The ontological changes with information loss should 
be very carefully handled while performing canonicalization. If one entity exists only 
in the proprietary model and does not exist in the reference model, we need to inves-
tigate whether the entity is meaningful and should be considered as a new concept or 
not. In the case of the former, the entity should be kept and additional information 
should be annotated so that it would be listed up in the gap analysis step. And, in the 
case of the latter, the entity should be excluded from the transformation rule and as a 
result it would be removed after canonicalization. 

4 Related Work 

In this section, we briefly review existing works that are relevant to ontology  
construction. The key ontology engineering activities in ontology construction are 
summarized in [10], which also stressed the need for guidance on ontology reuse. 
Guidance for building ontologies either from scratch or reusing other ontologies can 
be found in [11]. After establishing the ontology, an important issue is that ontology 
tends to change and evolve over time due to changes in the domain, changes in con-
ceptualization, or changes in the explicit specification [12]. Works in managing on-
tology change and evolution are well-summarized in [13]. 

Canonicalization has been studied in several works. [5, 6] provide workable me-
thods and tools including key enablers. They provide well defined XML schema for 
the pattern transformation definition (including pattern definitions and transformation 
rules). For pattern instances detection engine, PATOMAT provides the functionality 
to generate SPARQL query from the pattern transformation definitions and its pattern 
transformation engine uses OPPL application interface for pattern transformation. 
PATOMAT also has the TPEditor component which is an editor of source and target 
ontology patterns and associated transformation rules. 

5 Conclusion and Future Works 

Our work is motivated by the need to improve precision and interoperability of manu-
facturing services models to enable sharing precise information models of suppliers’ 
manufacturing services in manufacturing production networks. In order to effectively 
develop such manufacturing services models, we propose a model development 
framework which enables a reference model to evolve based on the inputs from pro-
prietary or other existing standard models. The differences between the input models 
and the reference model identified by the semantic gap analysis are used to evolve the 
reference model. The reference model is then verified for ensuring its consistency.  

In this framework, we propose a canonicalization methodology to align the struc-
tural representations of a proprietary model with the set of modeling conventions 
(ODPs) used in the reference model. The benefit of canonicalization is the reduction 
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of the mapping complexity by reducing the number of entities and structural complex-
ity in the manufacturing service models and the number of mappings in semantic gap 
analysis.  

As of our future work, we are working on analyzing requirements for manufactur-
ing services capability to create a basic information model which will be a basis to 
derive representation patterns for manufacturing services capability. Based on the 
basic information model, we will create a library of representation patterns for the 
manufacturing services capability. We will also be conducting more in depth re-
searches on core components of the model development framework. Finally, we will 
develop processes and tools to create a reference model using representation patterns 
for the manufacturing services capability.  
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Abstract. Technology life cycles are becoming shorter as is the time for those 
technologies to become ubiquitous in the society. The Industrial Revolution 
took about 150 years; but the computer revolution took only 50 years. Cell 
phones, which hit the market in the early 1980s  took only 25 years to become a 
global phenomenon. Computers and cell phones are two examples of a growing 
number of products that marry hardware, software, communications, and physi-
cal components into what are called cyber physical systems. Even though hu-
mans are, for the most part, only users of these systems, they are already having 
a considerable impact on the evolution of society. In this paper, we focus on the 
next stage of that evolution, cyber-physical systems.  We also focus on changes 
in how these systems are engineered.  Formally designed only by OEMs, these 
systems are now engineered across the supply chain. A number of companies 
now provide engineering services.  We discussed a number of existing ap-
proaches to systems engineering and concluded that they are inadequate.  Final-
ly, we propose a new, consilience-based approach that draws on the disciplines 
and practices that can inform and help resolve those inadequacies.    

1 Introduction 

Large, man-made systems have undergone a major transformation over the past 100 
years.  They have grown in both size and complexity making the integration of sens-
ing and control significantly more difficult.  They have incorporated substantial 
amounts of hardware and software and they have achieved unprecedented degrees of 
automation.  All of which has led to emergent behaviors that are difficult to predict 
and often have disastrous consequences.  As a result, the engineering of these systems 
has also undergone significant changes.  

Starting about 50 years ago systems were designed by a small team of engineers at 
the Original Equipment manufacturer (OEM) – the supply chain only produced the 
components in that design.  The design was created using the three-step reductionist 
approach developed more than 400 years ago by Rene Descartes. The first step is to 
decompose the system into a hierarchy of constituent components.  You then compute 
their performance capabilities and material properties using well-known scientific 
theories.  Finally, you infer the behavior of the entire system from the behavior of its 
components.   
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The reductionist approach is typically visualized using the classic V model used in 
systems engineering. The V model encompasses a series of processes beginning with 
requirements definition and hierarchical decomposition, through functional mapping, 
component design (down the left-hand-side of the V) and component performance 
testing, subsystem integration test, and, finally, system validation test (up the right-
hand side).  The thinking behind a reduction approach is ubiquitous - permeating 
nearly every facet of engineering practice. It has succeeded to the point where most 
engineers exclusively focus on a single component or technical discipline of the sys-
tem - often ignoring the fact that it is, indeed, part of a system.    

Until recently, this “components-first, interactions- later” V approach served engi-
neering well.  For a number of reasons, this approach has proven to be too costly, too 
time consuming, and too error prone. This paper focuses on two of those reasons.  
First, engineering is no longer provided solely by the OEMs.  Engineering is now 
provided as a service by several members of the supply chain.  This means that sys-
tems and their components are now engineered and produced across the globe.  
Second, those systems and components are no longer just physical; they are now inhe-
rently cyber and physical.   

2 The Emergence of Cyber-Physical Systems   

There has been a large-scale infusion of cyber technologies into these systems and 
components. We use the term cyber technologies broadly to include computers, mi-
cro-processors, software, sensors, and networks.  The fusion of, and in some cases the 
replacement of, physical components with cyber components has been termed Cyber-
Physical Systems (CPS) This is not about adding cyber technologies “on top of” con-
ventional physical components where both sides maintain separate identities. This is 
about marrying cyber technologies with physical components, at multiple temporal 
and spatial scales, to create new kinds of systems.  These new systems are, to a large 
extent, autonomous. Clearly, the technological advantages – particularly safety, effi-
ciency, and reliability - brought about such a marriage can have broad benefits on the 
economy and the society.  

We must stress cyber-physical systems are not simply the connection of different 
kinds of components.  They are rather a new system category that is intrinsically a 
multi-layered network of interacting physical, computational, and human components.  
The resulting systems exhibit evolutionary behaviors that are (1) increasingly dynam-
ic, unpredictable, and complex, (2) the results of the structural interactions among the 
various components, and, (3) whose cause and effects are often separated in time and 
space [19].  It is not possible, however, to determine whether these evolutionary be-
haviors are the result of components acting alone or combinations of components 
working together.   

Effective methods and tools for designing and predicting the behaviors of physical 
components and physical system and have been in common use for years. These me-
thods and tools work because compositionality and composability assumptions are 
valid for physical systems.  There is a growing belief that these assumptions are not 
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valid for cyber-physical systems.  Consequently, new methods and tools are needed 
that allow us to engineer these cyber-physical systems [10].   

In the following sections, we provide an historical perspective on OEM engineer-
ing practices and discuss the impacts of the change to supply-chain engineering ser-
vices.  We then propose a new consilience-based approach that addresses those 
changes. 

3 Historical Approaches to Engineering 

3.1 Systems Engineering 

The classic model of systems engineering is embodied in the V shape.  The V shape 
comprises a set of methods starting from requirements, hierarchical decomposition, 
component design (down the left-hand-side of the V) and component testing, subsys-
tem composition test, and, finally, systems testing (up the right-hand side). This me-
thodology focusses on the design of the system in very top down fashion. This 
process has worked extremely well for purely physical systems; it has had problems, 
however, since the emergence of cyber-physical systems. The fundamental reason is 
the added complexity introduced by the cyber components. The historical evolution 
and increase of complexity and the rise of new approaches and trans-disciplinary 
efforts to address that complexity illustrate this best.   

Before the use of computing and software, most early systems were electro-
mechanical systems with a clear definition of functional boundaries. This clarity was 
present even when there were numerous possible choices (say n) for the functional 
decompositions.  Further, for each such decomposition there were many possible 
realizations (say m) of the physical artifact. This led to n*m (order n squared) possi-
bilities to realize a given system design; at of the each levels of system, subsystems 
and sub-subsystems. However, with the introduction of cyber components, the boun-
daries between mechanical and electrical components have become more ambiguous.  
Ambiguity arises because of the potential for computationally efficient choices (say r) 
for replacing some or all of the functions of, and the interfaces between, existing elec-
trical and mechanical components.    

Such choices add to the complexity of both the design process and the result prod-
ucts. They change the original functional-to-physical mapping into a functional-
technology-realization mapping. The resulting complexity goes from n*m (n squared) 
to n*r*m (order n cubed) for each subsystem in the system network [13]. In addition, 
the specification of interface requirements has become dramatically more difficult. 
This happens because of the constant change in the boundaries between the physical 
and cyber components. As the authors in [31] have observed most failures in systems 
design happen at the interfaces, which presents  significant design challenges. 

There has been a long tradition of studying and modeling socio-technical systems 
where the work requires deciphering and understanding the social interactions, social 
norms, and behavior in the design of these systems [35].  The focus of this effort was 
increasing participation of the employees in the design of the systems to humanize, 
the industrial aspects of a technical system. This view came of out of the ideas of 
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learning organizations and the development of idea that practice is guided by “theory 
of use” [2]. The methods that arose out of this work are often termed soft systems 
methodology [9]. More recently, the rise of modeling social systems as computer 
models have opened up the possibility to model different forms of social in terms of 
agency and actor motives and goals [12, 36]. In line with these developments, more 
recently there have been calls for rethinking socio-technical perspective calling for 
co-design and analysis of both the physical and organizational systems using actor 
based models [11]. 

3.2 Software Engineering 

One can observe that the field of software engineering has changed from the earlier 
approaches of waterfall model of software development to more flexible model 
represented by Spiral model of development [5]. Currently software engineering is 
moving away from Value-neutral approaches (requirements to product without any 
analysis of the intrinsic and explicit value of software products) to Value based ap-
proaches that advocate concurrent engineering, justification of choices, evaluation of 
real options in terms of strategy and evolution and issues of ethical production of 
software [6, 7].  These efforts not only address the issue of the tangible and intangible 
value of these systems but also the fact that to avoid failure, concurrent engineering 
must focus on the interfaces between different systems [16]. 

3.3 Concurrent Engineering 

Concurrent engineering is another approach that originated in the 1980’s in the design 
of complex engineered systems like cars, aircraft and other products [21]. The main 
focus of this approach has been to bring the variety of functional perspectives and 
disciplines in the context of design and manufacture of systems. These approaches 
focus on ensuring that identification potential mismatches between the different sub-
system and the interfaces early in the process of design. It is well known that the cost 
of mismatch when caught early in the process is less than when the mismatch is  
identified at the later stages of product development and manufacturing process. To 
facilitate concurrent engineering, considerable effort was placed on developing colla-
borative engineering tools some of which have evolved over time and entered the 
main stream in engineering [15]. 

3.4 Cognitive Systems Engineering 

Another discipline that has made an impact on the design of physical systems over the 
last 25 years is cognitive systems engineering.  Cognitive systems engineering has 
focused on the match between the human cognitive ability and the interface to the 
physical system. Originally, started from the design of operator rooms for nuclear 
power plants, this effort has moved to the area of cockpit design for aircraft and other 
interfaces where the criticality of reaction of the human in the loop to respond to the 
state of system [17]. In this view of systems design, the combination of operators and 
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machines constitutes the system. Operators here are not users in the sense of human-
computer interaction but of humans, machines, and systems that constitute the 
workplace. 

Cognitive systems engineering is distinguished from the study of human computer 
interaction (HCI). HCI has evolved into the new discipline of Interaction Design. The 
history of this evolution is recounted by Moggridge in his book “Designing Interac-
tions” [20]. Here, the human is considered a user with a free range of operations – 
examples include the mouse and the smartphone. The underlying principles of  
interaction design still have limitations in the sense of treating the process of interac-
tion as purely an information processing task [pg 17-19, 17].  As more of these devic-
es become part of the work environment, the necessity to incorporate the lessons of 
cognitive systems engineering will become critical, since users will no longer have 
complete freedom. Instead, they will become operators in the work environment with 
specified functions to perform. 

3.5 Model-Based Engineering 

In systems engineering a new trend is to increase the use of  computer-interpretable 
models especially in the specification and design stages, . This approach is generally 
known as model-based engineering. Model-based engineering is an attempt to codify 
the underlying information models that characterize the different aspects of designed 
product. The model-based effort has always existed in the form of modeling physical 
systems through differential equations and other mathematical and graphical formal-
isms in systems engineering. What is new in the recent effort is create models that 
represent software in languages such as UML. In the systems engineering domain, the 
extension and adaptation of UML to systems design has resulted in intuitive modeling 
tools such as SYSML.  

3.6 Social Aspects of Engineering 

For the most part, the social aspects of systems engineered using the aforementioned 
approaches are neglected. That is, the role that humans play in the operation and 
maintenance of such systems is rarely included in their design. The famous sociolo-
gist, Charles Perrow, in his analysis of the accidents at Three Mile Island and other 
complex engineered systems, points out that it is impossible to identify all the paths 
and dependencies in such a system.  He concluded, therefore, that many of these cata-
strophic accidents are what he called “normal” [23]. What he meant by this term is 
that such accidents are a part of the systems design that often remain unknown to the 
designers. He and others recently refined this theory of “Normal Accidents” to make 
the case that as the complexity of the engineered system increases, the humans organ-
izations that interact with and manage these systems often contribute to their failure 
[23]. He also argues that if the system is monolithic and tightly integrated the poten-
tial for dire consequences of such failures can be catastrophic as was the case in  
Fukushima, recent financial crisis and other disasters [24, 26]. In his essay on com-
plexity, catastrophe and modularity [25], he argues such systems should be linearized 
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and modularized to ensure that any failure remains local and poses minimum vulnera-
bility both to the systems themselves and to the surrounding societal and environmen-
tal systems. This thesis is based on the idea that events with very low probability but 
very high consequences cannot be ignored when designing and building systems 
whose complexity is not fathomable.  Recent experiences of Fukushima and the fi-
nancial crises, among others, certainly lend credence to this thesis [27].  

3.7 Remarks 

This section has illustrated historically the development of, and some of the limita-
tions of the existing approaches to address the ever growing complexity of engineered 
systems. These approaches have been necessary to incorporate new advances from a 
variety of cyber and physical technologies that help manage that complexity.  Our 
claim is that the design of Cyber Physical systems and Cyber Physical Social systems 
require a new approach that synthesizes and integrates more than the traditional scien-
tific and engineering disciplines. This new approach must include insights, theories, 
methods, and models from the social, cognitive, organizational and behavioral 
sciences. We call this new approach consilience-based systems engineering.     

4 A New Consilience-Based Approach to Systems Engineering 

Consilience, according to the famous entomologist, E.O. Wilson is the synthesis of 
inductions from more than one discipline [37]. From this perspective, consilience in 
design is to draw upon all disciplines that can inform the design of a system in ways 
that transcend these disciplines themselves. As noted above, the V-structured systems 
engineering approach of the past is no longer viable. The rising complexity of engi-
neered systems, the growing infusion of cyber components into these systems, and 
proactive role of humans and other social institutions in these systems makes the need 
for a new approach imperative. This new approach is what we call a “consilience 
based approach” [32]. This approach relies on integrating the product characterization 
in terms of complexity and the societal characterization in terms of its associated dis-
ciplinary perspectives. These disciplinary perspectives come with their own induc-
tions on the structure and behavior of complex systems as we have observed in  
the previous section. The question then is how do we integrate these inductions and 
perspectives? 

Engineers model every physical and cyber component of the cyber physical sys-
tem. Without these models, they could not achieve either a comprehension of, or a 
valid design of, that system. Each model, by its nature, is limited in scope. Each mod-
el attempts to replicate the behavior of the corresponding component. Therefore, mul-
tiple models are needed to capture every aspect of the system and to predict its overall 
performance under different operating conditions. Moreover, these models are refined 
continually to deal with anomalies that arise in the system over time. A very nice 
example is from aircraft design, where computational fluid dynamics models, wind 
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tunnel experiments with physical models, and inflight testing of prototype models are 
all used to understand different aspects of the performance of a new aircraft.  

Since each of these models is developed and tested using different technical discip-
lines, there is the need for additional models that serve as interfaces between the dis-
ciplines and the models that participate in the design. These additional models capture 
the information exchanges that represent the interfaces between the disciplines and 
the models. UML [8] for software engineering and SysML [33] for recording  the 
interactions during the requirements stage among software, hardware and physical 
systems are used to represent those information exchanges.  

Following the traditional V structure, these component cyber, physical, and infor-
mation models would be developed and tested separately before attempting to  
integrate them into a system model.  However, this approach fails to account for the 
potential, unintended, emergent behaviors that arise from the integrated system. 
Moreover, the additional post-hoc integration of separate societal models will only 
increase the likelihood of those behaviors. Hence, we need an approach that takes into 
account the financial and social value of engineering in CPSS as they are highly inte-
grated heterogeneous components and systems that need to be failure proofed by  
design. In doing so, we argue that the resulting systems must maximize safety and 
reliability, and minimize the potential consequences of their failures. 

To address this need we advocate the extension and propose that a model-based 
approach that characterizes all aspects of the Cyber Physical Social System (CPSS) be 
undertaken. This approach not only models the Cyber-physical part but also includes 
models of human-CPS interactions and organization-CPS interactions. This approach 
necessarily borrows modeling methods from the traditional scientific and engineering 
disciplines described above. Additionally, it requires the creation of new modeling 
paradigms to represent (1) the temporal/spatial interfaces among all components, (2) 
the behaviors of the human and societal components, and (3) their interfaces with the 
CPS components. For example, there is a need for time encoded programming lan-
guages as proposed in [18] for cyber physical systems. On the other hand, understand-
ing the interactions between humans and machines and developing high fidelity  
models of those interactions is a relatively new cross-disciplinary effort. Similarly, we 
would require network models of human behaviors - both individual and collective - 
and organizational behaviors of relevant societal systems.  More importantly, we need 
cross-disciplinary models that can be used to evaluate vulnerabilities arising from the 
interactions and dependencies between human, organizational, and CPS components.  

The advocated model-based approach specifically addresses the dynamic relation-
ships between the system’s structure and its behavior.  This approach starts with a 
complete and computer-interpretable representation of the system’s behavioral re-
quirements. Traditional reductionist techniques are then used to identify all of the 
components, their desired material and behavioral properties, their relationships to 
one another, and their associated interfaces. This results in a multi-layered, highly 
integrated structure with the components within and across each layer forming  
complex networks of physical and social systems.  The third step involves the devel-
opment and testing of numerous mathematical and computational models of the  
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individual components, their behaviors, and their properties.  New synergistic tech-
niques are needed to integrate these component models together layer by layer until 
the system model is generated.  At every step, the behaviors, and where relevant the 
material properties, of these models are checked against the requirements.  The real-
world system will be constructed, or modified if it exists already, only after meeting 
all of the requirements.  

To ensure that such modeling efforts are carried out consistently to address the 
problem of integrating the different disciplines new metrics and measurement me-
thods will be needed. Beyond measurements there would be an explicit need to devel-
op standards for the different modeling paradigms that will be encountered in the 
design of these complex interlinked networks. We will also need standards for model-
ing and designing these network topologies of the socio-technical organizations that 
will ensure linearization properties that can minimize the scope consequences of fail-
ures. Scale-free networks provide such possibilities but they are also vulnerable to 
catastrophes under certain design conditions [28, 3]. The need for modeling and de-
signing such networks is still a nascent field. In all of these domains of enquiry, the 
timely availability of models for testing conformance to specified behavior and stan-
dards will be critical.   

5 Summary 

Technology life cycles are becoming shorter as is the time for those technologies to 
become ubiquitous in the society. In [14], the authors estimate that the Industrial Rev-
olution took about 150 years; but the computer revolution took only 50 years. Cell 
phones, which hit the market in the early 1980s  took only 25 years to become a glob-
al phenomenon. Computers and cell phones are two examples of a growing number of 
products that marry hardware, software, communications, and physical components 
into what are called cyber physical systems. Even though humans are, for the most 
part, only users of these systems, they are already having a considerable impact on the 
evolution of society.  

In this paper, we have focused on the next stage of that evolution, cyber-physical 
systems, and the change to supply-chain engineering services. We claimed that hu-
mans and other social organizations would play a much more active role in these sys-
tems – often contributing directly to their success or failure.  Because of this, we have 
argued that the roles of the humans and organizations must be taken into account 
when engineering these systems.  We discussed a number of approaches to systems 
engineering and concluded that they are inadequate for this purpose.  Finally, we pro-
pose a new, consilience-based approach that draws on the disciplines and practices 
that can inform and help resolve those inadequacies in the design of CPS. This new 
approach would critically depend on the development of new measurements and stan-
dards for the design and performance of these systems at varied interfaces between 
these systems. 
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Abstract. Standard representation of manufacturing capability information is a 
necessity for efficient configuration of loosely-coupled supply chains. 
ManuTerms is a formal thesaurus that provides a set of standard vocabulary that 
can be used for description of manufacturing capabilities.  In this paper, a 
method is proposed for supplier characterization and classification guided by 
ManuTerms. The tools developed in this work use the capability narrative of 
manufacturing suppliers as the input and extract key concepts that refer to 
certain aspects of manufacturing capabilities in order to characterize and 
classify manufacturing suppliers. Through an experimental study, the supplier 
classification method was validated with respect to the level of agreement with 
human judgment.             

Keywords: supply chain interoperability, manufacturing capability, thesaurus, 
supplier characterization. 

1 Introduction 

Effective configuration and operation of distributed supply chains highly depends on 
the ability to meaningfully exchange engineering information among the supply chain 
members. The main body of research in supply chain information interoperability has 
been focused on information exchange among the supply chain participants after the 
supply chain is configured [1]. However, information interoperability in pre-
configuration stages is equally important as it improves the quality of communication 
among suppliers when searching for appropriate manufacturing counterparts [2]. A 
significant portion of the information exchanged and consumed during the supply 
chain pre-configuration stages is related to the manufacturing capabilities that 
different suppliers can offer. Manufacturing capability of a supplier refers to the 
aggregate abilities, skills, and expertise a supplier can provide to the customers 
enabled by its internal and external resources. The existing models for manufacturing 
capability representation are often proprietary and unstructured or semi-structured 
without well-defined semantics. This has resulted in information loss and information 
ambiguity in supply chain communications. In order to streamline information 
exchange in the early stages of supply chain lifecycle, it is imperative to develop 
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standard models for manufacturing capability representation with uniform and explicit 
semantics agreeable among larger supplier communities.  If the representation can be 
formalized, then it also enables active participation of machine agents in autonomous 
supply chain configuration process. One promising approach for addressing the 
interoperability issue is the use of formal ontologies that encode explicit capability 
knowledge. In fact, several research projects have used ontological approach for 
dealing with information interoperability in manufacturing supply chains [1, 3, 4].  
One of the key challenges in developing ontologies is knowledge acquisition 
especially when dealing with a vast and complex domain such as manufacturing. 
There are multiple sources of knowledge that can be utilized for collecting 
manufacturing engineering knowledge including domain experts, engineering 
handbooks, and web portals. The online profiles of manufacturing suppliers, in 
particular, contain a wealth of information pertaining to the capabilities of suppliers. 
In their webpages, manufacturing companies typically provide different types of 
information such as their primary and secondary services, the materials they can 
process, the processes they are expert in, and the types of products or geometries they 
typically produce. The terms that suppliers use in their capability narratives are 
essentially the basic building blocks of the capability knowledge model. Therefore, by 
systematically analyzing supplier profiles and organizing the key terms, it is possible 
to arrive at a conceptual model that can be incrementally evolved into more complex 
and axiomatic ontologies.  

In a previous research, a thesaurus was developed based on the terms collected 
from the online profiles of manufacturing suppliers [5] . This paper describes how the 
developed thesaurus can be used for inferring new knowledge about manufacturing 
capabilities of suppliers and also classifying and clustering suppliers based on the 
information patterns that appear in their online profiles. Through inferring new 
knowledge about the capabilities of manufacturing suppliers, the intelligence of 
autonomous supplier discovery solutions will be enhanced. Automated 
characterization and clustering of suppliers is particularly helpful in web-based 
scenarios in which the supply pool is fairly large and searching and screening process 
becomes a labor-intensive task.  

2 Manufacturing Capability Thesaurus 

ManuTerms, a formal thesaurus for manufacturing terms, was developed with the 
objective of collecting the key terms, or concepts, used in manufacturing capability 
representations [5]. The collected concepts constitute the conceptual model that serve 
as the steppingstone for more formal ontologies such as MSDL [6]. The online 
profiles of manufacturing suppliers, mainly in contract machining sector, were used as 
the main resources when developing ManuTerms. Simple Knowledge Organization 
System (SKOS)1 is used for syntactic and semantic representation in ManuTerms. 
SKOS is a formal language for thesaurus representation and is built upon Resource 
Description Framework (RDF) and RDFS and enables publication of controlled  
vocabularies on the Semantic Web as an RDF graph. SKOS core vocabulary is a set 

                                                           
1 http://www.w3.org/TR/skos-reference/ 
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of RDF properties and RDFS classes. Each term in SKOS has a preferred label and 
one or more alternative labels.  Broader, narrower, and related are the semantic 
relations used in any SKOS thesaurus. Also, each SKOS concept can have a definition 
provided in natural language. ManuTerms currently has more than 2100 concepts that 
are organized in eighteen categories such as processes, materials, and machinery.  
Approximately, 2800 alternative terms have been identified for those concepts. 

3 Capability Inference  

A formal SKOS thesaurus such as ManuTerms, together with its associated document 
indexing and concept extraction tools, can enable different types of statistical analysis 
and data mining that will lead to generation of new knowledge and insight about the 
population under study. In particular, since ManuTerms was initially developed to 
organize the vocabulary adopted by manufacturing suppliers for describing their 
capabilities, it can be used for discovering useful patterns and statistics in a sample of 
supplier profiles. For example, one can learn about the advertising behavior of 
suppliers in different domains such as precision machining or electrical discharge 
machining through analyzing the type and the frequency of concepts used in the 
supplier profiles. This in turn can lead to development of more intelligent supplier 
search algorithms that customize their search logics based on the search context. A 
sample of 50 suppliers from different service categories including machining, casting, 
and assembly was formed for the purpose 
of this study. The selected suppliers each 
had a website in which the core 
capabilities and services were described 
in natural language (English) with at least 
200 words.  

In order to rapidly analyze a large 
sample and improve the statistical 
significance of the results, a Java-based 
concept extraction program was 
developed for automatically extracting 
ManuTerms concepts from the imported 
text. Fig. 1 shows the user interface of the 
concept extraction program. The extractor 
tool exports the identified concepts for 
each supplier to an Excel worksheet for 
further analysis. Fig. 2 shows the 
ManuTerms concepts extracted from the 
profile of one of the suppliers of CNC 
milling services and sorted according to 
the concept score. The concept extractor tool indexes a profile by a concept if the 
preferred or alternative labels corresponding to the concept appear in the profile. 
Concept score is calculated based on frequency and location of its corresponding 
terms in the capability narrative.  The location score assigns more weight to the terms 

 

Fig. 1. The GUI of the concept extractor 
program 
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that appear earlier in the text. Some of the high-score concepts extracted for the 
supplier narrative shown in Fig. 2 are Milling, Custom Manufacturing 
Service, Precision Machining, Steel, and Aluminum.  Therefore, just by 
studying the ranked list of returned concepts, one can conclude that this supplier most 
likely provides precision machining services for steel and aluminum parts. It can also 
be inferred that this supplier provides assembly and stamping services as secondary 
services since these concepts are among the top twenty concepts returned by the 
extractor but not ranked high in the list.  

 
Manufacturer, Custom Manufacturer, 

Service Company Veteran-owned, lean 

manufacturing capable ISO 9001:2008 

certified precision milling services including 

CNC milling. Materials handled are 

aluminum, brass, copper, iron, steel, mild 

steel, stainless steel, phenol, Delrin®, nylon 

plastics. Other milling services include 

horizontal vertical milling. Engineering, 

fabricating, machining, welding, stamping, 

assembly, on-site process management, 

warehousing fulfillment services are also 

available. Milling processes meet QS 9000 

requirements. 

 

 

Fig. 2. The capability narrative of a sample supplier along with the listing of the concepts  
extracted from this profile  

In the studied sample of 50 suppliers, 24 suppliers had Precision Machining 
in their top five lists. However, only two of twenty two suppliers provided   
stamping processes. Therefore, one can conclude that these two data points are 
outliers and do not provide a strong evidence for the hypothesis that “ providers of 
precision machining services usually provide stamping service as well”.  Table 1 
shows some of the discovered patterns of service provision based on the concepts 
extracted from the studied sample.  
 

Table 1. The discovered patterns based on a sample of 50 suppliers 

Pattern / finding Occurrence  
percentage 

Providers of Micromachining services serve Medical industry. 67% 

Providers of Swiss Machining services are capable of High Volume

production. 

53% 

Providers of CNC machining services provide CAD/CAM services as well. 71% 

Providers of Casting services provide Heat Treating services as well. 75% 



348 F. Ameri and S. Thornhill 

 

4 Supplier Classification 

Concept extraction results in semantic tagging of supplier profiles by ManuTerms 
concepts. Semantic tagging and annotation is particularly helpful for automated 
search and retrieval of suppliers. Machine agents can use the extracted concept cloud 
in order to characterize and categorize manufacturing suppliers based on their asserted 
and inferred capabilities, thus generating more precise search results. Supplier 
characterization is the first step in forming specialized supplier families. As an 
example, a particular search agent may define an arbitrary family if suppliers called 
high-tech suppliers representing the suppliers that possess 5-axis micromachining 
capabilities supported by CMM and CAM services. An array of ManuTerms concepts 
such as 5-Axis Machining, CMM Service, CAM Service, and 
Micromachining Service can be defined as the concepts that qualify a supplier as 
a high-tech supplier. A semantic query over the annotated profiles can be executed to 
identify the “high-tech” suppliers within the search space depending on the presence 
of one or more of the qualifying concepts in each profile. Through employment of 
scoring and normalization measures, it is possible to quantify the strength by which a 
supplier belongs to a particular family. For the purpose of experimentation, six 
categories of suppliers, together with their qualifying concepts, were defined as 
shown in Table 2. 

Table 2. Example supplier categories together with their description and qualifying concepts 

Category Title Description Qualifier concepts 
Small-part suppliers Suppliers who are capable of 

producing small parts. 

Swiss Machine, Screw 

Machine, Chucking 

Machine, Small Part, 

Precision Small Part, 

Swiss Machining, Screw 

Machine Part 

Large-part suppliers Suppliers who are capable of 
producing large parts. 

Large Part, Medium-to-

large Part, Large 

Machining Job, Vertical 

Boring, Vertical Boring 

Machine, Trunkey 

component, Trunkey 

Manufacturing   

Aerospace suppliers Supplier who serve aerospace 
industry. 

Aerospace Industry, 

Aircraft, Spacecraft, 

Aircraft Manufacturing, 

Aerospace Alloy, 

Aerospace Part 

Precision suppliers Supplier who provide precision 
manufacturing services. 

Precision Small Part, 

CNC Precision Turning, 

Precision Machining, 

Precision Measuring 

Instrument  
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Table 2. (continued) 

Complex-parts suppliers Supplier who provide 
manufacturing services for 
complex parts 

Complex Part, Complex 

Geometry, 5-Axis 

Machining 

High-tech suppliers Supplier who provide high-end 
manufacturing services and 
possess modern manufacturing 
and inspection equipment. 

5-Axis Machining, CMM 

Service, CAM Service, 

Micromachining 

 
Twenty suppliers were selected for the classification experiment based on the 6 

categories described in Table 2. The concepts extracted automatically for each 
supplier were analyzed to come up with a numeric value for the membership strength 
with respect to each category. The membership strength is calculated using the 
following equation:  =                                    (1) 

Where MSij is the membership strength of the supplier i with respect to the 
category j, SQCij is the sum of the number of qualifier concepts for jth category 
extracted from the profile of the ith supplier, and QCj is the number of qualifier 
concepts for the jth category. For example, there are seven qualifier concepts for the 
small parts supplier category. Then if three of these concepts appear directly or 
indirectly in the profile of particular supplier, the membership strength of this supplier 
to small parts supplier category is 3/7=0. 42.  

 

 

Fig. 3. The screenshot of the supplier characterization tool 

A Java-based tool, called supplier characterization tool, was developed for 
calculation of membership strength based on the capability narrative of the supplier as 
shown in Fig. 3 . It should be noted that semantic equivalence (i.e., alternative label) 
is taken into account when calculating MSij. 
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The supplier classification tool receives the capability narrative of the supplier as 
the input and calculates the membership strength along different categories. To this 
end, the tool interacts with an API of a thesaurus builder software tool, Pool Party 
Extractor (PPX), to obtain a list of concepts extracted from the narrative of the 
suppliers.  The particular supplier shown in this figure is mainly categorized as a 
“precision supplier” since about 80% of the qualifying concepts related to precision 
suppliers incurred in the profile of this supplier.  This finding was compared against 
human expert’s judgment that was asked to assign membership strength values for 
different categories after studying the narrative of the supplier. Validation based on 
expert’s judgment was conducted for all sampled suppliers. One interesting 
observation in the supplier characterization experiment was that most of the suppliers 
that were strongly characterized as “small-part suppliers”, ranked high with respect to 
precision and complexity measures as well. That is, an intelligent learning algorithm 
may be developed in the future to use such information to infer capability. 

Another experiment was conducted to compare and contrast the capability 
descriptions collected from the e-sourcing portals and the capability descriptions 
available in the websites of suppliers. The null hypothesis was that suppliers describe 
the same capabilities in an e-sourcing portal and in the company’s website. For this 
experiment, the same sample of suppliers used in the characterization experiment was 
studied. A particular e-sourcing portal widely used in the contract manufacturing 
industry was selected for this study. After quantitative analysis of the commonalities 
and differences of the returned sets, it was observed that, for the majority of the 
studied suppliers, the set of concepts extracted from the portal profile is considerably 
different from the concept set extracted from the supplier’s website. This discrepancy 
is mainly attributed to the predefined template and keywords imposed by the portals 
for capability description that provide suppliers with a limited set of options for 
describing their capabilities.  In general, because of the flexibility that suppliers have 
when describing their capabilities in the company website, the information content of 
the text extracted from the suppliers’ websites is higher compared to e-sourcing 
portals. This finding is in favor of the distributed sourcing solutions that consume the 
capability data generated in a decentralized fashion. In a distributed sourcing scenario, 
ManuTerms can serve as a neutralizing middle agent that converts the contents of 
heterogeneous profiles collected from the Web into uniform capability models that 
share a common vocabulary.  

5 Conclusions 

This paper presented novel approaches for capability inference and supplier 
classification based on ManuTerms. Classification of suppliers is beneficial in the 
early stages of supply chain configuration as it narrows down a larger pool of 
suppliers to a smaller subset composed of suppliers that are relevant to particular 
search scenarios. The proposed classification technique was evaluated experimentally 
to verify its agreement with human judgment. More sophisticated search techniques 
based on axiomatic ontologies such as MSDL can be conducted on the returned subset 
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in order to arrive at a more fine-tuned search results.  The advantage of using a 
formal thesaurus is that it can be used for automatically converting heterogeneous 
capability narratives into homogenous conceptual models composed of standard 
capability terms. One of the future tasks in this research is to use ManuTerms as an 
intermediary model for Ontology-based Information Extraction (OBIE) from web-
based profiles of manufacturing suppliers.  
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Abstract. As up-to-date competitive environment of manufacturing business 
has accelerated global outsourcing, the selection of the right partners becomes 
more important than ever in securing competitiveness. To have the best partner 
selections, it is necessary to discover potential partners (either suppliers or buy-
ers) located in all over the world and to evaluate their capability to produce 
eventual profits. e-marketplaces of manufacturing services are collaboration 
systems that support cooperation between suppliers and buyers. The objective 
of this paper is to present a web-based collaboration system, referred to as ex-
cellent manufacturer scouting system (EMSS). EMSS provides collaboration 
services for discovering, evaluating, negotiating and cooperating to ensure inte-
roperability amongst manufacturing companies. EMSS employs an ontology-
based mechanism for semantic interpretation, and it is equipped with an  
assessment model of core manufacturability. In this paper, a supply chain colla-
boration model using EMSS for molding industry is also proposed.  

Keywords: Interoperability, Supplier scouting, e-Marketplace, Manufacturabil-
ity assessment, Manufacturing service. 

1 Introduction 

Nowadays, owing to the competitive environment of manufacturing business, the 
manufacturing paradigm has been changed toward global collaboration. Especially, 
construction of collaboration network via global outsourcing is a representative strat-
egy for manufacturing companies to survive. Thus, discovery and selection of the 
right partners becomes more important in securing competitiveness. In such a line of 
thought, manufacturing companies should efficiently find out competitive outsourcing 
partners located anywhere in the world, and the potential outsourcing partners should 
effectively inform their core capabilities to the global customers. Actually, it has  
been shown that the ability to establish partnership with global customers provides 
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competitive advantage to SMEs in Korea over those in other developing countries 
such as China, Vietnam, and so on [1]. 

Recently, a target of global outsourcing has been changed from non-core services 
such as human force for back-end business operations to a higher value-added busi-
ness such as knowledge outsourcing. Thus, collaboration style for global outsourcing 
has been changed from ad hoc buyer-supplier relationship to a strategic partnership 
(i.e., long term exclusive relationship) as illustrated in Fig. 1.  

 

Fig. 1. Change of the collaborative approaches [2] 

In this paper, a web-based collaboration system that provides collaboration servic-
es for discovering, evaluating, negotiating and cooperating is presented to ensure 
interoperability amongst manufacturing companies. The system is referred to as ex-
cellent manufacturer scouting system (EMSS). EMSS is a sort of e-marketplaces for 
manufacturing services that support strategic cooperation between suppliers and buy-
ers. EMSS is equipped with ontology-based semantic interpretation mechanism to 
secure interoperability, and it employs an assessment model of manufacturability.  

In Section 2, existing e-marketplaces are briefly introduced. In Section 3, EMSS is 
presented. Then a supply chain collaboration model using EMSS for molding industry 
is presented in Section 4. Finally, Section 5 is devoted to concluding remarks and 
further research topics. 

2 Manufacturing e-Marketplaces 

In general, manufacturing companies exhaust their resources and time to find a new 
collaboration partner by means of participating in various industrial expositions or 
conferences. They have recently used various websites or e-marketplaces (e.g., aliba-
ba.com, EC21.com, mfg.com) for searching and scouting their buyers or suppliers in 
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order to reduce costs. Conventional websites that support supplier discovery services 
just provide general or brief information of manufacturing companies in a list format; 
or they restrictedly assist in establishing business contracts between buyers and sup-
pliers mainly by human. However, the basic information is insufficient for evaluating 
company’s manufacturability.  

Alibaba.com [3] is a well-known e-marketplace specialized in manufacturing in-
dustry. It focuses on the service on commercial transactions such as product lists, 
product search, supplier search, buyer search, intermediary services, and so on. How-
ever, it does not provide matching services and evaluation services for buyers and it 
only provide a simple searching service by using keywords. Therefore, buyers have to 
evaluate suppliers by themselves. Furthermore, the quality of searching service is not 
good enough to find right suppliers effectively because of its limitation of keyword 
searching. 

EC21.com [4] focuses on not only manufacturing industry but also other industries 
such as agriculture and service industry. Its services are similar with those of aliba-
ba.com but EC21.com provides company’s homepage and catalog services. However, 
such additional services are insufficient for practical support for matching buyers and 
suppliers. 

Mfg.com [5] provides not only searching services but also matching services and 
negotiation service between buyers and suppliers in manufacturing industry such as 
molding, forge welding, assembly, and so on. Buyers can find a suitable supplier easi-
ly and conveniently by using it. However, the level of services provided depends on 
the membership fee monthly paid. Furthermore, because the discovery process is 
performed by human, it is inefficient in terms of cost and time. We also cannot get 
accurate evaluation results, reflected by human's subjectivity. 

In sum, legacy e-marketplaces provide limited searching services based on key-
word search methods, and they do not provide matching and evaluation services ex-
cept for mfg.com. Even mfg.com employs a manual evaluation mechanism. Thus, it is 
required to build more effective searching mechanism based on a semantic search 
rather than simple keyword search. In addition, an automated evaluation method of 
core capabilities of manufacturing companies should be developed. Furthermore, the 
discovering services are required to be incorporated with post-discovering services 
devoted to negotiation and collaboration. EMSS proposed in this paper meets these 
requirements. 

3 Excellent Manufacturer Scouting System(EMSS) 

3.1 Supply Chain Formation 

EMSS serves manufacturing services that plays a role of a matchmaker between buy-
ers and suppliers. EMSS helps globally located buyers to discover and evaluate out-
sourcing partners, and provides potential suppliers with business opportunities. Fig. 2 
shows overall procedure for supply chain formation via partner selection using 
EMSS, that consists of three stages including 1) discovery, 2) negotiation, and  
3) collaboration. In the stage of discovery, which is the scope of this paper, EMSS 
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provides a buyer with candidate suppliers that conform to its requirements of manu-
facturing capabilities, quality level, etc. The buyer makes the final selection of its 
supplier in the stage of negotiation, and then orders are placed to the selected supplier 
for making products or services in the stage of collaboration. It is assumed that a web-
based collaboration system, referred to i-MFG, is employed in the collaboration stage. 
i-MFG was developed by a government-led project in Korea, and it serves various 
functions for collaboration[6-9]. 

 

Fig. 2. Overall procedure for supply chain formation 

3.2 Supplier Discovery Process 

Supplier discovery process of EMSS includes 1) filtering, 2) matching, and 3) rank-
ing, as illustrated in Fig. 3. At the filtering phase, EMSS filters out inappropriate sup-
pliers from registered suppliers, based on non-technical criteria such as general  
information, exportation experience, customer portfolio, etc. Non-technical informa-
tion is usually expressed as a string type of text. Therefore, a text-based keyword 
matching method incorporated with a binary search is applied to find out suppliers 
that meet the non-technical requirements of a buyer. For example, if a buyer wants to 
find a supplier located near a harbor, EMSS finds out suppliers of which profile 
shows some related keywords such as ‘near harbor’ or the names of principal harbor 
cities. Other suppliers are eliminated from the search space. At the matching phase, 
EMSS selects some suppliers that meet the technical requirements of a buyer. Be-
cause technical requirements are usually described by various terminologies in isola-
tion, their true meanings may not be uniformly interpreted. Thus, EMSS employs an 
ontology-based method for semantic interpretation of technical requirements. In the 
final step, i.e., ranking phase, EMSS evaluates capabilities of selected suppliers, based 
on additional non-technical criteria. Their ranked list is reported to the buyer, and the 
buyer goes through a negotiation process with the recommended suppliers. 
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Fig. 3. Supplier discovery process in EMSS 

3.3 Ontological Model of Manufacturing Capability 

EMSS is equipped with an ontological model for manufacturing capabilities and re-
quirements to secure interoperability between buyers and suppliers. Ontology formal-
ly represents knowledge as a set of concepts within a domain, and the relationships 
between those concepts. It can be used to reason about the entities within that domain, 
and may be used to describe the domain [10]. In this paper, we propose an ontology 
model for molding industry that is devoted to semantic matching between buyer’s 
technical requirements and supplier’s manufacturing capabilities.  

Fig. 4 shows the first layer of ontology for molding industry. Hexagon means an 
association that expresses relationship between topics or subordinates and superiors. 
Decagon indicates a target like a class or an object in the object-oriented modeling 
notations. Square means occurrence that contains knowledge or data such as the name 
of tools, process data, and information of quality certification, and so on. 

The proposed ontology model contains technical criteria such as product quality in-
formation, equipment names, model numbers, and the type of a mold. It also contains 
non-technical criteria such as company names, financial information, overseas expe-
rience, etc. Currently, we are still under development of ontology for EMSS by using 
protégé software [11], Manufacturing Service Description Language (MSDL) [12], 
and web ontology language (OWL) [13] are used for designing and developing ontol-
ogy as well as database. 

For semantic interpretation of buyers’ requirements, we use an inference method 
based on the proposed ontology model to calculate similarity of suppliers’ features 
(such as capable manufacturing processes, feasible equipment and tools, etc.) with the 
requirements. For example, a buyer wants to find a supplier who has manufacturing 
capabilities of milling, drilling and 3D design, and principal features of potential sup-
pliers are shown in Fig. 5. In this case, the profile of supplier 2 does not explicitly 
have the capability of 3D design. However, the capability of supplier 2 can be  
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also decomposed into next-tier sub-criteria, if necessary. Even though qualitative 
criteria such as strategic policies and mission statements are excluded from automatic 
calculation while rating them, they are evaluated in the measure of “yes” or “no”.  
Fig. 7 illustrates an example of evaluation result. 

 

 

Fig. 6. Hierarchy of assessment criteria 

 

Fig. 7. Supplier evaluation module in EMSS 
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4 Collaborative Business Model 

Fig. 8 shows an overall collaborative business model for EMSS-based supply chain. 
EMSS provides buyers with collaboration services to discover and evaluate outsourc-
ing partners. In addition, some customized services are also provided for buyers and 
suppliers. EMSS amasses profiles of suppliers and buyers in order to evaluate suppli-
ers’ manufacturability to meet buyer’s requirements. Based on the profiles, EMSS 
provides customized services such as introducing of a language translator, a shipping 
agency, or a banking agency, etc. 

EMSS is required to provide an interface service to i-MFG for both buyers and 
suppliers. The buyers cooperate with selected suppliers via i-MFG. In addition, EMSS 
is required to cooperate with trade agencies (either public or private) in order to offer 
extensive information on various business opportunities. 

 

Fig. 8. Collaborative business model in EMSS-based supply chain 

5 Conclusion 

EMSS is a web-based collaboration system that implements an e-marketplace for 
manufacturing capabilities and provides discovery and evaluation services of out-
sourcing partners. Eventually, EMSS supports systematic construction of supply 
chains in collaboration with i-MFG system. In this paper, overall framework for 
supply chain formation based on EMSS has been presented. EMSS secures interope-
rability by means of an ontological model for technical descriptions, and it provides 
an evaluation mechanism for manufacturing capabilities based on non-technical crite-
ria. Currently, EMSS is under development for Korean molding industry. 
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Abstract. Manufacturing enterprises are becoming globally distributed produc-
tion systems. Rigid supply chains are giving way to dynamic supply networks 
that are cost-efficient and can respond to change quickly. A key factor in the 
formation of dynamic supply networks is the communication of manufacturing 
capabilities – both production capabilities and information processing capabili-
ties. These are collectively referred to as manufacturing service capability 
(MSC) information. Presently, MSC information is provided using many differ-
ent, proprietary terminologies and representations. The lack of a standard model 
impedes communications of MSC information. We propose the development of 
a standard MSC model to enhance the MSC information communications. This 
paper motives such development by presenting a use case analysis that illu-
strates the current and a desirable future state of MSC information communica-
tion. The future state, which relies on a standard MSC model can advance the 
current practice and allow precise and computer-interpretable representation of 
MSC information. 

Keywords: manufacturing service, manufacturing service capability, dynamic 
supply chain. 

1 Introduction 

Accurate information about manufacturing capabilities is essential when forming a 
manufacturing supply network. Key supplier capability factors are production 
processes, quality, capacity, cost, and digital information processing ability. These are 
collectively referred to as manufacturing service capability (MSC) information. Man-
ufacturing service capability (MSC) information must be accurate and easily accessi-
ble to the supply chain. Multiple manufacturing communities and enterprises have 
developed proprietary MSC models. These models differ semantically, structurally, 
and representationally – they have different taxonomies for categorizing manufactur-
ing services, different representations for expressing production requirements. In  
addition, the models still rely largely on unstructured data. Therefore, there are chal-
lenges in today’s industry practices to assemble a manufacturing supply chain. For 
instance, the current means of matching a customer’s requirements to a supplier’s 
capabilities is largely manual and inefficient. Supply chain data are transformed ma-
nually throughout the supply chain. In many cases the manufacturing software  
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applications are incompatible between the sender and receiver. This can cause data 
errors and data quality to deteriorate as data are being passed to lower tier suppliers. 
These situations ultimately impede effective sourcing and can lead to production  
issues. 

The focus of our work is to enhance communication of MSC information carried in 
the form of MSC description instantiated from a standard MSC model. MSC descrip-
tions may be carried in electronic documents as manufacturing requirements  
(e.g., RFQ - Request for Quotation) or may be exposed on suppliers’ web sites and 
web-based information-sharing portals as supplier’s manufacturing capabilities.   

This paper proposes the development of a standard MSC model by presenting a use 
case analysis that illustrates the current and a desirable, standard-based future state of 
MSC information communication. The use case scenario provides context for the 
standard MSC model information requirements. The rest of the paper is structured as 
follows. In section 2, we provide a RFQ use-case scenario illustrating MSC informa-
tion that needs to be communicated between a manufacturing customer (customer, for 
short) and suppliers. In section 3, we analyze the current state where MSC informa-
tion is communicated using proprietary MSC models and descriptions; and illustrate 
the desirable future state. Due to space limitation and for simplicity, these proprietary 
and standard models are illustrated as data elements in tabular form, while the actual 
standard model is expected to be represented in a formal representation language. We 
then describe related work in section 4. Finally we provide conclusions and future 
plans which include developing an MSC model evolution framework and tools as 
well as working with industry to develop a standard model.  

2 Request for Quote Use Case Scenario  

In this scenario, a customer needs a supplier to produce a custom bearing with specif-
ic requirements. Below, two ways in which MSC information (in this case, the manu-
facturing requirements) can be communicated are shown using product-centric or 
process-centric MSC descriptions for a custom bearings manufacturing RFQ. 

Product-Centric MSC description Process-Centric MSC description 

 Bearing Type: Spherical 
 Order quantity: 1,000 
 Delivery date: Dec 31, 2012 
 Application: Military 
 Metric: Inch 
 Lubrication port: Required 
 Sealed: No 
 Bore diameter: 15 cm 
 Outer diameter: 21.875 cm 
 Width: 11.875 cm 
 Housing width: 10.3125 cm 
 Basic dynamic load rating: 17630 kg  
 Basic static load rating: 530612 kg 
 Ball material - Alloy steel, heat treated, hard chrome plated. 
 Race material - Stainless steel, heat treated 

 Order quantity: 1,000 
 Stock shape: Tubes or Round stock  
 Material: Alloy steel 
 Industry: Military 
 Required manufacturing processes  
o Turning 
- Outside Diameter: 21.875 cm 
- Diametric tolerance: 0.125 mm 
- Concentricity: 0.025 mm 

o Process annealing to 260 oC 
o Grinding 
- Surface finish: 12 RA 
- Outside diameter: 21.875 cm 
- Inside diameter: 15 cm 

o File format: CATIA version 4 
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A product-centric MSC description conveys manufacturing requirements via re-
quired product design features and functional properties such as Bearing Type, Lubri-
cation port, and Sealed. On the other hand, the process-centric MSC description  
conveys manufacturing requirements in terms of process capabilities required to pro-
duce a product. Process-centric MSC descriptions may be expressed with process-
oriented information, resource-oriented information, or combination of the two. The 
process capabilities include manufacturing process capabilities and information 
processing capabilities. The process-centric description using process-oriented infor-
mation describes information in terms of particular manufacturing processes, such as 
CNC (Computer Numerical Control) machining, EDM (Electric discharge machin-
ing); and software functions, such as support for CAD (Computer-Aided Design) file 
formats or mechanical or design analysis. The process-centric description using re-
source-oriented information, on the other hand, describes information in terms of 
available resources including machines, tools, and software (e.g., 3-axis Vertical CNC 
machining center, specific CAD System). 

3 Current and Future State Analyses of Communication  
via MSC Descriptions  

This section illustrates the current and desired state of communicating MSC descrip-
tions using the custom bearings example. 

3.1 Product-Centric MSC Models 

The proprietary MSC models, m1, m2, and m3, shown below illustrate current prod-
uct-centric MSC models that are used by suppliers to create their MSC descriptions. 
The custom bearing customer uses these models and descriptions to communicate 
MSC information – in this case matching manufacturing requirements (from the cus-
tomer) with capabilities (from suppliers). Below, three proprietary product-centric 
MSC models for custom bearing and respective properties from the custom bearing 
manufacturers are analyzed. These three models are respectively based on a proprie-
tary RFQ form on a supplier web site, a proprietary product catalog, and a search 
form from a supplier search portal. 

The m1 proprietary MSC model  uses a natural language description of the re-
quired functions (a lot of data fields have string data types) and proprietary characte-
rization of desired performances and data based on proprietary representation of  
geometric schematics (of product model).  

The m2 proprietary MSC model uses proprietary material and part classifications 
(i.e., proprietary code lists) and proprietary characterization of desired performances. 
The model m2 is more limited than the model m1. A number of design features and 
functionalities in the manufacturing requirements cannot be captured using this m2 
model. However, some requirements, such as the Sealed and Application properties, 
which could not be represented with the model m1, are representable with the model 
m2. These properties are used as part of the customer requirements. 
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The last proprietary MSC model, m3, uses proprietary part classification, proprie-
tary characterization of desired performances, and ad hoc classification of material 
and functional features using proprietary code lists. This model has also a number of  
issues: it cannot capture all the manufacturing requirements from our example; prop-
erties are semantically ambiguous e.g., Load Capacity property does not differentiate 
between Basic Dynamic Load Rating and Basic Static Load Rating; dimensional 
properties such as Bore Diameter and Outside Diameter are specified in data value 
ranges (conveyed via code lists) rather than as precise numeric values; there may be 
differences in concepts based on the terminology such as Length through Bore vs. 
Width. 

Product-centric MSC model de-
rived from RFQ Form (m1) 

Product-centric MSC model 
derived from Product Catalog 
(m2) 

Product-centric MSC model 
derived from Search Form 
(m3) 

 Application: code list 
 Quantities to quote: number 
 Usage: string 
 Grooved for lubrication / Plain: 

code 
 B (Bore diameter): number 
 D (Outside diameter): number 
 W (Width): number 
 H (Housing width): number 
 a (Misalignment angle): number 
 Material for Ball: string 
 Material for Race: string 
 Material for Liner: string 
 Type of Bearing Loads: string 
 Radial Bearing Load: number 
 Axial Bearing Load: number 
 Operating Temperature: number 
 Corrosion: string 
 Washdown: string 

 Inner Ring Material: code list 
 Outer Ring Material: code list 
 Maintenance Free: boolean 
 Sealed: boolean 
 Angle of misalignment: num-

ber 
 Applications: code list 
 Quantity: number 

 Design units: code list 
 Bore diameter: code list 
 Length through Bore: code list 
 Outside diameter: code list 
 Maximum Angular Misalign-

ment: code list 
 Load capacity: code list 
 Material: code list 
 Self-lubricating: boolean 
 Lubrication Port: boolean 
 Corrosion Resistant: boolean 
 Suitable for Rotating Shaft: 

boolean 

 
The properties captured in those three presented proprietary product-centric MSC 

models illustrate the heterogeneities and limitations of how bearing features and func-
tions are communicated. A customer having MSC description of the custom bearing 
described in section 2 would need to convert his/her MSC description to these various 
manufacturer MSC information models, if at all possible, to engage in an RFQ trans-
action and supply chain assembly with potential suppliers. Such communication limi-
tation prevents customers from getting to suppliers with the right capability at the 
right time with the right effort. 

A future state of enhanced MSC information communication for custom bearings 
can be enabled by a standard product-centric MSC model. Table 1 shows a possible 
standard MSC model constructed by harmonizing properties from the three analyzed 
proprietary product-centric MSC models. In this case, free-form text field and pro-
prietary code lists are replaced with standard code lists that may be supplemented by 
respective ontologies. The proposed model is semantically rich and can cover more 
bearing characteristics than those necessary to describe the example manufacturing 
requirements. That is, <no requirement> in Table 1 denotes properties, identified in 
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the analyzed proprietary product-centric MSC models, but not required in the exam-
ple manufacturing requirements. This means the possible standard model is richer in 
semantics and can support more variations of bearing specifications. Only with a 
standard MSC model, the customer can effectively communicate with a large pool of 
suppliers using shared concepts and semantics and be able to get to the right supplier 
with the right capability at the right time and effort. 

Table 1. Possible data elements for standard product-centric MSC model 

Property Group Property: Data Type 
Customer Requirement Map (from the 

Product-Centric MSC description) 

Production 
Quantity: number Order quantity 

Expected delivery date: date Delivery date 

Dimension 

Design units: standard code list Metric 

Bore diameter: number Bore diameter 

Length through Bore: number Width 

Outside diameter: number Outer diameter 

Housing diameter: number Housing width 

Performance 
specification 

Type of Bearing Loads: standard code list Dynamic load or Static load 

Radial Bearing Load: number Dynamic load or Static load value 

Axial Bearing Load: number <no requirement> 

Maximum Angular Misalignment: number <no requirement> 

Material 

Ball: standard code list Ball material 

Race: standard code list Race material 

Liner: standard code list <no requirement> 

Application 

Type: standard code list  <no requirement> 

Application area: standard code list Application 

Usage: string Usage 

Operating temperature: number <no requirement> 

Features 
  

Self-lubricating: boolean <no requirement> 

Lubrication Port: boolean Lubrication port 

Corrosion Resistant: boolean <no requirement> 

Suitable for Rotating Shaft: boolean <no requirement> 

Suitable for Washdown: boolean <no requirement> 

Maintenance-free: boolean <no requirement> 

Sealed: boolean Sealed 

3.2 Process-Centric MSC Models 

Below, three current proprietary process-centric MSC models, m4, m5, and m6, from 
three custom bearing manufacturers are shown. The first two are based on proprietary 
MSC descriptions from web sites of two suppliers. The other is based on a search 
form of a supplier information sharing portal. The first two use combination of 
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process-oriented and resource-oriented information while the other uses only process-
oriented information. 

In m4, a number of manufacturing requirements cannot be specified, including  
Order quantity, Stock shape, Concentricity tolerance, and Process annealing  
temperature.  

As with m4, the second proprietary MSC model, m5, cannot support a number of 
manufacturing requirements including Order quantity, Stock shape, Surface grinding 
finish tolerance, and Process annealing temperature requirement. Furthermore, the 
annealing process requirement can only be specified using a more generic concept, 
the heat treatment process.  

The last proprietary MSC model, m6, also cannot support a number of manufactur-
ing requirements, including Order quantity, Stock shape, Surface grinding finish  
tolerance, Process annealing temperature and File format. 

Process-centric MSC model  
derived from Supplier profile 1 (m4) 

Process-centric MSC model derived 
from Supplier profile 2 (m5) 

Process-centric MSC 
data-set model derived 
from Search form (m6) 

 Machining Processes: proprietary code 
list 
 Equipment: proprietary code list  
 Machinery Axis: number 
 Fixturing: proprietary code list 
 Maximum Part Diameter (Turning): 

number with constraint 
 Maximum Part Length (Turning): 

number with constraint 
 Maximum Bar Feed Diameter Capaci-

ty (Turning): number 
 Maximum Swing (Turning): number 

with constraint 
 Maximum Part Size (CNC Milling, 

Vertical): formatted string 
 Industries: proprietary code list  
 Industry Standards: proprietary code 

list 
 Efficiency: proprietary code list 
 File Formats: proprietary code list 
 Maximum Part Size (CNC Milling, 

Horizontal): formatted string 
 Production Tolerances (+/-): number 

with constraint 
 CNC Products Type: proprietary code 

list 
 Materials: proprietary code list 
 In House Additional Services: proprie-

tary code list 
 Additional Services: proprietary code 

list 
 Inspection: proprietary code list 
 Quality: proprietary code list 
 Inventory Control: proprietary code 

list 
 Production Volume: proprietary code 

list 

 Machining Processes: proprietary 
code list 
 Equipment: proprietary code list 
 Equipment Capabilities: proprietary 

code list 
 Machinery Axis: number 
 Fixturing: proprietary code list 
 CNC Turned Part Diameter: number
 CNC Turned Part Length: number  
 CNC Milled Part Length: number 
 CNC Milled Part Width: number 
 CNC Milled Part Height: number 
 Straightness : number 
 Diameter Tolerances (out/in) : 

number  
 Concentricity : number 
 Length Tolerances: number 
 Intended applications: proprietary 

code list 
 Materials (Metals) : proprietary code 

list 
 Materials (Plastic Polymers) : pro-

prietary code list 
 Secondary Services: proprietary 

code list  
 Production Volume: proprietary 

code list 
 Industries Served:  proprietary code 

list 
 Industry Standards: proprietary code 

list  
 Lead Times Available: proprietary 

code list 

 Capabilities: proprietary 
code list  
 Number of Axes: pro-
prietary code list 
 Specialty Machining: 
proprietary code list 
 Diameter Capacity: 
proprietary code list 
 Length Capacity: pro-
prietary code list 
 Micro Machining: boo-
lean 
 Materials: proprietary 
code list 
 Secondary Services 
Offered: proprietary code 
list 
 Additional Services: 
proprietary code list 
 Location: proprietary 
code list 
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A future state of enhanced MSC information communication for custom bearing 
manufacturing can be enabled by a standard process-centric MSC model. Table 2 
shows a possible standard MSC model, which extends a merge of a subset of the 
properties defined in the three proprietary process-centric MSC models.  The stan-
dard MSC model would be formal and structured specifications of required manufac-
turing capabilities and process requirements using shared concepts and semantics. The 
model is semantically rich and can cover more manufacturing characteristics than 
those necessary to describe the manufacturing requirements for our custom bearings 
example. Proprietary code lists are replaced with standard code lists that may be sup-
plemented by respective ontologies. It should be noted <no requirement> signifies the 
same meaning as that in Table 1.  

Table 2. Possible data elements for standard process-centric MSC model 

Property: Data Type 
Customer Requirement Map (from the   

Process-Centric MSC description) 

Machining process: standard code list Turning , Grinding 

Specialty machining process: standard code list <no requirement> 

Equipment: standard code list <no requirement> 

Machinery axis: number (2 – 9) <no requirement> 

Fixturing: standard code list <no requirement> 

Turning max part diameter:  number 21.875 cm 

Turning max part length: number <no requirement> 

Turning max bar feed diameter: number <no requirement> 

Turning Swing: number <no requirement> 

Milling max part length: number <no requirement> 

Milling max part width: number <no requirement> 

Milling part height: number <no requirement> 

Micro machining: number <no requirement> 

Straightness: number <no requirement> 

Diameter tolerances: number 0.125 mm 

Concentricity: number 0.025 mm 

Length tolerances: number <no requirement> 

Materials: standard code list Alloy Steel, Stainless Steel 

Secondary services: complex structure Heat treating to 260 oC 

Quality control capabilities: standard code list <no requirement> 

Inventory control capabilities: standard code list <no requirement> 

Lead time capabilities: standard code list <no requirement> 

Inspection capabilities: standard code list <no requirement> 

Production volume: standard code list Medium 

Industries served: standard code list Military 

Product focus: standard code list Bearing 

Industry standards: standard code list <no requirement> 

File formats accepted: standard code list Catia version 4 

Location: standard code list <no requirement> 
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4 Related Work 

There are efforts towards standardization of MSC model and its semantic-
enhancement. Ameri and Dutta [1] have built Manufacturing Service OWL (Web 
Ontology Language) ontology to provide for shared semantics of the process-centric 
MSC information. Jang et al. [7] developed similar OWL-based manufacturing ser-
vice ontology, however, in product-centric way using machining features. A resource 
model developed by Vichare et al. [8] can be a basis for shared semantics of the re-
source-oriented process-centric MSC information. Ontology for representing fixture 
design knowledge in Ameri and Summers [2] can also provide a basis for resource-
oriented MSC information of fixtures. In addition to these ontology-based efforts, 
other related standardization efforts include ISO 14649 (STEP-NC) [5] standard for 
machining features, ISO 15331 [6] standard for representing machining resources, 
ISO 13399 [4] standard for representing cutting tool information, and ASME B5.59-2 
[3] standard for describing the performance and capabilities of milling and turning 
machines. 

5 Conclusion and Future Work 

This paper highlights the inefficiency in communication of MSC information via 
MSC descriptions between suppliers and manufacturers. Communicating MSC infor-
mation is important for enabling supply chain agility. The lack of effective standards 
is a barrier to improving MSC information communication. As the first stage in de-
veloping a standard, this paper provided an illustrative use case analysis of the current 
and future communications of MSC information via respective MSC models. MSC 
descriptions are characterized into product- and process-centric MSC descriptions, 
and the process-centric MSC descriptions may be specified with resource- and/or 
process-oriented information. The MSC descriptions conforming to an advanced and 
standardized MSC model should significantly enhance current practice in communi-
cating requirements and capabilities for manufacturing services. Our immediate future 
work will include more comprehensive MSC information requirements analysis, fol-
lowed by creating and validating the target standard MSC model that enables seman-
tically precise representation of product- and process-centric MSC descriptions. 

6 Disclaimer 

Certain commercial software products are identified in this paper. These products 
were used only for demonstration purposes. This use does not imply approval or en-
dorsement by NIST, nor does it imply these products are necessarily the best available 
for the purpose. 
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Abstract. Engineering change management is managing an alteration made to 
the technical system and/or its related value chain processes and documentation 
that have already been released during the product and process design process. 
The change can either emerge during the process or be initiated internally or 
externally by for instance customers. Managing initiated engineering changes is 
a vital source for improving product performance and radically reducing change 
costs. Customer-initiated engineering change is an area growing in importance 
decreasing product life cycles and increasing demand for customisation. 
Through an in-depth case study, this paper investigates which process and what 
governance setup is appropriate to manage customer initiated engineering 
changes, referred to as request management. The paper includes a proposal for a 
request management framework and a task-based iterative process model based 
on existing engineering change management theory and case study findings. 

Keywords: Engineering change management, customer-initiated change 
management, request management, case study. 

1 Introduction 

Shortening product life cycles and increasing customer demands are inevitable parts 
of the on-going change in today’s industrial markets [1]. Changes in customer 
products creates in many cases a need for change in supplier products due to product 
interdependencies [2]. Consequently suppliers now face an increasing need to develop 
a request management process to handle the increasing amount of external requests 
for product changes [2].  Changes to existing products may encompass all levels of 
innovation from incremental changes to radical innovation [3, 4]. Engineering Change 
Management (ECM) is a research area that has gained increased attention during 
recent years [4]. In its initial scope, ECM was mainly viewed as a process for 
managing design oscillations in interdependent product parts during new product 
development [5]. Now the scope has been broadened, and ECM is considered relevant 
in all stages of the product life cycle [6, 7]. Research topics of increasing interest 
within ECM include among others, managing customer-initiated engineering change 
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[8]. Researchers are still to unfold and understand the customer-initiated ECM 
process and enabling processes including governance mechanisms, and how this ECM 
process diverts from internally initiated ECM [2]. For instance, customer-initiated 
ECM is expected to include other challenges than internally initiated ECM related to 
for instance customer-supplier interaction, customer relationship management, impact 
analysis, portfolio management, and cross-organizational knowledge management. In 
this paper, we have chosen to use the term request management for customer-initiated 
ECM. The aim of this research is to investigate which ECM process and process 
governance approach is appropriate for request management. The paper is structured 
as follows: Firstly, the theoretical background is introduced including ECM, ECM 
governance, and customer-initiated ECM. Secondly, the research method is presented 
including description of the case company, which is used for an in-depth 
investigation. Finally, the results are presented and analyzed, providing a proposal for 
a request management framework, followed by a brief discussion and a conclusion. 

2 Theoretical Background 

This section will provide the theoretical background. First the research area of ECM 
is introduced followed by a presentation of existing research on customer-initiated 
change management. Based on the literature we propose a framework for request 
management, which is used in the following method and analysis. 

2.1 Engineering Changes 

The phenomenon of engineering change has been a topic for research in several years. 
One of the earliest contributions having engineering change as the primary topic is 
noted to be Dale in 1982 [9] [10]. Since his study, several other contributions have 
been given and the research on engineering change has expanded into several 
different focus areas. Making all design decisions right the first time is clearly an 
illusion; designing is an iterative process meaning that changes to existing design 
decisions are inevitable [5]. Furthermore, for the majority of manufacturing 
companies, design is not a single event for a single technical system, but a repetitive 
activity for portfolios or families of products and services introducing both 
simultaneous variants and generational variants. In many cases design does not begin 
with a blank sheet, but originates from already existing design. As a collective name, 
these changes have been termed "engineering changes” [4].  Based on case studies 
several definitions have been given in literature, the definition in closest to the authors 
experience is brought by Jarratt, Eckert, Caldwell and Clarkson [4]: “An engineering 
change is an alteration made to parts, drawings or software that has already been 
released during the product design process, regardless of the scale of the change.” 
This paper takes an even broader perspective, engineering change is thus defined as; 
‘an alteration made to the technical system and/or its related value chain processes 
and documentation that has already been released during the product and process 
design process’.  
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One of the fundamental characteristics of a system is that the parts that make up 
the system are interrelated [11]. In products these relations can take on many forms, 
e.g. mechanical, electrical, thermal etc. and are most often difficult to foresee, 
especially in complex systems [5]. Given these relations, making changes to existing 
design i.e. technical systems is very seldom having isolated effects. As a consequence 
introducing an engineering change most often cause several other changes. This 
nature of change is highlighted by several, and framed in the term change 
propagation, which refers to the process by which an engineering change to parts of a 
product results in one or more additional engineering changes to other parts of the 
products [12]. In addition to the complex cause-effect patterns of introducing 
engineering changes to technical systems, the management of engineering changes 
involves a complex web of stakeholders. The importance of doing thorough ECM is 
thus only further underlined when the organizational perspective is considered. 
Fricke, Gebhard, Negele and Igenbergs [6] also states straight-forwardly that 
ultimately two alternatives exist without an adequate ECM: to die of changes, or to 
miss the chance of successful products. 

Concerning the source of the engineering change, two fundamental types of 
changes exists; changes that have to be avoided, e.g. changes which are consequences 
of bad design decisions or propagation effects, and changes which are an opportunity 
for the company e.g. changes that facilitate the continuous innovation [6].  These two 
types of changes are in literature most often referred to as emergent changes and 
initiated changes. Eckert, Clarkson and Zanker [8] define these two types as: 
Emergent changes - changes that are caused by the state of the design, where 
problems occurring across the whole design and throughout the product life cycle can 
lead to changes. Initiated changes - changes arising from an outside source, typically 
a new requirement from customers, certification bodies, or initiated by the 
manufacturer. This paper supports the perspective that engineering changes occur 
throughout the entire product life cycle [7], and that engineering changes can range 
from minor changes to more complex changes affecting several modules and systems 
[4]. Concerning the object of change, the types of engineering changes depends on the 
contextual scope and setup of ECM, and thus several different types of ECM exist. It 
is the authors’ experience that most often the scope of ECM covers changes to 
primary design documentation, e.g. drawings, 3D-models, Bill of Materials (BOMs) 
and system changes, e.g. ERP or MRP master data. In some firms engineering 
changes also encompass changes in process documentation, e.g. work instructions, 
and routings, and secondary design documentation, as e.g. design failure mode 
analysis and design verification plans. 

2.2 Managing Engineering Change Processes 

As highlighted by Jarratt, Eckert, Caldwell and Clarkson [4] different authors have 
proposed distinct engineering change processes. They divide the process into different 
numbers of phases. For example, Dale [9] proposes a formal process split into two 
phases, whereas Maull, Hughes and Bennett [13] suggests a process made up of five 
parts. Despite the different types of engineering changes, the literature has so far only 
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briefly addressed different types of ECM processes. Generally speaking, two 
fundamental types of ECM processes are described in literature, a formal and linear 
process and an informal and more ad-hoc approach. A highly central element of the 
ECM process is ensuring a proper evaluation of the proposed change based on impact 
analysis., e.g. Huang and Mak [10] propose that evaluating changes quickly as one of 
13 guidelines for efficient ECM, similarly  Eckert, Clarkson and Zanker [8] conclude 
that successful ECM requires knowledge on the consequences of a change on product 
quality, cost, and time to market. Change evaluation and impact analysis is also 
addressed as a separate theme in several other publications [12, 14, 15]. A topic not 
addressed in literature is how to ensure that proper impact assessment is being done 
when a more iterative change process is needed as in the change process described in 
the case study of this paper. In existing literature several governance mechanisms are 
described including governance structures and enabling processes. The term business 
process governance refers to the direction, coordination, and control of individuals, 
groups, or organizations that are at least to some extent autonomous: that is, not 
directly subject to the same hierarchical authority [16]. Business process governance 
encompasses a variety of mechanisms including laws, rules and personal mechanisms 
administered by individuals [16]. These mechanisms are considered to be at least as 
important as managing the ECM process itself, since the ECM process spans both 
functional and organizational boundaries. The identified ECM governance 
mechanisms are divided according to the four management aspects technology, 
organization, people and strategy, introduced by [17], and enabling management 
processes: 

• Technological aspects - ECM systems, Product Data Management (PDM) 
systems, and CAD/CAM systems [2, 10, 18] 

• Organizational aspects - Decision making structure and processes, ECM 
roles and responsibilities [8, 10, 19] 

• People aspects - Skills and competencies, team working, training, learning 
[2, 8, 20] 

• Strategic aspects - ECM strategy [4, 6] 
• Enabling management processes - Portfolio management, resource 

management, knowledge management, visual management, performance 
management [4, 20, 21] 

2.3 Customer-Initiated Engineering Change 

Customer-initiated engineering changes are regarded to be a value adding activity [2]. 
Based on multiple case studies Wasmer, Staub and Vroom [2] develop an information 
system solution for customer-initiated ECM, with the purpose of enabling companies 
to accept more customer requests within the same financial limitations. The goal of an 
ECM information system is to make the process more dynamic by facilitating cross-
organizational interaction [2]. The information system functions as a governance 
structure increasing transparency of the process and facilitating communication and 
knowledge sharing. To the authors’ knowledge, this is the first research study on 
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governance mechanisms of customer-initiated engineering change, and so far no 
overview of governance aspects within this area exists. 

The information system developed by Wasmer, Staub and Vroom [2] is 
successfully implemented and tested, and they report positive results including 
process lead-time improvements by 20-40%. In this paper, customer-initiated ECM is 
termed request management, since this type of ECM revolves around management of 
a customer request for engineering change. Based on the review of existing literature, 
a systemic process framework for request management is proposed, which is 
presented in figure 1. The framework includes the ECM process, process governance, 
and specifies process characteristics of request management.  
 

 

Fig. 1. Systemic Process Framework for Request Management inspired by existing ECM 
research 

3 Method 

This research includes an in-depth case study, which is conducted using design 
science research [22]. Design science research is a design-oriented, prescriptive 
research approach [23]. The purpose of design science is to: “… develop knowledge 
that the professionals of the discipline in question can use to design solution for their 
field problems”[24]. At its core, design science is directed toward understanding and 
improving the search among potential components in order to construct an artifact 
that is intended to solve a problem [25, 26]. Design science research is sometimes 
called “Improvement Research” and this designation emphasizes the problem-
solving/performance-improving nature of the activity [27]. Suggestions for a problem 
solution are abductively drawn from the existing knowledge/theory base for the 
problem area [27, 28]. Design science can be viewed as a research paradigm, 
revolving around development and implementation of artefacts [29, 30]. The method  
 



 Governing and Managing Customer-Initiated Engineering Change 375 

 

includes elements of abductive reasoning and deductive reasoning, and consists of 
five iterative phases; awareness of problem, suggestion, development, evaluation, 
conclusion [31]. During the first two phases the problem is realized and a suggestion 
for solution is made through abduction. Operations management is essentially a 
practical field dealing with practical problems [23, 32], and like a large number of 
researchers we assume the role of problem solver, actively seeking to develop 
solutions, not merely explanations. The case includes a three-year collaboration 
project from 2010 to 2012 (both years included) between the research team and a 
large industrial manufacturer, here referred to as Alpha. Both parties agree on joint 
problem solving for the company and it’s customers, and it is agreed that all data can 
be used for scientific purposes, but without publication of the company’s name. The 
objective for the case company is to develop and implement a solution for request 
management, which can be used in the existing manufacture-to-stock setup.  

During the collaboration period, cross-organizational interview studies were made 
before and after implementation of the solution. In total, 20 formal and more than 30 
informal interviews was conducted internally, and additionally formal interviews was 
conducted with four manufacturing customers. The formal interviews included a 
semi-structured interview guide. The interviews aimed at identifying the activity flow 
of the request process, the governance aspects, and understand how coordination and 
collaboration is conducted in practice. Furthermore, the study aimed at identifying 
current challenges in the process, and how a future ideal solution could be for the 
interviewee. Finally, a set of questions was aimed at identifying the current strengths 
of the process, to develop a nuanced understanding of the process, not simply 
focusing on problem solving, but also considering the strengths of the existing 
process. Interviews were analysed using open coding and pattern matching in relation 
to the request management framework [33, 34]. Information on data handling and 
documentation was collected through available information in the IT system, which 
included spread sheets, email threads and data in the customer relationship 
management system, and analysed in relation to the identified needs of a request 
management process. Researchers have influenced development and implementation 
of the solution by communicating results of interview studies and data analysis to 
involved managers, both recurring to local management and at monthly management 
board meetings. Relevant research findings were presented, including possible 
solutions for inspiration. Researchers were active partners in discussions of possible 
solutions, and advisers on ‘state-of-the art’ from an academic perspective.  

4 Case Description 

The case company is a large global supplier within the automation and control 
industry, and employs more than 30.000 people worldwide. The case study takes 
place at a business unit specialized in mass-production for industrial manufacturers, 
which employs around 600 employees and has a turnover on more than 2 mill 
standard products each year. The business unit has production facilities in China,  
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Denmark (headquarters), Poland, and the United Kingdom, and more than 230 sales 
companies, agents and distributors worldwide. The business unit has four main 
product types: Fluid controls, pressure monitors & controls, temperature monitors & 
controls, and contactors and motor starters. Each year, the business unit receives 
around 150-300 customer requests for new products or customer change requests to 
existing products from their sales offices worldwide. The requests include varying 
degree of complexity, but in general there are about 60-70% simple change requests, 
20-30% large changes to existing products, and 5-10% classified as new products 
involving both new technology and radical innovation. Previously, the company has 
managed customer requests ad hoc in the technical service department, which is 
responsible for process management, including coordination and collaboration across 
involved functions. Technical service developed a request specification sheet and a 
stage-gate process model as a first take to manage the request process. Sales 
employees are advised to fill out the specification sheet, called the Customer Request 
Sheet (CRS), in the enquiry phase for request evaluation by technical service. Based 
on the specifications technical service evaluates the business potential, based on their 
knowledge on expected production costs. If they accept the request, the product is 
developed by the engineering department and sent to production for pre-production 
and quality test. Afterwards, the product is set up as a standard product in the system, 
and awaits the first customer orders before production is initiated. 

During the collaboration period, the company sought to improve the success-rate of 
the process. Their aim of measure is a so-called ‘hit-rate’, which indicated ‘how many 
of the products developed for market launch are ever sold’. In the beginning of 2010 
the hit-rate was a staggering 40%, meaning that customers never ordered 60% of the 
developed products. During the collaboration period, the company develops an 
increased understanding of their process, and due to implementation of improvement 
initiatives both to the process and governance of the process, the hit-rate in the end of 
2012 was up to around 75-80%, which was viewed as a grand success. As explained 
by the production facility manager in Denmark, the goal is not to reach 100% hit-rate, 
since this might indicate that they do not take enough chances.   

5 Results 

From an open-systems perspective request management is dependent on a strong 
governance structure to among others support the process across the internal and 
external barriers. Here we focus on deducing which governance aspects of request 
management are additional to governance of internally initiated ECM.  

Strategic Governance Aspects - Product and market strategy of the company are 
identified to be affecting request management, thereby functioning as governance 
mechanisms. For instance, Alpha’s newest market strategy devotes special focus to 
the water control markets, but excludes locomotive turbines. The direct effect on 
request management is that customers from the locomotive industries are now 
categorically rejected, while the amount of requests from water control customers is  
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increasing at a global scale. Similarly the product strategy includes reduction of 
product variant generation in all areas and especially within the solenoid valve series, 
which is challenging the request management process that generates variants to the 
extent that older products are allowed to endure. The different strategies are in the 
case company found to develop deliberate tensions between strategic management 
boards. Compared to internally initiated ECM, an important finding from the case is 
that both product and market strategies not only affects the ECM process, but also has 
a direct effect on the customer relationship through the request management process. 
Every time a request is rejected or accepted, following the strategic guidelines, the 
customer relationship is either enhanced towards a strategic relationship or the Alpha 
is degraded/maintained as a standard product supplier.  

Technological Governance Aspects - The information system functions as the 
platform of the request management process. The system includes PDM system, 
CAD/CAM programs, and a process management information system, which in 
Alpha is a SharePoint solution with shared documents. Compared to internally 
initiated ECM, request management includes the customer in process iterations. From 
a knowledge management perspective, the information system should enable 
knowledge sharing externally and internally. The case shows that in practice, the 
challenge is to open access to information systems without sharing too much internal 
information. The company is seeking to implement an information system for 
controlled external information sharing, but has not yet found a suitable solution. 
Today, they share product information by sending physical prototypes and drawings 
back and forth. The initial part of the process, which is part of the sales process, is 
managed through a SAP Customer Relationship Management (CRM)-system. The 
ideal solution according to the company, is one information platform to share the 
entire process, both internally and externally, that includes functionality to share both 
process and governance related information, while including the ability to manage 
information access and information sharing across the process.  

Organizational Governance Aspects - The organization of Alpha is, like most 
industrial manufacturers, a functional machine bureaucracy. The request process is 
managed across functions with shifting and/or shared process ownership through the 
process activities. The functional setup includes a departmental segregation of 
competences relevant for the process. Compared to ECM-processes that often have 
one process owner and a dedicated team, the nature of the request management 
process generates a need for multiple iterations. The customers have unique domain 
knowledge about their needs and dependencies to customer products, which makes 
the iterations both intra- and inter-organizational adding to the complexity compared 
to internally initiated ECM. Roles and responsibilities include considerations in 
relation to the customer. The study shows that sales managers are responsible for 
financial negotiations and relationship management, while engineers and technical 
employees are in direct contact with customers for joint prototyping and product 
knowledge sharing. Hence, roles and responsibilities towards the customer differ 
according to the functions’ responsibility area. 
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People Governance Aspects - Skills and competencies, both concerning domain 
knowledge and in relation to managing the process, are vital for process performance. 
Having to do with request management, which most often increases the cultural 
differences of the involved, enhances the challenge of the people governance aspect. 
Globally distributed sales offices and customers make culture management an 
important management skill. For instance, process managers found that they have to 
be more formal and polite when communicating to Chinese and American sales 
employees, whereas a more informal tone is used to employees and customers in 
Scandinavian countries. Additionally to internally initiated ECM is the knowledge 
transfer from customers to the company, and the company’s absorptive capacity in 
this regard. During process improvement initiatives, the company has increased ECM 
training on customer related aspects, including customer relationship management, 
value selling, and collaboration between local sales departments and headquarters.  

Enabling Management Processes - Two management processes are identified as 
enablers, which are customer relationship management and demand chain 
management.  These are an addition to the known ECM enabling processes including 
knowledge management, ECM portfolio management, resource management and 
visual management. Knowledge management as an enabling governance mechanism 
includes buyer-supplier knowledge sharing during the request management process. 
Request portfolio management includes overview of all requests and analysis of 
request management at the aggregated level including analysis of customer responses 
to rejected requests, requested products market performance, and knowledge transfer 
management. During the improvement period in Alpha, the incoming requests are 
pooled into similar technology and product type, using project portfolio management 
methods. Risk and impact assessment benefitted from pooling similar requests in 
calculating future production costs. For instance, Alpha continuously rejected requests 
for plastic valves due to a high investment in new production equipment. However, 
when the requests were pooled, they realized that in total the investment would be 
reasonable compared with future profitability, and based on the pooled impact 
analysis, Alpha invested in new production equipment for plastic valves. At the end of 
2012, the turnover on plastic vales was still increasing, and the investment proved to 
be profitable. To manage the portfolio of potential requests, Alpha now uses an 
opportunity management application in their SAP-CRM system. Thereby, Alpha 
headquarters gains a global overview of potential requests, which is kept up to date 
through their local sales offices.  

Request Management Processes - The request management process in Alpha includes 
complex problem solving with a large degree of iterations depending on the 
complexity of the customer request. In practice, process managers spend a large 
amount if time bypassing the linear process management model. Iterations to previous 
phases are part of complex change requests, however the iterations are not 
documented since the process model does not support back-loops. Thereby the 
process becomes clouded and it is unclear at what stage the request exactly is, because 
the model does not provide a visual representation of the iterations. Alphas senior 
process improvement manager proposes that an iterative process model with a circular 
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design would support process management, however such a model has not yet been 
implemented in Alpha. Request management processes differs from internally 
initiated ECM processes by including the customer actively during the process. This 
study shows that customers in request management interact with employees at every 
process stage, generating iterations across the process’ functional flow. Therefore, 
request management includes an interaction process revolving around a solution 
design, most often starting with a CAD/CAM drawing of a prototype and later a 
physical prototype. Based on the case study findings, a framework for request 
management has been developed (figure 2), adding the additional aspects to the 
findings on customer-initiated ECM from existing literature. 

 

Fig. 2. Request management framework of additional governance and process aspects to 
internally initiated ECM 

6 Discussion and Conclusion 

This study initiates with an investigation of which process model and governance 
structure is appropriate for request management. The findings of a literature review 
show that an iterative process model should be applied to manage the intra-
organizational and inter-organizational iterations. Inspired by ambitions of the case 
company and the latest research on ECM, an iterative task-based process model is 
proposed to Alpha. In essence, this model contains both the iterative and linear 
aspects of request management, while encompassing the process activities or tasks. 
The model is called ‘Develop A Request Task Status (DARTS)’, which fits the visual 
management principles [4, 8] having a logical structure and the goal of being a visual 
process management support artefact. The DARTS-model is presented in figure 3. 
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Fig. 3. Proposed task-based request process model 

The model is the researchers’ initial proposal of a request management process 
model that encompass the iterative nature identified through the study. The model has 
been proposed to Alpha representatives, and is in part being implemented in the 
current process governance setup. However, further research is recommended to test 
the model through implementation and evaluation, which the authors attempt to do in 
near future. The findings provide new insights on request management governance, 
which is included in the proposed request management framework. These include 
identification of relations between governance aspects affecting customer 
relationships, yet we still lack a complete overview of the interdependencies between 
governance and product performance, and further research on this subject is 
recommended. As for now, we have established the importance of additional 
customer-related governance aspects for request management compared to internally 
initiated ECM.  

In this study, request management is framed in the context of ECM. However, 
customers may also request for new product development, thereby being the driver 
and active participant in the new product development process. This aspect of request 
management is relevant to consider conjointly with the ECM-process, and research is 
recommended uniting request management with customer-driven product 
development. Finally, this research points at information systems as an essential 
governance structure for request management, and proposed information systems 
solutions do exist that report of lead time reductions of up to 40% [2]. Hence, further 
research within information systems for request management is recommended. 
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Abstract. Increased market demand and shortened product life cycles generate 
industrial customer requests for collaborative product development. 
Manufacture-to-stock suppliers struggle to manage the request process to obtain 
profitability. The purpose of this paper is to investigate if request management 
is profitable for mass-producing suppliers, and to examine possible relations 
between profitability of requests and the requesting customer. Through a case 
study, request management is identified as a profitable process due to long-term 
accumulated profit from developed products. Request profitability is not 
identified as related to profitability or turnover of existing customers, and thus 
profitability of requests cannot be predicted based on these customer data. 
Results from a coupled interview study indicate that request management has a 
large potential for future exploitation, and an outline of the supplier value 
potential of collaborative product development is proposed.  

Keywords: profitability, supplier value, collaborative product development, 
supply chain integration. 

1 Introduction 

Increased market demand and shortened product life cycles are generating an 
increased amount of customer requests for new products [1, 2]. Suppliers struggle to 
meet these demands and manage collaborative product development.  Suppliers must 
change their innovation strategies from ‘innovating for customers’ to ‘innovating with 
customers’ involving customers in a co-development process [3]. However, the 
challenge is to combine integration and innovation, responsiveness and flexibility [4]. 
Some argue that customer co-development cannot reveal innovative customer needs 
and only generates incremental products [5-7], while others state the opposite that and 
customer co-creation increases innovation [8, 9]. Regardless of the innovation level, 
the topic of crucial importance is whether or not co-development generates long-term 
supplier value. The most important supplier value in this regard is long-term 
profitability [10]. Additionally, supplier value in collaborative product development 
includes reduction in development costs, risks, and development time, and more tacit 
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values like achieving a wider range of skills and competencies [11]. Buyer-supplier 
relationships can also be strengthened through the co-development process [12].  

Customer requests for new products must be managed in a go/no-go decision 
process before co-development can be initiated [13].  Request management includes 
an assessment of the potential supplier value, however a high level of uncertainty in 
complex product development complicates value assessment. Therefore, it is 
questioned if accepting a broader range of requests will increase total supplier value, 
especially long-term profitability. 

Sherden [14] argues that in industrial companies the top 20% of the buyers 
generate as much as 80% of the profits, but that half of these profits are lost because 
of the bottom 30% of the buyers who are unprofitable. So far there is only limited 
research indicating if the same relation is present for co-development processes. 
Therefore, the aim of this study is to investigate long-term supplier profitability of 
request management, and how request profitability is related to customer profitability. 

The paper is structured as follows: Firstly, the theoretical background is presented, 
which includes reviews of relevant literature within supply chain integration and 
collaborative product development. Secondly, the method is described including case 
presentation, and finally the results are presented and analyzed in a separate section 
followed by a section containing discussion and conclusion.   

2 Theoretical Background  

Supply chain integration is defined by Bagchi et al [15] as ‘the comprehensive 
collaboration among supply chain network members in strategic, tactical and 
operational decision-making. Tan and Tracey [16] defines integration in the context 
of supply chain management as ‘interaction and collaboration between departments 
and organizations to achieve shared supply chain goals’. The purpose of supply chain 
integration is to improve performance, where the dominant performance measures are 
supply chain performance and financial performance [17]. Until recently, the 
dominant view on supply chain integration has been ‘the more, the better’[15]. 
However, this approach has been criticized and differentiated supply chain integration 
strategies have been proposed [4, 18]. They include a change from holistic integration 
towards selectively integrated, horizontally specialized supply chain processes and 
capabilities [4]. Hence, integration should be in relation to the context of the supply 
chain relationship. For suppliers, this entails segmentation according to e.g. customer 
behavior, product characteristics and lead times [19]. Customers can be segmented 
according to the ABC segmentation method [2, 3]. Segmentation can be done 
according to customer size, profitability, and/or business potential among others. The 
A-segment is the strategically important segment, which is why we consider supply 
chain integration as relevant mainly for this segment.  

2.1 Collaborative Product Development  

Supply chain integration entails collaboration within different areas [20]. These areas 
include R&D, procurement, inventory management, manufacturing, distribution, 
supply chain design, and/or supply chain software [15].  Also, collaborative product 
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development is an area within supply chain integration [21, 22]. Collaborative product 
development is defined as ‘any activity where two (or more) partners contribute 
differential resources and know how to agree complimentary aims in order to design 
and develop a new or improved product’[23, 24]. According to Büyüközkan and 
Arsenyan [23] collaborative product development consists of three elements: 
partnership process, collaboration process and product development process. The 
challenge in collaborative product development is to manage these three processes 
and the interrelation between them [23]. Suppliers must develop routines and 
practices to collaborate with customers and internal cross-functional employee teams 
[25]. However, relationships between companies are subtle and complex and no one 
recipe exists on how supply chains achieve best performance [4]. Collaborative 
product development is initiated through a request from one of the supply chain 
members. In this paper, we look at the situation where the customer is the requestor of 
a new supplier product or changes to an existing supplier product. From the supplier 
perspective, collaborative product development then initiates with the customer 
request, and depending on the potential business value, the supplier accepts or rejects 
the request. Accepted requests will be developed in collaboration with the customer. 
The request process for customer-initiated collaborative product development is 
presented in figure 1: 
 

 
Fig. 1. Customer-initiated collaborative product development 

2.2 Supplier Value in Collaborative Product Development 

The potential benefits of collaborative product development are the acquisition of a 
wider range of skills and competencies and a reduction in the costs, risks, and time 
taken to develop products [11]. Naveh [7] suggests that buyer-supplier collaboration 
is positively related to efficiency but negatively related to innovation, whereas Un et 
al. [26] finds that collaboration with customers do not appear to facilitate product 
innovation. This is contradicted by other research findings indicating that efficiency 
and innovation can co-exist in collaborative product development [27, 28], and that 
customers are key sources of innovation [8]. 
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Hilletofth and Eriksson [2] studies coordination of new product development and 
supply chain management. They identify four success factors for new product 
development within four characteristics including market characteristics, product 
characteristics, strategy characteristics, and process characteristics. The essence is to 
balance value creation with value delivery [2].  

According to Büyüközkan and Arsenyan [23], the motivations for engaging in 
collaborative product development are: 

 
• Sharing risks, reducing costs 
• Technology, knowledge, experience 
• Reducing time to market 
• Market opportunities, competition 
• Expending product family, innovation 
• Administrative initiative, corporate culture 

As opposed to these findings, the reasons for suppliers engaging in collaboration has 
been examined by Littler et al. [11]. They find that the main reason for suppliers 
engaging in customer collaboration is a direct response to customer requests. Hence, 
whereas a range of motivations for engaging in collaborative product development 
might be true for customers, suppliers are found to engage in collaborative product 
development through customer requests, and therefore supplier value of collaborative 
product development is dependent on request management performance.   

Research indicates that top 20% of customers generate as much as 80% of the 
profit, but that half of these profits are lost because of the bottom 30% of the buyers 
who are unprofitable [14]. Therefore, suppliers must manage the go/no-go decision 
process for customer requests, including risk management, impact assessment and 
business value evaluation. The go/no-go criteria for product development include, 
among others, project total cost, availability of resources, alignment with strategy, 
window of opportunity, market acceptance, payback time, and long-term sales growth 
[29]. Suppliers should carefully choose the right requests for collaborative product 
development. This is no easy task, since collaborative product development is based 
on complex problem solving, where the results are hard to predict [30, 31]. To 
increase the chances of market success of co-developed products due to radically new 
innovation, suppliers must be ready to accept innovation failure [32]. Therefore, 
suppliers have to accept requests with a wide range of innovative ideas to increase the 
chances of market success. Yet, this approach includes acceptance of risky requests, 
which contradicts traditional cost-based approaches [33]. Furthermore, it is not 
certain, that such an approach will generate long-term supplier profit. To our 
knowledge, no existing research investigates long-term supplier profitability of 
collaborative product development. Based on the literature review, we suggest that: A 
broad approach to acceptance of customer requests for collaborative product 
development is positively related to total supplier profitability. 

To the authors, several large industrial suppliers have proposed that collaborative 
product development should only be for a selected few strategic customers. Strategic 
customers are often chosen from direct value functions including profit, volume and 
safeguard (the possibility of ‘guaranteeing’ a level of business and revenue) [34]. 
Within lead-user innovation research, it has been found that collaborative innovation 
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should be conducted with customers who are front runners of innovation in their 
respective markets [35, 36]. We deduced from this body of literature that there might 
be a relation between the direct value functions of existing customers and the changes 
of success from collaborative product development with the given customer. This 
leads us to suggest that: Customer profitability is positively related to the 
corresponding single request profitability.   

The propositions have direct impact on supplier practice and the results will 
provide basis for guidelines to handle request management for collaborative product 
development. The theoretical contribution to supply chain integration research is an 
increased understanding of financial supplier value in collaborative product 
development.  

3 Method 

The method includes an in-depth case study of a large European industrial mass-
producer here named Termodyna. The in-depth case study was chosen to develop a 
rich contextual understanding of collaborative product development based on 
customer requests, to frame a financial data analysis. Termodyna was chosen as case 
company because they implemented a request management and collaborative product 
development process in 2007, and has documented financial performance data of the 
process and involved customers since that time allowing for a long-term financial 
analysis. Furthermore, the company has during the entire period chosen a broad 
acceptance approach in their go/no-decision process, which is one of the main 
subjects of relational analysis in this paper. 

Termodyna allowed for the research team to gain an open access to financial data 
stored in their ERP-system. The data included turnover and profit for all products and 
customers, handled through a collaborative product development process, in the 5-
year period since the process was implemented (2008-2012 both years included). This 
enabled a long-term financial data analysis including both product and customer 
specific data. Data on product and customer profitability was extracted for the entire 
time-span to investigate the financial potential of collaborative product development 
for a mass-producing supplier. Mapping of the Group Gross Profit (GGP) according 
to year of request and year of income, generated an accumulated profit overview. In 
GGP, the cost subtracted from income includes both variable costs and overhead 
costs.  Development costs are not included in the GGP and are currently not measured 
in Termodyna at the single request level. We estimate, in coherence with 
Termodyna’s process management group, that the main development costs are human 
resources. In total, the request process employs about 8 full-time employees a year, 
which is about € 650.000. These development costs have to be contracted the total 
request profitability measured from GGP to evaluate the total long-term profitability. 
The second aim is to investigate the proposed relation between customer profitability 
and request profitability. This was done through a qualitative data analysis comparing 
five years of profitability statistics for customers and products [37]. The financial data 
includes all data on products developed through the collaborative product 
development process and the corresponding customer profitability on additional sales.  
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To support the financial data, an interview study has been conducted as part of a 
larger research study on request management in Termodyna, which provides 
contextual grounding in analysis of the financial data. The interview study included 
employees from three internal functions, operations managers, and the process 
manager. Furthermore, four customers were interviewed, which provided an 
understanding of the process, customer value and incentives for customers engaging 
in collaborative product development with the supplier. An overview of the 
interviews is presented in table 1. 

Table 1. Overview of interviews in each internal function and at the customer. 

Functions / 
Interviews 

Operations and 
process manager 

Engine
ering 

Technical 
Service 

Sales Customers 

Number of 
interviews  
(1 hour) 

4 2 4 4 4 

Participants in 
group 
interviews  
(2 X 2 hours) 

2 - 2 2 - 

 
The interview study is based on semi-structured interview guide, including open-

ended questions aiming at a detailed description of the process from a holistic 
viewpoint. Single interviews lasted approximately one hour and group interviews 
about two hours. All interviews were recorded and notes were made during each 
session. Afterwards, recordings were transcribed and compared to the notes, and then 
analyzed using open coding and pattern matching to a theoretical framework on 
request management [38, 39]. Here, the interview study provides increased 
understanding of supplier and customer value of collaborative product development, 
as well as providing the mentioned contextual grounding of the financial analysis. 

Termodyna is a large European industrial mass-producer within the automation and 
control industry, which is globally distributed with manufacturing and/or sales offices 
on all continents. The company employs more than 30.000 worldwide. The company 
is traditionally a manufacture-to-stock supplier, offering standard high quality 
products to manufacturing customers and retailers. About five years ago, the company 
experienced an increasing amount of requests for new products, varying between 150-
300 requests pr. year. A request management process was set up in 2007 to 
consciously manage the requests including collaborative product development, and 
sales managers were from then on encouraged to send in customer requests for 
evaluation. Since initiation the company has accepted around 30% of the incoming 
requests each year. Evaluation has been conducted ad hoc by a technical service 
function in company headquarters with a focus on potential profit of each request, 
considering production costs in relation to sales price and volume. Accepted products 
are developed in collaboration with customers, typically Original Equipment 
Manufacturers (OEM)’s, from various industries. Customer interaction varies 
according to the degree of complexity and uncertainty in the request. Finalized 
products are registered in the company’s SAP system including detailed product and 
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customer data.  The requests include about 60-70% simple change requests, 20-30% 
large changes to existing products, and 5-10% classified as new products involving 
new technology and radical innovation. Collaborative product development is less 
dominant for simple change requests, however customers may be actively involved 
through all requests depending on relevance and necessity. The request process is 
managed by the company through use of a stage-gate process model, presented in 
figure 2.  

 

 
Fig. 2. Stage-gate request process 

4 Results and Analysis 

4.1 Supplier Profitability of Collaborative Product Development 

The accumulated profit from the five years, show an increasing total profit over the 
years, which is created by continuous sales from the developed product. The analysis 
reveals that profitability of requested products is spread over the entire time period, 
and for most products is still increasing during the first 3-4 years. This indicates that 
product life in this case has a maturation phase exceeding three years and thus 
profitability should be considered according to the product life cycle. This 
corresponds to interview findings that Termodyna’s products generally have a product 
life cycle above 10 years. As mentioned, the GGP used for this analysis does not 
include development costs. The development costs have been estimated, in 
collaboration with company management, to be approximately € 650.000 per year. 
The accumulated GGP for each year are presented in Figure 3. 
 

 
Fig. 3. Accumulated GGP for products from customer requests 2008-2012 (in € ) 

 



390 A.F. Sommer, I. Dukovska-Popovska, and K. Steger-Jensen 

 

As presented in figure 3, profit from requested products has a potential increase 
over the years from implementation and exceeded the development costs in the third 
quarter of 2011. This indicates that implementation of request management will start 
to be profitable four years after process implementation. This includes total 
development costs, which contains time spent on all development projects, including 
those that have either been rejected by customer or supplier. Here it must be noted 
that about 50% of the accepted requests in 2007-2009 were never sold. They were at 
some point rejected by the customer either because they chose a different supplier or 
the proposed solution did not meet the customer needs. From 2010 and on, the request 
success rate improved to about 70-75%, due to process management improvement 
including increased customer integration, increased internal coordination and 
collaboration, increased efficiency in request management including shorter lead 
times and decreased redundancy of activities. The improvement results are not 
necessarily directly related to the increased profitability from 2010-2012, yet it is 
expected that the initiatives at least have had an indirect effect on profitability through 
increased request acceptance rates due to increased process efficiency. Through the 
financial analysis we have found that a mass-producing industrial supplier with a 
wide acceptance approach to request management can obtain long-term profitability.  

Additionally, the case indicates that developing products for existing customers 
can be a crucial maintenance factor. In the case both sales employees and customers 
stated that acceptance of requests was a prerequisite for retaining additional sales. 
Customers require reduction of their amount of suppliers, so suppliers must supply 
‘the entire package’ of products to be competitive. Thus, if the supplier rejects to 
develop the needed product, the customer will move to another supplier with their co-
development request and take their orders on standard products with them. One of the 
interviewed customers had recently had an unsuccessful request, and chose to move to 
a competing supplier, with their yearly turnover on standard products with a turnover 
on more than € 70.000. This example highlights the importance of the considerations 
that must go into rejections in the go/no-go decision process. 

4.2 Customer Profitability and Single Request Profitability 

An analysis was conducted comparing the relation between customer profitability and 
the corresponding request profitability. We expected a positive relation between the 
two. However, the analysis showed no linear relation. To highlight this visually, the 
top 25 customers according to profitability with accepted requests in 2011 have been 
sorted according to additional sales profit and compared to the corresponding request 
profit, which is depicted in figure 3.  

As an example from figure 4, customer number 25 had additional sales on € 1,6 
mill and a request profit on just € 970, whereas customer number 11 had additional 
sales on about € 17.000 and a request profit on €70.000. This shows that currently 
low-segmented customers may provide requests resulting in the highest profitability. 
This result proved to be highly relevant in practice for Termodyna, who at the time  
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Fig. 4. Top 25 customers; additional sales- and corresponding request-profit 

considered rejecting all low segment customers from product development. The 
analysis suggests that profitable request outcomes cannot be predicted from financial 
customer data, and thus this relation has been contradicted. Instead, the analysis leads 
us to suggest that suppliers may benefit from a wide acceptance approach to customer 
requests. 

5 Discussion and Conclusion 

The case study findings show that a broad acceptance approach to request 
management can be a central part of a long-term profitable collaborative product 
development process. Suppliers can use this case study as inspiration in handling the 
increasing amount of customer requests for new products and product changes. The 
case indicates that implementation of request management for collaborative product 
development in a mass-producing context can be profitable within four years from 
implementation, even without considering the potential supplier value gained from 
knowledge transfer of ideas and domain knowledge from customers. However, a 
single case study does not have the necessary empirical grounding for 
generalizability, and therefore more research is necessary to examine if this case study 
findings have general applicability. A consideration in relation to generalizability is 
the context and type of case company. This case company is an industrial mass-
producer and a manufacturer-to-stock company. These suppliers are typically not 
engaged in collaborative product development compared to engineer-to-order 
suppliers surviving on customer requests. Furthermore, the involved customers are 
industrial Original Equipment Manufacturers (OEM)s. This context is important to 
consider, since both supply chain members have technical product understanding and 
employed engineers that engage in collaborative product development on similar 
terms. Therefore, the case study findings are not comparable to either the engineer-to-
order supplier context or the context of consumer- or user-integration in product 
development. Instead, the case provides new findings from the context of mass-
producing industrial suppliers and their OEM customers. 

The case study contributes to supplier practice suggesting a wide acceptance 
approach to request management. By accepting innovation failure to some extent, 
suppliers increase the possibility of innovation success. In other words, it might be the 
smallest of customers that suddenly proposes the one brilliant idea, which changes the 
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competitive landscape for the supplier. Therefore, suppliers must stay open-minded 
and accept collaborative product development failures to some extent. This case study 
is focused primarily on profitability of collaborative product development, however as 
existing theory proposes, there are several other potential supplier benefits including 
obtaining a wider range of skills and competencies and a reduction in the costs, risks, 
and time taken to develop products [11]. The case shows a large potential for 
knowledge transfer of product ideas through customer requests, and it seems that the 
customer-initiated type of collaborative product development withholds additional 
potential supplier value. Further research is recommended to investigate the 
difference between types of collaborative product development and the corresponding 
customer and supplier value.  

It was found that request rejection might result in customers changing supplier, 
including purchase of standard products, whereas request acceptance generates a 
strategic partnership. Either way, the future buyer-supplier relationship is likely to 
change based on the outcome. In this way, the request for collaborative product 
development can be seen as a ‘make it or brake it’ point for the relationship. If this 
proves to be a generalizable relation, collaborative product development has a much 
larger impact on the supply chain than previously considered. Based on this, we 
question if collaborative product development could be a key driver in supply chain 
formation and disintegration, and recommend further research to examine this 
proposal. Based on the discussion of case findings and existing literature, a list of 
potential supplier value from collaborative product development has been derived. 
Customer-initiated collaborative product development includes the following 
potential supplier values: 

 
• Increased profitability 
• Strategic relationships 
• Transfer of innovative ideas  
• Transfer of domain knowledge 
• Decreased lead-times 
• Increased innovation 
• Maintenance of existing customers 

 
The list of supplier values is based on the case study in relation to existing literature, 
and has not been tested for generalizability. Therefore, future research studies are 
recommended to test the generalizability of the findings both at a larger scale and 
within different contexts. Finally, we have a concluding remark on the practical 
impact of our research, which shows that academic research can make a valuable 
difference for industrial collaboration partners. During our case study, top 
management in Termodyna considered termination of collaborative product 
development and to base new product development solely on the work in the R&D 
department, which was decoupled from customer requests. ‘We are after all a mass-
producing supplier’ was the leading argument, while they were convinced that 
collaborative product development was expendable. Our case study changed their  
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minds. Now, top management has authorized a major organizational change including 
process integration between R&D and request management for increased 
collaborative product development. 
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Abstract. The energy payback performance of an energy generating technology 
such as PV, is usually based on a single system considering static parameters 
for its evaluation. However it is recognized that performances of an installed 
systems decrease over time, while, on the other hand, the performances of new 
systems is expected to slightly increase over time. Additionally the energy re-
quired for manufacturing a new system has decreased significantly in the last 
years and additional decrease is expected in the near future; moreover the op-
portunity to recycle materials from dismantled PV installations is becoming 
massively investigated and some technologies are already on industrial scale. 
These dynamic aspects inspired the present work that firstly consider the calcu-
lation of the energy payback of PV systems that should drive the most sustain-
able decision regarding the optimal timing for dismissing of an old PV system 
and replacement with a new one. 

Keywords: Energy payback, energy breakeven, PV systems. 

1 Introduction 

Photovoltaic is a fast growing market: it has boomed over the last decade, and its 
expansion is expected to continue worldwide in 2011 about half of the previously 
cumulated PV module capacity entered the market.  

Energy Payback Time is defined as the period required for a (renewable) energy 
system to generate the same amount of energy (in terms of primary energy equivalent) 
that was consumed by the system itself during its life. New energy technologies are 
evaluated by this criteria in order to estimate their ability to contribute to our growing 
energy needs and to deal with carbon emissions problems [1]. However it should be 
noted that the Energy Payback Time of PV systems is dependent on the geographical 
location: PV systems in Northern Europe need around 4 years to balance the inherent 
energy, while PV systems in the South equal their energy input after 2 years and less.  

The environmental performance of PV systems was characterized in life cycle 
studies [2]-[3]. 

The energy performance of new technologies can and often does improve as the 
technology evolves. 
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In the last 10 years, the efficiency of average commercial wafer-based silicon 
modules increased from about 12% to 15%; moreover usage for silicon cells has been 
reduced significantly during the last 5 years from around 16 g/Wp to 6 g/Wp due to 
increased efficiencies and thinner wafers. 

Gutowski et al. [1] studied performance of growing energy systems ensembles, 
identifying an optimum growth rate (largest value of net energy production) and criti-
cal growth rate (rate at which the ensemble generates no new energy). A case study 
on PV ensembles is presented and discussed.  

Another important aspect for the long-term sustainability of the PV industry is the 
end-of-life photovoltaic (PV) module recycling, considering the large future expected 
waste volumes. 

As indicated by the inclusion of photovoltaic (PV) in the European Union Direc-
tive on Waste Electrical and Electronic Equipment (WEEE), end-of-life module recy-
cling is important to the long-term sustainability of the PV industry. In addition, in 
order to help the management of large future expected waste volumes [4], PV recy-
cling can contribute to resource efficiency by preserving valuable raw materials 
(glass, copper, aluminium, semiconductor materials, etc.) for future use in PV mod-
ules or other new products. 

Recycling activity extract from PV modules three primary recyclable materials: 
aluminium, glass and unrefined semiconductor material. The life cycle assessment of 
CdTe PV module recycling has been described in [5]-[6].  

Many of these effects could affect the energy performance parameters. Therefore 
we will show that Energy Payback Time should be properly adjusted when consider-
ing an already installed system and the decision on dismantling and replace it with a 
new system. 

2 Model 

In the following, we develop a model that is the starting point for the development of 
a further analysis, which is aimed to determine when a PV system should be disman-
tled and/or substituted by a new one. 

Figure 1 presents a typical Energy Balance for a PV system, where the Energy 
Payback Time (EnPBT1) and the Embodied Energy (E1

E) required to manufacture all 
the components included into the system are considered. 

At t=0 the PV system is installed, and the Embodied Energy (E1
E) required to 

manufacture all the components is taken into consideration. After installation, the 
system produces a certain amount of energy (namely the annual produced energy, 
EP,t), which is a function of the total power installed (P), the efficiency (ηt, for the t-th 
year after installation), and the annual number of equivalent hours of production, 
which is usually considered as a constant over time and it depends on the geographi-
cal location of the plant. 

After n years (t = EnPBT1) the PV system starts to be energetically profitable, i.e. 
the cumulative energy assumes positive values after n years. Usually a PV system is  
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Fig. 1. Cumulative energy of a PV system installed at time t=0 

considered operative until the end of its lifetime (LT), which is usually assumed to be 
25 years. However the introduction of new technologies can lead to the decision of 
replacing the installed modules with new modules, on the same available space. 

Thus after t1 years from its installation, plant #1 can be replaced by plant #2: the 
cumulative energy (CEt1) decreases dramatically, as the Embodied Energy for the 
production of the modules included in plant #2 (E2

E) must be summed up to the cumu-
lative energy produced by #1 until t1. In Figure 2 it is assumed that E2

E≤ CEt1, so that 
the total cumulative energy (CEt1 – E2

E) ≥ 0. 
After t’ (t1 ≤ t’ ≤ t2) from the first installation of #1, the expected cumulative en-

ergy related to plant #1, would be CE1
t’ while the effective cumulative energy related 

to plant #2 is CE2
t’, with CE1

t’≥ CE2
t’; only after t2 years from the first installation 

(plant #1) the effective cumulative energy assumes the same value of the expected 
one, i.e. CE1

t’ = CE2
t’, and the Time To Energy Equivalence is TTEE1-2. 

Starting from the considerations introduced in the first paragraphs, the Embodied 
Energy E2

E required to manufacture the system #2 is lower than the energy required to 
produce system #1. The reason is that with the introduction of new technologies, the 
required production energy is lower, i.e. developing new processes that requires less 
semiconductor material. Thus the relationship of embodied energy of modules related 
to plant #1 and #2, is E2

E≤ E1
E.  

Moreover Figure 2 shows that the curve representing the cumulative energy related 
to plant #2 has a greater slope the one related to plant #1: this is a consequence of the 
increased performances of system #2, that allow to install a greater power on the same 
area of plant #1.  

Therefore the respective relationship on Energy Payback Time for the new systems 
(EnPBT2), with respect to the old one (EnPBT1) becomes EnPBT2≤ EnPBT1. It should  
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Fig. 2. Cumulative energy of two PV systems (#1 installed at t=0 and #2 installed ad t=t1) 

be noted that those two Energy Payback Time are calculated with respect to the base 
case scenario of no previous system installed. 

In order to answer the first question “should the system installed at time t=0 be re-
placed by a new system after some years from its installation, from an energy point of 
view?” 

For 0 ≤ t ≤ TTEE1-2 (where TTEE indicates the time to equivalent energy of system 
#1 and system #2) the cumulative energy produced by system #1 (effectively for t < t’, 
theoretically for t’ ≤ t < TTEE1-2), represented by the black continuous line in Figure 3, 
is higher than the cumulative energy produced when substitution t = t’ is implemented 
(grey dashed line in Figure 3), while for t ≥ TTEE1-2 the opposite situation arises.  

In Figure 3 it is also highlighted the value of ReEnPBTt’,(1-2), which represents the  
Replacement Energy Payback Time of the plant #1 with plant #2, at time t’: the next 
paragraph focuses the discussion on such a value, in order to determine whether or not 
it is convenient (from the energy point of view) to replace an existing system, or to 
install another one next to it.  

Recalling the main considerations presented in the previous paragraph, such as the 
reduction in energy required for manufacturing a module, lead to a decrease in Energy 
Payback Time for the single plant. Thus, as reported in Figure 4, the Replacement 
Energy Payback Time is a decreasing function of the substitution time t’. Typically 
for three different substitution times, t’A, t’B and t’B, with t’A≤ t’B≤ t’B : 

ReEnPBTt’A≥ReEnPBTt’B≥ReEnPBTt’B 
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Fig. 3. Replacement Energy Payback Time of PV system #2 

 

Fig. 4. Replacement Energy Payback Time of PV systems replaced at different times 
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Such evidence suggests the existence of a replacement time value, t*, that represents 
the value under which the substitution of the plant modules is not profitable from an 
energy production point of view: the associated Replacement Energy Payback Time is 
greater than the Energy Payback Time of a new system. The model shows that for 
replacement time greater than t* the replacement of the PV system becomes profit-
able: the associated Replacement Energy Payback Time is lower than the Energy 
Payback Time of a new system. 

3 Numerical Analysis 

To study the behaviour of the model presented in the previous section, a numerical 
analysis is performed to investigate how the model parameters influence the energy 
model. In table 1 main parameters considered as reference for the numerical analysis 
are reported. 

Table 1. PV System parameters considered 

Available area 400 m2 
First installation year 2012 
PV modules technology Si poly-crystalline 
Efficiency degradation 
See [Jordan et al., 2011] for reference 

Year 1 (after installation): 3% 
Years 2 to 10: 0.7% 
Years 11 to 25: 0.45% 

Plant power (kWp) 50 
PV modules efficiency at time 0 12.5% 
Embodied energy 8890 kWh/kWp (5% decrease every 15 

years, due to technology progress) 
Plant location  South Italy (yearly equivalent operating 

hours: 1500 h)  
 

In case of replacement at the 15-th year (t = 15), the Replacement Energy Payback 
Time is 18.02 years. For the other two examined cases (replacement after 20 years, 
t=20, and 25 years, t=25), the Replacement Energy Payback Time is equal to 14.37 
years and 12.02 years, respectively. Therefore for this case even after 25 years from 
the installation of the system #1 the Replacement Energy Payback Time ReEnPBTt’,(1-

2)  is larger than the new system Energy Payback Time (EnPBT2) and thus it is not 
convenient to replace the old system with a new one but it is preferable to add a new 
system and keep operating the old one.  

4 Conclusion  

The analysis presented here has never been considered by energy analysts, because, 
usually the attention is focused on a single system measures on a mid-term time basis 
and main energy basis considered parameters, such as, mainly, the energy payback 
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time of a new installation. Due to the described growth in the number of PV installa-
tions in recent years we are convinced that also a long term analysis should be  
valuable, considering the option of replacing an old system after several years of pro-
duction in favour of a new and most performing system. This work is the first attempt 
to depict the problem of the replacement decision on an energy basis considering most 
of the parameters that influence the problem. Next step of the work is the develop-
ment of an analytical model so as to perform an analytical sensitivity analysis of the 
break even time from which it is convenient to replace the old installation. Moreover 
an economic analysis of the problem presented could be valuable, even if from this 
point of view the analysis is strongly affected by the country and year of the consid-
ered PV installation (due to differences in the incentive scheme and changes of that 
over time). Finally it should be noted that the analysis included here, if properly ad-
justed, could be applied to any kind of energy system from wind power to biomass or 
biogas systems. 
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Abstract. Biomass can be converted to transportation fuels through gasifica-
tion. However, commercialization of biomass gasification has been hampered 
by its high capital and operating costs, in addition to the difficulties of trans-
porting bulky solid biomass over a long distance. A novel approach is to con-
vert biomass to bio-oil at widely distributed small-scale fast pyrolysis plants, 
transport the bio-oil to a centralized location, gasify the bio-oil to syngas, and 
upgrade the syngas to transportation fuels. In this paper, a two-stage stochastic 
programming is formulated. The first-stage makes the capital investment deci-
sions including the locations and capacities of the bio-facilities (fast pyrolysis 
and refining facility) while the second-stage determines the biomass and biofu-
els flows. This paper aims to find the optimal design of the supply chain for this 
certain path considering uncertainties in biomass yield, biofuel price and trans-
portation costs.  

Keywords: stochastic programming, bio-oil gasification, supply chain. 

1 Introduction 

Second generation biofuel is a potential substitute for petroleum-based fuel in the 
perspectives of environmental, economic, and social benefits. [1]. According to the 
revised Renewable Fuel Standard (RFS2), at least 36 billion gallons per year of re-
newable fuels will be produced by 2022, of which at least 16 billion gallons per year 
will be from cellulosic biofuels [2]. However, the cellulosic biofuel volume standard 
for 2012 is only 10.45 million gallons per year according U.S. Environmental Protec-
tion Agency (EPA) in 2011 [3].  

Biomass can be converted to transportation fuels by various methods. Fast pyroly-
sis and gasification are two of the most prominent technologies for thermochemical 
conversion of biomass. Fast pyrolysis produces bio-oil, bio-char and non-condensable 
gases [4]. However, commercialization of the biomass gasification has been ham-
pered by its high capital and operating costs due to the challenge of transporting bulky 
solid biomass over a long distance, processing the solid feedstock at high pressure, 
and removing contaminants from gas stream. Feedstock production and logistics con-
stitute 35% or more of the total production costs of advanced biofuel [5]. And  
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logistics associated with moving biomass from land to bio-refinery can make up 50–
75% of the feedstock costs [6]. A novel approach for reducing these costs is to con-
vert biomass to bio-oil at distributed small-scale fast pyrolysis processing plants, 
transport the bio-oil to a centralized location, gasify the bio-oil to syngas, and upgrade 
the syngas to transportation fuels. There is a rich literature on supply chain network 
design. Shah [7] reviewed the precious studies in modeling, planning, and scheduling 
with some real world examples. An et al. [8] compared the supply chain research on 
petroleum based fuel and biofuel. However, only a few literature concerns the uncer-
tainty. Kim et al. [9] considered a two-stage stochastic model to determine the capaci-
ties and location of the bio-refineries. Marvin et al. [10] gave a mixed integer linear 
programming to determine optimal locations and capacities of bio-refineries. As a 
result, it is of importance to build an optimization model to deal with the uncertainties 
such as biomass supply, shipping cost and biofuel demands. 

The rest of the paper is organized as follows: in Section 2, the problem statement 
and assumptions is presented. Then, we discuss the deterministic linear programming 
model and the two-stage stochastic programming models for this problem in Section 
3. Section 4 gives a brief discussion of settings and result of a toy case study. Finally, 
we conclude the paper in Section 5 with summary and future research directions. 

2 Problem Statement and Assumptions 

The biofuel industry is highly affected by the uncertainties among the supply chain 
such as biomass supply, shipping cost and biofuel demands. Stochastic programming 
is one of the most widely used methods to consider the impacts of decision making 
under uncertainties. This paper aims to provide a mathematical programming frame-
work with a two-stage stochastic programming approach to deal with the uncertainties 
among the biofuel industry. The optimality model provides suggestions about the 
capital investment decisions and logistic decisions of this pathway. 

In this model, several assumptions are made. Biomass supply is assumed from the 
county level. Candidate fast pyrolysis and the refining facilities are assumed at the 
county centroid. Only one centralized refining facility is being planned and the decen-
tralized fast pyrolysis facilities can be of several capacity levels (low, medium and 
high levels). It is assumed that the unit collection cost of biomass includes the feed-
stock inventory cost.  

3 Model Formulation 

In this section, we introduce both the deterministic and stochastic model for this bio-
fuel supply chain design problem. The deterministic mixed integer linear program-
ming model is first introduced as a baseline model and then a two-stage stochastic 
model is discussed to address the uncertainties in the supply chain design problem.  

3.1 Deterministic Mixed Integer Linear Programming Model 

In the deterministic mixed integer linear programming model, all the data and model-
ing parameters are assumed to known with certainty. The notations used in this model 
are listed in Table 1. 



404 Q. Li and G. Hu 

 

Table 1. Notations for Deterministic Linear Programming Model 

Subscripts 
 1,2, … , Biomass supply locations 
 1,2, … , Candidate fast pyrolysis facility locations 
 1,2, … ,  Gasoline and diesel fuel demand locations 
 1,2, … ,  Allowed fast pyrolysis capacity levels 

 1,2, … ,  Candidate refining facility locations 
Decision Variables 

 Amount of biomass transported from supply location  to candidate fast 
pyrolysis facility location  

 Amount of bio-oil transported from candidate fast pyrolysis facility loca-
tion  to candidate refining facility location  

 
Amount of gasoline and diesel fuels transported from refining facility loca-
tion  to demand location  

 Whether a fast pyrolysis facility of capacity level  is planned at the candi-
date facility location  (binary variable) 

 
Whether a refining facility exists in candidate refining facility location  
(binary variable) 

Parameters 
B Total budget 

 Capital cost of the centralized refining facility 

 Capital cost of the decentralized fast pyrolysis facility at level  
 Gasoline and diesel fuels price at demand location  
 Gasoline and diesel fuels demand at demand location  
 Penalty for not meeting the demand at demand location  
 Penalty for exceeding the demand at demand location  
 Unit biomass collecting cost at supply location  
 Unit conversion cost from dry biomass to bio-oil 
 Unit conversion cost from bio-oil to biofuels 

 Unit biomass shipping cost from supply location  to candidate fast pyroly-
sis facility location  

 Unit bio-oil shipping cost from candidate fast pyrolysis facility location  to candidate refining facility location  

 
Unit biofuel shipping cost from candidate refining facility location  to 
demand location  

 Capacity of fast pyrolysis facility at level  
 Capacity of refining facility  
 Available biomass feedstock at location  
 Sustainability factor 
 Conversion factor from wet biomass to dry biomass 
 The loss factor of biomass during collection and transportation 
 Conversion ratio, ton of bio-oil per ton of dry biomass 
 Conversion ratio, ton of gasoline per ton of bio-oil 
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3.1.1   Objective Function 
The objective of this model is to maximize the total profit, which can be defined as 
the income from selling the biofuel subtracted by the penalty and the total cost. There 
is a penalty on not meeting the demand and an additional storage penalty for any sur-
plus production. Different types of costs are considered in this model including the 
capital investment, collection cost, conversion cost, and shipping cost [11]. The ship-
ping cost includes the transportation costs for biomass feedstock, intermediate bio-oil, 
and upgrading transportation fuels.  

3.1.2   Constraints in the Model 
The following constraint is used to ensure that the total capital cost does not exceed 
the budget. − − ∑ ∑ ≥ 0                       (1)   

The total amount of biomass transported from supply location  to candidate fast 
pyrolysis facility locations should not exceed the available feedstock at each supply 
location where  is the sustainability factor. ∑ ≤ (1 − ) , ∀                            (2) 

The capacity constraints are used in the model. The loss factor ∈ [0,1) is the frac-
tion weight loss of biomass during the collection and transportation and  is the con-
version factor from wet biomass to dry biomass. ∑ − (1 − ) ∑ ≥ 0, ∀                      (3) − ∑ ≥ 0, ∀                               (4) 

There should be no more than one fast pyrolysis facility exists in each candidate facil-
ity location. And only one centralized refining facility is built. ∑ ≤ 1, ∀                                 (5) ∑ = 1                                 (6) 

We assume that biomass is converted to bio-oil with a conversion ratio  and bio-oil 
is converted to biofuel with a conversion ratio . Thus, we have the following con-
version balance constraints: (1 − ) ∑ − ∑ = 0, ∀               (7) ∑ ∑ − ∑ ∑ = 0              (8) 
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3.1.3   Summary of the Deterministic Model 
The deterministic linear programming model is formulated as follows: = − − = ∑ ( ∑ ) − {( − ∑ ) ∗+ (∑ − ) ∗ } − {∑ ∑ + ∑ ∑ +(1 − ) ∑ + ∑ ∑ + ∑ ∑ +∑ ∑ + ∑ ∑   . .   (1) − (8), , , ≥ 0, , ∈ {0,1}, ∀ , , , ,   

This mixed integer linear programming model maximizes the total profit by giving 
capital investment and logistics decisions at the same time in deterministic case. It’s 
the baseline model for next step. 

3.2 Two-Stage Stochastic Programming Model 

In this paper, we consider the uncertainties of the shipping cost, available biomass 
feedstock and gasoline and diesel fuels prices. The stochastic parameters in this study 
are assumed to be discretely distributed. We use subscript s to represent scenario with 
probability  and add this subscript to some decision variables and parameters.  
is percentage change of the shipping cost in scenario s comparing to the base scenario. 
The two-stage stochastic programming model is formulated as follows: = − ∑ ∑ + ∑ {∑ ∑ ( ) − (( −∑ ) ∗ + (∑ − ) ∗ ) − (∑ ∑ +(1 − ) ∑ + ∑ ∑ + ( (∑ ∑ +∑ ∑ ∑ ∑ )))}  . .     (1), (5), (6). ∑ ≤ (1 − ) , ∀ , ∀                         (9) ∑ − (1 − ) ∑ ≥ 0, ∀ , ∀                   (10) − ∑ ≥ 0, ∀ , ∀                          (11) (1 − ) ∑ − ∑ = 0, ∀ , ∀                    (12) ∑ ∑ − ∑ = 0, ∀                   (13) , , ≥ 0, , ∈ {0,1}, ∀ , , , , ,  

In this model, the first-stage decision variables are  and , which make the capi-
tal investment decisions including the locations and capacities for the conversion 
facilities. While the second-stage decision variables , , and  determine 
the biomass and biofuels flows. Constraints (1), (5), and (6) are the first-stage  
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constraints, these constraints remain the same. The rest of the constraints will change 
accordingly to the set of scenarios.  

4 Case Study  

A case study based on state of Iowa has been carried out to illustrate the modeling 
framework. Historical data from EIA, USDA, and Census Bureau supplemented by 
the literatures have been employed in the case study. Three levels of uncertainties for 
each parameter have been considered. The 27 scenarios are assumed to have equal 
probability. The results show that in the deterministic case, we should build 51 dis-
tributed fast pyrolysis plants (one low-capacity facility, no medium-capacity facility 
and 50 high-capacity facilities). The yearly profit is about 886 million dollars. The 
capital investment could be recovered in 6 years with the interest rate of 10%. While 
in the stochastic case, 63 distributed fast pyrolysis plants (one low-capacity facility, 
14 medium-capacity facilities and 48 high-capacity facilities). It is observed that the 
stochastic programming modeling framework demonstrates superior economic out-
come than the deterministic case and the value of the stochastic solution (VSS) is 
about 65 million dollars per year.  

5 Conclusion  

This paper provides a mathematical programming framework with a two-stage sto-
chastic programming approach to deal with the uncertainties in the supply chain de-
sign among the biofuel industry. The optimality model provides suggestions for the 
decision makers on the capital investment decisions and logistic decisions of the 
thermochemical conversion pathway based on bio-oil gasification. A case study has 
been carried out to illustrate and validate the modeling framework. This paper pro-
vides a preliminary framework and initiates a future research direction for uncertainty 
analysis in biofuel supply chain design. Additional constraints on the detailed process 
design can be incorporated to the modeling framework. It should also be noted that 
additional uncertainties can be considered and more realistic criterion to generate 
scenarios for the stochastic programming can be investigated. 
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Abstract. The revised Renewable Fuel Standard (RFS2) mandates the U.S. 
consume16 billion gallons per year (BGY) of biofuels from cellulosic sources 
by the year 2022. Fast Pyrolysis of biomass is a renewable conversion process 
developed for producing liquid transportation fuels, such as gasoline and diesel. 

The pathway investigated in this study is fast pyrolysis and hydroprocessing 
to produce transportation fuels from corn stover. A mathematical model is for-
mulated to study the supply chain design problem. The objective is to optimize 
an orderly fast pyrolysis facility locations and capacities that maximize the net 
present value (NPV) of the total profit for the next 10 years (2013-2022).  
Numerical examples for Iowa are also presented. 

Keywords: cellulosic biofuels, fast pyrolysis, sequential location. 

1 Introduction 

Biofuels has been recognized as important sources of renewable energy for their po-
tential benefit on the environment, rural development, and reducing dependency on 
petroleum import. With the stimulation of enactment of Renewable Fuel Standard 
(RFS2) (1) in 2007, cellulosic based biofuels are gaining more attention. Biofuel in-
dustry can help improve the rural economics and job creation. Cellulosic biofuel pro-
duction technologies are still mainly on the experimenting stage (2, 3).  Studies on 
biomass logistics and biofuel supply chain management are also emerging. Stephen et 
al. show technology selection strategy based on biomass moisture content, energy 
density and load capacity of different transportation mode (4). Kocoloski et al. devel-
op a mathematical model to optimize facility placement, and examine the impact of 
location and sizing selection (5). Ekşioğlu et al. propose a mixed integer program-
ming model to design supply chain and manage logistics considering biomass trans-
portation, inventory and process ability (6). And intermodal transportation is taken 
into consideration in the following work (7). In this paper, a sequential location allo-
cation model for the fast pyrolysis facilities is investigated. Formulations are  
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presented in Section 2, and case study based on Iowa is included in Section 3. Paper 
concludes in Section 4 with major findings and future research directions. 

2 Methodology 

2.1 Problem Description 

This study considers lignocellulosic biomass as the feedstock for fast pyrolysis facili-
ty to produce bio-oil, and the bio-oil will be used as feedstock of biorefinery, where it 
is converted to liquid transportation fuels. Fig. 1 illustrates the supply network setting.  

 

 

Fig. 1. Supply chain structure for cellulosic biomass pyrolysis – hydroprocessing –refining 
process 

Major assumptions used in modeling are listed as follows: 

1. Facility construction time is one-year and the facility life is 20-year. 
2. A biorefinery with enough capacity exists in Iowa, and the location of the biorefi-

nery is the county centroid that minimizes the total annual cost if all facilities are at 
optimal locations and capacities. 

3. The facility location and material (feed and products) allocation decisions are made 
to maximize total profit of all facilities as a system. 

4. The requirement for Iowa biofuel consumption in transportation increase linearly 
from 2013 to 2022, with demand in 2013 set at 0, and in 2022 set as the total gaso-
line demand within Iowa.  

5. Fast pyrolysis and hydroprocessing for the cellulosic biomass are performed at dis-
tributed fast pyrolysis facility, while the hydroprocessed bio-oil are refining to gas-
oline/diesel range fuels in a centralized biorefinery.  

6. Annual budget is set for construction of the distributed fast pyrolysis facilities. 
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2.2 Model Formulation 

Notations: 
 Index for biomass supply locations 
 Index for candidate fast pyrolysis facility locations  
 Index for gasoline demand locations  
 Index for fast pyrolysis facility capacity level 
 Index for time period (decision making time) 

 Projected gasoline price (8) 
 Unit biomass collecting cost (9) 
 Unit biomass shipping cost (10, 11), = + , which is a 

combination of fixed shipping cost and variable shipping cost (related to 
shipping distance) 

 Unit hydroprocessed bio-oil shipping cost (11, 12) 
 Unit gasoline shipping cost (12) 
 Fixed facility operating cost (3) 

 Gasoline conversion cost, derived from variable facility operating cost, re-
lated to facility operating level (proportional to gasoline production amount) 
(3) 

 Fast pyrolysis facility capital cost, using scaling factor of 0.6 (3) 
 Amortized fast pyrolysis facility capital cost, derived from facility capital 

cost, with facility life of 20-year (3) 
 Maximum biomass supply amount, total corn stover available amount (13, 

14) times maximum removal proportion (15) 
 Biomass loss during transportation, assumed to be 5 wt% 

 Conversion ratio from cellulosic biomass to hydroprocessed bio-oil (3) 
 Conversion ratio from hydroprocessed bio-oil to gasoline diesel fuel (3) 

 Total gasoline demand level (16) 
 Gasoline demand, = ∑ ,  is the mandate proportion 

of total demand to be satisfied during the  year 
 Fund raised from government or company 

 Annual interest rate, assumed to be 10% 
 Cellulosic biomass shipping amount (decision variable) 

 Hydroprocessed bio-oil shipping amount (decision variable) 
 Gasoline shipping amount (decision variable) 

 Total available fund (decision variable) 
 Indicator of fast pyrolysis facility construction state (decision variable) 
 

Mixed integer linear programming method is used to formulate the sequential location 
and allocation problem. The objective is to maximize the net present value (NPV) of 
the total profit of the next 10 years (2013-2022). Total profit calculation considers 
revenue from selling products, feedstock costs (collecting and shipping costs), inter-
mediate product (hydroprocessed bio-oil) shipping costs, final products shipping 
costs, facility capital cost, and operating costs (reflected by fixed operating costs and 
conversion cost).  
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Objective function is presented below: max ∑ (1 + ) ∑ ( − ) − ∑ ∑ + −∑ − ∑ − ∑ ∑ −∑ (1 + ) ∑ ∑                                                  (1) 

Major constraints include: biomass supply availability due to total grown amount and 
sustainability factor (2), biofuel conversion balance with conversion ratios from 
pathway techno-economic analysis (3,6), fast pyrolysis facility existence and capacity 
limit (4), a maximum of one facility per candidate facility construction location (5), 
no destruction of facility (9), minimum demand requirement and demand upper bound 
with linearly increase demand each year (7,8), limited available construction budget 
(10-12), and initialization of current situation of fast pyrolysis facility, which is none 
of such facilities exist at current stage (13).  ∑ ≤ , ∀ ,                               (2) = (1 − ) ∑ , ∀ ,                         (3) (1 − ) ∑ ≤ ∑ , ∀ ,                       (4) ∑ ≤ 1, ∀ ,                                (5) ∑ = ∑ ,     ∀                           (6) ∑ ≥ ∑ ,     ∀                         (7) ≥ ,     ∀ ,                                (8) 

, , ≥ , , ,        ∀ , , ≥ 2                         (9) ∑ ∑ , , ≤                             (10) ∑ ∑ , , − , , ≤ (1 + ) + ,              (11) ∀ − 1 ≥ ≥ 2 = (1 + ) + − ∑ ∑ , , − , , ,         (12) ∀ − 1 ≥ ≥ 2 

, , = 0,        ∀ ,                               (13) , , ≥ 0, ∈ {0,1}, ∀ , , , ,                     (14) 
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3 Results and Discussion 

In this section, the results of a case study in Iowa are illustrated. Candidate fast pyro-
lysis facility locations are the county centroids in Iowa, and four facility capacities are 
allowed: 400, 1000, 1500, and 2000 metric ton of dry basis biomass per day,  
respectively.  

To satisfy the minimum demand requirement, available fund per year needs to be 
at least enough to construct two 2000 metric ton/day facilities. The results under this 
minimum budget scenario are shown in Fig. 2. The county that is assumed to locate 
the existing biorefinery is represented using cross-shaded lines. Stars represent the 
fuel demand locations (centroids of MSAs), and star sizes illustrate the magnitude of 
fuel demand from the MSAs. From the results, all facilities built are of the highest 
allowed capacity, and in the figure, different color circles are used to represent the 
difference in construction order. The labeled year is the first year the corresponding 
facility starts to operate (construction finished). Facility locations are listed in legend, 
using FIPS codes of facility-located counties. The optimal NPV in the scenario is 
$5.28 billion.  

 

Fig. 2. Sequential facility construction under annual fund of twice the capital cost of 2000 
metric ton/day facility 

If annual available fund increases to 2.5 times capital cost of 2000 metric ton/day 
facility, the results are shown in Fig. 3. It could be seen in the figure, that with more 
available fund, it takes fewer years to finish constructing all facilities needed for the 
demand goal in 2022. The optimal NPV in the scenario is $6.03 billion.  

Comparing the results under different budget limitations, several observations are 
summarized as follows: 

• All facilities are built with the highest allowed capacity level. This is due to the 
scaling factor in capital cost estimation, which makes larger capacity facilities 
more cost-effective.  
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Fig. 3. Sequential facility construction under annual fund of 2.5 times capital cost of 2000 
metric ton/day facility 

• Facility locations are very much affected by the centralized biorefinery location. 
From the yearly allocation results, most biomass supply could be satisfied within 
the facility-located county; therefore, hydroprocessed bio-oil shipping costs be-
come a major concern in facility location decisions. To minimize the transportation 
costs, locating fast pyrolysis facilities close to biorefinery is the optimal option. 

• With the increase in annual available fund, the overall sequence of fast pyrolysis 
facility construction does not change much. It’s noticed that with higher available 
fund, facilities tend to build earlier to achieve a higher NPV.  

4 Conclusion 

Biofuels have become increasingly attractive to replace petroleum fuels. In this study, 
the pathway of fast pyrolysis, hydroprocessing and refining is considered to produce 
gasoline-diesel ranged fuels from cellulosic biomass. Mixed integer linear program-
ming models are formulated to investigate the supply network design and the se-
quence of the facility construction. The objective is to maximize the NPV of the total 
profit till 2022, which is the target year of RFS2. A case study in Iowa is conducted to 
illustrate the modeling approach. Numerical results show the preference for high ca-
pacity facilities, facility locations that are close to existing biorefinery, and earlier 
construction time as long as the budget allows. It is also concluded that the increase in 
annual available fund level does not have much impact on the construction sequence.  

It should be noted that this sequential facility location problem is an ongoing re-
search work that can be further investigated. Better data or modeling information, 
including the annual requirement of bio-based fuels, annual budget, and uncertainties 
in the feedstock availability and logistic cost, are to be investigated for more realistic 
decision making. In addition, facility capacity expansion could also be taken into 
consideration in the modeling framework.  
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Abstract. The interconnectivity among various business entities and physical 
functions of woody biomass supply chains requires a system-wide perspective. 
Extant studies largely focus on individual business units or sets of activities. 
This paper takes a supply chain perspective to gain an understanding of poten-
tial woody biomass supply chains. The study draws insights from an extensive 
review of literature to conceptualize potential woody biomass supply chain sce-
narios. Three woody biomass supply chain scenarios and associated logistics 
activities were defined from the analysis of literature content. They are woody 
biomass sourcing from forest product manufacturers, forest landowners, and 
biomass pre-processers. Findings suggest that woody biomass as a marketable 
commodity creates business opportunities for loggers and forest product manu-
facturers. In moving forward, infrastructure and technological development is 
vital, encompassing logging capability and transportation and industrial infra-
structure. 

Keywords: Woody biomass, logistics strategies, supply chain scenarios. 

1 Introduction 

Diminishing fossil fuel resources, increased competition for those fuels, and a grow-
ing realization of the economic and environmental impacts of the dependence on fos-
sil fuels have led to a need to develop renewable energy resources. Bio-energy is one 
potential component of a renewable energy scenario for the future, accounting for 
approximately half (49%) of total renewable energy produced and consumed in the 
United States in 2012. A wide variety of biomass feedstock is currently used to pro-
duce bio-energy, ranging from woody biomass, agricultural wastes, to urban wastes. 
Of these feedstock varieties, woody biomass accounted for nearly half (45%) of the 
total biomass-based renewable energy consumed in 2012 (US Energy Information 
Administration, 2013). These figures demonstrate the considerable contribution of 
bio-energy, notably woody biomass-based energy, for national renewable energy 
effort. 
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However, managing biomass feedstock supply and its associated logistics activities 
are persistent issues. Intrinsically low in bulk densities, biomass feedstock creates 
logistics challenges in terms of its volume that has to be handled, stored, and trans-
ported (Benjamin et al., 2009; Damery and Benjamin, 2007; Sokhansanj and Fenton, 
2006; Weiner, 2010). Given the low value of biomass materials and logistics chal-
lenges involved, the costs of moving biomass feedstock from supply sources to a bio-
refinery plant can be prohibitive and often exceed market values for the biomass itself 
(Kram, 2008; Nicholls et al., 2008).        

Managerial predicaments also arise due to the many business entities that make up 
a woody biomass supply chain. These entities perform two important physical func-
tions of a supply chain. The first function involves production, encompassing forest 
landowners who produce forest materials; loggers who harvest and convert trees into 
logs or wood chips; forest product manufacturers whose process residues produce 
woody biomass; pre-processors who turn forest materials into processed woody bio-
mass such as wood chips and pellets; and bio-refineries who convert woody biomass 
into heat, electricity, chemicals, and transportation fuels to serve different customers 
(Allen et al., 1998; D’Amours et al., 2008; Frisk et al., 2010; Sokhansanj and Fenton, 
2006). The second function involves logistics of moving the various stages of prod-
ucts from one point in the supply chain to the next, encompassing key activities such 
as transportation, materials handling, warehousing and storage, and inventory control 
(Coyle et al., 2008; Fisher, 1997). 

The interconnectivity among various entities, the associated physical functions, 
and supply sourcing challenges require a total supply chain perspective. Yet, extant 
studies on woody biomass largely focus on individual entities or sets of activities. The 
gap in research, coupled with the still evolving nature of the industry, lead to woody 
biomass supply chains that are currently not well perceived. The primary objective of 
this paper is to conceptualize potential supply chain scenarios associated with woody 
biomass. Insights gained are imperative as a basis for further research to promote 
economically feasible bio-energy as a component of renewable energy scenario for 
the future. 

2 Methodology 

To conceptualize and evaluate potential woody biomass supply chain scenarios, the 
study draws insights from extensive review of literature. Journal articles in the areas 
of supply chain and logistics, forest products, biomass feedstock, and bio-energy were 
selected from archival material available electronically at ProQuest and Academic 
Search Complete. Other principal data sources are the government and organization 
websites such as the US Energy Information Administration, the US Forest Service, 
and the International Energy Agency. Along with these data sources, informal inter-
views with five researchers in the fields of forest resources, agricultural sciences, and 
biomass energy were conducted to clarify and verify insights drawn from the  
literature. 
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Over 800 pages of documents were examined and coded on three levels according 
to Glaser and Strauss (1967) and Strauss and Corbin (1998). In the first level, key 
activities pertinent to the production and logistics functions of supplying woody bio-
mass to a bio-refinery are identified, and the properties that characterize each activity 
are examined. Then, in the second level, we made connections between categories (in 
this case, the key activities identified above) by exploring the conditions and interac-
tions that influence the processes of supplying woody biomass. This coding allowed 
us to integrate data into core categories or potential woody biomass supply chain sce-
narios. Then, using the core supply chain scenarios as a guide, we selectively coded 
the existing data obtained from literature survey and additional data gathered from the 
informal interviews to describe each scenario. At the end of this third-level coding, 
we have established the descriptions of potential supply chain scenarios. 

3 Conceptualizing Woody Biomass Supply Chain Scenarios 

Three potential woody biomass supply chain scenarios are identified and depicted in 
Figures 1–3. They are: (1) woody biomass sourcing from forest product manufactur-
ers, (2) woody biomass sourcing from forest landowners, and (3) woody biomass 
sourcing from biomass pre-processers. We briefly describe each scenario in turn as 
follows.  

3.1 Woody Biomass Sourcing from Forest Product Manufacturers 

The first scenario, depicted in Figure 1, is currently preferred by most bio-refineries 
(Morgan, 2009). 

 

Fig. 1. Woody Biomass Sourcing from Forest Product Manufacturers 

In this scenario, residues produced by primary wood processors, such as sawmills 
and their lumber customers, are the primary feedstock for both the bio-refineries and 
secondary forest product manufacturers such as pulp mills, paper mills, and pellet 
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mills (Ray, 2010). Classified as industrial private landowners, these forest product 
manufacturers possess large forest assets for uses in their manufacturing requirements 
(Benjamin et al., 2009; Frisk et al., 2010; IBISWorld, 2009; McDill, 2011). They 
contract independent loggers for harvesting timber and delivering logs from their 
forestland to their production facilities (Myers and Richards, 2003). In general, ap-
proximately 80 percent of the output loggers generated—typically the lower part of 
the tree that has a larger diameter, and thus a higher value—is transported directly to a 
nearby sawmill for processing. The upper, thinner parts of the tree that have lower 
value are commonly delivered to pulp mills and paper mills (Crooks, 2005; 
D’Amours et al., 2008; Frisk et al., 2010; IBISWorld, 2009, 2010). These loggers 
typically use trucks and equipment they owned or leased to make the deliveries to the 
mills (IBISWorld, 2010), although in some cases transport service providers or con-
tract haulers (e.g. trucking companies and rail carriers) may also be involved (Bolding 
et al., 2009). In turn, the mills deliver mill chips to the bio-refineries according to the 
arrangement between the parties, which vary in terms of transportation mode used, 
and size and frequency of deliveries (Liu, 2010; McDill, 2011; Roth, 2010). 

3.2 Woody Biomass Sourcing from Forest Landowners 

The second scenario, depicted in Figure 2, makes use of forest materials that contri-
bute the potentially most abundant sources of woody biomass in the United States 
(Nicholls et al., 2008). 

 

Fig. 2. Woody Biomass Sourcing from Forest Landowners 

In this scenario, forest biomass is sourced from landowners that can be public enti-
ties (e.g. federal, state, and local and municipal land and forests), private industrial 
entities (e.g. saw mills, and pulp and paper mills), or non-industrial private entities 
(e.g. individuals or corporations other than forest product industry) (Biomass  
Research and Development Board, 2008b; D’Amours et al., 2008). As in the first 
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scenario, forest landowners contract loggers for felling standing timber, delivering the 
outputs, and disposing logging residues. Decisions on the methods of residue disposal 
(e.g. piling and burning, scattering throughout a site to decompose, and processing as 
biomass) may be left to the loggers, or set forth by landowners and third-party envi-
ronmental certification standards for sustainable forest management practices  
(Benjamin et al., 2009; Elmore, 2009; Yepsen, 2008).  

In turn, bio-refineries transact with the loggers for the forest biomass. Biomass can 
be delivered in either chipped or non-chipped forms. The former involves in-forest 
chipping, which is well integrated into existing timber harvesting systems (D’Amours 
et al., 2008; Gunnarsson et al., 2004). In this case, loggers with portable wood-
chipping equipment produce wood chips from logging residues and from whole trees 
of non-merchantable quality for direct sale to bio-refineries and other buyers such as 
pulp and paper mills (D’Amours et al., 2008). Unlike clean chip by-products from 
forest product manufacturers, these logging chips (also called dirty chips and hog 
fuel) are characterized by high moisture and varied physical quality in terms of size, 
shape, and chemical makeup (Benjamin et al., 2009; Kimbell et al., 2009; Kram, 
2008; Weiner, 2010; Yepsen, 2008). These characteristics render biomass that has 
low net energy density by mass, is unsuitable for long-term storage, and is uneconom-
ical for long distance transportation (Crooks, 2005; Goldstein, 2006; Jackson et al., 
2010; Liu, 2010; McDill, 2011; Wallace, 2011; Richard, 2011). Coupled with the 
often geographically dispersed forest lands, transportation cost could easily exceed 
the costs of biomass itself (Bolding et al., 2009). 

Alternatively, non-chipped forest biomass can be transported to bio-refinery facili-
ties where it will be chipped using a larger-scale, more powerful stationary chipper 
(D’Amours et al., 2008). In comparison to the in-forest chipping, this alternative gives 
the bio-refineries greater control over the chipping process and offers a cost advan-
tage gained from economies of scale and the powerful equipment used. These advan-
tages, however, are offset by the more expensive cost of transporting non-chipped, as 
opposed to chipped, forest biomass to the refinery facilities (D’Amours et al., 2008; 
Jackson et al., 2010). 

3.3 Woody Biomass Sourcing from Biomass Pre-processers 

The third scenario, illustrated in Figure 3, depicts business opportunities that emerged 
from the need to pre-process and pre-treat biomass to alleviate production and logis-
tics issues pertinent to biomass. 

In this scenario, woody biomass suppliers are relatively large facilities with storage 
capacity and flexible system capable to pre-process and pre-treat a wide range of 
biomass materials. The biomass supply chain in this scenario resembles that of a hub-
and-spoke system of biomass processing and distribution (Carolan et al., 2007; Roth, 
2010; Yepsen, 2008, 2009). A typical biomass pre-processer assumes a role of an 
intermediary who engages in securing and establishing contracts for various types of 
biomass from various sources. It also manages the collection, storage, pre-process, 
and delivery of biomass to the bio-refinery and other biomass users (Carolan et al., 
2007; Sokhansanj and Fenton, 2006). 
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A pre-processor’s large-scale, flexible system permits physical transformation (e.g. 
pre-processed briquettes, pellets, and torrefied biomass) and chemical transformation 
(e.g. pre-treated to alter chemical component) of a wide range of biomass feedstock to 
satisfy the quality and quantity requirements of biomass users before making delivery 
(Roth, 2010; Yepsen, 2008). Hence, aside from improving the quality of biomass as 
feedstock, these processing technologies are also logistically advantageous, making it 
possible to economically transport biomass over greater distances and to store large 
quantities of biomass for longer periods of time. Production cost advantage is also 
achieved because of economies of scope gained from the variety of feedstock used 
and flexible product mix, and economies of production scale and powerful equipment 
used (Carolan et al., 2007; Jackson et al., 2010; Sokhansanj and Fenton, 2006; Taylor 
et al., 2010). 

 

Fig. 3. Woody Biomass Sourcing from Biomass Pre-Processing Facilities 

4 Conclusion 

This conceptual study identifies three potential woody biomass supply chains and 
reveals the roles and interactions between different members in performing the pro-
duction and logistics functions of the supply chains. Three important implications in 
moving woody biomass-based bio-energy forward arise from the findings summa-
rized in Table 1.  

First, loggers play an important production role in all three scenarios. To take ad-
vantage of the new biomass market opportunities, logging capacities must be devel-
oped and new managerial and operational practices must be devised to integrate the 
existing operations and emerging biomass business (Benjamin et al., 2009; Biomass 
Research and Development Board, 2008b; Damery and Benjamin, 2007; Elmore, 
2009; Kram, 2008; Yepsen, 2008, 2009). 

Second, forest product manufacturers possess technological and infrastructural ad-
vantages that render them competitive as biomass suppliers. They have access to their 
abundant industrial forestlands, well-established transportation systems, and the  
on-site infrastructure for pre-processing, storage, and handling of woody biomass. 
The new markets of biomass as feedstock for bio-energy present great opportunities 
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for business expansion that leverage these existing capital investment and resources 
(Benjamin et al., 2009; Frisk et al., 2010 Jackson et al., 2010; Sklar, 2008). A more 
vertically integrated avenue is to expand into the bio-refinery business and become an 
“integrated forest product bio-refinery” enterprise that produces bio-products  
(e.g. heat, transport fuel, and bio-chemical) in addition to conventional forest products 
(Damery and Benjamin, 2007; Feng et al., 2010; Kimbell et al., 2009).   

Table 1. Woody Biomass Supply Chain Scenarios: Key Parties, Roles, and Advantages/ 
Disadvatages 

 
 
Finally, infrastructure development is vital to enhance reliability and efficiency of 

the production and logistics functions of woody biomass supply chains. Transporta-
tion infrastructure, in particular, is much needed to tap into the abundant, yet highly 
dispersed forest biomass resources.  Additionally, an extensive industrial infrastruc-
ture is required to advance the current experimental operations to commercial stages. 
Industrial infrastructure encompasses not only the bio-refinery facility itself, but also 
pre-processing and treatment facilities, and communication technology needed to 
improve logging and biomass harvest efficiencies (Benjamin et al., 2009; Jackson et 
al., 2010; Kimbell et al., 2009).   
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Abstract. Closed loop supply chains reducing waste, energy consumption and 
natural resource depletion which all contribute to more sustainable production 
and products. For mass customization however, the challenges of closed loop 
supply chains are emphasized by the large variety of inbound end-of-life prod-
ucts from customers which complicates handling and forecasting. This paper 
analyses these challenges in the specific context mass customization using  
theoretical considerations and three case studies. 

Keywords: mass customization, sustainability, remanufacturing, reuse,  
recycling. 

1 Introduction 

Mass Customization (MC) popularized by Pine [6] has proven a successful business 
strategy in various industries and markets and for several different product types. 
Mass customization is fundamentally different from mass production in several dif-
ferent ways, spanning from product design and production to sales and marketing and 
fit with customer needs. Sustainability is a concept that is gaining more and more 
attention, and companies are experiencing a greater demand for sustainable products 
as well as legislation requiring lower environmental impacts [3]. Several concepts are 
commonly applied to achieve greater sustainability in product design and manufactur-
ing. Among these is Eco-design, which is a concept that attempts to integrate envi-
ronmental aspects into the product development process thereby creating products 
with lower negative environmental impacts and thus more environmentally sustaina-
ble products [3]. Generally, what happens to a product at its end of life (EOL) is very 
important in relation to sustainability. This is the case for two reasons: 1) if a product 
is disposed by land filling or incineration, the materials in the product may harm the 
environment. 2) The amount of materials available in the world is finite, and if raw 
materials are extracted at the same pace in the future as they are today, certain mate-
rials will become scarce. If an EOL product is simply disposed by land filling or inci-
neration, the materials used in the product are lost, and thus more new material must 
be extracted for manufacturing new products. Reusing or recycling a product ad-
dresses both the issues regarding land filling or incineration as well as resource con-
sumption, since EOL products are either recycled and the materials are transformed 
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into other products or the products are used in their original form. However, even 
though reverse logistics may help to safely dispose of EOL products, extending the 
concept to closed loop supply chains has proven to reduce the environmental impact 
even more [7]. A closed loop supply chain is a combination of a reverse supply chain 
and a traditional forward supply chain where the components or materials retrieved 
from products in the reverse supply chain are used to manufacture products for the 
forward supply chain, thus closing the materials loop.  

Rose [7] performed a quantitative Analysis of the environmental impact from a va-
riety of different consumer electronics for the different recycling loops also referred 
to as EOL strategies. She found that with no exceptions, the environmental impact of 
a product would increase each time a larger loop was applied. Based on this, she in-
troduced the hierarchy of EOL strategies illustrated in figure 1 [7] and concluded that 
a product should be designed to apply EOL strategies as high in the hierarchy as poss-
ible, corresponding to shorter closed loop supply chains [7]. 

 

Fig. 1. Hierarchy of product EOL strategies [7] 

Apart from the environmental perspective, applying short closed loop supply 
chains are also usually favorable from an economic perspective. The reason for this is 
that materials used in products higher in the EOL hierarchy have more value added 
than lower in the hierarchy. As examples, product reuse requires no or very little addi-
tional value added before the product can be used by a new (second hand) customer, 
whereas a disposed product represents zero or very little value if it is incinerated for 
energy production. 

2 Research Method 

The research objective of this paper is to identify how well mass customized products 
can become more sustainable by utilizing closed loop supply chains. The research 
question is: “How can end-of-life strategies with closed loop supply chains be applied 
to mass customized products?” To answer this question, it is first clarified how well 
the EOL hierarchy and mass customized products combine. Secondly the concepts of 
closed loop supply chains with different EOL strategies are analyzed for various mass 
customized products. Finally the findings from the analysis and the case studies are 
identified and presented. The analysis is performed as an empiric research based on 
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Rose’s product EOL strategy hierarchy as presented in figure 1. It is analyzed which 
issues typically arise for mass customized products in end-of-life. This is done for 
each of the 6 levels in the EOL hierarchy (fig. 1). The concepts of closed loop supply 
chains are further analyzed in three mass customization cases all with EOL strategies 
and different levels in the hierarchy. The case studies present and analyze how the 
EOL strategies have been implemented in consumer electronics, automobile and fur-
niture industry. The findings from the analysis and case studies are presented as a 
general overview of advantages and disadvantages of mass customized products com-
bined with EOL strategies and a comparison of EOL strategies of the case studies. 

3 Closed Loop Supply Chain and Mass Customization 

Much research has been done in the areas reverse logistics and closed loop supply 
chains, however, no studies have been identified focusing on these issues related spe-
cifically to mass customized products. Mass customized products are distinguished 
from non-mass customized products, primarily by their vast variety, as each product 
is uniquely produced for a specific customer. This is expected to bring up new chal-
lenges in relation to reusing and recycling products. In the following sections, the 
challenges specific to mass customized products will be discussed. The analysis will 
be structured by the levels in the product EOL strategy hierarchy shown in figure 1. 

3.1 Reuse 

Reuse (1) is the EOL strategy which will use least resources compared to  other EOL 
strategies, simply because following the definition expressed by Rose [7] as “… the 
second hand trading of a product for use as originally designed”, the products in-
volved in a reuse process change owners without any involvement of the original 
manufacture and other further resources involved. Implementing reuse as an EOL 
strategy should be easy for standard products but for MC products there are several 
difficulties which have to be addressed. 

One issue related to MC products is that the customized product specifically made 
for a specific customers requirements, can be difficult to reuse. Difficult to reuse, 
because the products will not fit the new customers’ requirements; as examples, it 
could be tailor fitted products, as suits, shoes, furniture etc.  

Implementing an EOL strategy should on the other hand lead to MC products 
which should be easy to reuse and even in the reuse process are able to customize 
further for the second hand owner.  

3.2 Service 

If a product is to be replaced due to “wear and tear”, i.e. the product is somehow worn 
or defective and thus cannot be reused, which is the preferred EOL strategy according 
to the hierarchy, the strategy “service" should be considered [7]. In this strategy, the 
life of a product is extended by repairing or servicing the product thus pushing the 
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time where a new product will have to be manufactured to fulfill a user’s needs. There 
is no apparent and strong relation between this strategy and mass customization, how-
ever the variety of parts included in the product may cause some issues if spare parts 
are necessary. This would be the case if the parts, which are to be replaced to repair 
the product, are custom fabricated, as opposed to a customized product assembled 
from standard components. If a custom fabricated component is required for repairing 
or servicing the product, this would likely be more expensive than repairing a product 
using standard components, since the spare part would need to be manufactured spe-
cifically for that product which would likely introduce higher logistical costs as well 
as a problem regarding the identification of specifications for manufacturing that  
specific part. 

An example of mass customized products which have a modular architecture that 
supports upgrading is personal computers. If a user finds that a computer is lacking 
certain functionality or performance, in many cases this will be possible to address by 
adding or replacing modules in the computer such as CPU, processor or other expan-
sion cards. This is obviously more appropriate from an environmental perspective 
since a new computer will not have to be produced to fulfill the user’s new needs.  

3.3 Remanufacture 

The EOL strategy remanufacturing implies according to Rose [7] that EOL products 
are returned from the customer to a remanufacturing plant where they are disassem-
bled; the parts are reconditioned and used in the manufacturing of new products using 
newly manufactured parts as well. In contrast to the service EOL strategy, the product 
is here completely disassembled and components are collected and kept in stock until 
needed. By choosing the remanufacturing strategy, the material and energy used for 
originally manufacturing the products is not lost which apart from reducing negative 
environmental impact can be economically beneficial as well [9]. 

The degree to which an MC product is suitable for remanufacturing will be very 
dependent on how the product architecture is defined. One way to mitigate the  
challenges derived from component variety described above by means of product 
architecture would be to enable remanufacturing of the components common to all 
products in a product family, commonly referred to as the product platform, which is 
commonly used in MC products [1], whereas the modules providing customization 
could be recycled for materials. This however would require the components in the 
platform to be sufficiently durable for multiple life cycles. 

3.4 Recycling with Disassembly 

When applying the recycling with disassembly EOL strategy, EOL products are taken 
to recycling facilities where they are disassembled and recycled. In contrast to recy-
cling without disassembly, this strategy implies that the value and energy accumu-
lated in the products is to some extent retained. Recycling with disassembly also  
allows removing components or substances which would otherwise contaminate the 
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recyclable materials, as well as valuable components can be removed and reused or 
remanufactured [7]. 

When considering recycling with disassembly in relation to MC products, several 
different factors influence the possibilities for recycling. As the products need to be 
disassembled, which is usually a manual process, the disassembly process is likely to 
account for much of the total costs associated with recycling. As MC products will 
often have varying product structures compared to non MC products, the disassembly 
process will also vary more than for non MC products. As a consequence, it will be 
more difficult to optimize the disassembly process as well as applying automation. 

3.5 Recycling without Disassembly and Disposal 

Recycling without disassembly is the EOL strategy with the longest materials loop 
and thus the least desirable of the closed loop supply chain strategies, however still 
preferable over disposal. Recycling without disassembly is usually performed by 
shredding; by doing this the shredded products can be sorted into material fractions 
which can be recycled. Since all products are treated alike when recycled without 
disassembly, no specific challenges regarding MC products are identified for this 
EOL strategy. The EOL strategy disposal is the least desirable in the hierarchy, since 
the value and energy accumulated in the products is not recovered. As for the recycle 
without disassembly strategy, all products are treated alike when disposed, and no 
specific challenges regarding MC products are identified for this EOL strategy. 

4 Case Analyses 

To address how different types of companies have been using reverse logistics in 
practice, a number of case studies have been identified in literature.  

Dell Inc. sells and produces personal computers which are all customized accord-
ing to the customer specific configuration. Dell has implemented a closed loop supply 
chain to make use of EOL computers which are traded in by Dell’s customers. This 
case is thoroughly described by Kumar & Craig [5]. When comparing the paths of 
EOL computers at Dell to the classification of EOL strategies shown in figure 1, Dell 
makes use of several of these strategies: 

• Reuse: EOL computers which do not require any parts changed are reinstalled with 
an operating system and resold, physically unchanged. 

• Service or Remanufacture: computers which require replacement of components 
are changed physically and are, depending on how many components are changed, 
either serviced or remanufactured. 

• Recycle with disassembly: computers which are not reused, serviced or remanufac-
tured are disassembled and shipped to appropriate recycling facilities. 

This multilevel approach to handling EOL computers allows Dell to utilize the short-
est closed loop supply chain as possible. What enables this is that the modularity  
of Dell computers allows components to be easily replaced and allows reuse of  
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components from EOL computers. Furthermore, Dell’s volume makes it profitable to 
run remanufacturing facilities.  

Numerous car manufacturers are mass customizing their cars. This is enabled by a 
modular product platform which allows customization by assembling the car from a 
common platform and a number of different modules creating the variety. Contrary to 
the Dell case, car manufacturers do not take back whole cars for remanufacturing, 
which can be due to a number of reasons. Cars usually have a much longer life than 
personal computers and are thus regularly serviced for extending their life. Relating 
the automobile industry to the classification of EOL strategies in figure 1, it shows 
that the car industry also utilizes multiple levels.  

• Service: When a used car is traded in by a dealership, it is serviced and resold, 
typically in an unchanged configuration; however, the car manufacturer is not in-
volved in this.  

• Remanufacturing: Worn components are traded in for a discount on a remanufac-
tured component and remanufactured to as new condition by specialized  
companies  

• Recycling with disassembly: EOL vehicles are returned to third party car recycling 
facilities and disassembled for spare parts and material recycling. 

The automobile industry is similar to the Dell case since mass customized products 
are resold in a fixed configuration which cannot be reconfigured.  

Ahrend is a Dutch manufacturer of office furniture, which has done a significant 
effort on reducing the negative environmental impact from production and product 
life cycles. Ahrend produces office chairs and desks for the professional market and 
their furniture are individually customized and can thus be considered mass custo-
mized products. Ahrend has as one of the means to control supply of EOL products, 
introduced a residual value on repurchase program for its customers allowing them to 
return their product to Ahrend after ended use and receive a partial refund. After re-
ceiving the used products Ahrend is to refurbish certain components and renew others 
and sell new products which contain refurbished as well as new components. These 
new products are again customized. Comparing the Ahrend case to the EOL hierarchy 
of figure 1 shows that Ahrend contrary to the two other cases makes use of remanu-
facturing used products to create new mass customized products by reusing on  
module level. 

5 Findings 

In figure 2, an overview of the different EOL strategies and their implications for MC 
products is presented. For the upper 4 levels a number of challenges exist which are 
specific to MC products, however a number of characteristics of MC products also 
provide benefits for the different closed loop supply chain EOL strategies compared 
to non MC products. Finally, no differences were found for the lower two EOL  
strategies between MC and non MC products.  

Figure 3 shows a comparison of EOL strategies chosen in the three different cases 
presented in this paper as well as the EOL options for a generic MC product. For  
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a generic MC product, i.e. any MC product, for which the manufacturer has not ac-
tively chosen an EOL strategy, the options for the customer when disposing the prod-
uct will be either to sell it as second hand, given the second hand purchaser can accept 
the product configuration or bring it to recycling facilities or disposal. What can also 
be concluded from the comparison is that in only the Ahrend case, the products are 
remanufactured and offered as individually mass customized products again, whereas 
the other two cases offer used products in an as-is configuration. It is furthermore 
common to use mixed EOL strategies, since the difference in wear and obsolescence 
makes different EOL strategies suitable for different products in the supply of used 
products.   

 

Fig. 2. Overview of product EOL strategies and implications for mass customization products 
compared to mass produced products 

As mentioned above, many MC products can be reused in an as-is configuration. 
While this would likely be beneficial in terms of environmental impact, the business 
potential is negligible unless the manufacturer is involved in the second hand trading 
of the product as in the Dell case.  

 

Fig. 3. Comparison of EOL strategies for case products 

Finally the case comparison revealed that there are differences in whether the man-
ufacturer manages the closed loop supply chains or a specialized third party company 
is involved. General for all cases is that the product families apply modular product 
architectures, which is not surprising since modular architecture enables mass custo-
mization and remanufacturing [2], [4]. 
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6 Conclusion 

From the analysis of EOL strategies and cases it can be concluded that it is indeed 
possible to utilize closed loop supply chains in mass customization settings. However, 
utilizing closed loop supply chains requires certain aspects to be considered regarding 
product design as well as manufacturing and supply chain design.   

Utilizing closed loop supply chains has a great potential in achieving a higher de-
gree of product sustainability, since this will reduce the amount of waste produced as 
well as reducing the demand for raw material production and energy consumption. 
Although only a minor part of mass customizers are utilizing closed loop supply 
chains, the case studies have shown that it can be an attractive business proposition to 
e.g. remanufacture products and resell them. 

However, to provide the customer with the highest value, and thereby charge a 
price premium, the remanufactured product should be re-customized to specific cus-
tomer requirements as done in the case study of Ahrend instead of reselling products 
as second hand in as-is configurations. This however presents a number of logistical 
challenges as well as challenges in developing the solution space for configuring re-
manufactured products. Furthermore, this research addresses only mass customization 
of physical products. Mass customization of services and software is also relevant but 
will require entirely different considerations regarding sustainable supply chains. 
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Abstract. Service providers for maintenance, repair and overhaul (MRO) of 
aircrafts and components face major challenges. The calculation of an optimal 
stock level for components is one of these. The optimal stock level is highly in-
fluenced by the customers demand. Furthermore the stock level influences the 
profitability of the processes. The challenge for MRO service provider is to re-
spond to the changing customer base and to adapt the stock level for compo-
nents dynamically. For this purpose, an approach for the determination of the 
spare parts demand is described in this paper. The approach consists of a hierar-
chical derivation of reliability parameters in the first step and finally an assess-
ment of the derived reliability parameters. By this assessment the relevance of 
different impact factors can be determined. The determination of the spare parts 
demand and the optimal stock level can thereby be determined much more ac-
curately. 

Keywords: Spare parts management, MRO, Maintenance, Repair, Overhaul. 

1 Introduction 

The efficient spare parts supply during the entire life cycle of the primary product is a 
differentiating quality characteristic in competition. It can lead to an improved cus-
tomer satisfaction and strengthens the company in the market. [1], [2], [3]  

For the realization of an effective spare parts management, it is important to under-
stand the correlations between different impact factors regarding the spare parts de-
mand. Both the life cycle of the primary product and the life cycle of the component 
have to be considered. There are different strategies for the spare parts supply during 
and after the serial production of the primary product. These result from the number 
of primary products on the market and especially from the technological characteris-
tics of the individual components as well as the reliability parameters. This results in 
different demand patterns, not only in volume, but also in demand continuity and the 
demand predictability. [4], [5], [6], [7] 

The life-cycle-oriented spare parts management focuses on this specific problem 
and contains several supply strategies to realize an efficient post-series supply. These 
supply strategies are the development of a compatible successive product generation, 
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the storing of a final lot, the periodical internal or external production, the reuse of 
used components and the repair of used components. [8], [9], [10] 

The aviation industry is characterized by extremely long life-cycles of the primary 
products with a high degree of efficiency, small lot sizes, a strict regulation and a high 
degree of individualization. The share of the services business in the aviation industry 
is very high. [11] Airlines often buy the maintenance services, in order to concentrate 
on their core business. Compared with other industries, the repair of components in 
the aviation industry is highly profitable and is therefore common practice [12]. [13] 

2 Tasks and Challenges of Maintenance, Repair and Overhaul 
Service Providers 

The range of tasks of a service provider in the aviation field is very large. A classifi-
cation of the tasks is possible by the distinction between the value adding organiza-
tional units of a service provider. These organizational units are the spare parts 
supply, the spare parts maintenance, the logistics and the aircraft maintenance. The 
supply of spare parts and spare parts maintenance form the spare parts management 
which is in the focus of this paper. [14], [15]  

The spare parts supply has the inventory and planning responsibility for the spare 
parts. The spare parts maintenance can be seen as a service for the spare parts supply. 
The spare parts maintenance is responsible for the repair of spare parts. For this pur-
pose, the spare parts maintenance has its own manufacturing and workshop areas. By 
the logistics the spare parts are transported from/to the customer. The aircraft main-
tenance takes place on the basis of strict regulations within different maintenance 
events. [14]  

To avoid long-term ground time of an aircraft, so-called Line Replaceable Units 
(LRU) are used in aircrafts when possible. A change of these LRUs is carried out 
quickly and the aircraft is therefore immediately ready for use again. Meanwhile, the 
exchanged part is repaired or overhauled and preserved for the next installation. [16] 
Furthermore large service providers sometimes offer a component pooling service for 
aircraft operators. If a defect of a component occurs a new component is provided by 
the pool provider. The removed part will be analyzed by the service provider after-
wards and depending on technical and economic aspects the decision is made whether 
the component will be repaired or replaced. [11], [15] 

In the context of the spare parts supply the determination of the spare parts demand 
is a major challenge, especially for service providers. [14], [17] This is caused by a 
variety of different aspects. The primary products in the aviation industry have very 
long life cycles. On average, aircrafts fly over 20 years. This leads to many different 
generations of aircraft and many different generations of components which should be 
supplied by a service provider. Electronic components in today's aircrafts are from the 
period in which the aircraft were developed. Furthermore the costs of the components 
in the aviation industry are very high. Because of these high costs, the very long life-
cycles, the small amounts of components the repair of components in the aviation 
industry is highly economical. [11] The failure behavior of many components is not 
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known, the absolute number of failures of a specific component is usually very low. It 
can be assumed that the different generations of components installed have different 
failure rates. In many cases, the information about the components installed is miss-
ing. This is because the cost of the identification would be very high and also the 
operator of an aircraft does not have this information. This may be because the opera-
tor has leased the aircraft. In this case the probabilities of installation for different 
components have to be determined.  

3 Approach for Determination of Spare Parts Demands 

3.1 Impact Factors Regarding the Spare Parts Demand  

A basic approach for the determination of the spare parts demand (D) is by using the 
correlation of the intensity of use for a future period and the failure rate of a compo-
nent [18]. This and other approaches, however, are only partially applicable for MRO 
service providers. Other approaches can exemplary be found in [19], [20], [21], [22], 
[23]. While the intensity of use of the primary product (the aircraft) can be determined 
well, there are difficulties in determining the intensity of use of a component of the 
aircraft. This is due to the fact that the components used are often not known. This 
complicates the determination of a reliable failure rate for different components. 
However, the knowledge about the impact factors regarding the failure rate and thus 
the spare parts demand is essential for a MRO service provider.  

 
Fig. 1. Data base in a certain observation period 

In figure 1 the existing data base and the uncertainties are shown exemplarily. The 
failures of materials are recorded in a certain observation period for different aircrafts. 
By the definition of the observation period the data is censored at the beginning and at 
the end of this period. Furthermore, the data of aircrafts, in which the components are 
not known, is recorded to. All censored data is considered in the analysis.  

Different impact factors regarding spare parts demand are mentioned in literature. 
These impact factors can be assigned to the primary product, the spare part itself, the 
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maintenance strategy or to the market situation and other surroundings [13], [17]. For 
simplicity, in the following part the focus will be on a limited number of impact fac-
tors. The approach allows the integration of further and other impact factors. 

It is assumed that the demand (failure rate) is proportional either to the flight hours 
(FH), the flight cycles (FC) or the calendar time (CT). In the following these impact 
factors are described as measurable impact factors. Furthermore categorical impact 
factors are assumed. These can be the aircraft type, the operator of the aircraft and the 
material which is used, for example. The influence of these factors has been shown in 
different studies [16] but in general the relationship between the mean demand and 
flying hours or flight cycles is not well understood [24].  

3.2 Hierarchical Derivation of Reliability Parameters  

The assessment of impact factors regarding the spare parts demand of MRO service 
providers is a main objective of this approach. In the context of the assessment of the 
impact factors the handling of the uncertainties is an important aspect, which is not in 
the focus of this paper. It is important to know that the uncertainties about the compo-
nents used are closely linked to the assessment of the impact factors. 

 

 

Fig. 2. Hierarchical derivation of reliability parameters 

The assessment of the impact factors is done for a technical function in an aircraft. 
This could be a flight management computer, for example. In a first step the categori-
cal impact factors are combined according to their potential relevance in any combi-
nation. For three different impact factors six different combinations can be created. 
Each combination represents a hierarchical alternative for the impact factors.  

In figure 2 a hierarchical alternative is shown as an example. The first level is al-
ways represented by the technical function (H0). In this example the second level is 
defined by the material (H1), underlying the operator (H2) and finally the aircraft type 
(A3). A technical function is always defined by all impact factors. This means it is 
defined by a certain material, an operator and an aircraft type. However, it is not use-
ful to determine an individual reliability parameter for each possible combination. 
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MTBR = Mean Time Between Removal, MCBR = Mean Cycles Between Removal, MDBR = Mean Duration Between Removals, 
N = Number of Failures, FH = Flight Hours, FC = Flight Cycles, D = Days
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One reason for this is the large variance of possible failure intervals. Because of this 
the significance of each combination is analyzed. With the three measurable impact 
factors (FH, FC, CT) three different reliability parameters can be derived. The mean 
time between removal (MTBR), the mean cycles between removal (MCBR) and the 
mean duration between removal (MDBR). These are calculated by the sum of all 
flight hours (or all flight cycles or the calendar time) of the whole aircraft population 
(m), multiplied with the quantity per aircraft of the component (QPA) in a certain 
observation period divided by the number of failures (see equation 1). [12] =  ∑ ∗  [ , =  ∑ ∗  [ , =  ∑ ∗

 [D] (1) 

At each step from one to the next hierarchical level, it is checked whether a separation 
of the failure rate regarding the overlying hierarchical level is significant. If the relia-
bility parameter is significantly different this value is separated and the underlying 
hierarchical level receives an individual reliability parameter. In figure 2 material 1 
and material 3 are determined to be significant. Material 2 is not significantly differ-
ent from the technical function and the reliability parameter is set the same as the 
reliability parameter of technical function. The significance is analyzed in each hie-
rarchical level. 

3.3 Assessment of the Derived Reliability Parameters 

The derived reliability parameters are assessed in the next step. For this purpose the 
complete data set has been separated into two random data sets. The determination of 
the reliability parameters is done on the trainings set and the quality of these is re-
viewed on the basis of the test set. With the values determined in the training set, the 
resulting changes in the test set are calculated. [17]  

Table 1. Assessment of the derived reliability parameters 

 

FUNCTION MATERIAL OPERATOR ACTYPE MTBR MCBR MDBR N FH CYC D MTBR MCBR MDBR MTBR MCBR MDBR
A1 CONTROL UNIT AB MATERIAL 1 OPERATOR 1 ACTYPE 1 41.245 7.536 4.765 4 214.474 38.282 17.344 5,20 5,08 3,64 1,44 1,17 0,13
A1 CONTROL UNIT AB MATERIAL 1 OPERATOR 1 ACTYPE 2 40.293 7.430 8.374 3 139.010 26.079 25.373 3,45 3,51 3,03 0,20 0,26 0,00
A1 CONTROL UNIT AB MATERIAL 1 OPERATOR 2 ACTYPE 1 44.004 8.530 5.547 4 197.137 40.261 10.428 4,48 4,72 1,88 0,23 0,52 4,49
A1 CONTROL UNIT AB MATERIAL 1 OPERATOR 2 ACTYPE 2 44.004 8.530 5.547 2 93.288 13.989 9.873 2,12 1,64 1,78 0,01 0,13 0,05
A1 CONTROL UNIT AB MATERIAL 2 OPERATOR 1 ACTYPE 1 24.862 8.874 2.580 1 23.370 9.850 2.167 0,94 1,11 0,84 0,00 0,01 0,03
A1 CONTROL UNIT AB MATERIAL 2 OPERATOR 2 ACTYPE 1 19.872 5.472 2.092 2 47.295 10.725 4.727 2,38 1,96 2,26 0,14 0,00 0,07
A1 CONTROL UNIT AB MATERIAL 3 OPERATOR 1 ACTYPE 1 7.832 2.834 1.402 3 22.321 6.886 6.981 2,85 2,43 4,98 0,02 0,33 3,92
A1 CONTROL UNIT AB MATERIAL 3 OPERATOR 1 ACTYPE 2 9.894 2.888 1.008 4 33.243 13.862 6.289 3,36 4,80 6,24 0,41 0,64 5,01
A1 CONTROL UNIT AB MATERIAL 3 OPERATOR 2 ACTYPE 1 7.832 2.834 1.402 5 41.118 15.587 3.505 5,25 5,50 2,50 0,06 0,25 6,25

Root-mean-square error 0,5302 0,6058 1,4888

A5 CONTROL UNIT AB MATERIAL 1 OPERATOR 1 ACTYPE 1 38.273 7.432 2.876 4 214.474 38.282 17.344 5,60 5,15 6,03 2,57 1,32 4,12
A5 CONTROL UNIT AB MATERIAL 1 OPERATOR 1 ACTYPE 2 32.754 4.732 4.873 3 139.010 26.079 25.373 4,24 5,51 5,21 1,55 6,31 4,87
A5 CONTROL UNIT AB MATERIAL 1 OPERATOR 2 ACTYPE 1 38.273 7.432 2.876 4 197.137 40.261 10.428 5,15 5,42 3,63 1,32 2,01 0,14
A5 CONTROL UNIT AB MATERIAL 1 OPERATOR 2 ACTYPE 2 39.283 7.463 2.743 2 93.288 13.989 9.873 2,37 1,87 3,60 0,14 0,02 2,56
A5 CONTROL UNIT AB MATERIAL 2 OPERATOR 1 ACTYPE 1 22.735 4.736 1.734 1 23.370 9.850 2.167 1,03 2,08 1,25 0,00 1,17 0,06
A5 CONTROL UNIT AB MATERIAL 2 OPERATOR 2 ACTYPE 1 38.273 7.432 2.876 2 47.295 10.725 4.727 1,24 1,44 1,64 0,58 0,31 0,13
A5 CONTROL UNIT AB MATERIAL 3 OPERATOR 1 ACTYPE 1 4.872 1.648 1.220 3 22.321 6.886 6.981 4,58 4,18 5,72 2,50 1,39 7,41
A5 CONTROL UNIT AB MATERIAL 3 OPERATOR 1 ACTYPE 2 14.230 1.972 1.543 4 33.243 13.862 6.289 2,34 7,03 4,08 2,77 9,18 0,01
A5 CONTROL UNIT AB MATERIAL 3 OPERATOR 2 ACTYPE 1 5.364 2.463 1.102 5 41.118 15.587 3.505 7,67 6,33 3,18 7,11 1,76 3,31

Root-mean-square error 1,4354 1,6146 1,5849

basis: training set basis: test set

reliability
parameter

actual
changes

calculated
changes

measure

[FH] [CYC] [D] [FH] [CYC] [D]
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The deviation between the actual changes and the calculated changes is used as a 
measure for the quality of forecast. This is done for each hierarchical alternative and 
each reliability parameter. By repeating this random separation of the data set into 
two data sets the best hierarchical alternative as well as a best reliability parameter 
(MTBR, MCBR and MDBR) can be determined. An example of this assessment is 
shown in table 1. This example shows two different hierarchical alternatives (A1 and 
A5) and the reliability parameter for the different combinations. In this example the 
MTBR is the best reliability parameter and the relevance of the impact factors is set 
by the hierarchical alternative A1. In the next step it should be analyzed whether it is 
possible to determine the relative influence of the different reliability parameters.  

3.4 Customer Projects of MRO Service Providers 

The integration of new customers, new components or new aircraft types, for exam-
ple, is a recurring and challenging task for MRO service providers. These integrations 
are called customer projects in general and are a special characteristic of MRO service 
providers. [14] Due to missing information regarding material, aircraft type or  
customer it is difficult to assign a reliability parameter.  
 

 

Fig. 3. Application of hierarchical derivation on customer projects 

Different forms of customer projects can be distinguished. In figure 3 different cus-
tomer projects are shown. Out of three different impact factors eight customer 
projects can be derived. The customer projects can be differentiated whether an im-
pact factor is known or new. The complexity increases significantly by adding addi-
tional impact factors. In customer project C3, for example, a known customer wants 
to be supplied with a known material, which is installed in a new aircraft type. For 
this technical function the hierarchical alternative A4 has been determined methodi-
cally. In combination, in this customer project the reliability parameter of the hierar-
chical level H2 should be used. By the hierarchical assessment of the impact factors it 
is possible to react to missing information accordingly.  

A1 A2 A3 A4 A5 A6

C1 H3 H3 H3 H3 H3 H3

C2 H0 H0 H2 H1 H1 H2

C3 H2 H1 H1 H2 H0 H0

C4 H0 H0 H1 H1 H0 H0

C5 H1 H2 H0 H0 H2 H1

C6 H0 H0 H0 H0 H1 H1

C7 H1 H1 H0 H0 H0 H0

C8 H0 H0 H0 H0 H0 H0

OPERATOR ACTYPE MATERIAL

known known known

known known new

known new known

known new new

new known known

new known new

new new known

new new new
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C2
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C5

C6
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C8
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OPERATOR

ACTYPE

MATERIAL

OPERATOR

ACTYPE

ACTYPEMATERIAL

OPERATOR MATERIAL

ACTYPE

OPERATOR

OPERATOR

ACTYPE MATERIAL

OPERATOR

MATERIAL ACTYPE

H1

H2

H3

A1 A2 A3 A4 A5 A6

FUNCTIONH0 FUNCTION FUNCTION FUNCTION FUNCTION FUNCTION
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4 Summary 

The efficient spare parts supply during the entire life cycle of the primary product is a 
differentiating quality characteristic in competition. For the realization of an effective 
spare parts management, it is important to understand the correlations between differ-
ent impact factors regarding the spare parts demand. The aviation industry is characte-
rized by extremely long life-cycles of the primary products with a high degree of 
efficiency, small lot sizes, a strict regulation and a high degree of individualization. In 
the context of the spare parts supply the determination of the spare parts demand is a 
major challenge, especially for service providers. Existing approaches for the deter-
mination of the spare parts demand are only partially applicable for MRO service 
providers. These challenges are faced in a new approach. Within this approach the 
relevance of different impact factors can be determined and the stock can thereby be 
analyzed much more accurately. Therefore the cost effectiveness of the services and 
the customer satisfaction can be increased.  
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Abstract. In the current global business individual demand play crucial roles. 
Customized-oriented supply networks are being proliferated in manufacturing 
industries, yet integration of their members is still quite challenging. As a prac-
tical solution, in this paper a new collaborative approach out of modularity 
structure, cloud computing, and a novel production strategy, called Make-to-
Upgrade (MTU), is suggested. The complementary aspects of these techniques 
are highlighted and briefly explained here. MTU is as a strategy for future 
products with new characteristics, e.g., upgradability. 

Keywords: Supply Network Integration, Cloud Computing, Modularity,  
Make-to-Upgrade Production Strategy. 

1 Introduction 

The phenomenon of globalization has been influencing all kind of businesses, in par-
ticular, manufacturing industries. Thereby, a wide range of opportunities as well as 
threats has been introduced to enterprises, which cause their businesses to survive or 
collapse. In such an environment, customized orders by individual customers are no 
more dispensable but advantageous to pioneer enterprises. Employment of new busi-
ness strategies, models, and technologies can assist enterprises and their supply  
networks (SNs) to be successful in the dynamic environment, i.e., volatile market, 
expansion of scale and scope, mass-customized demands, scarce resources, growing 
complexity, shifting authority from final producers to their suppliers and customers, 
etc., [1] [2]. On top of these challenges, paying attention to alternative customer de-
mands with individual requirements – mentioned or not – while being integrated with 
other production and product stakeholders have got a high priority from enterprises. 
This concern has been interpreted by industries as the mass-customization (MC) strat-
egy as well as individualization of products and operations. Initially, Davis [3] in 
1987 coined the term of MC to reflect the large scope of providing personalized prod-
ucts and services [4]. Nevertheless, in dealing with the challenge of customization, 
isolated enterprises was no longer successfully functioning in the market. But they 
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rather needed to collaboratively perform in harmony with the other players in the 
context of SNs [5]. Therefore, coordinating, administrating, and orchestrating the 
operations of such enterprises have become the biggest organizational challenges, to 
be dealt with by their respective SNs. On the contrary, while cooperating with other 
supply members, individual enterprises, as independent entities, like to keep their own 
interests and concerns. This fact originates several contradictions between the mem-
bers who have to competently cooperate and collaborate with each other to achieve 
the overall goal of the network. In that regard, exploitation of modularity approach as 
a new business structure, cloud computing as the state-of-the-art technology, and 
development of a new compatible production/delivery strategy, called Make-to-
Upgrade (MTU), together are seen as a novel solution for such customized-oriented 
SNs. Here, fulfillment of individual demands is sought, whilst harmonizing the entire 
production operations through a wide-range of virtual integrations. Indeed, the inhe-
rent structure of cloud computing and modularity, as distributed entities, but in a ho-
listic body, make them quite adjustable techniques for being implemented on  
MC-oriented SNs. Moreover, MTU assists new performing SNs to exploit modularity 
in (product, process, and resource) for postponing the configuration of their final-
products and enriching the scope via upgradability specification of modules.  

In exploring this claim, first a brief literature review on customization, modularity 
and supply network integration (SNI) is given. Then modularity and MTU are shortly 
discussed. Compatibility of cloud for SNI is highlighted too. To verify the recom-
mended strategy a discrete-event simulation model is experimented at the final sec-
tion. The conclusion and prospective works are explained at the end of the paper. 

2 Review of Customization, Modularity, and SN Integration 

A Literature review unfolds the key role of MC in enabling industries to become com-
petitive on the current and prospective market. Generally, MC aims at satisfying cus-
tomers by means of considering their personality and subjective needs. This objective 
has been interpreted by producers as shifting from traditional mass-production (MP) to 
individualized products, while keeping the cost, volume, and efficiency of MP. Salva-
dor et al. [9] say MC “is a mechanism that is applicable to most businesses, provided 
that it is appropriately understood and deployed”. Thus, MC is about aligning an or-
ganization with its customers’ needs including reasonable costs.To fulfill these re-
quirements, several enablers of MC can be listed as methodologies and techniques [4], 
e.g., lean and agility, order elicitation, design postponement, design product platforms, 
supply chain (SC) coordination, decoupling point, manufacturing technologies like 
flexible manufacturing systems, and information technologies like cloud computing. 
On this basis, among several enablers of MC modularity and postponement strategy 
are seen as two main approaches of companies to producing large product diversity 
[10]. As Mikkola [11] explains MC “is enabled through modular product architectures, 
from which a wide variety of products can be configured and assembled”. Kumar [12] 
says “… given that product modularity is a key element of a mass customization strat-
egy”. Modularity in design of products enables companies to employ assemble-to-
order (ATO) production strategy throughout their SCs. However, other strategies like 
deliver-on-demand (DOD), make-to-order (MTO), or design-to-order (DTO), can also 
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be adopted by customized-oriented companies. The purpose of these strategies is to 
integrate customers with various configurations into the several phases of product de-
velopment and into production stakeholders, by means of devising a decoupling point 
(DP). Reijers et al. [14] explain the modularity as “the design principle of having a 
complex system composed from smaller subsystems that can be managed independent-
ly yet function together as a whole”. Initially, modularity looks for the favorable goal 
of plug and play, which for SNs can be realized through cloud advantages. In this re-
gard, Schön [2] defines a module as “a unit with strong connections between its com-
ponents which can be removed non-destructively from a system as a whole”.Generally, 
modularity approach can be applied to different aspects of an industrial system, i.e., 
products, processes, and resources [15], see figure 1. Modularity in product design 
plays a crucial role in customizing final products (goods) and in easing production 
procedure, whereas modularity in process [14] can assist companies to deliver sustain-
able, adaptable, flexible, and customizable services either as final products or manufac-
turing/logistics operations. Moreover, as Pereira [5] mentions, a managed integration 
of SCs is required to achieve competitiveness, revenue, innovation, value, and cost 
reduction. However, he believes it is necessary to reevaluate the traditional and verti-
cally integrated model of supply chains, by means of increased information sharing and 
cooperation, in order to achieve a global reach and local responsiveness. Bosona et al. 
[7] for SNI suggest close information sharing among several clusters and emphasize 
this importance in facing complex SNs. Winkler in [25] see the role of communication 
and information system throughout SNs as an important prerequisite for realizing flex-
ibility as well as integration in SNs.Ye et al. [26] interpret SCI as integration of infor-
mation. Some arguments about web-based information integrators are given that  
include the pros and cons of XML, extensible markup language (OWL), and extensible 
markup language (SWRL). 

 

Fig. 1. Modular structure and customer integration in fulfilling MTU by using cloud privileges 

All in all, regarding the characteristics of modularity and the mentioned require-
ments of SNI they seem quite compatible with each other. A common approach of the 
most studies on SNI refers to flexible, simple, and effective data integration. Thanks 
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to new achievements in ICT and the proliferation of the cloud computing concept, 
these desires are getting closer to practice. Cloud with its novel distributed as well as 
integrated structure can complementarily contribute to this superior combination. 

3 Product Modularity and Make-To-Upgrade (MTU) Strategy 

In general, modularity in design of products brings about a large scale of product varie-
ty, while applying similar modules for alternative products (family). For instance, 
Porsche at a time period used a door module for three different car models. Or Nike, 
Adidas, and Dell follow the same concept of modularity to customize their products, 
yet by means of customer integration [20]. In the near future, thanks to modular body 
of products with new characteristics as upgradability and traceability (e.g., via product 
Avatar [17]), product obsolescence, waste, and scrap will drastically drop as great 
contributions to sustainability issue. By considering the specifications of such future 
products (called “meta-product” by FP7 EU), some advantages of modular vs. inte-
grated design can be significantly highlighted as: scalability vs. non-scalability,  
simplicity vs. complexity, flexibility vs. rigidity, re-configurability vs. strictness, ex-
changeability vs. irreplaceability, upgradability vs. constancy or even downgradability, 
sustainability vs. non-sustainability (shorter lifecycle of modules by longer lifecycle of 
the entire product). These are some privileges of modular design, which directly con-
tribute to the requirements of MC and MTU. A well-known example of such modular 
design is LEGO. Each of these accompanied characteristics with modular approach can 
be seen as a driver for developing a framework of future products in beyond the state 
of the art. Employment of Webpages for directly integrating customers to design their 
products is an outstanding advantage, which reflects demand penetration and ATO 
production strategies. Incorporation of customers towards the ramp-up phase of devel-
oping meta-products can be an extra privilege of customized-oriented SNs. However, 
early integration of customers, regarding various (individual) demands and some inter-
nal preparations [21], has its own difficulties and may not achieve an MC with efficient 
volume and cost [8]. Moreover, it can be easily distinguished that conventional prod-
ucts with customized features are more expensive and have longer lead times than the 
standard products [22]. In order to pursue the goal of “efficient and effective individua-
lization” a new approach to production strategies seems necessary. Practitioners need 
to develop a special production strategy that supports the postponement of customiza-
tion at the latest point (i.e., to facilitate smoother production and customization), while 
avoiding the conventional barriers of early customer integration. Indeed, the characte-
ristics of future products (e.g., upgradability) provide an opportunity to manufacturers 
to develop standard modules, which can be easily assembled by end-users; to configure 
alternative final products without expensive modification in upstream echelons. This 
sought concept by modular product developers introduces a new production/delivery 
strategy, called by the authors (MTU), see figure 2. Pursuing the MTU strategy urges 
SNs to integrate the real customer requirements into their modular development phase 
as early as possible, whilst postponing the assembly of the modules and configuration 
of final products to the customer side. Member companies with the modularity ap-
proach set standard operations for producing their products (i.e., split in modules), 
while deriving modular processes at the very downstream of their SCs. Whereas MTU 
smoothes the production operations with a very adequate speed, customization is  
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realized at its most competent level too. The MTU strategy may be more understanda-
ble once combining the performance of IKEA [16] and the concept of LEGO in post-
ponement and modularity. Producers are virtually connected to consumers and get 
feedbacks to produce and upgrade their products in the form of compatible modules. 
However, the further step beyond the state of the art is to provide an environment to 
make possible the assembly phase of modules at the customer location. This draws a 
virtually integrated social network that all stakeholders of products are connected and 
engaged like the concept of product Avatar [17] existing on social networks like  
facebook [23] [24]. 

 
Fig. 2. Production strategies for developing MC product from state of the art to beyond 

4 Cloud and Integration 

In order to realize the modern approach to SNI and the recommended modularity’s 
concept for the building-blocks of enterprises and the structure of SNs, cloud compu-
ting seems quite practical. Alternative forms of cloud services and the progressive 
development of each form, can positively comply with the integration of disturbed 
and heterogeneous entities. Once the cloud configures a virtual network, the entities 
of an industry from micro-scale (e.g., logistics objects) to macro-scale (network part-
ners) can used the nature of cloud and even move beyond passive modules in a colla-
borative environment, i.e., towards autonomous units with collaborative capabilities 
on a common platform. Generally, cloud computing has several service and deploy-
ment models which can be employed for modular and autonomous systems. Some 
regular services are following [18], but not limited to: Infrastructure-as-a-Service 
(IaaS), Platform-as-a-Service (PaaS), Software-as-a-Service (SaaS). These main 
(XaaS) can positively cooperate to bring the concept of modular and autonomous 
entities in an SN closer to practice. Moreover, several deployment models of cloud 
can be imagined for logistics and production environments, employing recognized 
models as [19]: Private cloud, Community cloud, Public cloud, Hybrid cloud. How-
ever, their detailed contributions and compatibilities are not explained in this paper. 
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Fig. 3. Modular supply network by means of cloud computing 

Indeed, development of a domestic as well as global cloud can provide a large 
common platform with alternative modules of processes, software, virtual product 
parts, virtual resources, and virtual suppliers; all with compatible interfaces for being 
joined together. In this regard, some advantages of cloud computing used by partners 
and SNs are [18]: improved business agility to get applications up and run quicker, 
reduced capital expenditure, increased end-user productivity and collaboration that 
improve manageability, and reduced energy consumption that leads to less mainten-
ance. Accordingly, the idea of cloud computing for SNI (see figure 3) is inspired by 
several advantages. These issues can mainly be summaries as follows: 1) Narrow 
international competitions and the necessity of highly customized demands of interna-
tional customers. 2) Deep interest for innovative products and production systems at 
superior flexible and agile enterprises/networks. 3) High complexity of organizing 
and coordinating endeavors in SNs with modular systems. 4) New developments in 
state-of-the-art ICT (e.g. autonomous entities, cloud computing) and their competent 
provided infrastructure. 5) Facilitation of employing best practices from domestic and 
global experiences through connectivity and learning, realizable by new structured 
cloud. 6) Profound desire for increasing productivity and efficiency in enterprises and 
SNs by new cooperative and collaborative networks to be facilitated by cloud and 
smart modules. 7) Great academic encouragement for recognizing real-time material 
flow control and prompt changeability of processes in practice. 

5 Exemplary SN Simulation 

In order to experiment the performance of prospective SNs by means of cloud  
computing for virtually integrating and optimizing the processes of network partners,  
a discrete-event simulation model is set up. The developed scenario out of a very 
simple SN reflects the applicability of cloud in organizing the flow of standard mod-
ules throughout the network from the source suppliers towards the customer side. 
Here, the mission of planning and control of flows is accomplished through cloud as 
SaaS, which is totally extendable to PaaS and IaaS in future works. The considered 
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network is built out of four plants, i.e., a source plant, two parallel manufacturing 
plants, and an assembly plant (OEM), see figure 4. There are three modules (A, B, C) 
of a final product, which each two module can configure a product to end up with 
three alternatives. The results of the simulation (table 1) are grouped in three experi-
ments as planning via cloud: 1. for just OEM, 2. for just source plant, 3. for source 
and OEM simultaneously. The performance criteria for evaluating the network are 
average throughput time (Avg. TPT), standard deviation of TPT, and throughput per 
hour (TP/h). The results show that the best performance is for the experiment 3. 

 

Fig. 4. Material and information flow of the network scenario 

6 Conclusion and Discussion 

In summary, the contribution of this paper to the ongoing challenges of current and 
prospective SNs included four major aspects as: integration of SNs, modularity  



448 A. Mehrsai, H.-R. Karimi, and K.-D. Thoben 

 

structure (product, process, resource), MC and MTU production strategy, and cloud  
computing as web-based services. Among some potential alternatives (e.g., fully con-
nected and coordinated SNs), this paper introduced a framework for complying with 
the production of individualized products. This suits to the turbulent global market 
using flexible and distributed, but integrated SNs. This novelty gives the opportunity 
to autonomous and distributed members of an SN to properly cooperate and collabo-
rate with each other, whilst being coordinated at the cloud level. The advantage of the 
introduce framework encompasses: capability of promptly meeting market changes 
and quickly reconfiguring the structure of an enterprise or an SN (thanks to modulari-
ty, traceability, and upgradability), reducing investment in information systems, and 
competent coordination of all data exchange, using the common platform of cloud. 
Moreover, the simulation results proved the compatibility of modular design (for 
product, process, resource) with the common platform of cloud computing, employing 
distributed and virtual planning and coordination. The results showed that the more 
connected to the cloud the better performance of the network. As further works, ex-
ploration of different aspects of cloud computing in assisting the competitiveness of 
SNs is due. Alternative control approaches for coordinating heterogeneous modules  
of a network as well as the compatibility of alternative MTU has to be elaborated. 
Modularity in all aspects of industries is to be studied in later papers. 

Table 1. Result of simulation in three experiment alternatives 

  Module type Avg. TPT (h) stddev. TPT (h) TP/h 

Experiment 1 A 244 78 3.75 
B 244 152 4.36 
C 249 146 2.96 

Experiment 2 A 245 157 1.12 
B 277 198 1.00 
C 118 67 1.00 

Experiment 3 A 252 147 5.00 

B 109 42 4.33 
C 191 109 3.31 
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Abstract. When aiming to a more sustainable world, enterprises such as aircraft 
and automobile industries are highly interested in light weight components and 
solutions. Of these solutions are aluminum wrought alloys that offer high poten-
tials for dramatic weight reduction of structural parts. Nevertheless, the produc-
tion of virgin aluminum is, however, highly energy consuming. Hence, and in 
SuPLight project, we are interested in recycled aluminum. The aim of this 
project is to address new industrial models for sustainable light weight solutions 
– with recycling in high-end structural components based on wrought alloys. In 
this article we address the issue of designing the reverse logistics chain assuring 
the needed volume of recycled aluminum for the production of L-shaped Front 
Lower Control Arms for personal cars.  

Keywords: Reversed logistics design, LCA, wrought aluminum.  

1 Introduction 

Until recently, Reverse Logistics (RL) was not given a great deal of attention in or-
ganizations. Actually, implementing RL programs to reduce, reuse, and recycle 
wastes from distribution and other processes generates tangible and intangible value 
and can lead to better corporate image [1]. Its main drivers are legislations and direc-
tives, consumer awareness and social responsibilities towards environment [2-4]. 
Another motivating driver of RL is economic factors. RL can generate profits by re-
selling valuable components or products [5]. Reverse logistics is of high importance 
for aluminum based products, since the production of virgin aluminum is highly  
energy consuming. 

RL operations and chains they support are significantly more complex than tradi-
tional manufacturing supply chains [6-8]. Therefore, and similarly to how companies 
develop efficient logistics processes for new goods, it is necessary to plan operations 
for returned goods, taking into consideration that the processes are most probably 
quite different from those defined for forward distribution [9]. RL is not a symmetric 
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picture of forward distribution [10] and requires different management and planning 
approaches. For example, it is difficult, in the case of RL, to estimate supply-related 
parameters such as the unit operational costs directly from reported statistical data. 

In this article we are interested in designing an effective reverse logistics network 
for the L-shaped Front Lower Control Arms (FLCA) (Figure 1) for personal cars [11] 
within the SuPLight1 project which is a multidisciplinary research project, combining 
physics at the atomic scale level, metallurgy, continuum mechanics, structural mechan-
ics, optimization algorithms, tolerance analysis, life cycle analysis, manufacturing and 
business modeling. The project addresses new industrial models for sustainable light 
weight solutions – with 75% recycling in high-end structural components based on 
aluminum wrought alloys. 

 

 

Fig. 1. Front Lower Control Arm (FLCA) [6] 

In our case study we are interested in designing the reverse logistics with the  
following characteristics: 

1. The RL network should be environmental friendly as much as possible 
2. The different facilities (collection locations, remanufacturing facilities, etc) are 

not necessarily owned by one company 
3. The reverse flow has different sources and might have depending on these 

sources different disposal routes (reselling, remanufacturing, recycling, etc).  

2 Related Works 

Designing a reverse logistics network is usually achieved via mathematical program-
ming. Generally a mixed-integer linear programming model is generated in order to 
define the optimum collection locations and recycling factories [12]. After analyzing 
the literature we concluded the following:  

The literature presents three main types of networks: Forward logistics, reverse  
logistics, and forward/reverse logistics [12]. We are only considering the reverse  
logistics network. 

The most considered decision criterion is the total cost of the network [13-17], fol-
lowed by the service level [18], and the generated profit [12].  In the recent literature 
review in [12], the only objectives considered in RL or forward/reverse chain design 
are: cost, profit, responsiveness (Service level), source balance, and quality. [19]  

                                                           
1 http://www.suplight-eu.org/ 
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propose a generic model for reverse logistics design considering only costs as deci-
sion criteria. [20] propose a two-stage stochastic programming model for multiperiod 
reverse logistics network design with as main decision criteria the different invest-
ment and operational costs. [21] consider the environmental regulations as a con-
straint to their decision model but not as decision criteria. [22] also proposed a mixed 
integer linear programming model for supply chain planning including reverse logis-
tics activities. Yet they consider the expected net present value (ENPV), as the deci-
sion criterion. In our case, we are interested not only in the total cost of the network, 
but also in the environmental impact of the network as a main decision criterion. 
Therefore, the remanufacturing and recycling processes impacts on environmental 
performance of the network need to be considered. 

The main decisions of the models are: location/allocation of facilities and transporta-
tion values [13-18]. Moreover, most of the works found in the literature consider the 
network design problem with collection, sorting, and disposal facilities owned by one 
company which is collecting the reverse flow and reusing it. But in many cases, reverse 
logistics do not only include facilities owned by the company itself, but facilities owned 
by other partners in the chain. In this case, designing the best RL network consists of  
2 main problems: choosing the partner and optimizing the whole network formed of 
facilities owned by different partners. Since reverse logistics are a part of green supply 
chains and since we are interested in the environmental performance of the network, the 
choice of the partners is to be made based on their impact not only on the total cost of 
the network, but also on the environmental performance of the network.  

Most of the works found in the literature consider mainly the remanufacturing op-
tion of the disposal step [13], [14], [16-18] and only few consider the recycling option 
of the disposal step such as [15], [23]. But in our case, we are interested in recycling 
the reverse flow as well as remanufacturing it. In other words, we are interested in 
different sources of reverse flows which have each different disposal route.   

3 A Framework for the Design of Reverse Logistics 

3.1 Network Design Method 

Considering our analysis of the literature and based on our specific needs, a life cycle 
approach seems adequate to analyze the performance of the chosen network. It per-
mits assessing the environmental performance of the RL network alone and also its 
impact on the whole life cycle assessment of the product. Thus, we propose a compar-
ison based method formed of 5 main steps described in Figure 2. 
 

Step 1: Context definition 
In this step, the company and the product (s) are described. 
 

Step 2: Parameters definition 
Since we are interested in defining the different partners in the RL network as well as 
the environmental performance of the different processes in the network, a framework 
linking the processes to the partners was developed.  
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Fig. 3. Reverse Logistics Framework 

CO2, an aggregation of  main used life cycle assessment indicators such as carbon 
footprint of product, energy related indicators, chemicals used, PFC/GHG emissions, 
fresh water consumption, use of renewable/nonrenewable energy, and recycling re-
lated indicators such as the amount of recycled material (in our case it is aluminum), 
the collection quota CQ (the quantity of secondary material, which is recovered by 
collection systems, related to the total quantity of used products), and the technical 
recycling quota RQ (it is the relation between the remelted and the collected quantity 
and describes the yield of technical processes) [27]. 

Moreover, in step 2, case dependent parameters are identified. These are the 
candidate companies for playing one or more roles in the RL network. For each 
company a description sheet is filled contating information on the company, some 
performance indicators, and constraints such as minimum quantity of reverse flow, 
replenishement lead time, etc.  
 
Step 3: Scenarios definition 
The scenario definition is achieved by the expert user in one of 3 ways: 
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1. Defining any RL network scenario, by choosing for each role one or more 
companies as well as the quantity of reverse flow and then by choosing the 
routes between these companies. 

2. Defining the RL network step by step, using decision criteria per role. In this 
case, and for every role, the user may ask to identify the best company based 
on many decision criteria, such as distance, cost, processes used, labels, 
reverse flow quality, etc. This option is based on the Analytical Hierarchy 
Process (AHP). The steps that need to be followed in this option are 
described in figure 4. AHP is the most used decision support system for 
supplier selection [28]. This technique which was developed by Thomas L. 
Saaty [29] relies on the expertise of the user in order to generate the weights 
of attributes. It is based on the comparison of pairs of options and criteria. It 
has found widespread application in decision-making problems, involving 
multiple criteria in systems of many levels [30]. Its main advantages are: 

o consideration of non-tangible subjective attributes, 
o ability to structure a complex problem, multi-criteria, multi-person 

and multi-period hierarchically, 
o capability to investigate each level of the hierarchy separately, and 

to combine the results as the analysis progresses. 
o binary comparison of elements (alternatives, criteria and sub-

criteria), 
o ease of its IT support. 

 

 

Fig. 4. Steps to use the multi-criteria decision aid option 
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allow portability and interoperability with any external application. The software 
prototype implementation is based on the MVC software architecture pattern, using 
HTML5 and CSS to create the view and for the application logic the JAX-RS Java 
API for RESTful web services which are controlled by JavaScript (JQuery).  

The RL prototype is focused on RL scenario definition allowing the user to: choose 
the partners of the RL chain and their roles and visualize them on a map; define RL 
routes -a single route is characterized by flow and transportation data (a flow type and 
quantity exchanged between two partners, transportation mean and distance)-; visual-
ize the summary of the created scenario and display LCA indicators for the current 
scenario. The total cost is computed for each route. Google services are used for au-
tomatic distance calculation and map display based on data provided by the user. The 
prototype main page and the route definition interface are presented in Figures 5 and 
6 respectively. On the main page the prototype shows the RL scenario on a map with 
a description of the different routes including the nodes names (companies’ names) 
with the type of reverse flow, quantity of flow, transportation mode and distance 
between the two nodes. The different enterprises or facilities chosen for the RL chain 
are presented on the map. This map is dynamic and shows the chosen facility loca-
tions or the chosen suppliers as well as all related costs. This map serves only as a 
visualization tool for the chosen scenario. 

 

 

Fig. 6. Route definition interface of the RL prototype 
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This prototype is not intended for advanced planning of a supply chain such as 
APS software (Advanced Planning and Scheduling). But its main function is to pro-
vide a support for decision making in designing a reverse logistics chain. Even though 
APS software may provide “What if” analysis, it doesn’t offer a decision aid method 
such as AHP, nor does it provide the optimal RL chain among all possible scenarios; 
it permits only to compare between manually created scenarios. The use of the pro-
posed demonstrator doesn’t eliminate the need to use APS software which is neces-
sary to manage a RL network. The demonstrator may be considered as a plug-in for 
APS software. 

4 Conclusion and Perspectives 

In this article we presented a framework for designing an RL network based on life 
cycle assessment. We are interested in identifying the partners of the network and the 
routes connecting them based on the total cost of the network and its environmental 
performance as well. In the perspectives of the presented work is the achievement of 
the optimization option of the prototype as well as applying the method and testing 
the prototype in the LFCA case study in the Suplight project.  
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Abstract. This study proposes a basic model of closed-loop supply chains 
which includes not only traditional forward supply chains for the generation of 
products but also reverse supply chains for the reuse of products in considera-
tion of economic efficiency for MTO (Make to Order) companies. The model 
consists of four model components, i.e., clients, manufacturers, suppliers, and 
remanufacturers. A remanufacturer is added to the previous model of forward 
supply chains as a new model component which collects used products from 
clients and provides reusable parts to manufacturers. Remanufacturers as well 
as manufacturers and suppliers modify their schedules and negotiate with each 
other in order to determine suitable prices and delivery times of products. Re-
manufacturers stimulate clients to discard used products to meet the demand of 
reusable parts. They can increase the amount of reused products and reduce 
wastes by creating a balance between supply and demand of reusable parts. 

Keywords: Closed-loop supply chain, Reverse supply chain, Scheduling,  
Genetic algorithm, Negotiation. 

1 Introduction 

In recent years, many companies focus on incorporating environmental concerns into 
their strategic decisions [1]. Green supply chain management (GSCM) has gained 
increasing attention within both academia and industry [2]. The green supply chain is 
an approach which seeks to minimize a product or service’s ecological footprint. The 
concept of the GSCM covers all the phases of a product’s life cycle, from the extrac-
tion of raw materials through the design, production and distribution phases, to the 
use of products by consumers and their disposal at the end of the product’s life cycle 
including reconditioning, reuse, and recycling of products [1]. Products and materials 
are returned from customers to suppliers or manufacturers through reverse supply 
chains in order to be recycled, reused or reconditioned. Gungor and Gupta [3] indicate 
that effort must be made for environmentally conscious manufacturing and product 
recovery systems to be profitable so that the incentive for development and planning 
of these systems continues.  

This study proposes a closed-loop supply chain model for parts reuse in considera-
tion of economic efficiency. A closed-loop supply chain includes not only traditional 
forward supply chains for the generation of products but also reverse supply chains 
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for the reuse of products. Figure 1 shows a basic configuration of a closed-loop 
supply chain. Model components in the reverse supply chain collect used products 
from customers and provide usable parts to assembly manufacturers or parts suppli-
ers. The components are referred to as remanufacturers in this study. This study also 
proposes a negotiation protocol which synchronizes the demand of reusable parts and 
the supply of used products among the model components in the closed-loop supply 
chain. A lot of used products become waste products in traditional recovery ap-
proaches, since the customers may discard products without consideration for reuse of 
products whenever they want. In the proposed new protocol, remanufacturers create a 
balance between supply of used products from customers and demand of reusable 
parts to remanufacturers. When manufacturers require usable parts for generating new 
products, remanufacturers stimulate customers to discard products for reuse by indi-
cating high required prices for used products to customers. On the other hand, when 
manufacturers require few parts, remanufacturers indicate low required prices to cus-
tomers in order to discourage customers from discarding products. Remanufacturers 
can increase the amount of reused products and reduce waste products. 

The reminder of this paper is organized as follows. Section 2 reviews the previous 
supply chain models for forward supply chains. Section 3 describes a new model and 
a negotiation protocol for closed-loop supply chains. Finally, Section 4 demonstrates 
experimental results. 

2 Previous Supply Chain Model 

There are a large number of literatures on a closed-loop supply chain which involves 
studies on network design problems, product acquisition management, marketing-
related issues, etc. [4]. Design problems of closed-loop supply chain networks involve 
a high degree of uncertainty associated with quality and quantity of used products. 
Robust optimization, such as stochastic programming, is commonly used to deal with 
the uncertainty. However uncontrolled acquisition of used products results in exces-
sive inventory levels or stock-outs due to insufficient used products. Marketing-
related issues include the pricing of remanufactured products. Some researches  
develop game theory-based models to determine prices of remanufactured products. 

Parts
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ReuseRecycle

Raw 
material

Raw material
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Products

Customers

Reverse supply chain

Used products

 

Fig. 1. Closed-loop supply chain 
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Our previous studies have represented a framework for dynamically forming and 
reconfiguring a supply chain as a dynamic supply chain [5]. Each organization in the 
supply chains can change business partners for every order to find suitable business 
partners and enter into profitable contracts. A three-layered dynamic supply chain 
model consisting of clients, manufacturers, and suppliers has been proposed as a min-
imum model for the multi-layered dynamic supply chains which involve MTO (Make 
to Order) companies with no inventories [6]. The model provided a negotiation proto-
col to determine suitable prices and delivery times for ordered products through the 
iteration of the negotiation process between the organizations, as well as through the 
modification processes of production schedules. 

3 Closed-Loop Supply Chain Model 

3.1 Modeling of Remanufacturer 

In this study, a new model component, a remanufacturer, is added to the three-layered 
model in order to represent the negotiation protocol among organizations in closed-
loop supply chains. A minimum model for the closed-loop supply chains consists of 
four components: clients, manufacturers, suppliers, and remanufacturers, as shown in 
Fig. 2. Remanufacturers have neither stock of usable parts nor used products. 

Remanufacturer Rs generates an order and sends it to clients in order to collect a 
used product. The order includes information about the required price pcrO

s,n of a used 
product. The required price is estimated on the required price pccO

p,n of a new product 
by using the following equation. 

 ns
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Fig. 2. Closed-loop supply chain model 
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where 

─ prs,n   A factor related to a required price of a used product 

The remanufacturer also generates an offer of a usable part. The offer includes the 
possible delivery time and the bid price of the usable part. The possible delivery time 
dtrF

s,h,n and the bid price pcrF
s,h,n are determined as shown in the following equations 

based on the modified schedule of the remanufacturer. 
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where 

─ ctrs,h,n  Completion time of a usable part generated by remanufacturer Rs 
─ tcrs,h,n  Total cost of a usable part 
─ rwrs,h,n  Reward for a usable part required by remanufacturer Rs 
─ pnrs,h,n  Penalty charge due to delay of a usable part 
─ △pnrRv

s,g  Penalty charge due to delay in delivery time of contracted orders 
─ dcrs,h,n  Disassembly cost of a usable part 
─ rcrs,h,n  Repair cost of a usable part 
─ pprs,h,n  Purchase price of an used product 
─ F(t)   Cumulative failure rate estimated based on the Weibull distribution 
─ crs,h,n   A factor related to a repair cost of a usable part 
─ kmh,n   Penalty charge factor representing penalty charge per unit time 
─ dtmO

h,n Required delivery time of a usable part for product NCp,n. 

3.2 Extension of Client Model 

A client provides a new function to determine discarding a used product in this study. 
The client decides when to discard a used product by using the following equation. 

 '','', npnp plcutc ≥  (8) 
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where 

─ utcp’,n’  A period of time when a product has been used by client Cp’ 
─ plcp’,n’  Product’s life cycle estimated based on the Weibull distribution 

In general, a client independently discards a product which has been used beyond 
its life cycle. The product is dealt with as a waste, if it is not required to be reused. 

In the proposed model, a client firstly receives a requirement for reuse of a product 
from a remanufacturer as an order. The client receiving the order evaluates a motiva-
tion for discarding a product by using the following equations and determines which 
product is discarded. If some products satisfy the condition determined by Eq. (9), the 
client determines discarding a product which has the highest value of the motivation 
in Eq. (10). 

 rnmv np ≥'',  (9) 
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where 

─ mvp’,n’  Motivation for providing a product to remanufacturers for reuse 
─ rn   Random numbers 
─ pvp’,n’  Product’s value which decreases with time of use of a product from 

the initial price. It is estimated based on the Weibull distribution. 
─ dccp’,n’  Cost for discarding a product by client Cp’ 

3.3 Negotiation Protocol 

In a conventional model, a client firstly determines which products should be dis-
carded by using Eq. (8), regardless of the requirements from remanufacturers. Rema-
nufacturers can only reuse the products discarded by the client. When no remanufac-
turers require the discarded products during a certain period of time, they must be 
waste products. 

The proposed closed-loop supply chain model creates a balance between supply of 
used products from customers and demand of reusable parts for manufacturers. A 
remanufacture stimulates the intention of the client to discard a used product by pro-
viding the higher required price pcrO

s,n, when the product is required for reuse. The 
client throws out the product easily, even if the product is not yet up to its life cycle 
described in Eq. (8). The remanufacturer deals with a client as a virtual warehouse. 
The amount of waste products decreases and a lot of used products are reused in the 
reverse supply chains. 

Steps in the negotiation process in the closed-loop supply chains are as follows:  

1. Manufacturer Mh sends a new order for a part to all suppliers and remanufacturers. 
2. Remanufacturer Rs creates a new order for a used product and sends it to all clients. 
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3. Client Cp’ specifies candidates for discarding products by using Eq. (8), and gene-
rates an offer of the used product which is selected by Eqs. (9) and (10). 

4. Remanufacturer Rs improves a schedule by using a genetic algorithm (GA) after 
adding disassembly processes and repair processes of the used product. Then, the 
remanufacturer creates an offer for a usable part and sends it to manufacturer Mh. 

5. Manufacturer Mh selects one offer which has the lowest bid price. Then, the manu-
facturer improves a production schedule by using a GA after adding manufacturing 
processes of the selected part and generates an offer for client Cp. 

This negotiation process is repeated among the organizations in the closed-loop supply 
chains until the client accepts an offer from a manufacturer or cancels the order. 

4 Computational Experiments 

4.1 Experiments for Comparing Proposed Model with Conventional Model 

A prototype of a simulation system for closed-loop supply chains has been developed 
using Windows-based networked computers (Intel Core 2 Duo E8500 3.16 GHz CPU 
with 1.99 GB of RAM). Two suppliers, two manufacturers, a remanufacturer, and a 
client were implemented as agents on different six computers, as shown in Fig. 3. 

In the initial conditions, the suppliers and the manufacturers had same job-shop 
type production schedules consisting of 5 resources and 20 contracted parts, and 10 
resources and 20 contracted products, respectively [6]. The client continuously gener-
ated 100 new orders and negotiated with two manufacturers during the experiments 
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Fig. 3. Prototype of simulation system 
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for about 6 hours. The manufacturers generated orders and negotiated among the two 
suppliers and one remanufacturer every 30 seconds of bidding time in order to gener-
ate offers for the client. Population size, crossover rate, and mutation rate of the GA 
were 30, 0.8, and 0.2, respectively. 

Ten experiments were carried out with the proposed model. The values of parame-
ters prs,n and crs,n used in Eqs. (1) and (5) was set to 0.15 and 0.01, respectively. The 
experimental results are summarized in Table 1. 

The experimental results were compared with the ones of a conventional model in 
which the client independently determines when to discard products. Ten experiments 
of the conventional model were also carried out on the same experimental conditions 
of the proposed method. The experimental results of the conventional model are 
summarized in Table 1. The remanufacturer of the proposed model can increase the 
rate of reused parts about 47 % more than the one of the conventional model. 

Table 1. Comparison of experimental results 

[average] Num. of 
Reused 
products  

Num. of 
Waste 
products 

Rate of 
reuse to 
waste 

Rate of  
reused parts 
to new parts 

Profit of  
remanufacturer 
(*103 $) 

Proposed 
model 

43.2 37.7 53.4 % 54.6 % 89.7 

Conventional 
model 

5.7 50.2 10.2 % 7.8 % 40.7 

4.2 Simulation for Performance Measurement 

This prototype of a simulation system can be used for the organizations in the closed-
loop supply chains to make effective plans for reuse of products in consideration of 
economic efficiency. In this paper, about 100 experiments were carried out on  
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25 experimental conditions by changing the values of parameters crs,n and prs,n which 
was used to determine a repair cost of a usable part and a required price of a used 
product, respectively. Figure 4 describes the least squares approximation of the rate of 
reuse which has been derived from the experimental results. As shown in this figure, 
the parts with higher repair costs decrease the rate of reuse. Not only the used prod-
ucts purchased at low prices but also the ones purchased at high prices decrease the 
rate of reuse, since the client cannot provide the used products at lower prices than the 
product’s value and the manufacturers cannot enter into a contract with the remanu-
facturer at higher price than the price which the manufacturer requires. 

5 Conclusion 

This study proposes a closed-loop supply chain model consisting of suppliers, manu-
facturers, remanufacturers, and clients, as a minimum model for the closed-loop 
supply chains. It also proposes a negotiation protocol among the organizations in the 
closed-loop supply chains. A prototype of a simulation system was developed to eva-
luate the effectiveness of the model and protocol. The proposed model was compared 
with a conventional model which discarded the used products without negotiation 
processes between remanufacturers and clients. The experimental results show that 
the proposed model can reuse products more than the conventional model. The proto-
type system can be used for performance measurement of closed-loop supply chains. 
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Abstract. Developing a strategic model has become a major concern for deci-
sion-makers owing to free trade agreements (FTAs), environmental pollution 
and the risk of changing route conditions. The main purpose of this study is to 
evaluate the effect of these factors by measuring the performance of a complete 
transportation solution in terms of cost, delivery time and environmental im-
pact. To solve the problem within reasonable time, the proposed model was  
linearized and solved by using the software ILOG OPL. This study also com-
pared the optimal solutions under four different configurations. The proposed 
model may be useful for both exporting companies and government agencies as 
a tool for evaluating the benefits of new alternative routes. 

Keywords: Freight transportation, Strategic Transportation model, Linear  
optimization, Korea-Europe trade. 

1 Introduction 

Freight transportation has become a major international concern owing to free trade 
agreements (FTAs), potential environmental pollution, and changing route conditions.  
FTAs are ratified to remove all tariff and non-tariff barriers on imports and exports. 
With the advent of FTAs, yearly commercial traffic across borders has increased con-
siderably. Modern societies have experienced an increase in public awareness of the 
environmental impact that human polluting activities may have on the environment. 
The risk of attacks by Somali pirates and the frozen Artic Ocean also have a strong 
influence on transportation route selection.  

Thus, anticipating environmental changes and evaluating different solutions is cru-
cial to successfully adapting to the changes. This paper describes a strategic model for 
freight transportation that was developed to assist decision-makers like government 
planners, regulators, and shipping managers. The proposed model considers the ef-
fects of changes in the situation and route optimization to fulfill the demand of each 
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market. Four experiments are presented; an aggregated objective function (AOF) was 
used to obtain more realistic solutions. 

2 Literature Review 

Transportation models have been studied thoroughly since the advent of computers, 
which enabled researchers and companies to develop detailed models (Vidal, 1995). 

Albino et al. (2002) proposed a model that analyzes the flows and performances of 
a supply chain comprising transformation processes. To consider the environmental 
impact of a multistep chemical supply chain, Bojarski et al. (2009) proposed a holistic 
model. They applied their model to a maleic anhydride production supply chain span-
ning Western Europe. These two analytical models are relevant to a supply chain as a 
series of decisions (load balancing, paths, processes, distribution centers and suppliers 
locations, etc.), each with different performances and capacities, that lead to a particu-
lar supply chain network.  

Lainez (2009) proposed an interesting transportation model that includes the di-
men-sion of flexibility and presented the detailed performance of a complex supply 
chain consisting of several processes. He introduced capacity limitation in supply 
chain channels.  

Onuoha (2009) researched piracy around the Gulf of Aden. He provided figures 
and tried to explain the causes of the recent rise in piracy. Gilpin (2009) proposed a 
busi-ness model to estimate the overall cost of piracy and proposed some solutions to 
lessen its cost. His model has proven useful in estimating the cost suffered by ship-
ping companies—mainly insurance fees—but the solutions cannot be evaluated.  

The following sections introduce a strategic transportation model that integrates 
rele-vant parts of previous approaches to select routes that minimize the cost, time, 
and environmental effects. This paper presents the design of an optimal supply chain 
in terms of several performance criteria (i.e., net present value, environmental impact, 
and delivery time) under different conditions. 

3 Transportation Model 

The proposed transportation model considers three performance criteria: delivery 
time, cost, and environmental impact. These criteria are expressed for each of the 
three parts of the transportation network. The first part is one of the four approach 
routes from Korea to Europe: through the Suez Canal, around the Cape of Good 
Hope, through the Arctic Ocean, and through Siberia via the Trans-Siberian-Railroad 
(TSR). The second part links the four approach points to the seaports. The third part 
links the seaports to the markets over the entire EU27. 

The equations linking the performance criteria to the quantity transported along a 
certain path can be simplified into a linear model with an aggregated objective  
function (AOF).  
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3.1 Model Definition 

Variables. The decision variables of the model are as follows: 

Quantity from route a to seaport s (TEU): (yas)a ϵ A, s ϵ S 

Quantity from seaport s to market m (TEU): (zsm)s ϵ S, m ϵ M 

The quantity on route a: (Xa)a ϵ A, is completely determined by (C2). 

Constraints. The demand of each market at time t (Demm(t)) is given by the forecast 
of the GDP of m: Dem (t) = Exports (t) ∗ GDP ( )∑ GDP ( )  M . 

For a permanent state with no stocks held anywhere in the network, 

The demand of each market is fulfilled (C1): ∑ z = Dem (t), ∀ m ∈ M  ∈ S  

Steady state on the visiting path (C2): ∑ y  S =  X , ∀ a ϵ A   

Steady state on the distribution (C3): ∑ y  A =  ∑ z  M , ∀ s ϵ S 

Measures. The average delivery cost for market m (USD/TEU) is Cost = D ∑    S Y⁄ c (z ) + Y ∑ X  A X⁄ (cX(X ) + cY(y )) , (1) 

where the total quantity in seaport s is Ys = a ϵ A yas  

The overall average environmental impact (ton eq. CO2/TEU) is Impact = E (∑ pX(X  A ) + ∑ ∑ p (y  S )  A + ∑ ∑ p (z  S )  M ). (2) 

The average delivery time for market m is Time = D  ∑    S Y⁄ t (z ) + Y ∑ X  A X⁄ (tX(X ) + tY(y )) . (3) 

3.2 Objective Function 

Route allocation is a multi-objective optimization problem since three self-competing 
criteria are being optimized. A mix of the different routes with the lowest cost,  
lightest environment impact, and quickest delivery of the goods is desired. 

Aggregated Objective Function (AOF): 

AOF (y )   A,   S(z )   S,   M(κ, φ, θ) = κ ∗ Cost + φ ∗ Impact + θ ∗ Time          (4) 
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The coefficient φ translates the environmental impact in terms of cost, so the dimen-
sion of φ is [(USD/USDtransported)/unit of impact/USD] = [USD/unit of impact]. 
The amount φ ∗ Impact can be considered a tax on the impact on the environment 
that has been progressively appearing in reality. The coefficient θ translates the deli-
very time in terms of cost, so the dimension of θ is [(USD/USDtransported)/days] = 
[USD/(days × USDt)]. Goods that are on their way to their final markets constitute 
idle stocks, so they generate an opportunity cost to their owner (should it be the pro-
ducer or final consumer) that can be represented by θ ∗ Time. Then, θ = E × ONIA 
can be used, where E is the amount of exports (USD) and ONIA is the overnight in-
dex average, or the cost incurred by keeping 1 USD of inventory for 1 day. 

4 Experiment and Results 

This section presents solutions to optimize transportation problems between Europe 
and Korea using the proposed model with four different configurations. The increase 
in piracy in the Gulf of Aden, length of the route to circumvent the Cape of Good 
Hope, melting of the Arctic Ocean, and limited capacity of the TSR as well as the 
distribution of demand were considered to solve the transportation model at the  
strategic level. 

4.1 Experimental Description 

The South Korean economy relies massively on its industrial sector, which exports 
high value added goods worldwide. Exports are growing rapidly as Korean companies 
have become serious global competitors in all industrial fields. Thus, the challenge of 
transportation between Korea and Europe is optimizing the time, cost, and environ-
mental impact of long and dangerous routes between Korea and Europe. Moreover, as 
the planet and political concerns over it are heating up, Somali pirates have increased 
their attacks on more and bigger ships and the Arctic is melting, worsening the situa-
tion considerably. 

In the experiment, the decision variables were the amount on each part of the route, 
and constraints were determined earlier. The objective function was the AOF. 37 
seaports (including the TSR terminal) and 50 markets were considered for 1,850 deci-
sion variables minus 50 because of the demand constraint.  

As shown above, the approach and harbor selection steps can be merged into a sin-
gle set of decision variables. There are 10 seaport selection paths supplying 37 sea-
ports, so there are 370 decision variables; however, because of the path themselves, 
only 153 are non-zeros. Because of the steady-state constraint, the amount unloaded 
in a seaport is equal to the amount sent from it to the markets, which translates into 37 
constraints. Overall, the model consisted of 1,916 independent variables and a linear 
objective function. 
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The linear model was solved using the software ILOG OPL. The solution was the 
absolute optimal solution and was reached in less than a second. ILOG’s engine con-
tains the code of the optimization algorithm; the user can tweak its parameters and has 
to define the model.  

Constraint C1 denotes the demand of each market that has to be fully fulfilled. C2 
represents the steady state so that the three parts of the transportation course are the 
same. The linear model is simple and can be expressed quickly in ILOG because the 
objective function is simply a linear combination of the decision variables weighted 
by the cost, time, and pollution performances. 

The model was optimized along the AOF to include the cost, weighted function of 
the total delivery time, and environmental impact. This section describes the optimal 
solutions in three configurations. In the first configuration, all four routes were avail-
able (Arctic, TSR, Suez Canal, and the Cape of Good Hope routes). In the second 
configuration, the Arctic route was considered unavailable; in the third configuration, 
only the Suez Canal and the Cape of Good Hope routes were available. The influence 
of increased piracy was evaluated and represented in configuration 4. 

4.2 Results 

Configuration 1. Figure 1 shows the transportation course when all routes were 
available. Europe was mostly supplied through the Arctic route. However, the Suez 
route performed better when delivering to the Italian, Greek, Turkish, and Balkan 
markets. The TSR only supplied Moscow and Kastornoye. 

In this configuration, the delivery time ranged from 18.4 days for Norway to 23.8 
days for Seville in Spain. The cost and pollution level were at their lowest in Norway 
(1,255 USD and 3.42) and highest in Romania and Bulgaria (1,806 USD and 8.17) as 
long land transportation was required. The importance (around 36% of goods) of the 
Bremerhaven and Rotterdam seaports should be noted. 

 

 

Fig. 1. Optimal transportation course of configuration 1: all routes available 
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Fig. 2. Optimal transportation course of configuration 2: Artic Ocean frozen 

Configuration 2. As the Arctic route, through which most of Europe was supplied in 
configuration 1, was no longer available, the area supplied through the Suez route 
expanded to most of Europe except for the northeastern area supplied through the 
TSR. In configuration 2, the performances sharply declined. The delivery time ranges 
from 20.3 days for Moscow, which was the terminal of the TSR, to 29.3 days for 
northern UK. The cost ranged from 1,456 USD for Moscow to 2,308 USD for Ireland; 
pollution ranges from 4.01 for southern Italy to 11.51 for Norway. More than 45% of 
goods were unloaded in the harbors of Marseille, Venetia, and Rijeka. 
 

 

Fig. 3. Optimal transportation course of configuration 3: only Suez available 

Configuration 3. The solution for configuration 3, where only the Suez Canal and the 
Cape of Good Hope routes were available, is presented in Fig. 3. Most of the markets 
were supplied through Mediterranean and Adriatic harbors, so a large volume of 
south-to-north land transportation was required. This considerably reduced the per-
formances, especially the environmental impact. Of the goods, 54% were unloaded in 
the harbors of Marseille, Venetia, and Rijeka and then transported as far as Ireland, 
Sweden, and Novgorod. 
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The delivery time ranged from 21.2 days for Turkey to 31.9 days for Finland. The 
cost was from 1,609 USD for southern Italy to 2,391 USD for Finland, and the pollu-
tion level was from 4.01 for southern Italy to 11.49 for northern Russia. 

 
Fig. 4. Comparison of performances in three configurations 

The overall weighted average performances in the three configurations were com-
pared. Figure 4 shows the cost, time, and pollution of the optimal solutions in the 
three configurations. 

The first configuration with the four routes available was taken as the reference 
(100%) as it was the best in terms of cost, time, and pollution. Suppressing the Arctic 
line led to an 18% increase in time, 25% increase in cost, and a staggering 35% hike 
in environmental impact. Suppression of the TSR route affected the performance to a 
lesser extent with increases of 3%–5%. The distribution part from seaport to market 
was rather fast compared to the route part but was costly and generated a lot of  
pollution. 
 

 

Fig. 5. Optimal transportation course of configuration 4: under increased piracy 

Configuration 4. As Gilpin (2009) proposed, rerouting ships around Africa mitigates 
the cost of piracy. For every level of piracy and Suez Canal fee, there is a tradeoff 
between a longer route or a more expensive and risky one. Configuration 4 represents 
the transportation solution where a hypothetical increase in piracy has forced 60% of 
the shipments to go around the Cape of Good Hope.  
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Ships going around Africa were preferred for all seaports from Barcelona around 
the northern coast of Europe to St. Petersburg as the relative benefit of the Suez route 
decreased when the distance between the Suez Canal and a seaport increased. 

These results can be used to find the optimal transportation course in different situ-
ations. They can also be used to evaluate the opportunity of further developing the 
TSR and Arctic routes which may greatly improve the performance of the transporta-
tion network. 

5 Conclusion 

In this study, the overall transportation course at a strategic level was modeled by 
expressing three performance criteria (cost, time, and pollution). The performance 
was mainly linear with regard to the transported quantity on a particular route. The 
relative importance of the nonlinear performance was neglected as an approximation. 
The linear model was implemented and optimized with the software ILOG. Although 
the proposed model was based on linear assumptions, it was relatively easy to obtain 
good solutions within a reasonable timeframe, and the model offers a significant 
amount of flexibility to decision-makers who can experiment with different  
configurations. 

The optimal solution with all four routes available showed that the Arctic and TSR 
are very efficient and that the Suez route proved to be best only when delivering 
goods to Turkey, Greece, and Italy. The developed model may be useful for both 
exporting companies and government agencies as a tool to evaluate the benefits of 
developing new alternative routes. 
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Abstract. As companies move forward to source globally, supply chain man-
agement has gained attention more than ever before. In particular, the discovery 
and selection of capable suppliers has become a prerequisite for a global supply 
chain operation. Manufacturing e-marketplaces have helped companies discov-
er new suppliers and/or buyers fast and effective for their products and services. 
Due to the description of requirements and capabilities in isolation, their true 
meanings may not be uniformly interpreted from each other. The issue of  
semantics between suppliers and buyers, then, remains an obstacle.  

The main objective is to propose a semantic web-based supplier discovery 
framework for building a long-term strategic supply chain. Specifically,  
1) a collaboration ontology is developed to represent the supplier’s capability 
information and the buyer’s requirements. 2) Supplier’s potential capability is  
reasoned. 3) Buyer’s requirements are semantically matched with supplier’s  
capability information. In addition, a prototype demonstrates the practicality of 
the framework. 

Keywords: Supplier Discovery, Supply Chain Building, Semantic Web. 

1 Introduction 

Rapid globalization of business across emerging markets has changed business com-
petition from a ‘company versus company’ model into a ‘supply chain versus supply 
chain’ model. A supply chain is defined as a network of participants who procure 
materials, develop products, and deliver them to customers according to coordinated 
plans [1]. As companies move forward to source globally, supply chain management 
has gained attention more than ever before. In particular, the discovery and selection 
of capable suppliers has become a prerequisite for a global supply chain operation. 
Conventional supplier discovery practices, such as visiting expos, making phone calls, 
may not contribute to search for new suppliers located overseas.  

Manufacturing e-marketplaces have helped companies discover new suppliers 
and/or buyers fast and effective for their products and services of interest. A few  
examples include Alibaba.com, mfg.com, and ec21.com. Fig. 1 shows a supplier  
discovery scenario in e-marketplace, where a buyer attempts to find global  
suppliers capable of manufacturing a car front bumper mold. Due to the description  
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of requirements and capabilities in isolation, their true meanings may not be uniform-
ly interpreted from each other. The issue of semantics between suppliers and buyers, 
then, remains an obstacle. 

 

Fig. 1. Supplier discovery scenario  

In response to this problem, the main objective of this paper is to propose a seman-
tic web-based supplier discovery framework for building a long-term strategic supply 
chain.  

2 Semantic-Web Based Supplier Discovery Framework 

2.1 Dimensions of Buyer’s Requirements and Supplier’s Capability 
Information 

Buyer’s requirements consist of product requirements (that is, ‘what to manufac-
ture?’), and supplier requirements (that is, ‘whom to manufacture with?’). On the 
other hand, supplier’s capability comprises manufacturing capability and non-
manufacturing capability. The sub-requirements will be matched with the sub-
capabilities, when a buyer searches for suppliers of interest.  

Matching buyer’s requirements with supplier’s capability requires semantic 
searches, because (1) buyer’s requirements are not explicitly described, (2) suppliers 
use heterogeneous formats and terminologies in their capability description, and (3) 
buyers and suppliers use different level of details in describing their wishes. There-
fore, the buyers may not well interpret suppliers’ capabilities, and the suppliers may 
not recognize what the buyers want, either. 

A literature survey shows that most discovery methods use product requirements 
only to match with the supplier’s manufacturing capability at a semantic level [2-5]. 
These methods are not appropriate for building a long-term strategic supply chain, but 
for a single trading of specific products [6]. 
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2.2 Overall Supplier Discovery Framework 

A key ontology is developed to represent the supplier’s capability information and the 
buyer’s requirements. The framework includes ontology building, reasoning and  
semantic matching. Its brief diagram is shown in Fig. 2.  

 

Fig. 2. Semantic-web based supplier discovery framework 

1. A collaboration ontology is pre-built in order to be used for reasoning. This ontol-
ogy is built in the form of Web Ontology Language (OWL), and OWL Rules  
Language (ORL).  

2. Supplier’s potential capability is reasoned from classes, properties, reasoning rules, 
and instances. OWL includes classes and properties, ORL is used for rules, and 
Resource Description Framework (RDF) for instances. Reasoning tool automates 
the reasoning process, and it stores the ontology model and its reasoned instances 
in the ‘triple instance store’.  

3. Finally, the buyer’s requirement is semantically matched with supplier’s capability 
information using query language.  

3 Building a Collaboration Ontology  

3.1 An Ontology for Supplier’s Capability Information 

Since the quality of the semantic search is directly determined by the richness of the 
representation, an ontology plays an essential part in this framework. The collabora-
tion ontology is built using the formal representation language OWL, the most ex-
pressive semantic markup language [7]. Each ontology concept is represented as a 
class, using owl:Class. An OWL class is characterized by relationship-type properties 
using owl:ObjectProperty, or by data-type properties using owl:DatatypeProperty.  

Fig. 3 shows a supplier ontology in which classes represent supplier’s capability 
information consisting of manufacturing capability and non-manufacturing capability. 
For example, tool, process, part and product classes are used for reasoning regarding 
manufacturing capability, while patent, location, and customer classes are used for 
reasoning regarding non-manufacturing capability [8-9].  
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Fig. 3. Concept diagram of supplier ontology in a collaboration ontology 

3.2 An Ontology for Buyer’s Requirement 

Fig. 4 shows a buyer ontology in which classes represent buyer’s requirements con-
sisting of product requirement and supplier requirement. For example, process, part, 
and product classes are used for reasoning regarding product requirements, while 
supplier requirement classes are used for reasoning regarding supplier requirements. 

 

Fig. 4. Concept diagram of buyer ontology in a collaboration ontology 
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Table 1 describes explicit meanings for exemplary supplier requirements.  

Table 1. Explicit meanings of supplier requirements 

Supplier requirements Explicit meanings 
A global company A supplier can be interacted in  English, has over-

seas branch offices, has transaction experiences with 
foreign buyers, and can deliver products abroad 

A company with delivery 
competitiveness 

A supplier is located close to airport/port, has  
various delivery conditions, and has achieved high 
delivery performance 

A company that provides 
assured quality 

A supplier has high market share, has transaction 
experiences with principal customers, has received 
certifications by principal customers, has received 
quality awards 

4 Reasoning Supplier’s Potential Capability  

Suppliers may not be fully aware of the buyer’s requirements that they can potentially 
satisfy. Therefore, reasoning supplier’s potential capability based on the input data is 
essential. In this framework, the ‘triple instance store’ is used to retain reasoned sup-
plier’s potential capability and input data.  

Fig. 5 presents an exemplary concept diagram about how to reason manufacturing 
capabilities with the supplier ontology. A car bumper mold is manufactured by mil-
ling and drilling. In addition, milling is made possible if a supplier has a milling ma-
chine, and drilling is made possible if a supplier has a high speed drilling machine and 
a high pressure coolant system. Thus, we can reason a supplier can manufacture a 
bumper mold and also provide milling and drilling process, if a supplier has a milling 
machine, a high speed drilling machine, and a high pressure coolant system.  

 

Fig. 5. Concept diagram for reasoning manufacturing capability 
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In addition, the following code presents an exemplary rule about how to reason 
non-manufacturing capabilities with the supplier ontology. If the location of supplier 
is different from that of supplier’s customer, supplier’s customer is verified to be a 
foreign buyer. 

( ?c isa Supplier ) ( ?c hasCustomer ?r ) (c?isLocatedAt 
?p1) ( ?r isLocatedAt ?p2)(?p1 isSame ?p2) -> (?r  
isForeignBuyer true^^boolean) 

5 Semantic Matching of Buyer’s Requirements with Supplier’s 
Capability Information 

Semantic matching of buyer’s requirements with supplier’s capability information is 
required to solve the issue of buyers and suppliers using different level of details in 
their descriptions. In this framework, (1) the buyer’s product requirements and the 
supplier’s manufacturing capability, and (2) the buyer’s supplier requirement and the 
supplier’s non-manufacturing capability are semantically matched.  

Fig. 6 presents an exemplary concept diagram about how to match buyer’s product 
requirements with supplier’s manufacturing capability information. First, all the man-
ufacturing capabilities of the supplier, such as bumper mold, are reasoned via the 
described processes. Subsequently, buyer’s product requirements are matched with 
the supplier’s manufacturing capability. In this framework, the bumper mold instance 
in the buyer ontology is matched with the front bumper mold instance in the supplier 
ontology, because they have the identical instances. 

 

Fig. 6. Concept diagram for semantic matching: the buyer’s product requirements and the  
supplier’s manufacturing capability 

Fig. 7 presents an exemplary concept diagram about how to match buyer’s supplier 
requirements with supplier’s non-manufacturing capability information. For example, 
a buyer wants to work with a ‘global company.’ This requirement is explicated as 
shown in Table 1: A supplier can be interacted in English, has overseas branch offic-
es, has transaction experiences with foreign buyers, and can deliver products abroad.  
 



 Semantic Web-Based Supplier Discovery Framework 483 

 

Subsequently, buyer’s supplier requirements are matched with the supplier’s  
non-manufacturing capability. In this framework, the supplier instance is matched 
with the global company instance in the buyer ontology, because they have instances 
which have identical properties. 

 

Fig. 7. Concept diagram for sematic matching: the buyer’s supplier requirement and the suppli-
er’s non-manufacturing capability 

6 Prototype 

Most existing ontology-based systems have often been hindered by the slow reason-
ing speed of reasoning engines. Therefore, we have implemented a prototype to test 
feasibility. Ontology is built with Protégé, reasoning is automated with Pro-Reasoner, 
and semantic matching is performed with SPARQL.  

Experiment is carefully conducted to measure the computational time of reasoning 
and matching by changing the number of suppliers. The results are shown in Table 2. 
Since suppliers are usually registered in the framework, the framework always has 
adequate time to execute reasoning on supplier’s potential capability. Therefore, the 
reasoning time may be regarded as sufficiently fast. On the other hand, semantic 
matching of buyer’s requirements with supplier’s capability information is executed 
within a second. It proves the framework can be widely used in practice.  

Table 2. Computational time of reasoning and matching 

# of suppliers Reasoning time (sec) Matching time (sec) 
100 38.39 <0.1 
200 51.82 <0.1 
600 84.12 <0.1 

1,000 101.12 <0.1 
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7 Conclusion 

The proposed semantic-web based supplier discovery framework includes ontology 
building, reasoning and semantic matching. 1) A key ontology is developed to 
represent the buyer’s requirements and the supplier’s capability information. 2) Suppli-
er’s potential capability based on the input data is reasoned, since suppliers may not be 
fully aware of the buyer’s requirements that they can potentially satisfy. 3) Buyer’s 
requirements are semantically matched with supplier’s capability information. 

Up until now, supplier discovery methods have only focused on matching product 
requirements with the supplier’s manufacturing capability at a semantic level. As the 
proposed framework extends to consider supplier requirements as well as product 
requirements, the framework facilitates the building of a long-term strategic supply 
chain. Also, sustainable supply chain can be built since qualified suppliers are discov-
ered strategically. 

Finally, we have implemented a prototype of the framework to test feasibility. It 
proves the framework can be widely used in practice. In future work, to reflect indus-
try realities, we will extend the ontology by capturing the supplier’s capability  
information systematically. 
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Abstract. We study supply chain disruptions, particularly in the passenger 
vehicles sector, caused by the mass industrial shutdowns due to the Great East 
Japan Earthquake in March, 2011, along with the restoration process to assess 
supply chain resiliency. We first investigate the extent of damage using the 
inter-industry relations table and then analyze from the viewpoints of 
geography, time, and economy. Following this, the layered structure was 
derived and the rate-determining factors of the restoration process were 
identified. Using these factors, we simulate the disruptions in and restoration of 
the passenger vehicles sector. This method using the I-O table is effective for 
assessment of supply chain resiliency. 

Keywords: Supply chain disruptions, Sustainable manufacturing, Supply chain, 
Risk management, Inter-industry relations, I-O table, Automotive industry, 
Great East Japan Earthquake. 

1 Introduction 

Supply chains have recently emerged as complex global networks. As such, large 
natural disasters—such as the 2010 Icelandic volcano eruption, the 2011 Thailand 
floods, and the Great East Japan Earthquake of 2011—often cause global supply 
chain disruptions. Accordingly, supply chains need to be assessed to ensure resiliency 
and the ability to recover quickly. However, few such studies exist (1–2). The goal of 
this study is to establish a way of assessing supply chain resiliency. 

In this paper, we study the supply chain disruptions caused by the Great East Japan 
Earthquake of 2011, particularly focusing on the passenger vehicles sector, which we 
take as a representative example of complex global supply chains. The automotive 
industry suffered considerably due to that disaster. Plants located in the affected 
regions comprised 30% of the supply chain; these were taken offline suddenly, 
disrupting automotive production in the world for several months. Efforts were made 
to resume production in other areas but initiating operations took much time. Damage 
assessment was made using various reports, newspapers, etc. (3–8). The main factors 
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were analyzed from the viewpoints of geography, time, and economy. We focus on 
the passenger vehicles sector owing to the complex nature and large size of its supply 
chain. 

The input-output (I-O) table is a statistical table developed by American 
economist Wassily Leontief. This table has been used in various business fields, for 
example, in measuring the effectiveness of a policy, ascertaining the industrial 
structure, analyzing employment patterns, studying the globalization of industrial 
linkages, analyzing the environmental effect, and so on (10-11). There exist works 
investigating the economic influence of natural disasters (12-14) using the I-O table: 
these works study the impact of disasters on a region and industries from multiple 
viewpoints. We have noted that the regional inter-industry relations table provided by 
the Japanese government after surveying industries across the country gives 
quantitative details of the trade between industrial sectors across several districts. 
Using the inter-industry relations table (henceforth, the I-O table; 9), the layered 
structure of the vast and complex automotive supply chain was derived. The process 
was simulated to assess the disruption in and restoration of the supply chain due to a 
specific sector in a specific area that is deemed a critical sector, going offline. 

2 Methodology 

We focus on the recovery process of the supply chain in the passenger vehicles sector 
following the disruption caused by the Great East Japan Earthquake, and perform a 
simulation using the I-O table. Damage assessment was made using various reports by 
automotive manufacturers and by the Japan Automobile Manufacturers Association, 
general newspapers and industrial newspapers, etc. 

2.1 Damage to and Recovery of the Passenger Vehicles Sector in 2011 

Fig. 1 shows the monthly car production in Japan. In the figure, the drastic production 
declines following the Lehman Brothers’ bankruptcy and the Great East Japan 
Earthquake can be easily seen. Comparing the two, the former had a long recovery 
time as it was a “demand shock,” while the latter saw faster recovery as it was a 
“supply disruption.” 

2.2 Interregional I-O Table 

Using the interregional I-O table published by the Ministry of Economy, Trade, and 
Industry every five years, we analyze the effect of the supply disruptions in East 
Japan on the firms in other areas. 

Table 1 details the interregional I-O table in terms of areas and sectors. We use the 
latest edition (year 2005) and show the data for nine areas and 53 industrial sectors. 
The areas were integrated into disaster (Tohoku and Kanto) and non-disaster areas 
(Others). Fig. 2 (a) gives the earthquake-intensity and devastation maps for the Great 
East Japan Earthquake, and Fig. 2 (b) provides a map detailing the interregional I-O 
table. 
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Fig. 1. Impact of the Great East Japan Earthquake on Monthly Passenger Vehicles Production  

 

 
                           (a)                                           (b) 

Fig. 2. Devastation map: (a) Earthquake-intensity map; (b) Map detailing the Interregional I-O 
Table 
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Table 1. Structure of intermediate sectors in the interregional I-O table 

 Demand Sector 
Other Areas Tohoku Area Kanto Area 

Supply 
Sector 

Other Areas 53 × 53 sectors 53 × 53 sectors 53 × 53 sectors 
Tohoku Area 53 × 53 sectors 53 × 53 sectors 53 × 53 sectors 
Kanto Area 53 × 53 sectors 53 × 53 sectors 53 × 53 sectors 

 
The industrial sectors were rearranged based on level of integration, common 

materials used, level of importance for normal economic functioning, and energy 
consumed.  

The transaction spread for all 53 sectors in the integrated areas is given in Fig. 3 
(a), and that for the passenger vehicles sector is given in Fig. 3 (b). 

 

 

     
                             (a)                                                            (b) 

Fig. 3. Transaction spread for the three areas: (a) All sectors; (b) Passenger vehicles sector 

The above figure shows the amount of business between the demand-side sectors 
and the supply-side sectors. Both sectors have three blocks: Kanto, Tohoku, and 
others. Trade within Kanto and others is large as the industries here are integrated. 
The passenger vehicles sector industries are extracted in Fig. 3 (b). 

2.3 Layered Structure of the Passenger vehicles Industry 

In Fig. 4, the 6-layered structure of the supply chain is shown. The passenger vehicles 
sector is defined as tier 1 (T1), the components and subcomponents industries as tier 2 
(T2), and so on. The square matrix in the figure gives the demand for T2 by T1, and is 
called the L1 trade matrix. We call it as layer 1 (L1). The linear matrix of the sum of 
demand from each L1 supply-side sector is called the L1 output matrix, and is the L2 
demand matrix. The L2 trade matrix is calculated using the L2 demand matrix and the 
input coefficients matrix. 

We thus obtain the 6-layered structure of the supply chain. Fig. 4 shows the trade 
matrix for each layer of the supply chain at equilibrium, and is also referred to as the 
3-D trade amount table. 
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Fig. 4. Layered structure of the supply chain (3-D trade amount table) 

 
In this way, the layered structure of the supply chain is completed and illustrated in 

Fig. 4. T1 on L1 covers the passenger vehicles manufacturers. T2 on L1 covers the 
suppliers who provide manufacturers with the parts; these same suppliers form the 
demand-side sectors that are supplied with parts by T3 industries in L2. As we move 
from L1 to L6, dominant trades shift to sectors of small parts and raw materials.  

3 Results 

As each supplier prepares its production capacity for the assigned amount, the 3-D 
trade amount table can be regarded as a 3-D structured capacity table. Although 
capacity varies with the amount of trade and vice versa, the 3-D structured capacity 
value is the value when the demand for the final product equals its production. The  
3-D structured capacity table is converted to a normalized table named the 3-D 
utilization table. In the normalized table, in case of a trade at the cross-point of a 
supply-side sector and a demand-side sector, the value assigned is 1. Otherwise, no 
value is assigned. This table thus gives all cross-points at which trades were made. 

In this table, the values of all trading sites are 1 under equilibrium, and decrease to 
0 if total disruption is observed. The data were collected using various reports, 
newspapers, etc., and the operation status of each sector in each tier was determined 
and marked. We thus created a 3-D recurrence equation matrix to express the 
disruption ripple effect from the lower to upper tiers. The final industrial production 
level was given by the completion of that matrix. 

Each demand sector’s procurement rate is given by the lowest availability factor of 
its supply sectors. The dominant procurement rate of a T1 manufacturer is thus 
obtained using this sequence, and its total production in that period is then obtained 
by multiplying procurement rate and gross equilibrium output. Similarly, the 
production recovery profile is obtained. The simulation results for the disruption in 
and recovery of the passenger vehicles sector are given in Fig. 5. 
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Fig. 5. Disruption in and recovery of the passenger vehicles sector 

 
The Great East Japan Earthquake occurred on March 11, 2011. Fig. 5 shows that 

the output of passenger vehicles became zero on March 12, reached 100,000 after a 
month, 300,000 after two months, and 500,000 in June. Actually, the output fell to 
about 250,000 but did not become zero when the earthquake hit. This was caused by 
the buffer effect of stocking components and spare parts. Except this buffer, the 
disruption in and recovery of the passenger vehicles sector by disaster are simulated 
fairly well in Fig. 5. 

4 Discussion 

We found that the disruption in the supply of semiconductor parts and rechargeable 
batteries in Kanto area primarily affected the restoration rate. These days, 
semiconductor parts perform major functions in cars such as in transmissions and 
brakes, engines, fuel distribution systems, in-care entertainment systems, etc. 
Semiconductors are important for fuel regulation systems, acting in the anti-pollution 
and fuel efficiency roles. Given the close relationships between the various industries, 
a total disruption in a low-tier industry can cause the same in a higher-tier one. 

Immediately after the disaster, the power and communications blackout shut all 
business operations even if no actual damage was experienced. We can simulate this 
by setting the transaction values for the transport sector as zero. Further, though 
excess capacity in other regions ensured adequate replacements for some other items, 
transportation remained an issue. 

The affected plants took six months to reach pre-disaster production levels, 
primarily because both restoring production in the semiconductor plants and ensuring 
replacements in these sectors turned out to be cumbersome affairs. 
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While our simulation reproduced fairly well the disruption in and restoration of the 
automotive industry, our model did not consider real buffer effects thereby deeming 
the immediate post-disaster production values to be nil. We plan to investigate the 
buffer effects in the future and thus do not discuss these here.  

5 Conclusion 

From a review of the reports and news on the disruption and restoration process, we 
get that the restoration time of each supplier-sector in the supply chain varied with 
industrial characteristics. We also get that the limited/non-availability of sectors with 
long restoration time created ripples over the entire supply chain. We have simulated 
this ripple effect using the regional I-O table. 

We also note that the intermediate table of the I-O table is a matrix showing the 
trade between demand-sectors and supply-sectors, and thus develop the supply-chain 
tier structure. Using the tier structure of the regional I-O table, we were able to 
specify the disaster attack point and vary the availability profile for each bottleneck 
sector. Using this 3-D matrix and the recurrence equation, we quantitatively estimate 
the indirect loss of production in the entire supply chain as a function of time. 

Thus, this method can ascertain the indirect loss of production in a supply chain 
due to bottle-neck sectors. Our method can be utilized for priority decision making 
during/post disasters and for the economic evaluation of the effectiveness of 
preventive action for improving supply-chain resiliency. 

The I-O table is often used in various business fields. We found that it can also be 
used to easily ascertain the industrial structure and the key processes from the view 
point of supply chain resiliency. Governments and industries can put this method to 
formulate a policy that prioritizes disaster management.  
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Abstract. In the current economic climate and intense competitive environment 
achieving sustainable competitive advantage has become vital for any 
organisation’s survival. Organisations around the globe are seeking ways to 
distinguish themselves from their competitors and win customers. This paper 
attempts to study the significance of sustainable competitive advantage from the 
information service firms’ perspective. The paper argues that service firms can 
distinguish themselves and attain competitive advantage by performing well on 
operational performance elements that lead to customer satisfaction, loyalty and 
ultimately to profitability. Particularly, the paper empirically investigates the 
importance of dependability and quality in driving customer satisfaction and 
customer loyalty. The analysis shows that dependability is a key driver of 
customer satisfaction and customer loyalty. Thus, information service firms 
should focus more on improving the reliability of their services to achieve 
competitive advantage and later that may lead to a sustainable competitive 
advantage. 

Keywords: Customer loyalty, Customer satisfaction, Competitive advantage, 
Dependability, Quality, Path analysis. 

1 Introduction  

In the current competitive climate, achieving sustainable competitive advantage is a 
key to survival for any small or large service organisation. Therefore, organisations 
around the globe are continuously seeking ways of improving their operational 
performances, quality, competitiveness, and profitability that ultimately leads to 
sustainable competitive advantage. It is well evident that that once dominated by 
manufacturing industries the economy has, nowadays, shifted more towards a service 
based economy. This is a result of rapid growth of services in last few decades and is 
evident from the contribution of services to the Gross Domestic Product (GDP) [1] of 
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most of the developed economies such as the U.S. (80%), UK (75%), Japan (74%), 
France (73%) and Germany (68%). In recent years, the information service sector has 
emerged as a strong contributor to the GDP with the rapid advancement in modern 
internet and communication technologies across the world [2]. Despite the growth, 
services appear not to have received sufficient attention from researchers, while 
manufacturing-oriented research has so far dominated [2]. In addition, there is plenty 
of research surrounding sustainability issues; however, customer centric view of 
sustainability has been seldom addressed in research [3]. In services, quality and 
dependability are normally regarded as critical factors that differentiate them from 
others. Often these are also referred as the elements of the technical service quality. 
How well a service firm performs on these dimensions can lead to a source of 
competitive advantage. Research evidences show that by performing well on 
customer satisfaction and loyalty dimensions, organisations can enhance their 
performance and achieve sustainable competitive advantage [4]. Although, the 
literature on sustainable competitive advantage is vast, this paper primarily focuses on 
the investigation of the interrelationship between dependability, quality, customer 
satisfaction, and customer loyalty that are source of competitive advantage. The 
objective of the study is also to identify whether dependability is a key driver of 
satisfaction and loyalty.    

Research indicates that there are two critical dimensions to service performance: 
performance relative to operational elements and performance relative to relational 
elements [5]. However, service operations management views services from customer 
and operational perspectives [6, 7]. Literature on service quality tends to advocate 
relational aspects and puts less emphasis on the operational aspects. This research, 
therefore, also attempts of fill this gap and highlights the importance of operational 
elements. This research emphasises that performing well on operational elements 
leads to satisfied and loyal customers. Operational indicators such as dependability, 
quality, and speed have been of interest for operations management researchers [5, 8]. 
This research is primarily focused on two operational elements of the service 
performance-dependability and quality that have widely argued in service quality 
literature [9, 10, 11]. The research investigates their linkages with customer 
satisfaction and loyalty in a new context of information intensive services. 

The rest of the paper is organised as follows. The next section provides a brief 
literature review around sustainable competitive advantage, operational performance 
elements, and their linkages. Sections 3 and 4 discuss the research objectives, research 
methodology, and propose the research framework that is investigated in this 
research. The finding of this research is discussed in section 5. Finally, conclusions 
and implications are discussed in section 6. This section also proposes some future 
research directions. 

2 Research Background 

Service organisations are currently going through an era of rapid transformation and 
intense competition that continuously questions their survival. As a result, achieving 
sustainability is today regarded as a critical business goal by multiple stakeholders, 
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including investors, customers and policymakers [11, 12]. The willingness and ability 
of service managers in organisation to respond to the on-going changes in economy 
determines whether their own organisation will survive and prosper [13]. Rapid 
innovation has further increased the intensity of competition and in such conditions 
customer satisfaction and retention has emerged as a source of sustainable 
competitive advantage [4]. In a resource based model competitive advantage is 
viewed from the perspective of ‘distinctive competencies’ that give a firm an edge 
over its competitors [14]. From service firms perspective the ability of the firm to 
distinguish itself from other competitors in terms of its service delivery and exceed 
the customer expectation level can act as a source of competitive advantage. And if 
the service firm continues to distinguish itself by exceeding customer expectations of 
service performance levels, it can lead to a sustainable competitive advantage. One of 
the ways the service firms can meet or exceed customer expectation is by performing 
well on operational performance aspects (such as quality, dependability, speed etc.) 
which ultimately leads to customer satisfaction and customer loyalty.  

Customer satisfaction is generally measured as a gap between the customer’s 
expectations and actual perceived services [15] whereas customer loyalty is defined as 
the customer’s long-term commitment to repurchase and willingness to use the 
service repeatedly [5]. The link between customer satisfaction, loyalty, and 
profitability is well explained through the Service Profit Chain (SPC) framework 
developed by [16]. The fact that customer satisfaction is of fundamental importance 
and potentially offers a broad range of benefits for any organisation is well 
established in literature. Previous studies reveal that a satisfied customer is more 
likely to repurchase, leading to increased sales and market share [17, 18]. Thus, 
improving customer satisfaction service firms can lead to a path of sustainable 
competitive advantage. Eggert and Ulaga [19] pointed out that customer satisfaction 
is a strong predictor of behavioural variables, such as customer loyalty, word of 
mouth, and repurchase intentions. This was also supported in the work of [20] and 
others. These studies indicate a strong link between the two performance-outcome 
measures; customer satisfaction and customer loyalty. 

Gonzalez et al. [11] highlighted the positive relationship between perceived service 
quality and customer satisfaction. They found that perceived service quality is an 
antecedent of satisfaction. Chiou et al. [21] showed that the attribute of satisfaction 
and interactive service quality generate overall satisfaction and trust. These studies 
show a strong link between customer satisfaction and service quality. This 
relationship between service quality and customer satisfaction can be further 
understood through the service concept model [2, 22]. Johnson and Sirikit [13] in 
their study of the Thai telecommunication industry showed that performing well on 
service quality dimension leads to a sustainable competitive advantage. 

Another important operational indicator, dependability and its relationship to 
customer satisfaction and loyalty has also been addressed by several researchers, such 
as [20], and [23]. In a study by [23], he discussed dependability as a performance 
factor that affects customer satisfaction. This view was also supported in the work of 
[23] who, demonstrate that perceived dependability affects user satisfaction 
positively. Rosenzweig and Roth [24] also identified an interrelationship between 
dependability and quality, as they hypothesized that enhanced conformance to quality 
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has a direct influence on improvements in reliable delivery. They further provided an 
empirical evidence of their impact in driving business performance (i.e. profitability). 
A number of researchers have identified dependability as a key operational indicator 
[5, 23, 25]. However, there is a lack of empirical evidence in literature that addresses 
the link between dependability, quality, customer satisfaction and customer loyalty in 
the information service firms. Therefore, this paper sets out a background to explore 
this interrelationship to assist managers to plan their service strategies and focus on 
the operational element of prime importance that can help firms to achieve sustainable 
competitive advantage. 

3 Research Objectives and Framework 

The literature review highlights operations performance indicators, particularly 
quality and dependability that affect customer satisfaction and loyalty. This study is a 
confirmatory study which aims to test the findings of service operations management 
and service quality literature, particularly in the context of information service 
settings. However, this study also looks beyond the operational performance and 
performance outcome link. The study emphasises that performing well on operations 
performance dimension can assist service firms to achieve distinctive advantage and 
ultimately lead to a sustainable competitive advantage. Since the study does not 
encapsulate any variable to measure the competitive advantage, this study can be 
treated as a preliminary study that primarily focuses on identifying the importance of 
dependability and quality that forms the foundation for achieving sustainable 
competitive advantage. The investigation involves assessing these relationships in two 
large information intensive firms operating in the UK. This research sets out to test 
the following in the context of information service settings:  

• Dependability and quality affect customer satisfaction and customer loyalty 
•  Dependability is a key indicator/driver of customer satisfaction and 

customer loyalty 
• An interrelationship exists between dependability and quality 

The research framework tested in this research comprises of two critical 
performance indicators; quality and dependability that are usually present in a service 
delivery system. The literature linking these individual operational indicators and 
customer loyalty through mediating variable customer satisfaction is available in 
abundance [5,16,25]. However, empirical studies assessing this relationship in 
information intensive service firms are limited. The propositions derived from the 
framework reflect key relationships that were described in the literature review. This 
case study tests four prepositions: 

P1: Customer Loyalty is positively correlated with Customer Satisfaction 
P2: Customer Satisfaction is positively correlated with Dependability 
P3: Customer Satisfaction is positively correlated with Quality 
P4: Dependability and Quality are positively correlated 

The next section details the methods for data collection employed in this study. 
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4 Methodology 

The paper studies two large information intensive service firms operating in the UK. 
The first case study is based on the data collected from a large telecommunication 
firm. In this research the data for the broadband installation process is collected. The 
second case is based on the data collected from a large utility firm operating in the 
UK. The longitudinal data for the telecommunication and utility firm collected 
through telephonic interviews comprised monthly measurements (total 48 data points) 
of variables considered as proxies for quality, dependability, customer satisfaction, 
and customer loyalty in a four-year time frame. 

In this research, dependability is referred as an ability to perform the promised ser-
vice dependably and accurately, including time commitments. Both the service firms 
studied in this research used a single scale item with the understanding that depend-
ability means fulfilling promises including time commitment. Both the firms also did 
not employ SERVQUAL scale to measure the quality construct. However, the meas-
ures used by the firm resemble to some of the items of the SERVQUAL scale  
including the empathy, access, assurance, and responsiveness dimensions. Customer 
satisfaction and customer loyalty constructs were also operationalised as a single item 
measure. Customer satisfaction was measured as overall satisfaction with the level of 
services provided and customer loyalty was measured as the likelihood of recommen-
dation of the service to others. The constructs studied in this study conform to the 
reliability and validity tests. 

5 Research Findings 

The correlation analysis of the first case study (telecommunication) shows a moderate 
and positive correlation (0.53) between dependability and customer satisfaction at p 
<0.01 level. There was also a strong and positive correlation between customer 
satisfaction and customer loyalty. Correlation between quality and dependability as 
well as between quality and customer satisfaction was not significant. Similarly, for 
case II (utility) a strong and positive correlation (0.88) was found between 
dependability and customer satisfaction at p <0.01 level. A strong and positive 
correlation was also evident between customer satisfaction and customer loyalty. 
Interestingly no significant correlation was found between quality and dependability 
as well as quality and customer satisfaction. Thus, the findings show support for the 
proposition 1 and 2. However, correlation analysis does not support proposition 3 and 
4. To further verify the results of correlation analysis regressions were carried out. 
Regressions were performed to verify the findings of the correlation analysis. 
Regression shows that quality and dependability in total explain around 62.4% (Adj. 
R2 value) and 76.6% (Adj. R2 value) of the unexplained variance respectively for 
case I and II. However, only the dependability coefficient was found to be significant 
at 1% level. The correlation analysis results are shown in Figure 1. 

Thus, the findings indicate that dependability is a key indicator of customer 
satisfaction and customer satisfaction is strongly linked with customer loyalty. 
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However, both studies failed to provide support for propositions 3 and 4. To explore 
the interrelationship, i.e., causality among the variables, path analysis method was 
employed. The resultant path model for both cases supported the findings of 
correlation analysis and indicated a positive causal relationship between dependability 
and customer satisfaction as well between customer satisfaction and customer loyalty. 
Path analysis also showed that quality and customer satisfaction share a positive 
causal relationship thus supporting proposition 4. Additionally, it also showed that 
quality and dependability share a negative causal relationship that suggest that 
improvement in one performance indicator is only possible at the expense of the other 
though this further needs investigation. 

 

 

6 Conclusions and Future Research  

The paper provides a brief overview of the significance of achieving sustainable 
competitive advantage and highlights the importance of customer satisfaction and 
customer loyalty. This research also argues that for service firms performing well on 
operational performance elements is a key to achieving sustainable competitive 
advantage. The paper studies two cases from different information intensive service 
firms operating in the UK. The analysis of the data showed that dependability is a key 
driver of customer satisfaction. Both cases further investigated the relative impact of 
dependability and quality and shows that for information service a firm’s 
dependability is more important as opposed to SERVQUAL literature findings, where 
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                     Fig. 1. Correlation analysis result of Case I & II 
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traditional priority is afforded to quality. Additionally, the data analysis showed that a 
negative relationship exists between dependability and quality. Therefore, service 
firms looking to achieve competitive advantage must focus on improving their 
dependability/reliability of their service offerings. This is not to say that quality is not 
important rather it suggests that service firms should first focus on improving their 
dependability of the service and when a certain level is reached that meets or exceeds 
the customer expectation level then focus should move on improving the next 
operational performance element such as quality or speed while still improving 
dependability. In the current intense competitive environment developing a distinct 
competence has become a norm for survival and service firms need to differentiate 
themselves by using and realigning their existing resources and competencies in way 
their competitors cannot match. By learning to perform well on operational 
performance dimension can help service companies to achieve their goal of 
sustainable competitive advantage. 

This study is limited to two case studies from the information service firms 
operating in the UK. For generalisation of the findings more cases are required to be 
studied, particularly cross-country cases. Though, this research indicates that 
operational performance elements are important for customer satisfaction and loyalty, 
and argues their importance for competitive advantage, but the research does not 
study any variable that measures the competitive advantage. This study is a 
preliminary step towards the understanding of dependability as a critical factor in 
achieving competitive advantage.  Therefore, future research studies should be aimed 
at empirically studying a proxy to measure the competitive advantage together with 
the operational performance and performance outcome indicators. 
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Abstract. With the advent of globalisation, there is a need for companies to 
gain and sustain a competitive advantage. Outsourcing and offshoring are 
strategies often employed by organisations to sustain and gain such competitive 
advantage. This paper focuses on evaluating the factors that influence the 
selection of Low Cost Countries (LCCs) for outsourcing and offshoring. It also 
ranks a group of seven LCCs to determine the best locations to emigrate 
manufacturing operations. To do this, the most influential factors for 
outsourcing and offshoring are identified and weighted based on their 
importance. Then, these factors are evaluated based on the degree of 
development in the studied LCCs. The study indicates that Taiwan, Indian and 
China are the best top options for manufacturing organisations to 
outsource/offshore their operations.  

Keywords: Globalisation, Low cost countries, Manufacturing sector, 
Offshoring, Outsourcing.  

1 Introduction  

In this era of globalisation every organisation is striving hard to be competitive. 
Competitive advantage can be achieved in a number of ways, for example, by creating 
technological and product monopolies, providing high quality and/or low cost 
products, devising aggressive marketing and promotional activities, offering value 
added services, creating a wide and loyal customer base, etc. In particular, companies 
are experiencing immense pressure from customers to provide good quality products 
at reduced costs. At the same time, organisations have to increase their revenues and 
boost or sustain their profit margins to provide appropriate returns on investment to 
their shareholders. 

One of the initiatives that global companies have undertaken to be competitive and 
meet the expectations of the customers and shareholders is by developing a sourcing 
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strategy that lays emphasis on outsourcing components/products from or offshoring 
manufacturing operations to Low Cost Countries (LCCs). In recent years, 
manufacturing companies have identified outsourcing and offshoring to emerging 
economies as a competitive business strategy to create value for their organisation. In 
order to sustain and overcome the competitive pressures occurring from globalisation, 
manufacturing firms, especially in developed countries, look at outsourcing and 
offshoring to LCCs as a viable option [1]. Globalisation has brought countries closer, 
thus allowing companies to carry out business not only limited to their home country 
but also in other parts of the world. Thus, many American and European companies 
have resorted to outsourcing products and components from vendors in LCCs. 
Sourcing products from LCCs allows the procuring company to reduce cost on 
purchased materials and services. For this reason, LCC sourcing has become a strong 
business trend in the recent years [2-5]. 

Looking at the increasing trend in outsourcing and offshoring especially to 
emerging economies, it is of vital importance to understand the factors driving 
outsourcing and offshoring decisions pertaining to country selection. Country 
selection plays an important role in outsourcing and offshoring decisions as most of 
the factors influencing country selection are not in the control of the organisation. The 
organisation can only evaluate these factors by comparing them with those of other 
countries and then make the right decision on country selection. Hence this paper 
focuses on evaluating the factors influencing country selection decisions. After 
evaluating the factors, the paper rates them against each of the LCCs selected for 
study. Therefore, the purpose of this paper is to provide a selection and ranking of 
LCCs for outsourcing and offshoring in the manufacturing sector, and to evaluate the 
factors affecting the selection and ranking of LCCs for outsourcing and offshoring in 
the manufacturing sector. 

2 Literature Review on Outsourcing, Offshoring and Low Cost 
Countries  

According to [6], sourcing can be defined as a process by virtue of which tasks are 
contracted or delegated to an external or internal agency rather than doing them in-
house. Two dimensions of sourcing are outsourcing and offshoring. Outsourcing 
refers to the arrangement wherein an organisation contracts or delegates a business 
process, or a part of it, to an outside entity whereas offshoring implies the transfer or 
relocation of some of the organisational activities to another country [6]. Berry [7] 
comments that outsourcing and offshoring are often incorrectly used as 
interchangeable terms. Researchers differentiate outsourcing and offshoring on the 
basis of two things: 1) whether the business functions are carried out in-house or they 
are outsourced, and 2) the geographical location of the business processes to be 
performed [8]. For example, offshoring takes place when a company transfers jobs 
which were earlier carried out in its home country to another country, preferably to a 
LCC. On the other hand, outsourcing is limited to procurement of products or services 
from a third party service provider or vendor based in the procuring company’s home 
country or abroad. Thus it can be said that offshoring is a subset of outsourcing [7]. 

There may be numerous reasons for manufacturing organisations to integrate 
outsourcing or offshoring as part of their overall business strategy. According to [9], 



 Selection and Ranking of Low Cost Countries 503 

 

some of these reasons include: 1) to acquire new skills and a 2) more effective 
management, 3) to focus on core business functions and products, 4) to avoid capital 
investment, and 5) to reduce cost. The freeing up of world markets has caused 
companies to become immensely cost competitive. Thus, cost reduction can arguably 
be considered the primary reason for manufacturing organisations to seek the 
“emigration” of their operations to LCCs. In manufacturing terms, Crnlc et al. [10] 
consider LCCs as those developing countries that posses an strong manufacturing base 
but where the cost of living and labour is lower than those of developed countries. For 
the purpose of this paper, the following LCCs were considered due to the relevance 
and importance they currently present as main choices for outsourcing and offshoring 
activities: China, India, Thailand, Taiwan, Philippines, Indonesia, and Nigeria. 

The intensive cost competition experienced by organisations in the international 
market has compelled them to concentrate all their efforts on their core competencies 
and pay special attention on outsourcing and offshoring decisions. As rightly 
mentioned by [11-12], out of the total production cost of a product, 60 to 70 percent 
are procurement costs (i.e. the cost of buying the subcomponents from vendors). 
Thus, it is evident that supply part costs constitute a major portion of the overall cost 
of the product. Also it can be said that cost reductions obtained from optimisation and 
improvement in production processes are limited and that cost reduction throughout 
the supply chain is necessary to stay competitive. Therefore, outsourcing and 
offshoring decisions have obtained more importance than before and the 
purchasing/sourcing department that earlier used to be a mere operational business 
function has now assumed strategic importance. A study conducted by [13] shows 
that cost savings of 1% on procured materials increase the profitability of the 
company by 11% in the engineering sector. 

Global reach and presence enables companies to be competitive by procuring and 
manufacturing cost effective products from emerging economies. Thus LCCs play a 
vital role in achieving considerable cost savings [14-15]. Companies have identified 
the potential of these emerging economies and are exploiting them to reap benefits to 
stay competitive in the market. LCCs in emerging economies offer excellent sourcing 
opportunities in the form of cost reduction on procured and manufactured products 
and potential for sales in the local markets [16-17]. 

3 Factors Affecting the Selection of LCCs          

Outsourcing and offshoring decisions are greatly influenced by the selection of the 
right location. Location refers to the country in which the company plans to outsource 
or offshore. The decision making process of outsourcing/offshoring to a third party 
vendor by setting up a subsidiary mostly depends on the attractiveness of countries as 
sourcing destinations. The attractiveness of these countries keep on changing 
depending upon the economical, political, cultural, social, technological, etc. 
environment in that country. The above mentioned factors are pretty dynamic in 
nature and hence the country attractiveness also keeps on changing. Hence it is 
necessary to understand the impact of these factors from a long term strategic 
business perspective [6]. Ample literature is available on Brazil, Russia, India and 
China, their attractiveness, and the factors influencing their attractiveness as 
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outsourcing and offshoring destinations for information technology (IT) and business 
process outsourcing industries [6, 18].  

Different frameworks are available that help organisations in exploring the 
attractiveness of countries for outsourcing and offshoring. One of these frameworks is 
the Carmel’s “oval model” of country selection [19], see Figure 1. 

 

  
Fig. 1. Carmel’s “oval model” of country selection [19] 

According to Carmel’s model, there are eight factors that lead to the success of 
nations exploring, particularly IT software. Though these factors are discussed from an 
IT perspective, they can also be used to explore the factors leading to attractiveness of 
countries as destinations for outsourcing and offshoring in the manufacturing sector. 

A different approach that may be used to determine the attractiveness of countries 
for outsourcing and offshoring is to consider the factors influencing the 
competitiveness of a country. The World Economic Forum identifies eleven pillars 
(see Figure 2), or factors, leading to a country’s competitiveness. These factors, 
according to the World Economic Forum, are also divided into sub-factors that 
present a more detailed overview of the main eleven pillars. For example, the 
“Institutions” factor is further divided into five sub-factors that include: 1) intellectual 
property rights, 2) burden of government regulations, 3) efficiency of legal system, 4) 
transparency of government policy making, and 5) influence of terrorism on business 
activities. Similarly, the “Infrastructure” factor is divided into two sub-factors such as 
1) quality of overall infrastructure and 2) quality of electricity supply. The rest of the 
factors are also divided into some sub-factors. 

3.1 Selection of Factors Influencing Country Selection for Outsourcing  
and Offshoring          

The authors consider that the competitiveness of a country is a key determinant for 
organisations to select an appropriate country for outsourcing and offshoring. 

Quality of 
 Life 
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However, although the competitiveness of a country stimulates outsourcing/ 
offshoring activities and attracts foreign direct investment (FDI), the researchers 
consider that not all the eleven factors have the same importance or consideration 
while taking outsourcing or offshoring decisions. Hence this paper analyses and 
discusses the influence of top four factors important from the outsourcing and 
offshoring decision’s point of view. The factors which the authors concentrate on are 
shown in the Figure 3. 

 

 

Fig. 2. Pillars of Country Competitiveness 

 

Fig. 3. Factors for country selection for outsourcing and offshoring 

The reason behind choosing these four factors for ranking the LCCs studied (i.e. 
China, India, Thailand, Taiwan, Philippines, Indonesia, and Nigeria) is that, these are 
not in control of the outsourcing or offshoring organisation. The organisation cannot 
play a direct role in improving these factors for any country. These are developed 
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within the country itself by the governing bodies with a view to facilitate the overall 
growth of the country and for the betterment of its citizens. As a matter of fact, 
organisations outsource or offshore in certain countries because they get ready access 
to these factors in that particular country. Favourable presence of these factors 
increases the attractiveness of the country towards any outsourcing or offshoring 
opportunity and FDI. 

3.2 Weighting and Importance of the Factors for Ranking the Countries 

The primary purpose of this paper is to rank the LCCs studied as apt locations for 
outsourcing or offshoring. In order to do this, the authors weighted the four factors 
under consideration as per their importance in the outsourcing or offshoring decision 
making process. Weighting the factors helped to prioritise their influence, thus 
stressing the importance of each one of them while making outsourcing and 
offshoring decisions. The factors were weighted on a scale of 10 to 50. A weight of 
10 depicted least importance of a particular factor and a weight of 50 represented 
highest importance of a particular factor for country selection. The weighting scale of 
10 to 50 was randomly selected by the authors, just to signify the prominence of the 
factors. The scale may be modified to suit individual requirements, but the key is to 
appropriately weight the factors as per their importance in decision making. 

After weighting the factors as per their importance, the seven LCCs were 
individually rated against the four factors, based on the performance of each country 
in relation to each of the factors. This rating was done on a scale of 1 to 7. A rating of 
1 meant, the country ranks unfavourably in a particular factor and a rating of 7 
implied favourable conditions of the factor in that country. The rating assigned was 
based on the analysis of the individual factors in relation to every country, the 
extensive literature reviewed made by the first author, and instances from professional 
experience of the authors. 

 
Protection of Intellectual Property (IP)  
Organisations invest a lot of human and financial resources in research and 
development. Research and development in the manufacturing sector is necessary for 
the development of innovative technologies and products. New technologies and 
products give organisations a competitive edge in the global market, thus strengthening 
their market position. Hence it is of utmost importance for organisations to safeguard 
their confidential information, technologies, product designs, etc. from the rest of the 
world, especially competitors because there is a fear of these getting leaked or illegally 
copied. This is termed as loss of IP. It is very important for an organisation to 
safeguard its IP property because, if it accessed and used by others unethically, it 
deprives the owner of the honorary and monetary benefits. IP can be safeguarded by 
patenting it with internationally recognised organisations such as USPTO, WIPO, etc. 
Since it requires a lot of investment for patenting, organisations usually do not resort to 
this option, unless and until it is a high-tech product, design or technology which is 
strategically important for a company’s survival in the market. Other intellectual 
property such as part drawings, basic manufacturing process parameters, 
manufacturing process sheets, costing information, other management data, etc. may 
not be considered as important, but still play a significant role at operational level.  
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IP protection is governed by the law of the country where it has been filed, which has 
provisions to handle such cases. The legal system of the country should also be 
sensitive enough to the offence of breach of IP and should have stringent enforcement 
laws which should be efficient enough to give quick results. Different countries have 
different laws and regulations for handling IP breach cases. The laws in some countries 
are efficient while in some others they are not.  

Having discussed the importance of IP in detail, it is evident that it is one of the 
decisive factors for organisations to make outsourcing and offshoring decisions. But 
in comparison with the other three factors under consideration in this paper, it can be 
seen that IP protection is predominantly an internal factor due to its governance is 
within the control of the company to a certain extent. If the outsourcing or offshoring 
organisations take necessary precautions to protect their IP rights at organisational 
level, instances of IP breach can be controlled without having to raise the issue to the 
level of law suit. 

Hence on a weighting scale of 10 to 50, IP protection has been given a weight of 
20. It is important to remember that this weighting has been done purely on 
comparative basis with respect to the other three factors. If compared with different 
assessing factors, the weighting may change depending upon the importance of other 
factors with respect to IP protection. 

 
Country Governance 
Country governance is an important macro-level factor that influences an 
organisation’s decision about outsourcing and offshoring to a particular country. 
Governance plays an important role in the economic development of a country 
because other micro-level factors are directly or indirectly dependent on the policies 
and regulations formulated by the government of such country. Country governance 
includes factors like political stability, accountability towards the citizens, 
formulating policies for political, economical, social, technological, environmental 
and legal development of the country, efficiency of enforcement of these policies, 
citizens security, etc. Irrespectively of the type of governance, these factors play an 
important role in developing the competitiveness of a country. 

The seven LCCs considered in this paper are governed differently by their 
respective governing bodies. Hence the ideology and vision around which the macro-
level policies are made and implemented are also distinct. These seven countries 
follow distinct political systems and hence operate differently in their own respect. 
For instance, China follows a communist political system wherein the citizens of the 
country have little or no role to play in the government selection process. But even 
then, China has experienced immense economic growth over the past years. This is 
because the communist party in China is committed towards the country’s overall 
development. Since it does not follow a parliamentary form of government, it can 
formulate and implement policies without much opposition or debate. Hence the time 
taken to implement the policies is fast. But this type of governance also has its ill-
effects such as citizens being unsatisfied with the way in which the country is being 
currently run, which may lead to a violent revolt to overthrow the current government. 
This type of incident happened in Thailand in 2010. But China is an exception 
because the communist type of governance is deeply rooted in the political system of 
the country. As opposed to China, India is a democratic country and the second 
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largest emerging economy after China. India has its share of drawbacks, given the 
democratic political system it follows. Policy formulation and implementation in 
India is time consuming since it has to be approved by the other members of the 
parliament with majority. The two main political parties in the country follow 
completely different social and religious ideologies, but share similar views about the 
economic and overall development of the country. The drawback of India’s political 
system is that it is plagued with corruption and bureaucracy. India also faces terrorism 
threats from its neighbouring country Pakistan along with some cross border issue 
with China. The other LCCs Philippines, Nigeria, Thailand, Indonesia and Taiwan 
also have similar advantages and disadvantages in their own governance systems. 

On a weighting scale of 10 to 50, country governance has been given a maximum 
weight of 50 as compared to the other factors. This is because all development actions 
in any country are driven by its governance efficiency. The economic development of 
a country immensely depends on its governance. Any corporate policies and 
regulations are formulated on the lines of governance policies to ensure compliance to 
the legal system. 

 
Wage / Labour Cost 
There are various reasons behind organisations taking outsourcing and offshoring 
decisions. These include focus on core competencies, to avoid investment in capital, 
to get access to world class skills of service providers, etc. But in the real world, the 
primary reason for any outsourcing or offshoring decision is cost reduction. In the 
global competitive market, there are persistent pressures by customers to get low cost 
products at higher quality. With a view to achieve this objective, organisations try to 
focus on their core competencies by outsourcing or offshoring the non-core functions 
to a service provider who excels in the same. In a manufacturing industry, 60 to 70 
percent of the parts in a product are procured from outside suppliers and the 
manufacturing company only assembles it and sells it to the customers. In case of 
manufacturing of engineering products such as automobiles, industrial products, etc. 
most of the assembly work is labour intense rather an automated. Hence labour wages 
form an important component of the unit cost of the product. 

Countries in the emerging economies offer a low cost environment, predominantly 
because they have capable workforce abundantly available at low cost as compared to 
developed countries. Availability of cheap labour gives them a competitive edge over 
other developed countries. Hence there is a trend in the industry that most 
manufacturing organisations are sourcing products from or starting new operations in 
these LCCs. 

But this trend in the labour wages seems to be changing over the past few years. 
This is due to the worldwide uncertain economic conditions which have resulted in 
unemployment, high inflation rates, etc. Also, due to rapid economic development in 
the emerging economies, especially in the Asian countries, the standard of living of 
the people has increased. This has inflated the labour costs further. Also over the past 
few years there has been a major change in the mentality of the senior management of 
organisations to not only focus on the product cost, but look at the bigger picture of 
Total Cost of Ownership (TCO) when making outsourcing and offshoring decisions. 
Also cost is no more the only decisive factor for making outsourcing and offshoring 
decisions, but companies look at it from a strategic perspective to develop business 
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opportunities in the emerging economies. China and India are the two most populous 
countries in the world offering an advantage of becoming a huge local market for 
products being produced in their respective countries. Also most of the manufacturing 
of electronic products is done in South-East Asian countries like Taiwan, China, 
Thailand, etc. Asia has become the factory for the world. 

Hence owing to the reasons stated above, labour wages have been given a weight 
factor of 40 as compared to the other three factors. Labour wages have been given a 
lower weight than country governance because, in most countries the minimum wages 
to be received by a labourer is fixed by the government and the organisation is liable 
to comply with this requirement. 

 
Infrastructure 
Infrastructure plays an important role in the development of the manufacturing sector. 
The development of the manufacturing sector within a country largely depends upon 
the commitment of the government towards increasing the competitiveness of the 
country, thus making it an attractive destination for FDI and outsourcing/offshoring. 
This can be done by having a well developed infrastructure conducive to support 
business activities in the manufacturing sector. Sound infrastructure includes well 
developed network of roadways, railways, waterways, airways that can enable 
logistics support to the manufacturing sector which increases the efficiency of import-
export and local trading. Industrial areas are developed at specific locations in a 
country, where there is ample space available for the construction of large factories. 
Industrial areas are usually developed aloof from the residential areas so as to 
minimize the adverse effects such as noise and environmental pollution. Infrastructure 
is not only limited to efficient network, but it also encompasses the quality and 
capacity of roads, railways, ports and airports to handle cargo and human traffic.  

Infrastructure has been given a weight of 30 on a scale of 10 to 50 based on the 
comparative importance of this factor with respect to the other three. This factor was 
weighted lower than country governance and labour cost because, infrastructure 
development is dependent upon the government policies and budget allocated to its 
development. Hence if a government has suitable policies and efficient 
implementation plans it will suffice the purpose of good infrastructure as well. Even 
though a particular LCC may have good infrastructure, the cost factor overtakes its 
importance because a company has to make profits to sustain its business and give 
appropriate returns to its stakeholders. 

Table 1 summaries the weight assigned to the four factors identified as critical for 
the effective selection of LCC for outsourcing and offshoring. 

Table 1. Weighting of factors – scale 10 to 50 

 Factors affecting outsourcing and offshoring decisions Weights 

1 Intellectual Property Protection 20 

2 Country Governance 50 

3 Labour Wages 40 

4 Infrastructure 30 
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4 Rating and Ranking of LCCs          

Based on the discussion carried out in section 3.2, the seven LCCs were rated on a 
scale of 1 to 7 depending upon the favourable and unfavourable presence, in each 
country, of the four factors considered in this study. The rating was influenced by a 
detailed country analysis, the authors’ knowledge and professional experience and 
current political, legal and economic situation and trends in the respective countries. 

Table 2 shows the rating of the seven LCCs studied as apt locations for outsourcing 
and offshoring. According to the rating, Taiwan emerges as the most attractive 
destination for outsourcing and offshoring in the manufacturing sector with the 
highest score of 690. Second position is secured by India predominantly due to its 
democratic governance system and low labour costs. India’s score is 670. China ranks 
third with a score of 600, mostly due to its extremely efficient infrastructure that 
supports the manufacturing sector. Thailand, Indonesia, Philippines and Nigeria 
ranked in fourth, fifth, sixth and seventh position respectively. 

Table 2. Rating of the LCCs studied 

 
PH1 = Philippines; NG2 = Nigeria; TH3 = Thailand; IND4 = India; INO5 = Indonesia;  

CH5 = China; TA6 = Taiwan 

5 Conclusions     

Outsourcing and offshoring are a key business aspect, important from a strategic view 
point for organisations. Organisations use outsourcing and offshoring as business 
model to gain and sustain a long term competitive advantage. When making 
outsourcing or offshoring decisions, there are various factors that need to be 
considered, for example, which process or product to outsource, selection of service 
provider, contract management, etc. 

Arguably, the most important factor is that of country selection, because not all 
factors influencing the selection of an appropriate country are in control of the 
organisation. An organisation has to evaluate the important factors influencing 
country selection, based on their outsourcing and offshoring vision. 

For the purpose of this study, the authors selected four key factors for country 
selection that were important for the manufacturing sector. These were: 1) Protection 
of IP, 2) Country Governance, 3) Labour Wages, and 4) Infrastructure. 

Since the countries considered were all LCCs, exhibiting similar positive and 
negative aspects for the above factors, the authors evaluated and studied the 
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prominence and presence of each factor in detail. Based on this and after weighting 
the factors the LCCs studied were ranked as apt locations for outsourcing and 
offshoring in the manufacturing sector. 

In terms of this study’s limitations, the authors selected four factors to consider 
based on target sector, extensive literature review and personal experience. Different 
sourcing managers may have different requirements when selecting countries for 
outsourcing and offshoring. Hence, the selection of factors is greatly influenced by 
the choice of the person making the outsourcing and offshoring decision. Also the 
weighting of factors is influenced by the involvement of a human aspect, because 
different sourcing managers may weight the same factors differently as per their 
outsourcing objectives. In addition, the scope of this study is limited to the 
manufacturing sector only. Hence the selection of the factors and its analysis and 
discussions are focused on this sector only. For example, the infrastructure required 
for IT sector may be completely different from that of manufacturing sector. 

Further research can be carried out on this topic by undertaking a real case scenario 
in an outsourcing company, wherein the practical implications of factors on country 
selection can be explored. Also, future work on this topic can be done by selecting a 
different sector such as IT, fast moving customer goods, etc. and analysing the factors 
influencing country selection pertaining to that particular sector. 
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