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Preface

Welcome to the proceedings of the 14th International Conference on Web Infor-
mation Systems Engineering (WISE 2013), held in Nanjing, China in October
2013. The series of WISE conferences aims to provide an international forum for
researchers, professionals, and industrial practitioners to share their knowledge
in the rapidly growing area of web technologies, methodologies, and applications.
The first WISE event took place in Hong Kong, China (2000). Then the trip con-
tinued to Kyoto, Japan (2001); Singapore (2002); Rome, Italy (2003); Brisbane,
Australia (2004); New York, USA (2005); Wuhan, China (2006); Nancy, France
(2007); Auckland, New Zealand (2008); Poznan, Poland (2009); Hong Kong,
China (2010); Sydney, Australia (2011); and Paphos, Cyprus (2012). This year,
for a sixth time, WISE was held in Asia, in Nanjing to be precise.

WISE 2013 hosted four well-known keynote and invited speakers: Wen Gao
of Peking University, who gave a talk on “Towards Web-Based Video Process-
ing”; Divy Agrawal of the University of California at Santa Barbara, who gave a
lecture on “Data-Driven Methodologies for Understanding, Managing, and Ana-
lyzing Online Social Networks”; Chengqi Zhang of the University of Technology
Sydney, who gave a talk on “Big Data Related Research Issues and Progresses”;
and Marek Rusinkiewicz of the Florida International University, who talked on
“Security of Cyber-physical Systems (a Case Study)”.

A total of 198 research papers were submitted to the conference for consid-
eration, and 48 submissions were selected as full papers (with an acceptance
rate of 24% approximately), plus 29 as short papers. The program also featured
10 demonstration papers and 5 challenge papers. The research papers cover the
areas of web mining; web recommendation; web services; data engineering and
databases; semi-structured data and modeling; web data integration and hidden
web; social web; information extraction and multilingual management; networks,
graphs, and web-based business processes; event processing, web monitoring and
management; and innovative techniques and creations.

We wish to take this opportunity to thank the honorary general chair, Jian
Lv; the industry program co-chairs, Min Wang and Lei Chen; the demo co-chairs,
Hong Gao, Yoshiharu Ishikawa and Rui Zhang; the challenge program co-chairs,
Weining Qian and Yabo (Arber) Xu; the panel co-chairs, Guoren Wang and
Junzhou Lou; the tutorial co-chairs, Wojciech Cellary and Jeffrey Xu Yu; the
workshop co-Chairs, Zhisheng Huang and Chengfei Liu; the publication chair,
Guangyan Huang; the local arrangement chair, Jie Cao; the financial chair, Jing
He; the publicity co-chairs, Haolan Zhang, Athena Vakali, and Wenjie Zhang; the
WISE society representative, Xiaofang Zhou, and finally the webmaster, Zhiang
Wu.

In addition, special thanks are due to the members of the International Pro-
gram Committee and the external reviewers for a rigorous and robust reviewing
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process. All the papers were reviewed by at least three academic referees. In
total, 727 reviews were uploaded by the members of the International Program
Committee and the external reviewers.

Finally, we are also grateful to the UCAS (University of Chinese Academy
of Sciences)-VU (Victoria University) Joint Lab for Social Computing and E-
Health Research, to the Jiangsu Provincial Key Laboratory of E-Business at
Nanjing University of Finance and Economics, and to the Nanjing Science and
Technology Commission for their sponsorship of WISE 2013. We expect that the
ideas that have emerged here will result in the development of further innovations
for the benefit of science and society.

October 2013 Ricardo Baeza-Yates
Yanchun Zhang

Jie Cao
Xuemin Lin

Yannis Manolopoulos
Divesh Srivastava
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Gómez Sáez, Santiago
Haupt, Florian
Huang, Jin
Huang, Xin
Huynh, Tan Dat
Jain, Prateek
Jiang, Yu

Joshi, Salil
Kim, Nam-Soo
Koloniari, Georgia
Kontopoulos, Efstratios
Kritikos, Kyriakos
Lamba, Hemank
Li, Jianxin
Liakos, Panagiotis
Liang, Yongjiang
Liu, Xiaohui
Liu, Xin
Ma, Jiangang
Meditskos, Georgios
Midi, Daniele
Narayanam, Ramasuri
Neiat, Azadeh
Nie, Tiezheng
Nizamic, Faris
Nowak, Alexander
Oikawa, Marcio K.
Papadakis, Nikolaos
Podorozhny, Rodion
Podzimek, Andrej
Prokofyev, Roman
Qi, Jianzhong
Rahman, Rameez
Rezig, Elkindi
Shang, Haichuan
Shebaro, Bilal
Shugars, David

Spicuglia, Sebastiano
Stupar, Aleksandar
Tbahriti, Salah-Eddine
Tiakas, Eleftherios
Tonon, Alberto
Tsakalozos,

Konstantinos
Tzouramanis, Theodoros
Vasirani, Matteo
Vassilakopoulos, Michael
Wang, Shenlu
Wang, Xiaoyang
Warriach, Ehsan Ullah
Weiß, Andreas
Xu, Lai
Xuan, Ming
Xue, Andy Yuan
Yang, Zhenglu
Yao, Lina
Ye, Zhen
Zeginis, Chris
Zhan, Liming
Zhang, Chengyuan
Zhao, Xiang
Zheng, Wei
Zheng, Yudi
Zhong, Youliang
Zhou, Rui
Zhou, Xiangmin
Zhou, Yang



Keynotes

(Abstracts)



Towards Web-Based Video Processing

Wen Gao

Peking University

wgao@pku.edu.cn

Image and video data is becoming the majority in big data era, a reasonable
improvement of video coding efficiency may get a big cost saving in video trans-
mission and/or storage, that is why so many researchers working on the new
coding technologies and standards. For example, a team under IEEE standard
association works on a new standard IEEE 1857 for internet/surveillance video
coding, which targets to achieves about 50% bits saving than any of existing
standards. However, the video coding story will be changed in the case of web
application, because so many data we can reference comparing to the case of
normal video coding, in that only a few frame of images can be referenced. In
this talk, the recent developments of model-based video coding will be given,
special on background picture model based surveillance coding and cloud-based
image coding, and a on-going project that using web image and video to enhance
the efficiency of video processing will be discussed also.



Data-Driven Methodologies for Understanding,

Managing, and Analyzing Online Social
Networks

Divy Agrawal

University of California at Santa Barbara

agrawal@cs.ucsb.edu

Online social networks provide unprecedented amounts of information about so-
cial interactions and therefore enable the study of various problems in the context
of social networks on a scale and at a level of detail that has never been possible
before. In this talk, we will consider ways of systematically exploring this vast
space of online social network problems. Namely, we will consider three dimen-
sions; understanding, managing and reporting on social networks and focus on
example studies relating to these dimensions. To this end, we will consider three
applications: modeling adoption behavior, limiting the spread of misinformation,
and trend analysis in social networks. In modeling adoption behavior, we will
challenge the common use of pure local models and revive research done in the
context of diffusion of innovations and demonstrate the value of this technique in
two different social networks. Next, we study the notion of competing campaigns
in a social network and develop protocols whose goal is to limit the spread of
misinformation by identifying a subset of individuals that need to be convinced
to adopt the competing (or ”good”) campaign so as to minimize the number of
people that adopt the ”bad” campaign. And finally, relating to reporting on on-
line social networks, we explore novel trend detection mechanisms. We propose
two novel structural trend definitions that use friendship information to identify
topics that are discussed among clustered and unconnected users respectively.
Our analyses and experiments show that structural trends provide new insights
into the way people share information online.
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Abstract. Entity Correspondence seeks to find instances that refer to
the same real world entity. Usually, a fixed set of properties exists, for
each of which the similarity score is computed to support entity cor-
respondence. However, in a knowledge base that has properties incre-
mentally recognized, we can no longer rely only on the belief that two
instances sharing value for the same property are likely to correspond
with each other: a pair of different properties that are of hierarchies or
specific relations can also be evidential to corresponding instances. This
paper proposes the use of second-order Markov Logic to perform entity
correspondence. With second-order Markov Logic, we regard properties
as variables, explicitly define and exploit relations between properties
and enable interaction between entity correspondence and property re-
lation discovery. We also prove that second-order Markov Logic can be
rephrased to first-order in practice. Experiments on a real world knowl-
edge base show promising entity correspondence results, particularly in
recall.

Keywords: Entity Correspondence, Second-Order Markov Logic, Prop-
erty Relation Discovery, Knowledge Base.

1 Introduction

Entity correspondence is a task that seeks to find instances that refer to the same
real world entity. This task has different names in different fields, e.g. record
linkage, entity resolution, instance matching and object reconciliation. In this
paper, we focus on entity correspondence in automatically constructed knowl-
edge bases. Different from traditional knowledge bases that rely on experts, these
knowledge bases typically consist of probabilistic beliefs that are based on the
redundancy of the web information. Several extraction systems, including Know-
ItAll [1], Never-Ending Language Learner (NELL) [2] and REISA [3], have been
developed for this purpose. Many of these systems are based on a bootstrapping
approach that ensures automated extraction of instances and properties (includ-
ing instance categories and relations between instances). NELL, in particular,
has accumulated a knowledge base of 1,829,036 asserted instances and 859 differ-
ent properties after beginning with an initial set of around 800 instances and 188

X. Lin et al. (Eds.): WISE 2013, Part I, LNCS 8180, pp. 1–14, 2013.
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properties1. This knowledge base has a locally-formatted ontology as its core for
supporting information extraction, and in return, automatically extracted infor-
mation can be used to enrich the knowledge base. Although it is inspiring that
a machine can read the web and acquire knowledge like a human, the result-
ing knowledge base cannot be linked to other datasets that are available on the
web, limiting the use of such a valuable knowledge base. The Semantic Web2 is
proposed to allow data to be shared and reused across application, enterprise,
and community boundaries. We aim to link a knowledge base like NELL into
the Semantic Web, and focus on entity correspondence as the first step to do so.

Several features of automatically constructed knowledge bases make the en-
tity correspondence different from previous efforts. 1) The properties are incre-
mentally recognized and thus infinite, in which case, we cannot write a fixed
set of rules to correspond instances. 2) The machine may recognize proper-
ties that are of hierarchies or specific relations, which leads to hidden corre-
sponding instance pairs. For example, in Fig. 1, if we don’t know the relation
between HasWife and HasSpouse, we will lose a potential corresponding pair
SameAs(Ann1, Ann2 ). 3) Due to feature 1), we cannot provide fixed property
relations for entity correspondence, which requires discovering such relations
at the same time with entity correspondence. Although we have the property
relation SubPropertyOf (HasWife, HasSpouse) in Fig. 1, we may still lose the
potential corresponding pair SameAs(Bob1, Bob2 ) if we cannot discover the re-
lation between AgentCreate and BookWriter, which are newly recognized. Notice
that discovering such relations and corresponding instances are in fact interac-
tive processes, and simultaneously performing these two can help us to find more
corresponding instance pairs. The Semantic Web provides the standard for rela-
tions between properties as property hierarchies SubPropertyOf 4, which states
that all resources related by one property are also related by another, and one
of the property characteristics InverseOf 4, which states that one property can
be obtained by taking another property and changing its direction. Discovering
these two kinds of relations between properties not only better supports the
task of entity correspondence, but also enables us to organize the automatically
recognized properties in accordance with the standard of the Semantic Web.

In this paper, we propose the use of second-order Markov Logic [4] to do en-
tity correspondence with the help of property relation discovery. We solve the
issue of incremental properties by regarding properties as variables that can be
instantiated with any recognized property, which is naturally enabled by second-
order Markov Logic; we solve the issue of hidden property relations by explic-
itly defining relations between properties using second-order logic constructors
and provide discovered corresponding instances pairs as evidence for discovering
property relations. And then we show how the interactive process in Fig. 1 is
enabled and how entity correspondence is improved in Markov Logic. In addi-
tion, we prove that second-order Markov Logic can be rephrased to first-order
in practice, which bridges these two models theoretically.

1 http://rtw.ml.cmu.edu/rtw/
2 http://www.w3.org/2001/sw/

http://rtw.ml.cmu.edu/rtw/
http://www.w3.org/2001/sw/
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SubPropertyOf(HasWife,
HasSpouse)

SameAs(Ann1, 
Ann2)

HasWife(John, Ann1)

HasSpouse(John, Ann2)

AgentCreate(Ann1, Book1)

BookWriter(Book1, Ann2)

AgentCreate(Bob1, Book2)

BookWriter(Book2, Bob2)

SameAs(Bob1, 
Bob2)

InverseOf(AgentCreate, 
BookWriter)

Provided Fact
Discovered Fact

Entity Correspondence
Property Relation Discovery

Newly Recognized Property
Existing Property

Fig. 1. Interaction between entity correspondence and property relation discovery

2 Preliminary

2.1 First-Order Markov Logic

First-order logic formulae are constructed using four types of symbols: constants,
variables, functions and predicates. Constants represent objects in the domain
of interests. Variable ranges over objects. Function maps tuples of objects to
objects. Predicates represent relations among objects. A term can be any con-
stant, variable or any function applied to a tuple of terms. An atom (or atomic
formula) is a predicate symbol applied to a tuple of terms and formulae are
recursively constructed from atoms using logical connectives and quantifiers,
e.g. ¬ (negation), ∧ (conjunction), ∨ (disjunction), → (implication), ↔ (equiva-
lence), ∀ (universal quantification) and ∃ (existential quantification). Grounding
of formulae means replacing variables with constant symbols [5].

Markov network defines the joint distribution of a set of random variables
X = {X1, X2, ..., Xn} ∈ X . It is composed of an undirected graph G and a
set of potential functions φk. The graph has a node for each random variable,
and a potential function for each clique3. Usually, the potential functions are
conveniently represented in log-linear form, where the potential function is re-
placed by an exponentiated weighted sum of features of a state. The probabil-
ity of a state x is then given by P (X = x) = 1

Z exp(
∑N

j=1 ωjfj(x)). Here, fj
is the feature function for jth clique, Z is a normalizing constant defined as
Z =

∑
x∈X exp(

∑N
j=1 ωjfj(x)) and N is the number of cliques [5].

Definition 1. A Markov Logic Network (MLN) [5] L is a set of pairs (Fi, ωi),
where Fi is a formula in first-order logic and ωi is a real number. Together with
a finite set of constants C = {c1, c2, ..., c|C|}, it defines a Markov network ML,C

as follows:

1. ML,C contains one binary node for each possible grounding of each predicate
appearing in L. The value of the node is 1 if the ground predicate is true and 0
otherwise.

3 If every two nodes in the node set X are connected by an edge, we call X a clique
[6].
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2. ML,C contains one feature for each possible grounding of each formula Fi in
L. The value of this feature is 1 if the ground formula is true and 0 otherwise.
The weight of the feature is the ωi associated with Fi in L.

The MLNs work as templates for constructing Markov networks. Each of these
networks is called a ground Markov network, where each clique corresponds to a
ground formula. The probability distribution over state x is as follows.

P (X = x) =
1

Z
exp(

∑
i

ωini(x)) (1)

Here, ni is the number of true groundings of Fi in state x .

2.2 Second-Order Markov Logic

Extending first-order Markov Logic to second-order involves grounding atoms
with all possible predicate symbols as well as all constant symbols. It was first
introduced by Kok and Domingos in order to perform statistical predicate in-
vention [4]. Subsequently, Davis and Domingos reused this model to enable deep
transfer among different domains [7]. Second-order Markov Logic is a probabilis-
tic extension to second-order logic, which allows quantifications of predicates by
quantifiers. For example, ∀p∀x(p(x) ∨¬p(x)) states that for each unary relation
(or predicate) p of individuals and each individual x, either x is in p or it is not.
This reflects a common pattern that can be shared by all unary predicates.

3 Bridge First-Order and Second-Order Markov Logic

In order to facilitate the prove of our theorem, we introduce a more general
representation of higher order logic, which is called Relational Type Theory [8].

Definition 2 ([8]). Types(or relational types) are defined as syntactic expres-
sions inductively generated by: ι is a type; and if τ1...τk are types (k ≥ 0), then
τ = (τ1...τk) is a type.

In this paper, we intend ι to denote the type of individuals, and (ι1...ιk) the
type of k-ary relations between k objects of types ι1...ιk respectively.

Definition 3 ([8]). Let V be a vocabulary for the second-order formulae. A
Henkin-V-prestructure H consists of

• a non-empty universe A;
• an interpretation in A of the V -constants; and
• for each type τ , a collection Dτ , where Dι = A, and D(τ1...τk) ⊆ P(Dτ1 ×

...×Dτk)

Example 1. For a second order formula that consists of unary atom p(x), 2-ary
atom of individuals r(x, y), and 2-ary atom of predicates InverseOf(p1, p2), the
vocabulary V is formalized as V = {x, y, p, r, p1, p2, InverseOf}. According to
Definition 2, x and y are of type ι; p is of type (ι); r, p1 and p2 are of type
(τ1τ2); and InverseOf is a V -constant of type (τ1τ2) where τ1 = (τ11τ12) and
τ2 = (τ21τ22). Thus, we can construct a Henkin-V-prestructure H where
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• A denotes the universe;
• the V -constant InverseOf is interpreted as InverseOf(A(τ11τ12), A(τ21τ22));

• and the collection A is for type ι, collection D(ι) for type (ι) and collection
D(τ1τ2) for type (τ1τ2).

Let V S be an extension of V with relation-constantsTι, T(ι), T(τ1τ2),BelongsTo
and Triple, of arities 1, 1, 1, 2 and 3 respectively. Tι(x) is intended to state x is an
individual, T(ι)(x) – x is a set, T(τ1τ2)(x) – x is a 2-ary predicate, BelongsTo(x, p)
– x is an element of p and Triple(x, r, y) – x and y have relation r.

Definition 4. A Henkin-V-prestructure H can determine a unique V S-
structure S = S(H) where

• AS = A ∪D(ι) ∪D(τ1τ2);
• the interpretation in S of the V -constant, i.e. InverseOf in Example 1, is the

same as their interpretation in H; and
• the V S-constant Tι is interpreted as A, T(ι) as D(ι), T(τ1τ2) as D(τ1τ2),

BelongsTo as A×D(ι), and Triple as A×A×D(τ1τ2)

For example 1, the second-order V -formula ϕ is rephrased to a first-order V S-
formula ϕS , which is obtained by: replacing each atom p(x) with BelongsTo(x, p)
and r(x, y) with Triple(x, r, y); relativizing quantifiers over individuals to Tι,
quantifiers over sets to T(ι), and quantifiers over 2-ary predicates to T(τ1τ2).

Lemma 1 ([8]). A formula ϕ is true in H iff ϕS is true in S(H).

According to Lemma 1, we can conclude the following theorem.

Theorem 1. A second-order MLN L can determine a first-order MLN LS that
have the same probability distribution by replacing unary atom p(x) with Belongs
To(x, p) and 2-ary atom r(x, y) with Triple(x, r, y).

Proof. Let F = {Fi|i = 0, ..., N} be the set of formulae in L and FS = {FS
i |i =

0, ...,M} the set of formulae in LS . Each FS
i is obtained by replacing unary atom

p(x) with BelongsTo(x, p) and 2-ary atom r(x, y) with Triple(x, r, y) in Fi. So,
we have N = M . Let V and V S be the vocabulary for F and FS respectively.
We can construct a Henkin-V-prestructure H for F which uniquely determines
a V S-structure S(H). According to Lemma 1, Fi in H and FS

i in S(H) have the
same truth value.

Let ni be the number of true groundings of the ith formula Fi in L, and nS
i

the number of true groundings of FS
i in LS , we have ni = nS

i , which leads to

P (X = x ) = 1
Z exp(

∑N
i=1 ωini(x )) =

1
Z exp(

∑M
i=1 ωin

S
i (x )).

4 Entity Correspondence

4.1 Basic Model

Human beings have knowledge about how to correspond instances using the
properties they have. For example, it’s intuitive to us that persons that are mar-
ried to the same person are likely to refer to the same real world entity. Such
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knowledge can be regarded as a rule that is not certainly but probably correct,
which can be perfectly modeled by a weighted formula in MLN. Accordingly,
properties are mapped to predicates and property relations are mapped to pred-
icates that take predicates as arguments. We introduce the predicate SameAs to
correspond two instances. Then, for the above example, we can write a weighted
formula like the following,

(∀x1, x2, x3 (MarriedTo(x1, x3) ∧ MarriedTo(x2, x3)

→ SameAs(x1, x2)), ω)
(2)

where ω illustrates how strong the formula is: higher weight means greater dif-
ference between a state that satisfies the formula and the one that does not.

In an automatically constructed knowledge base, properties are recognized
now and then, which results in incremental number of properties. Thanks to
second-order Markov Logic, we can regard predicates as variables as well, which
leads to more general formulae that can be instantiated with any predicate sym-
bol. Formula (3) and (4) are our second-order formulae for entity correspon-
dence, where we replace the first and second predicate-constant MarriedTo in
Formula (2) with predicate variable p1 and p2, considering that a pair of different
properties can be evidential to entity correspondence. And in order to provide
relations between properties as evidence, we introduce predicates CloseTo and
InverseOf for SubPropertyOf and InverseOf that are mentioned in Sect. 1. For
the predicate CloseTo, we remove the constraint of SubPropertyOf that the di-
rection cannot be reversed. For example, SubPropertyOf (HasSpouse, HasWife)
has truth value false while CloseTo(HasSpouse, HasWife) has true. We enable
this compromise because both directions of SubPropertyOf have the same effect
on entity correspondence.

(∀p1, p2 ∀x1, x2, x3 Similar(x1, x2) ∧ p1(x1, x3) ∧ p2(x2, x3)

∧ CloseTo(p1, p2) → SameAs(x1, x2)), ω1)
(3)

(∀p1, p2 ∀x1, x2, x3 Similar(x1, x2) ∧ p1(x1, x3) ∧ p2(x3, x2)

∧ InverseOf(p1, p2) → SameAs(x1, x2)), ω2)
(4)

These two formulae are relatively aggressive if placed in a rule-based model as
we cannot correspond instances using only one pair of properties. Some proper-
ties, e.g. WorkFor, maybe too weak to correspond two instances, where we need
more evidence. However, from the point of view of Markov Logic, they make
sense. At first, Formula (3) and (4) are just templates for generating Markov
networks, where each formula may be instantiated to multiple ground formulae.
More shared properties means more true ground formulae, and thus higher prob-
ability of a state. Secondly, the weighted formula itself indicates that the rule is
partially correct, where each true ground formula just improves the probability of
a state, but not make a certain decision. In addition, the whole Markov network
generated is a connected one, where the probability of each node is influenced
by many other factors, which makes the property WorkFor not so aggressive in
corresponding entities.
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Then, how can we discover property relations? Reviewing the example given in
Fig. 1, we can in fact easily conclude the pattern for property relation discovery
as following two weighted formulae:

(∀p1, p2 ∀x1, x2, x3 (SameAs(x1, x2) ∧ p1(x1, x3) ∧ p2(x2, x3)

→ CloseTo(p1, p2)), ω3)
(5)

(∀p1, p2 ∀x1, x2, x3 (SameAs(x1, x2) ∧ p1(x1, x3) ∧ p2(x3, x2)

→ InverseOf(p1, p2)), ω4)
(6)

In order to keep accordance with the symmetry and transitivity characteristics
of the predicate SameAs, we also define symmetric and transitive hard constraints
for SameAs. Additionally, CloseTo and InverseOf also have the symmetry char-
acteristic that can refine the results of property relation discovery.

Existing tools for Markov Logic include Alchemy4 and Tuffy5, which are
well implemented and maintained. However, none of them support second-order
Markov Logic. In order to reuse these tools, we reformulate Formula (3) to (6)
to first-order according to Theorem 1, replacing all 2-ary atoms p(x, y) with
Triple(x, p, y). In the rest of this paper, we intend Formula (3)’ to(6)’ to denote
the first-order form of Formula (3) to (6).

4.2 Decreasing the Number of Candidate Corresponding Pairs

The basic idea of canopy [9] is to find some measure to separate candidates that
are obviously unmatched so as to decrease the number of candidate correspond-
ing pairs. We use two measures, name similarities and instance categories, to
decrease the number of candidate corresponding pairs.

1. We only compare instances with similar name labels. The similarity score

is computed by the Overlap Coefficient[11], Overlap(X,Y ) = |X∩Y |
min(|X|,|Y |) ,

where X and Y are two string sets. We introduce the predicate Similar for
this measure and provide it as an atom of the conjunctive antecedents of
Formulae (3)’ and (4)’. Thus, only similar names can activate them.

2. We only compare instances that are in the same category. Considering the
case of entity correspondence within one category, we divide the collection of
instances into two subsets, one for the target category, and one for the rest.
As a result, the predicate Triple should be replaced by Triple1 and Triple2,
which indicates that the target instance is the first and second argument
respectively. Corresponding changes should be taken to other predicates.

4.3 Weight Learning

Up to this point, we have introduced the model for entity correspondence and
property relation discovery. In practice, weights can be specified manually or

4 http://alchemy.cs.washington.edu/
5 http://hazy.cs.wisc.edu/hazy/tuffy/

http://alchemy.cs.washington.edu/
http://hazy.cs.wisc.edu/hazy/tuffy/
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learnt from training data. We use discriminative learning where conditional prob-
ability of query atoms are computed given the evidence nodes. According to
Equation (1), the partial derivation of the conditional log-likelihood of Markov
networks is given by ∂

∂ωi
logPω(y |x ) = ni(x , y) − Eω [ni(x , y)], where x is the

vector of the evidence atoms’ truth values, y is the truth values of the query
atoms and ni(x , y) is the number of true groundings of ith formula [12]. Thus,
we can use the standard gradient-based optimization methods to learn weights.

4.4 Inference

Inference allows for query about ground atoms of one or more predicates. We
aim to capture dependencies between entity correspondence and property rela-
tion discovery, so we query SameAs, CloseTo and InverseOf at the same time.
The most widely used algorithms for inference in Markov Logic include (Loopy)
Belief Propagation, Simulated Tempering, MC-SAT and Gibbs Sampling. As we
have circles in our model, loopy belief propagation may not converge at last.
Simulated tempering is much slower than the others as it includes a process
of slow cooling to extend the solution space. According to our experiments on
small datasets, Gibbs Sampling is relatively faster than MC-SAT, while, at the
same time, gives equally satisfying results. So we choose Gibbs Sampling for the
conditional probabilistic query. This kind of inference tells us how likely two in-
stances correspond with each other given the evidences and we can set different
thresholds to filter the results.

4.5 An Example of Bi-directional Joint Inference

In this section, we demonstrate how entity correspondence is improved in Markov
Logic, taking property relation discovery into consideration. Reviewing Fig. 1, if
we query the facts at white nodes and provide the black ones as evidence, Fig.
2 illustrates the Markov network that is generated after grounding. Notice that
Similar atoms are provided additionally and instance relations are rephrase to
Triple atoms. Here, Fig. 2 (a) is a clique that corresponds to Formula (3)’, Fig.
2 (b) is a clique that corresponds to Formula (6)’ and Fig. 2 (c) is a clique that
corresponds to Formula (4)’. Given the evidence nodes in Fig. 2 (a), the query
node SameAs(Ann1, Ann2 ) has high probability to be assigned true, which
results in high probability of node InverseOf (AgentCreate, BookWriter) in Fig.
2 (b) and further affects the probability of node SameAs(Bob1, Bob2 ) in Fig.
2 (c). Fig. 2 (d) demonstrates the directions of message propagation between
entity correspondence and property relation discovery. Fig. 2 (a) and Fig. 2 (b)
propagate massage from entity correspondence to property relation discovery,
which we call single-directional message propagation, and Fig. 2 (b) and Fig. 2
(c) propagate message from property relation discovery to entity correspondence
in return, which completes the bi-directional message propagation loop. Notice
that the above process is completed within one query, and the assignment to each
query node will be optimized in a global view. As a result, entity correspondence
and property relation discovery are collectively improved.
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CloseTo(HasWife, 
HasSpouse)

Triple(John, 
HasWife, Ann1)

Triple(John, 
HasSpouse, Ann2)

Similar(Ann1, Ann2) SameAs(Ann1, 
Ann2)

SameAs(Ann1, 
Ann2)

Triple(Ann1, 
AgentCreate, Book1)

Triple(Book1, 
BookWriter, Ann2)

Evidence Node
Query Node

(a) (b)

(c)

InverseOf(AgentCrea
te, BookWriter)

(d)

(a) (b)

(c)

Entity
Correspondence

Property Relation 
Discovery

Triple(Bob1 
AgentCreate, Book2)

Triple(Book2, 
BookWriter, Bob2)

Similar(Bob1, Bob2) SameAs(Bob1, Bob2)

InverseOf(AgentCrea
te, BookWriter)

Fig. 2. Message propagation between entity correspondence and property relation
discovery

5 Experiments and Analysis

5.1 Dataset

The dataset we use for experiments is the iteration 690 of the NELL knowledge
base6. This downloadable part of NELL knowledge base contains 1,850,160 be-
liefs in total, among which 1,795,281 have high confidence greater than 0.9. For
experiments, we focus on entity correspondence within person category. So we get
285,793 person instances and extracts those have at least one relation with other
instances. The resulting candidate instances we can use is only 10,550 of them.
We manually annotate the corresponding pairs among the 10,550 instances, and
randomly choose 300 of them that have at least one SameAs relation with others.
The final SameAs matrix is of size 300× 300, and the number of true entries in
the SameAs matrix is 566. Notice that grounding involves replacing all variables
with all possible constants, so the generated Markov networks for the above 300
instances contain tens of thousands of nodes in practice, which limits the scale
of the datasets. Nevertheless, we build a benchmark that can be used to evaluate
entity correspondence with automatically recognized properties.

5.2 Experiment Settings

We conduct four groups of experiments to demonstrate four different aspects of
our model. At first, We incrementally extend the original model to enable it to
perform entity correspondence and property relation discovery collectively. The
five models given in Table 1 are all based on Markov Logic and follow a similar

6 http://rtw.ml.cmu.edu/resources/results/08m/NELL.08m.690.esv.csv.gz

http://rtw.ml.cmu.edu/resources/results/08m/NELL.08m.690.esv.csv.gz
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Table 1. Five Markov Logic models for entity correspondence

Name Discription

MLN+Orig Extract properties in the training set, for each of which formula
like Formula (2) is manually written.

MLN+PP Write formulae for each pair of properties in the train-
ing set, e.g. (∀x1, x2, x3(Similar(x1, x2) ∧ HasSpouse(x1, x3) ∧
HasWife(x2, x3) → SameAs(x1, x2), ω)

MLN+PR Include predicate InverseOf and CloseTo; add Formulae (5)’
and (6)’; enables single-direction message propagation.

MLN+PR+PV Regard properties as variables; enables bi-direction message
propagation. (This is the model described in Sect. 4.)

MLN+PRH+PV Define Formulae (5)’ and (6)’ as hard.

nomenclature to that used in [10]. For this group, we aim to show the differ-
ence after taking property relation discovery into consideration. Secondly, we
compare our approach with first-order Markov Logic [10] and the Fellegi-Sunter
pairwise approach [13]. The first-order Markov Logic approach is exactly the
MLN+Orig mentioned above. The Fellegi-Sunter approach is the very original
pairwise model, which regards entity correspondence as a classification prob-
lem where a vector of similarity scores is given as feature. For this group, we
aim to show the difference between pairwise approach and collective approach.
Thirdly, as we already have property relation in training set before inference,
we compare situations where we provide these property relations as evidence
for test and not do so. Fourthly, we compare among MLN+PR, MLN+PR+PV
and MLN+PRH+PV at discovering property relations. The correctness of these
discovered property relations are checked manually.

We perform 5-fold cross validation to the whole dataset. For each iteration,
we use four folds for learning and one for test. And we perform precision, recall
and F1 evaluations against the benchmark we build for entity correspondence.

5.3 Experimental Results

In Figure 3, we have two thresholds. The similarity threshold is used to decide
the truth value of Similar atoms, which are assigned true if the similarity scores
are greater than the threshold. The probability threshold is used to decide how
probable two instances correspond with each other should they be considered
a positive example of corresponding instances. There is no obvious difference
between the results of similarity threshold 0.5 and 0. However, the precision in
Fig. 3 (a) does have a little improvement compared to that in Fig. 3 (d), which
is to our intuition that higher similarity threshold can keep out more noise, and
thus gives higher precision. The results within each subgraph show that with the
increase of probability threshold, precisions increase and recalls decrease.
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Fig. 3. Comparison between different Markov Logic models for entity correspondence
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Table 2. Results for property relation discovery

Sim. Threshold ≥ 0.5 Sim. Threshold > 0

Avg. Prec. # Correct Avg. Prec. # Correct

MLN+PR 90.39 53 88.06 54
MLN+PR+PV 90.60 62 90.43 60
MLN+PRH+PV 90.77 60 87.92 60
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Figure 3 demonstrates that our models (MLN+PRH+PV andMLN+PR+PV)
have better precisions (96.29%) than the others (94.90%) when the probability
threshold is greater than 0.5. More obvious improvement is in recall, which is
to our expectation that after taking property relation discovery into considera-
tion, we can find more corresponding instances. MLN+Orig has the worst recalls
as it loses a lot of potential corresponding pairs that are evidenced by related
properties. MLN+PP and MLN+PR have almost the same results, except that
MLN+PR can be used to discover new property relations. However, the newly
discovered property relations will not affect entity correspondence in return as
the entity correspondence formulae are fixed by pre-specified properties. In our
models, bi-directional message propagation is enabled by defining properties as
variables, increasing recall from 82.38% to 92.22% (probability threshold=0.5).

Figure 4 demonstrates the results for Fellegi-Sunter, MLN+Orig and MLN+
PR+PV. Their precisions are 82.67%, 92.20% and 92.51%, and their recalls
are 39.91%, 57.97% and 92.22% respectively. These obvious improvements come
from the limitation of pairwise approaches and the first-order Markov Logic.
In datasets with complex relations, pairwise approaches may lose many valu-
able dependencies among multiple entity correspondence decisions, for example,
SameAs(A,B) and SameAs(B,C ) can lead to SameAs(A,C ). First-order MLN
captures such dependencies, but does not capture dependencies between entity
correspondence and property relation discovery, as it is not capable of defining
relations between properties. Our model enables both of the above dependencies,
so we have the best results for entity correspondence. However, as the Markov
network inference is #P-complete [5], we would expect much longer processing
time than using pairwise model. For our problem, the time for MLN inference
varies from 48 to 80 minutes, while the pairwise approach only take 4 seconds
for testing. Speeding up MLN inference is an interesting problem, which should
be a good point of view for our future works.

Figure 5 shows that F1 have a general increase if we provide partial property
relations as evidence in MLN+PRH+PV. This is because evidence nodes have
higher probability than query nodes and thus can better support entity cor-
respondence. However, as the properties are incrementally recognized, we can
never provide relations between newly recognized properties. This is why we
need to discovery these relations.

Table 2 demonstrates the results for property relation discovery. The results
show that MLN+PR+PV and MLN+PRH+PV can discover more related prop-
erties, which, we believe, is the result of their higher recalls for entity correspon-
dence. It implies that dependencies between entity correspondence and property
relations discovery can improve the results of both tasks.

6 Related Works

Entity Correspondence has been received a wide range of research in different
fields. It is regarded as a classification problem [13] where a pair of candidates
is classified as ’Match’ or ’Not Match’ given a vector of similarity scores. How-
ever, recent works focus on capturing dependencies among multiple decisions.
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For example, Singla and Domingos[10], Parag and Domingos [14] try to model
dependencies among paper correspondence and author correspondence for cita-
tion matching, as one instance may appear in multiple candidate matching pairs.
Brocheler [15] propose Probabilistic Similarity Logic for reasoning about entity
resolution. Bhattacharya and Getoor [16] propose collective entity resolution to
jointly determine corresponding entities for co-occuring references. More recent
works include joint entity resolution [17], whereby the result of resolving one
dataset may benefit the resolution of another dataset.

Another kind of dependency comes from entity correspondence and other
tasks. Poon and Domingos [18], Singh [19] allow dependencies between entity
correspondence and segmentation, which improves the result for both tasks. Haas
[20] perform data integration by leveraging information about both schema and
data to improve the integrated results. Niepert [21] tries to map two ontologies by
using schema information to exclude logically inconsistent corresponding pairs.
Whang [22] does not explicitly capture dependencies among multiple tasks, but
it tries to adapt entity correspondence rules to the changing data, where rule
refinement and entity correspondence are collectively performed. Our work tries
to capture the dependency between entity correspondence and property relation
discovery, which is enabled by bi-directional joint inference in Markov Logic.

We use the same graphical model with [10], but we extend the first-order
Markov Logic to second-order to enable discovering property realtions. We focus
on automatically constructed knowledge bases that are full of probabilistic facts,
while in [20][17][22], they have reliable data sources saved in databases. We have
to discover relations between properties within the same knowledge base, while
in [21], there are well-defined ontologies on both sides. In addition, as we regard
property as variable, our model can be applied to any set of properties.

7 Conclusions

In this paper, we propose to perform entity correspondence with second-order
Markov Logic, which enables us to support entity correspondence by property
relation discovery. As evidenced by the experimental results, these two tasks can
strengthen each other when joint inference of Markov Logic is performed. We
compare among five different models, extending incrementally from the original
model to our models, demonstrating consequent improvements in both precision
and recall for entity correspondence. We also compare among three different ap-
proaches to illustrate the importance of capturing dependencies among multiple
decisions and tasks. In addition, results for property relation discovery show an
improvement when entity correspondence is improved.

Acknowledgement. We gratefully acknowledge funding from the National
Science Foundation of China under grants 61170165.
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Abstract. In recent years the research on measuring relationship
strength among the people in a social network has gained attention due
to its potential applications of social network analysis. The challenge is
how we can learn social relationship strength based on various resources
such as user profiles and social interactions. In this paper we propose a
KPMCF model to learn social relationship strength based on users’ la-
tent features inferred from both profile and interaction information. The
proposed model takes an uniformed approach of integrating Matrix Co-
Factorization with Multiple Kernels. We conduct experiments on real-
world data sets for typical web mining applications, showing that the
proposed model produces better relationship strength measurement in
comparison with other social factors.

Keywords: Social networks,Relationship strength,Matrix co-factorization,
Kernel learning.

1 Introduction

Social relationship strength plays an important role in our life. For instance,
people usually tend to use “reliable channel” to transmit sensitive information,
whereas the study in social theory indicated that extremely valuable information
was often strewed through other people with “weak ties” [6]. Social relationship
strength has been applied in a wide range of applications such as friendship
identification, group recommendation, community discovering, etc.

Social networks here refer to the networks of people connected through the
internet, helping people make friends and share information. An interesting ques-
tion arises: how can we evaluate the strength of relationships among the people
in a social network? If we know how the relationship strength is measured, we
can then incorporate it in recommendation, apply it in community discovery.
The handle to the relationship strength is twofolds: (1) user profiles; (2) peo-
ple interactions. Web is an open platform, people’s partial profile information
becomes visible to some extent, such as location, education, skills and groups.
In the meantime, it has become easier than ever for web users to interact with
others in virtual space, for example posting comments, setting up tags, following
twitters, sharing reviews or photos, and so on.

X. Lin et al. (Eds.): WISE 2013, Part I, LNCS 8180, pp. 15–28, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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It has become quite normal for a user to have a large number of virtual
“friends”, and so do her/his “friends”. The so-called “friends” in virtual space
range from actual close friends to casual acquaintances on the web. For in-
stance, [22] reported that some users with Flickr web site had more than 25,000
“friends”. As the result, the relationship strengths in social networks have be-
come more complex than those in a face-to-face setting, where the relationship
strengths are mostly measured by explicit connections with descriptive forms.

Much work has been done on measuring social relationship strength
[13,5,9,23,26,24]. In particular, [13] discussed the quantitative measurement of
relationship strength using multiple indicator techniques. [5,9] measured rela-
tionship strength using statistics and graph theories. [23,26,24] predicted social
relationship strength for online social networks by means of probabilistic matrix
factorization, kernel learning and joint probabilities techniques. In these work,
either one type of a profile or interaction data was used, or a single method was
employed to handle all different forms of data sources. Therefore, restricted users’
overall relationship strengths learnt from comprehensive social information.

Several recent studies indicated that users’ social interactions affect their be-
haviors on the web, and such information could improve the accuracy of social
network analysis, such as recommendation task [12]. Motivated by these studies,
we believe we need an integrated approach to deal with profile and interaction in-
formation which are presented in diverse forms. In this paper, we present a new
kernelized probabilistic matrix co-factorization model to learn social relation-
ship strength among users. This model simultaneously captures users’ profiles
and social interactions by coding the interaction information through multiple
kernel matrices. Thus, we call it Kernelized Probabilistic Matrix Co-Factorization
(KPMCF). The main contributions of this paper are summarized as follows:

– We propose a new probabilistic matrix co-factorization model with kernels,
and develop a gradient decent algorithm to estimate the maximum likelihood
of the factorization. The model incorporates multiple interaction information
directly into the factorization process. Therefore, the resulting latent matri-
ces depend on all the input resources.

– We formulate users’ social relationship strength in the users’ latent feature
space that is shared among various data sources, in our case, the user’s profile
matrices.

– We conduct experiments for Friend Identification on real-word datasets ex-
tracted from Flickr web site. The preliminary results demonstrate that the
leaned relationship strength is superior to other social factors.

The rest of the paper is organized as follows. In section 2 we describe various
explicit and implicit information extracted from Flickr web site. Then, we dis-
cuss the key techniques of matrix factorization and kernel methods in section 3.
Section 4 elaborates our KPMCF model and the inference algorithm. Experi-
mental results on Flickr datasets are reported in section 5. The related work is
reviewed in section 6, and a brief remark is concluded in last section.
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2 User’s Profile Characteristics and Interaction Behavior

In this paper we make use of the data from Flickr web site (http://www.flickr.
com/), provided by [14] through Stanford Large Network Dataset Collection
(http:// snap.stanford.edu/data/web-flickr.html). Flickr helps users post and
share photos with others, it also encourages users make contact list, join in-
teresting groups, and add comments on photos. The Flickr users have formed
extensive social networks that involve a great amount information with regard
to users’ profile characteristics and interaction behavior.

Throughout the paper we denote matrices by capital-italic font (and may with
superscript), for instance M or M t. An entry of M at row i and column j is
denoted as mij or (M)ij . Moreover, mi: stands for the i-th row, whereas m:j for
the j-th column of the matrix.

From the original Flickr dataset, we are able to further extract a number
of explicit and implicit information. In particular, three matrices are derived
as profile-relevant data: user-country (P c), user-label (P b) and user-tag (P t),
and other four as interaction-relevant ones: user-friend (Xf), mutual-tag (Xt),
mutual-comment (Xc) and mutual-group (Xg). The details of these matrices are
specified as follows.

user-country (P c) - A user-country matrix P c associates users with coun-
tries, which are converted from the locations in the original dataset. The rows of
P c stands for users, and the columns for countries from which users post photos.
As one user may post a number of photos from a same country, we set each entry
pcij by the number of the photos posted by a user i from a country j.

user-label (P b) - Labeling in Flickr is essentially a facility of classification
provided by image sources, therefore the labels in some degree indicate users’
preferences for photos. Of the user-label matrix P b, the rows stand for users,
and the columns for labels. Each entry pbij is set to the count of a same label j
received by a user i.

user-tag (P t) - In Flickr, each author is able to assign tags to her/his photos,
thus the tags can be read as a sign of users’ intention. We calculate a tag-vector
for each user in a tag space developed by Bag-of-Words model [2]. In another
word, each row in P t specifies a user’s preferences for tags.

user-friend (Xf) - The user-friend matrix Xf is an interaction matrix, of
which both the rows and columns are users. Friends often share many photos, so
an entry xf

ik is set by the numbers of the photos posted by both users i and k.
Instinctively, the more shared photos, the stronger relationship of the two users.

mutual-tag (Xt) - While the user-friend matrix specifies explicit connec-
tions, mutual-tag matrix Xt represents implicit interactions among users by
observing how many same tags posted by user-pairs. Each entry of Xt is set by
the accumulated count of the same tags posted by the corresponding pair.

mutual-comment (Xc) - Similar to mutual-tag matrix Xt, the mutual-
comment matrix Xc also represents the implicit interactions among users. Each
entry of Xc is the accumulated count of the comments posted by two corre-
sponding users on same photos.
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mutual-group (Xg) - Intuitively, if two users join same groups, then the
two users probably have strong social ties. The mutual-group matrix Xg is con-
structed by specifying the numbers of the same groups in which two users post
their photos.

Thus, given the various profile and interaction matrices, how can the users’
overall social relationship strength be uncovered without loosing the information
buried in them?

In the subsequent sections, we denote the user-label matrix P b as P to repre-
sent the profile matrices, and refer PR = {P c, P b, P t} to all the profile matrices,
np to the size of PR. Similarly, we denote the user-friend matrix Xf as X to
stand for the interaction matrices, and XR = {Xf , Xt, Xg, Xc} for all the
interaction matrices, nx for the size of XR.

3 Background

In this section we briefly review the major techniques used in our model: prob-
abilistic matrix factorization and kernelized probabilistic matrix factorization.

3.1 Probabilistic Matrix Factorization

Matrix factorization is to factorize a matrix (called target matrix ) into a product
of two or more matrices that are usually called latent matrices. In the case of
user-label matrix P ∈ Rnu×nb given by nu users with regard to nb labels, it might
be decomposed into two lower-dimension matrices U ∈ Rnu×nd and V ∈ Rnb×nd

such that P ≈ UV T , where nd is the dimension of the latent vectors. The study of
matrix factorization in social network analysis has shown that users’ preferences
or attitudes (towards labels, in this user-label example) can be revealed by the
users’ latent matrix U . This inspires our interest in modeling social relationship
strength by means of matrix factorization method.

In order to handle very large datasets and deal with users having very few
ratings, [17] proposed Probabilistic Matrix Factorization (PMF) model. A key
feature of PMF is that, it defines a conditional distribution over the target
matrix (P ), and sets zero-mean Gaussian priors on latent matrices (U and V ):

p(P |U, V, σ2) =

nu∏
i=1

nb∏
j=1

[N (pij |uiv
T
j , σ

2)]I(i,j) , (1)

p(U |σ2
U ) =

nu∏
i=1

N (ui|0, σ2
UI) , p(V |σ2

V ) =

nb∏
j=1

N (vj |0, σ2
V I) , (2)

where N (x|μ, σ2) is a probability density function of Gaussian distribution with
mean μ and variance σ2, and I(i, j) is an indicator function, which equals to 1
if a user i receives a label j, otherwise equals to 0.

Following Bayesian learning theory, the above probabilistic model can be
learnt by minimizing a sum-of-squared-error objective function E as follows,
with regard to latent matrices U and V .
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E =
1

2

nu∑
i=1

nb∑
j=1

I(i, j)(pij − uiv
T
j )

2 +

nu∑
i=1

λU‖ui‖2Fro +

nb∑
j=1

λV ‖vj‖2Fro . (3)

where λU = σ2

σ2
U
, λV = σ2

σ2
V
, and ‖.‖2Fro denotes Frobenius norm.

3.2 Kernelized Probabilistic Matrix Factorization

Kernel learning [18,8] offers a natural framework to study the relationships be-
tween structured objects. The kernels are used to map observations from a lim-
ited dimensional space into a much higher or possibly infinite dimensional space
without explicitly computing the mapping. In particular, Regularized Laplacian
kernel [21] is a graph kernel that effectively specify the similarities between the
nodes in graphs. Let X ∈ Rnu×nu stand for the user-friend interaction matrix,
then a Regularized Laplacian kernel matrix K = (k(i, k))ik can be used to stip-
ulate the correlation between any pair of two users i and k participating in X ,
where nu is the number of the users in X .

Utilizing the kernel methods, some recent research proposed kernelized prob-
abilistic matrix factorization to improve recommendation performance [1,25].
Especially, the KPMF model proposed in [25] sets kernels to the priors of latent
matrices. Furthermore, KPMF samples latent matrices in a column-wise manner
against the general row-wise approach. As the result, KPMF model shows great
promise in exploiting side information in recommendation process.

Provided that we have user-label matrixP (representing user profiles) and user-
friend matrix X (representing social interactions) under consideration, KPMF
model might be used to “guess” the missing values in P , in order to recommend
those labels which users may be interested in though yet have experienced. We
outline the process of KPMF as follows.

(1) Use the interaction matrix X to construct a kernel matrix KU , specifying
the correlation between users. Likewise, construct a kernel matrix KV for labels.
With the kernels KU and KV , use Gaussian Processes [16] to initialize the prior
distribution of U and V ,

Generate u:d ∼ GP(0,KU ), v:d ∼ GP(0,KV ), d = 1, ..., nd , (4)

where u:d and v:d stand for the columns of U and V respectively, nd is the
dimensionality of the latent vectors.

(2) Set the likelihood over the target matrix P given U and V , and also assign
the priors over U and V as follows.

p(P |U, V, σ2) =

nu∏
i=1

nb∏
j=1

[N (pij |ui:v
T
j:, σ

2)]I(i,j) , (5)

p(U |KU ) =

nd∏
d=1

GP(u:d|0,KU ), p(V |KV ) =

nd∏
d=1

GP(v:d|0,KV ) . (6)
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(3) Through Bayesian inference, the log-posterior over U and V can be for-
mulated as follows, in which A is the number of non-missing entries in P , |KU |
and |KV | the determinant of KU and KV , and C an independent constant.

log p(U, V |P, σ2,KU ,KV ) = − 1

2σ2

nu∑
i=1

nb∑
j=1

I(i, j)(pij − ui:v
T
j:)

2 (7)

− 1

2

nd∑
d=1

uT
:dK

−1
U u:d −

1

2

nd∑
d=1

vT:dK
−1
V v:d

−A log(σ2)− nd

2
(log(|KU |) + log(|KV |)) + C ,

(4) The latent matrices U and V can be learnt by minimizing the following
objective function E, using for instance gradient descent algorithm [25].

E =
1

2σ2

nu∑
i=1

nb∑
j=1

I(i, j)(pij − ui:v
T
j:)

2 (8)

+
1

2

nd∑
d=1

uT
:dK

−1
U u:d +

1

2

nd∑
d=1

vT:dK
−1
V v:d .

4 Learning Users’ Relationship Strength

In this section, we describe the KPMCF model by four parts: graphical model,
multiple kernels of social interactions, matrix co-factorization over user profiles,
and social relationship strength measurement.

4.1 Graphical Model

Figure (Fig. 1) shows the graphical model of KPMCF, following the plate no-
tation of graph models [3]. Generally speaking, a plate indicates that the inside
variables, indexed by subscripts, are repeated. The times of repetition is denoted
at the corner of a plate. When a variable is embedded in two or more plates,
that means it involves multiple layers of repetitions, according to the relevant
plates.

As shown in the graphical model, the proposed KPMCF model is essentially
a matrix co-factorization process, with kernels for the priors of latent vectors.
In the middle of the picture, pcij , p

b
ik and ptis stand for the observed values in

profile matrices {P c, P b, P t}, whereas cj , bk, ts and ui for the latent vectors of
countries, labels, tags and users respectively. At the corners of the plates, nc, nb,
nt and uu specify the dimensions of the corresponding latent vectors.

Out of the plates are input parameters. σpc , σpb and σpt represent the vari-
ances of Gaussian distributions to be set over the profile matrices. On the other
hand, KC , KB, KT and KU are the kernels for the priors of corresponding latent
vectors. Especially, KU is a combination of multiple kernels derived from inter-
action matrices: user− friend (Xf ), mutual− tag (Xt), mutual− group (Xg)
and mutual− comment (Xc).
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Fig. 1. Graphical model of KPMCF

4.2 Multiple Kernels of Social Interactions

To well match the natures of various interaction information, we construct indi-
vidual kernel KX for each interaction matrix X ∈ {Xf , Xt, Xg, Xc} as follows,
in which γ > 0 is a constant.

KX = (I+ γL̃W )−1 , where L̃W = D− 1
2 (D −X)D− 1

2 , and (9)

D is a degree matrix with dii =

nu∑
k=1

xik, i = 1, ..., nu ,

For the prior distribution of latent matrix U , we make a linear combinationKU

of all the kernelsKX . Intuitively, an entry (KU )ik specifies the overall correlation
between two users i and k with regard to all the given interaction information
in Xf , Xt, Xg and Xc.

KU = (k(i, k))ik, k(i, k) =
1

nx

∑
X∈{Xf ,Xt,Xg,Xc}

αX(KX)ik, where (10)

i, k ∈ {1, ..., nu}, nx = |{Xf , Xt, Xg, Xc}|, and
∑

αX = 1 .

Besides the latent matrix U of users, factorizing three profile matrices P c,
P b and P t will produce other three latent matrices C,B, and T . We denote
LF = {C,B, T } as the set of these matrices, and L a representative of them.
At this moment, we simply set a diagonal kernel KL = σ2

LI for L ∈ {C,B, T },
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where I is an identity matrix. We leave the question of how finding matching
kernels for profile matrices in our future work.

4.3 Matrix Co-Factoring over User Profiles

With the aforementioned kernels KU and KL, we now perform co-factorization
over multiple profile matrices P c, P b, and P t. For each profile matrix P ∈
{P c, P b, P t}, we set the likelihood over P given latent matrices U of users and
L of the corresponding profile characteristic, where L ∈ {C,B, T }. We assign
the kernels KU and KL to the priors of U and L respectively.

p(P |U,L, σ2
P ) =

nu∏
i=1

nl∏
j=1

[N (pij |ui:l
T
j:, σ

2
P )]

I(i,j) , (11)

p(U |KU ) =

nd∏
d=1

GP(u:d|0,KU ), p(L|KL) =

nd∏
d=1

GP(l:d|0,KL) . (12)

Apply Bayesian inference to the above distributions, maximizing the log-
posterior over U and L is equivalent to minimizing the following object function
Ẽ,

Ẽ =

P∈R
nu×nl∑

P∈PR

1

2σ2
P

nu∑
i=1

nl∑
j=1

I(i, j)(pij − ui:l
T
j:)

2 (13)

+
1

2

∑
np=|PR|

nd∑
d=1

uT
:dK

−1
U u:d +

1

2

∑
L∈R

nl×nd

nd∑
d=1

lT:dK
−1
L l:d .

A local minimum of the objective function Ẽ can be found by executing
gradient descent over each row of U and L ∈ {C,B, T } alternatively.

∂Ẽ

∂uid
=

P∈R
nu×nl∑

P∈PR

(
1

σ2
P

nl∑
j=1

I(i, j)(ui:l
T
j: − pij)ldj + ε(u)TK−1

U u:d) , (14)

∂Ẽ

∂ljd
=

P∈R
nu×nl∑

P∈PR

(
1

σ2
P

nu∑
i=1

I(i, j)(ui:l
T
j: − pij)udi + ε(l)TK−1

L l:d) , (15)

where ε(k) denotes a k-dimensional unit vector with the k-th component being
one and others being zero.

4.4 Measuring Social Relationship Strength by Latent Features

Learnt from the matrix co-factorization, the latent matrix U potentially reveals
users’ overall attitudes towards the inclusive profile and interaction information.
The principle of homophily in social networks suggests that, people tend to build
connections with other people having similar characteristics, and the stronger
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the relationship, the higher the likelihood that more interactions occur between
the people [6,15]. Based on these assumptions, we measure the users’ social
relationship strengths as follows.

Firstly, by applying Pearson correlation coefficient (pcc) function to the latent
matrix U ∈ Rnu×nd , we calculate the pair-wise similarities between all the pairs
of the users in U . Then, for every pair of two users i and j, we find out the other
users who interact with both users, named as “mutual peers” and denoted as
M ij . Finally, we add up the similarity between the two users and the similarities
between the pair and these “mutual peers” to get the social relationship strength
sij between i and j. Formally,

sij = pcc(i, j) +
∑

m∈Mij

(pcc(i,m) + pcc(m, j)), where

pcc(x, y) =

∑nd

d=1(uxd − ūx)(uyd − ūy)√∑nd

d=1(uxd − ūx)2
∑nd

d=1(uyd − ūy)2
. (16)

5 Experiment and Evaluation

In this section, we describe the experiment settings, and then exhibit the evalu-
ation on an experimental web mining application: Friend Identification. In the
evaluation, we select those user-pairs who participate in all relevant matrices.
We use ROC/AUC as evaluation metrics.

To conduct our experiments, we extract a subset (Subset-3) from the original
Flickr-PASCAL dataset [14]. The subset includes 3 profile matrices (user-country,
user-label and user-group) and 4 interaction matrices (user-friend, mutual-tag,
mutual-group and mutual-comment). The statistics of the original dataset and
Subset-3 are listed in the following table (Table 1).

Table 1. The statistics of original and experimental datasets

Dataset User Country Label Tag Friend CommentGroup

PASCAL 8,698 1,222 20 27,250 — 16,669 6,951

Subset-3 1,324 42 28 1,309 1,324 1,932 562

We process the evaluation as follows. Firstly, we use a combination of users’
profile and interaction matrices to compute the KPMCF relationship strengths
(KPMCF-strength) among these users. Next, we calculate the relationship values
for other 3 social factors: Mutual Group, Mutual Tag and Mutual Comment.
Then, we prepare a test data with the labels of “friend” or “not friend” for all
the potential user-pairs involved in the test data, according to the information
in user − friend matrix. Finally, we perform a ROC/AUC testing over the
KPMCF-strength and other three sets of relationship values. The following figure
(Fig. 2) shows the ROC (Receiver Operating Characteristic) curves of the testing



24 Y. Zhong, L. Du, and J. Yang

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

False Positive Rate

T
ru

e 
P

os
iti

ve
 R

at
e

ROC Curves for Friend−Identification (Flickr subset−3)

 

 

R. Strength (AUC 0.85041)
Mutual Group (AUC 0.67787)
Mutual Tag (AUC 0.66048)
Mutual Comment (AUC 0.55514)

Fig. 2. ROC curves of KPMCF, MG, MT and MC

results, where the x- and y-coordinates represent False-Positive-Rate and True-
Positive-Rate respectively. The corresponding AUC values are 0.85041 (KPMCF-
strength), 0.67839 (Mutual Group), 0.66508 (Mutual Tag) and 0.5553 (Mutual
Comment) respectively.

As the results demonstrate, the KPMCF-Strength shows superior to all other
social factors in the case of Friend-Identification. In particular, the KPMCF-
Strength earns the highest AUC value at 0.85, which is about 10% higher than
those of Mutual Group and Mutual Tag, and 30% higher than that of Mutual
Comment. On the other hand, the Mutual Comment relationship gets the lowest
AUC value at 0.55. That means, whereas the relationship strength learnt from
KPMCF would be helpful for identifying friendship between users, the number
of the comments commonly posted by user-pairs seems not a meaningful factor
in friendship-judgment.

6 Related Work

In this section, we concentrate on two research domains: social relationship
strength and kernelized probabilistic matrix factorization, both are closely re-
lated to our proposed KPMCF model.

6.1 Social Relationship Strength

Social relationship strength is one of the most important research topics in social
network analysis, measuring how strong or weak the relationships are among
the users in a social network. In the literature, social relationship strength is
also referred to tie strength. A theory of “The Strength of Weak Ties” was
initially introduced in [6,7]. In line with the theory, [13] discussed the quantitative



Learning Social Relationship Strength via MCFMK 25

measurement of social relationship strength using multiple indicator techniques
and friendship data.

Previous research of social relationship strength mainly focused on face-to-face
social networks, where one node may connect tens of other nodes; and the rela-
tionship strengths are mostly of descriptive forms such as being friends or not,
strong or weak. However, the situation on the web has been significantly changed.
Usually an average user has several hundreds of connections, and some individ-
uals may have much more than usual [22]. Because of the easily-established in-
ternet connections, some recent efforts have been made to refine the granularity
of relationship strength among the users in online social networks [23,26].

When the web grows, it has become even possible to have not only users’
interaction data but also users’ profile information. This brings greater oppor-
tunities of learning social relationship strength. On one hand, numerous studies
mainly used interaction data to predict descriptive relationship strength by sta-
tistical model [13,5] or graph theory [9]. On the other hand, some recent work
exploited profile or interaction information to estimate the relationship strength
for online social networks [23,26,24].

In particular, [23] executed matrix factorization over both of users’ interac-
tion activities and profile similarities. [26] utilized similarity-based kernels to
estimate the relationship strength. Both of the studies used a single method to
deal with profile or/and interaction information. Contrastingly, KPMCF model
applies matrix co-factorization over profile characteristics, while employs kernel
technique to capture social interactions. Such an integration approach better
serves the different natures of profile characteristics and interaction behavior.

The framework proposed by [24] predicted relationship strength on various ac-
tivity fields by calculating a joint distribution of profile strength and interaction
strength. The so-called interaction strength was determined by a relatedness value
of target resources (documents). Therefore, the measured relationship strength
would be constrained by the application resources. Whereas, our KPMCF model
defines relationship strength by users’ latent features, which are inferred from
users’ profile and interaction information, regardlesswhatever the target resources
are. This makes KPMCF model more universal than others.

6.2 Kernelized Probabilistic Matrix Factorization

Latent variable model or matrix factorization has been considered as one of the
state-of-the-art techniques of information retrieval [20,10]. Distinctively, Proba-
bilistic Matrix Factorization (PMF) [17] used probabilistic approach to model
the target matrix and latent vectors such that “scales linearly with the number
of observations and performs well on very sparse and imbalanced data sets” [17].

Expanded from single matrix factorization, matrix co-factorization was pro-
posed to deal with the situation where some entities participate in more than
one matrix [19,11,12,4]. The most common application domains of matrix co-
factorization are entity clustering and prediction, based on the assumption
that users’ preferences are determined by the unobserved latent features. This
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inspires our interest in learning social relationship strength by means of users’
latent features derived from matrix co-factorization.

In recent years, Kernel learning [18,8] is becoming increasingly popular, used
in various applications such as Bayesian inference, computational biology and
link analysis. Especially, some recent research employed kernel methods in matrix
factorization to improve the quality of recommendation [1,25]. The PMA model
in [1] utilized kernels to capture the covariance for rows and columns of a target
matrix, then additively combined the kernels to generate prediction matrix. Very
similar to but slightly different from PMA, the KPMF model proposed in [25]
assigned kernels to the priors of latent matrices, and inferred prediction matrix
from the product of the latent matrices.

In particular, KPMF model developed two advanced features on the top of
PMF. Firstly,KPMF sets the prior distribution of latent features by kernels, thus
exploits users’ side information in matrix factorization. And secondly, KPMF
samples the latent matrices by a “column-wise” approach instead of the conven-
tional “row-wise” manner. The “column-wise” approach addresses an embarrass-
ing situation in matrix factorization where entire rows or columns are missing
in target matrices. Owing to the nature of recommendation, KPMF focused on
a single rating matrix and a single kernel of side information. Contrastingly,
in order to learn users’ overall attitudes towards inclusive information in so-
cial networks, KPMCF model leverages KPMF by two important extensions.
One is the multiple kernels of various social interactions, and the other is the
co-factorization over multiple profile matrices.

The framework SoRec proposed in [12] is also closely related to KPMCF
model. Both are extensions of matrix co-factorization for incorporating social
information into factorization process, and both deal with interaction informa-
tion. In particular, for the purpose of item-recommendation, SoRec places Gaus-
sian priors on the latent vectors of users, assuming an independence among the
users. In the meantime, SoRec introduces a social-related term c∗ik in the condi-
tional distribution over social “factor” matrix. As the result, social information
is finally fused in the generated “missing values” for better recommendation.
Different from SoRec, KPMCF aims to learn users’ overall attitudes towards
inclusive profile characteristics and interaction behavior. In particular, KPMCF
assigns the kernels of social interactions directly to the priors of users’ latent
vectors, taking care of the correlations among the users in various interaction
graphs. Therefore, KPMCF becomes able to measure users’ overall social rela-
tionship strength from the users’ latent features.

7 Conclusion and Future Work

In this paper we present a KPMCF model to learn users’ relationship strength
in a social network. The proposed model integrates Matrix Co-Factorization
and Multiple Kernels techniques in an uniformed framework, simultaneously
capturing users’ profile characteristics and social interaction behavior.

The proposed KPMCF model provides three advantageous features: (1) em-
ploying multiple kernels to incorporate users’ interactions in relationship strength
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measurement; (2) performing matrix co-factorization over users’ multiple profile
matrices to discover the underlying homophily in social networks; (3) learning
social relationship strength from users’ latent features derived from matrix co-
factorization. The experiments have been conducted on the real data sets from
Flickr web site, showing that the proposed model produces better relationship
measurement than using other social factors.

There remain many issues and tasks for our future work. As the KPMCF
model involves so many parameters that parameter-optimization becomes a key
to deliver a higher quality of the relationship strengths. To this end, integrating
KPMCF with Bayesian inference is under investigation. Although graph kernels
are the natural facilities in incorporating social interactions into relationship
measurement, how to deal with the latent features of other profile character-
istics is still a great challenge. Meanwhile, we are planning to carry on more
comprehensive experiments to compare our model with other state-of-the-art
matrix co-factorization and kernel learning methods using large-scale datasets
in terms of the size of users, profile characteristics and interaction types.
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Abstract. As the most popular information publishing platform, the Web con-
tains a lot of valued data information of interests to users or applications. No-
wadays, although a lot of data mining or analysis techniques have been studied 
in last decade, there are still not many easy-to-use web data mining tools avail-
able for users to extract useful data information from the Web. The web infor-
mation extraction is a whole process involving web page navigation, data  
extraction and data integration. Unfortunately most of existing studies or sys-
tems lack of sufficient consideration toward the three-stage process. Also most 
of them lack the powerful rules to express the flexible extraction logic to extract 
data records with complicate structure. In this paper, we propose a novel web 
data extraction language, NEXIR, toward a three-stage web data extraction 
model. First of all, the language can define rules for system to automate the na-
vigation process of the web pages, including deep web pages that need interac-
tions from users. Then the language allows users to define flexible and compli-
cated rules to extract data records from web pages and integrate extracted data 
into a pre-defined structure. A language engine and a prototype extraction sys-
tem have been implemented based on the proposed language. The experimental 
results show that our language and system work effective and powerful com-
pared with existing data extraction approaches. 

Keywords: Web data extraction, Extraction Rule language, Data record, Web 
page navigation, Web data integration. 

1 Introduction 

The Web has become the most popular information publishing platform with a lot of 
valued data information contained in the huge number of web pages. To acquire the 
useful data information of interests to users or applications from the Web, many data 
mining or analysis techniques have been studied in last decade. However, there are 
still not many easy-to-use web data mining tools available for users to extract  
useful data information from the Web. The major reason is that the web information 
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extraction is a three-stage whole process that involves web page navigation, data ex-
traction and data integration but most of existing studies or systems only focused on 
how to extract data from existing web pages without the ability to perform the whole 
process of web data extraction. 

Before extracting data from web pages, the first question is how the system can au-
tomate the web page navigation process just like a user’s browsing to find web pages 
of interests. Today, web applications usually use sessions to maintain certain status or 
transactions across web pages or whole web application. Thus directly jumping into a 
web page without step-by-step web page navigation will not acquire valid web pages. 
Also most of web applications today come in the form of deep web pages. Thus in-
stead of simply clicking a hyperlink or button to jump into next page, a user may need 
to perform more complicated interactions with web pages (e.g., type in a search key-
word or check a checkbox). For above reasons, we need to provide a powerful rule 
language to automate the web page navigation process.  

After we acquire raw data items from web pages, we have to integrate them into a 
well-structured data entity by performing certain transformation and mapping process. 
This integration stage is especially important when the data items of a data entity are 
scattered on multiple web pages. 

In addition, to describe complicated navigation, extraction and integration logic, a 
powerful extraction rule language is needed. However, most existing web data extrac-
tion studies or systems used simple data extraction rules and lack the powerful rules 
to express the flexible logic to extract data records with complicate structure.  

To deal with the limitations of existing studies or systems, this paper proposes a 
three-stage web data extraction model and a novel web data extraction language, 
NEXIR (Navigation, EXtraction and Integration Rules). The proposed language can put 
together web page navigation, data extraction and data integration to describe the whole 
process of web data extraction. It can also define powerful data extraction rules to ex-
press complicated extraction logic to deal with a variety of data records in web pages.  

The experimental results from extracting typical web page examples show that our 
language and system work effective and powerful compared with existing data extrac-
tion approaches. 

The rest of the paper is organized as follows. Section 2 reviews related work. Sec-
tion 3 describes the models related to web data extraction. Section 4 presents the de-
sign of our language. Section 5 gives the implementation of our language. Section 6 
concludes the paper and outlines future work. 

2 Related Work 

Many web data extraction systems or approaches have been developed in recent dec-
ades. Most typical approaches are surveyed in [1][2][3]. According to the techniques 
used, existing web data extraction approaches can be mainly divided into three cate-
gories: language-based approaches, wrapper induction approaches and pattern mining 
approaches. 

Language-based approaches: Such approaches provide special-designed languages 
which are used to define data extraction rules. Typical approaches of this category 
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include  TSIMMIS[4], Minerva[5], WebOQL[6], Lixto[7][8], Wargo[9], OX-
Path[10]. Among these language-based approaches, only Lixto, Wargo and OXPath 
support the three stage processing introduced in section 1. However, these three ap-
proaches lack the ability to extract data records with complicate structures (the col-
umn-based and grid-based data records which will be introduced in the paper) or with 
different numbers of DOM nodes. 

Wrapper induction approaches: Such approaches try to learn data extraction rules 
from one or more labeled web pages. To use such approaches, the users need to label 
the data of interest on one or more web pages. Typical approaches of this category 
include SRV[11], RAPIER[12], WIEN[13], Softmealy[14], Stalker[15], DEByE[16], 
Vertex[17] etc. 

Pattern mining approaches: Such approaches try to generate extraction rules auto-
matically by mining patterns from one or more web pages. In recent years, many stu-
dies focused on such approaches because such approaches can reduce human labor in 
the largest extent. Typical approaches of this category include RoadRunner[18], 
EXALG[19], FiVaTech[20], IEPAD[21], DeLa[22], MDR[23], NET[24], ViNTs[25], 
MSE[26], DEPTA[27], G-STM[28], ViDE[29], CTVS[30] etc. 

Although the wrapper induction and the pattern mining approaches can reduce hu-
man labor in large extent, they only focus on the second stage of the three stages in-
troduced in section 1. Furthermore, these approaches generate rules without human 
intervention; thus the users do not have the chance to help generate more accurate 
extraction rules. 

This paper proposes an approach of rule language toward three-stage web data ex-
traction model and can define complicate rules to extract data records with complex 
structures. 

3 Models Related to Web Data Extraction 

3.1 Three-Stage Web Data Extraction Model 

Most of existing studies or systems focused on how to 
automatically analyze the web pages and generate the 
extraction rules to complete the extraction tasks. How-
ever, a complete web data extraction process involves 
three stages from web page navigation, data extraction 
to data integration. Thus, we propose a three-stage 
model for a complete web data extraction process as 
shown in Fig. 1. 

Web page navigation is an automated process during 
web data extraction process to simulate the browsing 
behaviors of users in a browser to reach and acquire the 
web pages containing data of interest to users. It will 
allow system to start from an initial page on a web site 
and approach the required web pages through a series 
of navigation actions on web pages. 

Fig. 1. Three-stage web data 
extraction model 
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Data extraction stage extracts raw data from web pages acquired from the first 
stage. The data of interest on a web page usually appear in a data region that contains 
one or more data records each of which contains a set of data items. We will define 
hierarchical rules to extract data regions, data records and data items hierarchically. 

Data integration stage integrates the data extracted in the second stage into a prede-
fined target data structure. It needs to maintain the correct relationships between raw 
data extracted from different web pages.  

3.2 Web Page Model 

To describe the logic of web navigation, data extraction and integration, we define a 
page model which holds rules for web navigation, data extraction and data integra-
tion. We will define a page model for each accessed web page.  

3.3 Navigation Link Model 

To simulate user’s interaction actions on web pages to browse 
web pages, a web data extraction system needs to provide 
mechanism to record user’s interaction actions on sample web 
pages. Then, these recorded actions will be replayed and ex-
ecuted at runtime in the browser to reach valid web pages. 
Here, the objects associated with interaction actions are called 
the controls of the web page, and each interaction action is 
called a control action.  

To describe the link relationships among web pages as 
well as web page models, we define a navigation link model. 
A navigation link consists of a sequence of control actions. When performing web 
page navigation process, system will execute the actions within the navigation link to 
jump to a new web page. In addition, a navigation link also contains a target page 
model that will tell the system which page model will be applied to the new web page. 
Fig. 2 shows the model of navigation link. 

3.4 Web Data Record Model 

Data records might be displayed 
on a web page in various forms. 
In terms of the regularity of the 
structure of web data records, we 
divide web data records into two 
categories: regular data records 
and irregular data records (see 
Fig. 3). 
 

Fig. 2. Navigation link 

Fig. 3. Web data record model 
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Irregular Data Records  
Data items in an irregular data record are often scattered on a web page randomly. 
Thus usually we cannot extract the data items of the data record in an regular area of 
the web page. For such data records, we usually construct extraction rules based on 
user interaction.  

Regular Data Records  
Regular data records are typically displayed on a web page in a regular form. Such 
data records may have several variations. In terms of presentation format, regular data 
records can be divided into three categories: the row-based data records, the column-
based data records and the grid-based data records.  

The row-based data records will have the same abstract structure as their underly-
ing DOM tree structure. This is a simplest form that can be automatically analyzed 
and extracted by most of automated extraction systems. The column-based data 
records will be vertically displayed on their DOM tree, which will increase the diffi-
culty for automated extraction system to analyze and extract data records from a web 
page due to the fact that a record will consist of a set of non-sibling DOM nodes at the 
same DOM tree level. The most difficult one is the grid-based form that brings much 
more difficulty for automated extraction system to analyze and identify the data 
records. The varied forms of web data records also bring more issues for expressing 
extraction rules. To provide enough information and logic to guide system to correctly 
identify and extract both irregular and regular data records, we need to introduce 
enough attributes and patterns to define logic for different forms on extraction rules. 

The language proposed in this paper can describe extraction rules for extracting ir-
regular data records as well as all of three categories of regular data records. 

3.5 Source Data Object Model 

To perform web data extraction, first we try to extract source data objects presented 
on web pages; then we try to integrate the data contained in the source data objects 
into the predefined target data structure. For the first step, we propose a hierarchical 
source data object model that involves three types of source data objects: data region 
object, data record objects and data item objects. Each data region object contains one 
or more data record objects and each data record object contains one or more data 
item objects.  

According to this model, we need to define extraction rules for all source data ob-
jects in different levels. 

3.6 Data Integration Model 

The structure of source data objects may not be consistent with the target structure. 
Thus, data integration process is employed to transform the data item objects into 
target data items and then map the transformed data items into the target data struc-
ture. For this purpose, we propose an ETI (Extraction, Transformation, and Integra-
tion) data integration model as shown in Fig. 4. The Source Data Object Extraction 
 



34 S. Shi et al. 

 

 

 
 
module will extract source data objects from the web pages. The Data Transformation 
module will transform the data item objects according to transformation rules written 
in a script language. The Data Integration Module maps the transformed data items 
into target data records each of which possesses the target data structure. 

4 Rule Language Design 

4.1 Page Model 

The page model is a holder to  
describe all logic of web page navi-
gation, data extraction and data 
integration. The basic structure of a 
page model is shown in Fig. 5. Bas-
ically a page model consists of 
source data objects, navigation link 
objects, part or whole of a target 
data object (as a target data record 
may come from more than one 
page). In addition, it also contains 
workflow scripts to control all ex-
traction process and data integration 
scripts to transform and map ex-
tracted data to target data object 
represented in XML. 

4.2 Navigation Rules 

The navigation rules for a navigation link consist of two parts. The first part declares 
the navigation link by defining the html controls and the target page model(s) for the 
web page to be linked. The second part defines the link call logic that consists of the 
control actions to execute the navigation link. Fig. 6 shows the two parts. 

In Fig. 6(1), the “navLinkId” attribute specifies the ID of a <NavLink> element. 
The “controlId” attribute specifies the ID of the control. The “type” attribute specifies 
the control type such as text box, button, seclect, and anchor. The <TargetModels> 

Fig. 4. Data integration model 

Fig. 5. A page model example 
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element contains one or more <TargetModel> elements that specify candidate page 
model(s) for the web page to be linked.  

In Fig. 6(2), the “navLinkId” attribute specifies the ID of the corresponding <Nav-
Link> element to be called. Each control action is specified as a script defined be-
tween “<%” and “%>”.  

 

Table 1 lists different types of controls and their typical actions. 

Table 1. Various types of controls and their typical actions 

Control Type Typical Actions 
location bar set URL, navigate with URL 

textbox set text 
button click 
select select an option 

checkbox/radiobox check/uncheck 
anchor/other click/mouseover/mouseout 

4.3 Source Data Objects and Their Extraction Rules 

The first level source data object is a web data region element named <DataRegion> 
to specify a data region that contains one or more data record elements <Record> on a 
web page. Each <Record> will further contain a set of data item elements <Item>. 
The basic description of a web data region along with its inside data records and data 
items is illustrated in Fig. 5. Usually a web data region can be used to wrap a set of 
regular data records that can be automatically analyzed and extracted by an automated 
data extraction process. 

For system to correctly identify different source data objects from web pages, we 
need to adopt the extraction attributes and patterns to define complex extraction logic 
for this purpose. Extraction attributes can be divided into two categories: simple attri-
butions and complex attributes.  

For simple attributes, the “name” and “type” attributes are used to assign a name 
and type for a source data objects. For example, the web data region in Fig. 5 is as-
signed the name “students” and a set of student data records inside the data region can 
be assigned the name “student”. The “type” attribute in a data region will be assigned 
to one of “row-based”, “column-based”, or “grid-based”, to tell system which type of 

Fig. 6. Navigation Rule 

<NavLink  navLinkId =””>    
<Controls>  <Control   controlId=”” type=””/> … <Controls>  
<TargetModels>  <TargetModel  targetModelID=””/> …  </TargetModels>  

</NavLink> 

(1) First part of navigation rule 

<LinkCall navLinkId= “”> <% control action %> … <% control action %> </LinkCall>

(2) Second part of navigation rule 
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data records the data region contains and guide the system to perform associated ex-
traction processing.  

The complex attributes will work with patterns to define more complicated extrac-
tion logic. A pattern is used to define a set of attributes and one or more DOM node 
features to achieve specific function, such as locating, filtering and splitting the DOM 
tree of source data objects. The XPaths are used in a pattern and its feature(s). We 
synthesize the structural, content and vision-based features to constitute an XPath-
based feature expression. The structural features can be a tag name, tag path, id or a 
class attribute that appears on the DOM tree structure. The content attribute can in-
volve a featured text that occurs within a DOM node. The vision-based feature can be 
the color, font, coordinate attributes that show visual effects on a web page. Each of 
these features is defined as an XPath expression to choose a set of nodes. These 
XPath expressions will be merged if we want to combine two or more features.    

4.4 Integration Rules 

Our integration rules are expressed based on XML and script language. The XML is 
used to define the target data structure. The script language is used to define the logic 
to control the workflow and perform data transformation for data integration. The 
script language can access the data objects extracted by the extraction rules and per-
form fine-grained data transformation processing. All scripts are specified between 
“<%” and “%>”. 

To integrate a complicated data record that spans multiple web pages, we employ 
the <LinkCall> elements to link these web pages to maintain right data relationships 
for the data record. To do this, we will place each <LinkCall> element into suitable 
location among the integration rules to tell system where to insert the data extracted 
from linked pages. 

5 Implementation of Extraction Rule Language 

5.1 Execution Process of Extraction Rules 

Fig. 7 illustrates the execution process of our extraction rules based on three-stage 
WIE model.  

At the build-time, system will record all navigation actions to generate navigation 
logic when a user browses sample web pages. At the same time, for web pages with 
irregular data records, system will allow to generate extraction rules based on user’s 
interaction. For web pages with regular data records, system will allow to adopt au-
tomated web page analysis process to generate extraction rules. Users can further add 
flexible scripts and integration logic into page models. All generated page models will 
be pre-compiled and converted to execution classes in Java language. As this paper 
focuses on the extraction rule language and is limited by its length, how to record 
navigation logic and how to generate rules based on user interaction and automated 
analysis will be discussed in another paper. 



 NEXIR: A Novel Web Extraction Rule Language 37 

 

At the runtime, system will start the entire execution task from a start web page. By 
running each web page’s execution class, all extraction and integration logic on the 
web page will be executed. By following the navigation logic defined on the page 
model, all subsequently linked web pages will be acquired and corresponding page 
models will be executed. When all execution tasks are complete, a set of target data 
records will be output. 

5.2 Extraction Rule Example and Extraction Results 

Fig. 8 shows a comprehensive data extraction example with three linked web pages. 
The task of this extraction example is to search a particular gene name and then ex-
tract a list of literatures associated with the searched gene name. The first web page is 
a search page from “www.pubmed.com” website. The second web page contains a 
search result list returned from searching the gene name “cre”. The third web page is 
a detail web page to describe one of listed literatures.  

Fig. 7. Extraction process of our extraction rules based on three-stage WIE model 

Fig. 8. Three linked web pages 
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In this example, we want to extract the “title” and “authors” data items in each data 
record on the search result list web page. In addition, we want to extract the “abstract” 
data item on the detail web page for each literature. To perform this task, we construct 
four page models as shown in Fig. 9-12. In each page model, the rules of navigation, 
extraction and integration are shown with different colors. 

The initial page model in Fig. 9 defines navigation rules to navigate to 
“www.pubmed.com”. In line 3, a location bar control object with name “location” is 
defined by the <Control> element. When the initial page model is executed, the 
search page will be reached. 

The second page model in Fig. 10 specifies the navigation rules of executing 
search process. It specifies two control objects in lines 4-5. The first one is the text 
box control named as “textbox” while the second one is the button control named as 
“searchbtn”. Line 7 indicates that the target page model is the one in Fig. 11 for 
processing search result list web page. In line 9, the text box action and button action 
are specified between “<%” and “%>”.  

When the second page model is performed, we can reach the search result list web 
page. The third page model in Fig. 11 specifies extraction rules to extract the “title” 
and “authors” attributes in each data record on the search result list web page. The 
<DataRegion> element specifies a “locationPatternId” attribute with value “region-
Parent”. Thus, the location pattern in line 17 will be employed to determine the parent 
node of the data region object. Similarly, the <Record> element employs the split pat-
tern in line 18 to split the data region object into multiple data record objects and the 
two <Item> elements employ the location patterns in lines 19-20 to locate “title” and 
“authors” data items from each data record object. Lines 22-29 employ XML to de-
fine the target data structure and use the scripts between “<%” and “%>” to control 
the loop for extracting a list of literature records. Lines 26-27 specify a <LinkCall> 

1. <PageModel id=“startpage”> 
2. <Navigation>  <NavLink id=“urlconnection”>   
3. <Controls> <Control name=“location”, type=“locationbar”/> </Controls> 
4. <TargetModels> <TargetModel targetModelId=“searchpage”> </TargetModels> 
5. </NavLink> </Navigation> 
6. <LinkCall navLinkId=“urlconnection”>  
7.   <% location.navigate(“www.pubmed.com”); %> </LinkCall>  </PageModel> 

Fig. 9. Page model for initial blank page 

1. <PageModel id=“searchpage”>    
2. <Navigation>  
3.   <NavLink id=“formsubmit”>  
4.    <Controls> <Control name=“textbox”, type=“textbox” xpath=“//input[@id=’term’]” /> 
5. <Control name=“searchbtn” type=“button”  xpath=“//button[@id=’search’]”/>  
6. </Controls> 
7. <TargetModels> <TargetModel targetModelId=“listpage”> </TargetModels>  
8. </NavLink> </Navigation> 
9. <LinkCall navLinkId=“formsubmit”> <% textbox.setText(“cre”); searchbtn.click(); %> </LinkCall> 
10. </PageModel> 

Fig. 10. Page model for search page 
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element that will be executed to navigate to the detail web page. In line 27, the codes 
between “<%” and “%>” specify two actions. The first action specifies the real XPath 
of the dynamic anchor control for currently accessed literature record object; the 
second action is to click the anchor. For each literature data record object, its “title” 
data item object corresponds to dynamic anchor control and thus the XPath of the 
anchor control will be set as the XPath of the “title” data item object.  

The page model in Fig. 12 will be employed to process each detail web page. The 
“abstract” data item extracted from each detail web page will be directly put into the  
 

1. <PageModel id=“listpage”>    
2. <Navigation>  
3. <NavLink id=“anchorLink”>  
4. <Controls>  
5.  <Control name=“anchor”, type=“anchor” xpath=“//p[@class=‘title’][position()=1]/a”/>   
6. </Controls> 
7. <TargetModels>  <TargetModel targetModelId=“detailpage”/>  </TargetModels>  
8. </NavLink>  </Navigation> 
9. <Extraction> 
10. <DataRegion name=“geneliteratures” type=“row-based” auto=“false”  
11. locationPatternId=“regionParent”> 
12. <Record name=“geneliterature” splitPatternId=“record”>   
13. <Item name=“title” locationPatternId=“titlePtn”/>   
14. <Item name=“authors” locationPatternId=“authorsPtn”/> </Record> 
15. </DataRegion> 
16. <Patterns>    
17. <Pattern id=“regionParent” type=“location” xpath=“//div[./div[@class=‘rprt’]]” /> 
18. <Pattern id=“record” type=“split” method=”head”> <Feature presentXPath=“div”/>  
19. <Pattern id=“titlePtn” type=“location” xpath=“//p[@class=‘title’]/a” /> 
20. <Pattern id=“authorsPtn” type=“location”  xpath=“//p[@class=‘desc’]”/> </Patterns>    
21. </Extraction> 
22. <GeneLiteratures> 
23. <% for (geneliterature : generatureLiteratures)  {%> 
24. <GeneLiterature> <Title> <%=geneLiterature.title%> </Title>   
25. <Authors> <%=geneLiterature.authors%> </Authors> 
26. <LinkCall navLinkId=“anchorLink”>  
27.   <% anchor.setXPath(geneLiterature.title.getXPath());  anchor.click(); %> </LinkCall> 
28. </GeneLiterature>   <%}%>      
29. </GeneLiteratures> </PageModel> 

Fig. 11. Page model for search result list page 

1. <PageModel id=“detailpage”>    
2. <Extraction> 
3. <DataRegion name=“detailregion” type=“irregular” auto=“false”> 
4. <Record name=“detailrecord”>   
5. <Item name=“abstract” locationPatternId=“abstractPtn”/> </Record>  </DataRegion> 
6. <Patterns>  
7. <Pattern id=“abstractPtn” type=“location” xpath=“//div[@class=‘abstr’]/div” /> </Patterns>  
8. </Extraction> 
9. <Abstract>   <%=detailregion.detailrecord.abstract%>  </Abstract>   
10. </PageModel> 

Fig. 12. Page model for detail page 
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place where the <LinkCall> element resides. In this way, we can integrate the data 
from the detail web page with one of the literature records.  

After completing the execution of the four page models, the system will output the 
integrated literature data in XML format. Fig. 13 shows the outline of the output, 
where “…” denotes the omitted texts or <GeneLiterature> elements. 

6 Conclusions and Future Work 

In this paper, we first proposed a three-stage web data extraction model. Based on the 
model, we proposed a novel web data extraction language, NEXIR, to describe the 
extraction logic for whole process of web data extraction. To the best of our know-
ledge, most of existing approaches only considered the second stage. To be able to 
extract a variety of complicated data records on web pages, the proposed rule lan-
guage adopts a variety of extraction attributes and patterns to allow users to define 
powerful extraction rules to extract the row-based, column-based, and grid-based data 
records. To the best of our knowledge, few existing web data extraction languages can 
define such powerful rules to extract the column-based or grid-based data records. 
Furthermore, when regular data records consist of different numbers of DOM nodes, 
existing approaches can hardly define rules to extract such data records. Our language 
can define rules to extract all these types of data records. Thus, compared with exist-
ing approaches, the approach and language proposed in this paper work more effec-
tively and powerfully. To facilitate the generation of web data extraction rules, we 
have implemented a visual web data extraction system which provides users with 
GUI. Users do not need to be familiar with the language and can generate rules easily 
by interacting with the GUI.  

In the future, we will study how to combine the user interaction approach with au-
tomated pattern mining approach to reduce human labor and generate web data ex-
traction rules more efficiently. 

Acknowledgements. The research work of this paper is sponsored by China NSF 
funding (#61072152) and Jiangsu Province Industry Support Program (#BE2011172). 

<GeneLiteratures>    
 <GeneLiterature> <Title>Inhibiting the … </Title>  <Authors> Seeger-Nukpezah T, …</Authors> 

<Abstract>Autosomal dominant</Abstract> </GeneLiterature> 
 <GeneLiterature> <Title>NF1 deletion …  </Title>  <Authors>Dodd RD, …</Authors>  

<Abstract>Soft-tissue sarcomas  …</Abstract> </GeneLiterature> 
… 

</GeneLiterature> 

Fig. 13. The outline of the result output 
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Abstract. Due to the massive explosion of multimedia content on the
web, users demand a new type of information retrieval, called cross-modal
multimedia retrieval where users submit queries of one media type and
get results of various other media types. Performing effective retrieval of
heterogeneous multimedia content brings new challenges. One essential
aspect of these challenges is to learn a heterogeneous metric between dif-
ferent types of multimedia objects. In this paper, we propose a Bayesian
personalized ranking based heterogeneous metric learning (BPRHML)
algorithm, which optimizes for correctly ranking the retrieval results.
It uses pairwise preference constraints as training data and explicitly
optimizes for preserving these constraints. To further encouraging the
smoothness of learning results, we integrate graph regularization with
Bayesian personalized ranking. The experimental results on two publicly
available datasets show the effectiveness of our method.

Keywords: Metric Learning, Heterogeneous Spaces, Multimedia.

1 Introduction

With the explosive accumulation of multimedia content on the web, cross-modal
multimedia retrieval attracts much attention of industry and academia. Nowa-
days, the prevailing tools for retrieving multimedia content are still single-media
based, e.g., search engines such as google or bing. In single-media based retrieval,
the retrieval result and user query are of the same media type. For example, you
type in a text query in google, then you get many textual descriptions related
to the query. In fact, users demand more diversities of the retrieval result [11].
Suppose you get lost in a strange town and you want to find the way back to
your hotel. By taking a photo, cross-modal multimedia retrieval is able to return
all the textual materials about where you are. Cross-modal multimedia retrieval
is an exciting technology and will make our life more convenient.

Cross-modal multimedia retrieval is an exciting, yet difficult problem because
multimedia objects are represented in different feature spaces. Thus the tradi-
tional single-media based methods cannot directly apply to it. The main problem
is how to measure the similarity between heterogeneous objects. In this paper,

X. Lin et al. (Eds.): WISE 2013, Part I, LNCS 8180, pp. 43–56, 2013.
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we address the problem by automatically learning a heterogeneous metric over
two different spaces using labeled training data. Distance metric learning is not
a new research topic. Many research efforts have been devoted to it in the last
decade (e.g., [1,3,5,7,8], see [9] for a comprehensive survey). Given a training
dataset of pairs of similar and dissimilar objects, distance metric learning aims
to learn an optimal metric that preserves the similar/dissimilar relations among
the objects. Many studies have demonstrated, both empirically and theoretically,
that a learned metric can significantly improve the performance in classification,
clustering and retrieval tasks [9]. However, most existing algorithms focus on
learning a distance metric in a single space. Few algorithm attempt to learn a
metric between different spaces.

In this paper, we propose a new approach, called Bayesian personalized rank-
ing based heterogeneous metric learning (BPRHML). Suppose that we are learn-
ing a distance metric between spaces X and Y. Let x be an object from X ,
y1 and y2 be objects from Y. y1 is relevant to x, while y2 is irrelevant to x.
BPRHML computes two distances d1 and d2 in the transformed space. d1 is the
distance between x and y1. d2 is the distance between x and y2. The key idea
of BPRHML is to explicitly maximize the difference between d1 and d2. This
will encourage the relevant objects to rank in front of the irrelevant objects. To
better exploit the structure information of the heterogeneous objects, we inte-
grate homogeneous and heterogeneous graph regularization into the objective
function. Homogeneous graph regularization utilizes the similarity information
inside a single space while heterogeneous graph regularization use the similarity
information between different spaces. By combining them together, we can pre-
serve smoothness of the learning result in both spaces. The objective function of
BPRHML mainly consists of three terms: the loss function defined on the set of
pairwise preference constraints, L2 regularization and graph regularization. We
derive an efficient optimization algorithm to learn the model based on gradient
descent. Experiments on the Wikipedia dataset and the corel5k image dataset
show that BPRHML significantly outperforms related methods.

The rest of the paper is organized as follows: Section 2 will discusses related
work. In section 3, we demonstrate preliminaries and notations. Section 4 intro-
duces our method BPRHML. Section 5 shows the experimental results. Finally,
we conclude this paper in Section 6.

2 Related Work

What lies at the core of cross-modal multimedia retrieval is to learn a metric be-
tween heterogeneous multimedia objects. In distance metric learning, a distance
metric is learned from labeled training data. Typically, a linear transformation
is learned to transform the data into a new space. The distance metric is then
defined as the Euclidean distance in the new space. In this paper, we also adopt
this definition. Most existing methods learn the metric as a Mahalanobis dis-
tance which can be represented as a positive semi-definite matrix. Given pairs
of similar/dissimilar objects, approaches such as [1,3,7,8] try to learn a distance
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metric that keeps all the data points with the same label close, while separat-
ing data points with different label far apart. For example, in [1], the authors
attempted to minimize the Mahalanobis distance between similar objects while
keeping a large margin between dissimilar objects. In [5], a Mahalanobis distance
is learned by maximizing the posterior probability of the training data. All of
these methods focus on learning a distance metric in a single space, while in this
paper a distance metric is learned between two spaces.

In heterogeneous metric learning, we usually learn two transformation ma-
trices, which transform the heterogeneous objects into a same output space.
Heterogeneous metric learning is relatively a new problem. The most related ap-
proaches to our method are [4,2,6]. Canonical correlation analysis (CCA) [10] is
applied in [4] to learn a heterogeneous metric. Specially, CCA attempts to max-
imize the correlation between same labeled objects in the transformed space.
Based on the learning results of CCA, [4] further learns a high-level semantic
metric by logistic regression. Another notable approach is cross-modal factor
analysis (CFA) proposed in [2]. Unlike CCA, CFA adopts a criterion of min-
imizing the Frobenius norm between same labeled objects in the transformed
space. Both CCA and CFA consider only pairs of same labeled objects as in-
put. They do not explicitly separate different labeled objects. To overcome this
problem, Wu et.al. [6] proposed to learn two orthogonal transformation matrices
by minimizing the distance between same labeled objects and maximizing the
distance between different labeled objects. However, all of the above methods
do not optimize for correctly ranking the retrieval results, which is important
for an information retrieval system. In this paper, we attempt to preserve the
partial ranking information of the training data in the transformed space.

3 Preliminaries and Notations

3.1 Cross-Modal Multimedia Retrieval

In this section, we first define the problem to be addressed. Then we introduce
the notations used in this paper.

Let X and Y denote two different media types such as text, image, video. Let
DX = {(x1, l

x
1 ), (x2, l

x
2 ), · · · , (xm, lxm)} and DY = {(y1, ly1), (y2, l

y
2), · · · , (yn, lyn)}

be two sets of multimedia objects of types X and Y, respectively. lxi and lyi
are labels of xi and yi, respectively. Our goal is to retrieve relevant x in an
unlabeled dataset T = {x1, x2, · · · , xp, y1, y2, · · · , yq} in response to a query y,
or vice-versa.

As for the notations, we use X and Y to denote data matrices of DX and DY .
Columns of X and Y correspond to objects and rows correspond to features.
xi and yi are the i-th column vectors of X and Y, respectively. U and V are
the linear transformation matrices correspond to X and Y. The main notations
used in this paper are summarized in Table 1.
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Table 1. Notations used in this paper

Notations Explanations

DX ,DY training object set of types X and Y
T test object set

lxi , l
y
i labels of xi and yi

m,n number of objects in DX and DY
p, q number of objects of types X and Y in T
α, β regularization parameters
dx, dy original dimensionality of X and Y

c dimensionality of the transformed space
X dx ×m data matrix of objects in DX
Y dy × n data matrix of objects in DY
xi dx × 1 column vector represents i-th object in DX
yi dy × 1 column vector represents i-th object in DY
U dx × c transformation matrix for X
V dy × c transformation matrix for Y

3.2 Bayesian Personalized Ranking

Bayesian Personalized Ranking (BPR) [12] is a famous model of recommendation
system. BPR’s key idea is to use partial order of items, instead of single user-
item examples to train a recommendation model. It allows the interpretation
of positive-only data as partial ordering of items. When we observed a positive
use-item example of user u on an item i, e.g., user u viewed or purchased item
i, we assume that the user prefers this item than all other non-observed items.
Formally we can extract a pairwise preference dataset P1 : U × I × I by

P1 := {(u, i, j) | i ∈ I+u ∧ j ∈ I \ I+u } (1)

where U is the user set, I is the item set, I+u and I \ I+u are the positive item
set and missing set associated with user u, respectively. Each triple (u, i, j) ∈ P1

says that user u prefers item i than j. BPR optimization criterion [12] aims to
find an arbitrary model class to maximize the posterior probability over these
pairs. The generic optimization criterion for Bayesian personalized ranking is :

BPR-OPT = −
∑

(u,i,j)∈P
lnσ(x̂uij) + λΘ(‖ Θ ‖2) (2)

where Θ represents the parameter vector of an arbitrary model class, λΘ

are model specific regularization parameters, σ is the logistic sigmoid function
σ(x) = 1/(1 + exp(−x)). x̂uij is an arbitrary real-valued function of the model
parameter vector Θ which captures the special relationship between user u, item
i and item j.

Note that extracting pairwise preferences constraints has been widely used in
learning to rank tasks [13]. The BPR optimization criterion is actually the cross
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entropy cost function (logistic loss) over pairs. In fact, there are also pairwise
preferences in the training dataset DX and DY . Consider the following media
objects: (x, l1) ∈ DX , (y1, l1) ∈ DY and (y2, l2) ∈ DY . Let us assume that x1 is
a query. Obviously, x1 prefers y1 to y2 in the retrieval result because x1 and y1
are same labeled, while x1 and y2 are different labeled. Consequently, y1 should
rank in front of y2 in the retrieval result.

4 BPRHML

In this section, we propose Bayesian personalized ranking based heterogeneous
metric learning (BPRHML) algorithm. We first briefly review the metric learning
for heterogeneous data. Then we define our objective function which consists
of three terms. Finally, we derive an efficient optimization strategy. Note that
BPRHML is an asymmetric model. We train different models for queries from X
and Y. In the rest of this paper, we assume queries are of type X and retrieval
results are of type Y. The algorithm for the other direction is defined analogously.

4.1 Heterogeneous Metric Learning

We can construct the set of pairwise preference constraints among the heteroge-
neous media objects from the training dataset DX and DY :

P2 = {(xk, yi, yj) | lxk = lyi ∧ lxk �= lyj } (3)

where xk and yi share the same label, xk and yj are different labeled. Each triple
(xk, yi, yj) is inferred from the category labels of xk, yi, yj and indicates that xk

prefers yi to yj in the retrieval result. Consequently, yi should rank higher than
yj in the retrieval result. Our goal is to learn a metric between X and Y that
preserves the pairwise preference constraints in P2.

In traditional single space metric learning, the distance metric is defined as the
Mahalanobis distance between objects. The Mahalanobis distance can be viewed
as a linear transformation with matrix L ∈ Rdx×c followed by calculating the
Euclidean distance. For an object pair (xi, xj), the Mahalanobis distance between
them is computed as follows:

d(xi, xj) =
√
(LTxi − LTxj)T (LTxi − LTxj) (4)

The goal of metric learning is to learn the linear transformation matrix L from
the set of similar/dissimilar constraints. However, in heterogeneous metric learn-
ing, objects xi and yj are coming from two heterogeneous spaces X and Y with
different features (e.g., dimensions). The similarity relation between heteroge-
neous data is not a metric, hence, does not fall into the standard framework of
metric learning. It is not trivial to define a metric between two heterogeneous
spaces. Our proposal is to learn two linear transformations, which transform
heterogeneous objects into a same output space. More specially, let U ∈ Rdx×c

be the transformation matrix for X ∈ Rdx×m and V ∈ Rdy×c be the transfor-
mation matrix for Y ∈ Rdy×n, dx is the original dimensionality of X and dy is
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the original dimensionality of Y , m and n are the number of media objects in
DX and DY , c is the dimensionality of the transformed space. For an object pair
(xi, yj), we define the heterogeneous distance as the Euclidean distance in the
transformed space:

d(xi, yj) =
√
(UTxi −VT yj)T (UTxi −VT yj) (5)

Our formulation naturally extends conventional distance metric learning from
one single space to two different spaces. Single space metric learning can be
viewed as a special case of our formulation in which U = V. We aim to learn the
parameter matrices U and V that preserve the pairwise preference constraints
in P2.

4.2 Objective Function

We construct an objective function which consists of three terms for heteroge-
neous metric learning as follow:

argmin
U,V

l(U,V) + αs(U,V) + βg(U,V) (6)

where l(U,V) is the loss function defined on the set of pairwise preference con-
straints, s(U,V) is the L2 regularization, g(U,V) is the graph regularization, α
and β are regularization parameters.

Loss Function. We argue that the loss function should optimize for correctly
ranking the retrieval result. Minimizing the loss function will encourage relevant
objects to rank in front of irrelevant objects, i.e, preserving the pairwise prefer-
ence constraints in P2. Our proposal is to take the advantage of the Bayesian
personalized ranking model introduced in section 3.2. One simple formulation of
the loss function is as follows:

l(U,V) = − 1
2

m∑
k=1

∑
i∈Y+

k

∑
j∈Y−

k

lnσ(x̂kij ) (7)

where xk is an object fromX, Y+
k is the set of objects inY that are same labeled

with xk, Y
−
k is the set of objects in Y that are different labeled with xk, and

x̂kij is defined as follows:

x̂kij =‖ UTxk −VT yi ‖2 − ‖ UTxk −VT yj ‖2 (8)

where ‖ � ‖2 denotes the square of L2 norm. Intuitively, for a given triple (k, i, j),
minimizing l(U,V) will result in maximizing x̂kij , i.e., encouraging relevant
object to rank in front of irrelevant object. However, for a training dataset which
consists of m objects of type X and n objects of type Y, there are possibly
O(m × n2) pairwise preference constraints in P2. In case of large m and n, the
huge number of pairwise preference constraints in P2 will affect the efficiency of
the optimization algorithm.

To handle the above issue, we propose to construct two representative object
sets out of the relevant and irrelevant object sets, respectively. More specially, let
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xk ∈ DX be a query, Y+
k ⊆ DY and Y−

k ⊆ DY be the corresponding relevant and
irrelevant object sets. We construct two representative object set D+

k and D−
k

out of Y+
k and Y−

k , respectively. Intuitively, objects in D+
k are representatives of

objects in Y+
k and objects in D−

k are representatives of objects in Y−
k . Note that

objects in Y+
k share the same label, while objects in Y−

k are different labeled.
To construct D+

k , we cluster the objects in Y+
k . Suppose that we have built

M clusters (C+
1 , · · · , C+

M ) by applying a clustering algorithm such as K-means.
Then we define D+

k to be the centroid of each cluster:

D+
k = {cen(C+

i ) | 1 ≤ i ≤M} (9)

cen(C+
i ) = 1

|C+
i |

∑
y∈C+

i

y (10)

where | � | denotes set cardinality. As for D−
k , we first divide Y−

k into N
clusters according to the labels, i.e., same labeled objects form a cluster. N is
the number of labels inY−

k . Assume that we have built N clusters (C−
1 , · · · , C−

N ).
Then we also define D−

k to be the centroid of each cluster:

D−
k = {cen(C−

i ) | 1 ≤ i ≤ N} (11)

cen(C−
i ) = 1

|C−
i |

∑
y∈C−

i

y (12)

In fact, we can further perform clustering on D−
k to reduce the number of

representative objects in D−
k . Note that we are not the first to define represen-

tative object as the centroid of corresponding object set. In [17], the authors
attempted to learn latent factors by maximizing the marginal utility between
user choice and the average of non-choices. With a slight abuse of notation, we
will also denote an object from D+

k or D−
k by yi or yj . Based on D+

k and D−
k ,

we can construct the new set of pairwise preference constraints as follows:

P ′
2 = {(xk, yi, yj) | 1 ≤ k ≤ m ∧ i ∈ D+

k ∧ j ∈ D−
k } (13)

By constructing the representative objects, we reduce the number of pairwise
preference constraints to O(m ×M ×N), where M � n and N � n. The loss
function is defined to preserve the constraints in P ′

2:

l(U,V) = − 1
2

m∑
k=1

∑
i∈D+

k

∑
j∈D−

k

lnσ(x̂kij) (14)

where x̂kij is defined similar to (8). Intuitively, σ(x̂kij ) defines the probability
for yi to rank in front of yj in the retrieval result.

L2 Regularization. We define the L2 regularization as follows:

s(U,V) = 1
2 (‖ U ‖2F + ‖ V ‖2F ) (15)

‖ U ‖2F and ‖ V ‖2F are the square of Frobenius norm of U and V, respectively.
L2 regularization is widely used to reduce overfitting.
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Graph Regularization. Graph regularization has been widely used in dimen-
sionality reduction [19], clustering [20] and semi-supervised learning [21]. The
key assumption of graph regularization is that if two media objects are similar,
they should also be close to each other in the transformed space. In hetero-
geneous metric learning, we have similarity constraints in single modality and
across modalities. Therefore, we intend to define homogeneous graph regulariza-
tion and heterogeneous graph regularization, respectively. Homogeneous graph
regularization captures the similarity information inside a single modality, i.e,
X or Y. In the following, we define the homogeneous graph regularization for
X. The homogeneous graph regularization for Y is defined analogously. In ho-
mogeneous space, we can use both label information and distance information.
Following [18], we define the homogeneous neighbourhood of an object xi, de-
noted as Ni, to be the k nearest neighbours, determined by Euclidean distance,
that share the same label with xi. We treat the same labeled objects outside
Ni as outliers and ignore them. We define an undirected and symmetric data
graph Gx = (Vx,Wx) on X. Vx is the set of objects in X. Wx is a m × m
matrix and each element wij of Wx denotes the similarity information between
the i-th media object and j-th media object of X. Based on the homogeneous
neighbourhood, Wx is defined as follows:

wij = { 1, (xj ∈ Ni ∨ xi ∈ Nj) ∧ i �= j
0, otherwise

(16)

wii is set to 0 to avoid self-reinforcement. Let T = UTX and ti be the i-th
column of T. Intuitively, T represents all media objects of X in the transformed
space. The homogeneous graph regularization is defined as follows:

O1 = 1
4

m∑
i=1

m∑
j=1

wij ‖ ti√
dii
− tj√

djj

‖2

= 1
2 tr(TLxT

T ) (17)

where Lx = I − D−1/2WxD
−1/2 is called the graph Laplacian with D being

a diagonal matrix whose diagonal are row sums of Wx, dii =
∑

j wij , I is an
m×m identity matrix, and tr(�) denotes the trace of a matrix.

Unlike in homogeneous space, we have only label information in heterogeneous
spaces. So we construct the data graph Gxy = (Vxy,Wxy) between X and Y
from the labels. Wxy is a m×n matrix and each element wij of Wxy denotes the
similarity information between the i-th media object of X and the j-th media
object of Y. Wxy is defined as follows:

wij = { 1, l
i
x = ljy ∧ 1 ≤ i ≤ m ∧ 1 ≤ j ≤ n

0, otherwise
(18)

Let S = VTY and si be the i-th column of S. S represents all media objects of
Y in the transformed space. The heterogeneous graph regularization is defined
as follows:

O2 = 1
2

m∑
i=1

n∑
j=1

wij ‖ ti√
dx
ii

− sj√
dy
jj

‖2

= 1
2 tr(TTT ) + 1

2 tr(SS
T )− tr(TD

−1/2
x WxyD

−1/2
y ST ) (19)
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where Dx is a m × m diagonal matrix whose diagonal are row sums of Wxy,
dxii =

∑
j wij , Dy is a n×n diagonal matrix whose diagonal are column sums of

Wxy, d
y
ii =

∑
j wji. In summary, the graph regularization g(U,V) is defined to

be:

g(U,V) = 1
2 tr(TLxT

T ) + 1
2 tr(SLyS

T ) + 1
2 tr(TTT )

+ 1
2 tr(SS

T )− tr(TD
−1/2
x WxyD

−1/2
y ST )

= 1
2 tr(U

TXL′
xX

TU) + 1
2 tr(V

TYL′
yY

TV)

−tr(UTXD
−1/2
x WxyD

−1/2
y YTV) (20)

where L′
x = Lx+ I, L′

y = Ly + I, Ly is the graph Laplacian corresponding to Y.
Minimizing g(U,V) will encourage the smoothness of the transformation over
both modalities.

4.3 Optimization Strategy

Firstly, we show how to initialize U and V. Among all the related methods in-
troduced in section 2, CFA shares the same assumption with our method. CFA
also assumes there are two linear transformations that transform the heteroge-
neous objects into a same output space. Then the heterogeneous distance metric
is defined as the Euclidean distance in the transformed space. Consequently, we
propose to initialize U and V with the learning result of CFA. More specially,
CFA optimizes the following objective function:

min
U,V

‖ UTX1 −VTY1 ‖2F (21)

s.t. UUT = I, VVT = I

where X1 and Y1 are two object matrices, which consist of row-by-row cou-
pled samples of two media types, and I is identity matrix of corresponding size.
We can rewrite the above objective function as follows:

‖ UTX1 −VTY1 ‖2= tr(X1
TX1) + tr(Y1

TY1)− 2tr(X1
TUVTY1) (22)

We can easily see from the above that matrices U and V that maximize
tr(X1

TUVTY1) will minimize (20). It can be shown [16] that such matrices
are given by singular value decomposition:

X1Y1
T = UΣVT (23)

Instead of adopting stochastic gradient descent like in Bayesian personalized
ranking [12], we derive our optimization algorithm based on gradient descent.
There are two reasons for this choice: 1) by introducing representative object,
the number of pairwise preference constraints reduces to O(m×M ×N). 2) one
update on a preference triple (k, i, j) will affect all variables, i.e., U and V, in
the objective function. Let F(U,V) denote the objective function in (6). Once
the initial value of U and V are computed, we update U and V in each iteration
by the following gradients:
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Algorithm 1. Learning procedure of BPRHML

Input: training data matrices X and Y, learning rate η, regularization param-
eters α and β, dimensionality K of the transformed space

Output: transformation matrices U and V
1: Construct the data graph matrices Wx, Wy and Wxy

2: Compute the Laplacian matrices Lx and Ly based on Wx and Wy

3: Compute the diagonal matrices Dx and Dy based on Wxy

4: Compute the temporary matrices U′ and V′ by XYT = U′ΣV′T

5: Initialize U and V with the first K columns of U′ and V′, respectively
6: repeat
7: update U by U← U− η ∂F

∂U

8: update V by V← V − η ∂F
∂V

9: until convergence

∂F
∂U =

m∑
k=1

∑
i∈D+

k

∑
j∈D−

k

1
1+exp(x̂kij)

xk(y
T
i − yTj )V + αU

+βXL′
xX

TU− βXD
−1/2
x WxyD

−1/2
y YTV (24)

∂F
∂V =

m∑
k=1

∑
i∈D+

k

∑
j∈D−

k

1
1+exp(x̂kij)

((yi − yj)x
T
k U+ (yjy

T
j − yiy

T
i )V)

+αV+ βYL′
yY

TV − βYD
−1/2
y WT

xyD
−1/2
x XTU (25)

We use a constant learning rate to update the transformation matrices. The
process of estimating U and V is described in algorithm 1.

5 Experiments

We conduct experiments on two publicly available dataset to compare the per-
formance of our method with other state-of-the-art methods.

5.1 Datasets and Evaluation Criteria

Cross-modal multimedia retrieval is relatively a new problem. There are few pub-
licly available benchmark datasets. To the best of our knowledge, the Wikipedia
dataset proposed by Rasiwasia et.al. [4] is the only publicly available dataset
specially collected for cross-modal multimedia retrieval. To further evaluate the
performance of our method, we also construct experiment on the corel5k image
dataset, which is widely used in image annotation [14,15]. In the following, we
will introduce the above two dataset in detail.

Wikipedia dataset1 contains documents that are selected sections from the
Wikipedia’s featured articles collection. This is a continually updated collection
of 2700 articles that have been selected and reviewed by Wikipedia’s editors since
2009. The article generally have multiple sections and pictures. Each article

1 http://www.svcl.ucsd.edu/projects/crossmodal/
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is split into sections based on section headings, and assign each image to the
section in which it was placed by the authors. The final dataset contains a total
of 2866 documents, which are text-image pairs, annotated with a label from
the vocabulary of 10 semantic categories. The dataset is randomly split into a
training set of 2173 documents and a test set of 693 documents.

Corel5k dataset2 is a widely used benchmark for image annotation. The
dataset consists of 4500 training images and 500 test images and there are 260
possible keywords. Each image is annotated with 1-5 key words. The average
keywords per image is 3.4. We treat each keyword as a pseudo document. The
pseudo document is relevant to an image if the corresponding keyword is used
to annotate the image. The pseudo document is represented in a space in which
each dimension corresponds to a keyword and the dimensionality is 260. We use
co-occurrence of keywords in the annotation matrix as feature vectors. Image
representation is based on the popular scale invariant feature transformation
(SIFT). We perform principal component analysis on both the pseudo document
matrix and the image matrix and preserve 85% variance. The final dimensionality
of pseudo document matrix and image matrix is 18 and 100, respectively.

Similar to [4] and [6], we adopt Mean Average Precision (MAP) as the evalu-
ation criteria. The MAP score is the average precision at the ranks where recall
changes. It is widely used in the information retrieval literature.

5.2 Comparison Settings

In order to show the effectiveness of our approach, we compare the results with
the following five baseline methods.

1. Random: Randomly retrieving the results.
2. CCA: Canonical correlation analysis is used in [4] to learn two transforma-

tion matrices that maximize the correlation between two sets of heteroge-
neous objects.

3. CFA: CFA learns two linear transformation matrices [2]. Unlike CCA, CFA
optimizes for minimizing the Frobenius norm between pairwise objects in
the transformed space.

4. SCM: SCM is proposed by Rasiwasia et.al. [4]. CCA is first applied to learn
two maximally correlated subspaces. Then it applies logistic regression to
learn a high-level semantic representation of the media objects.

5. MSmethod: MSmethod is currently state-of-the-art method [6]. It learns
two orthogonal transformation matrices by minimizing the distance between
relevant objects and maximizing the distance between irrelevant objects.

5.3 Experimental Results

In this section, we compare the performance of our method with the above five
baseline methods on the Wikipedia dataset and the corel5k dataset.

2 http://lear.inrialpes.fr/people/guillaumin/data.php
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Table 2. MAP values on Wikipedia and Corel5k dataset

Task Random CCA CFA SCM MSmethod BPRHML

Image→Text 0.118 0.249 0.279 0.277 0.282 0.299
Text→Image 0.118 0.196 0.231 0.226 0.238 0.265

Image→Keyword 0.054 0.117 0.112 0.126 0.135 0.179
Keyword→Image 0.061 0.125 0.136 0.131 0.147 0.167

Average 0.088 0.172 0.189 0.190 0.201 0.228
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Fig.1. Precision recall curves on Wikipedia dataset

Table 2 shows the MAP values of our method and all other baseline methods.
The upper part of Table 2 shows the MAP values on the Wikipedia dataset. The
low part of Table 2 shows the MAP values on the corel5k dataset. The better
results are shown in bold. To make a fair comparison, we tune all methods to
their best according to the 5-fold cross validation on the training dataset. As for
the parameters of BPRHML, we set α = 86, β = 7.1 for the task of retrieving
text by image query and set α = 1000, β = 0.001 for the task of retrieving
image by text query. For both tasks, we set k = 5 for K-means clustering and
set k = 50 for computing the homogeneous neighbourhood.

Due to the factor that BPRHML explicitly optimizes for correctly ranking the
retrieval result, it outperforms the compared baselines on both datasets and tasks
consistently. We observe that the performance of most methods decrease on the
corel5k dataset. It is reasonable since there are only keywords, rather than text
in the corel5k dataset. So the corel5k dataset contains less textual information
than the Wikipedia dataset, which makes it more challenge. However, BPRHML
still significantly outperforms other baseline methods on this challenge dataset.
It can be seen from Table 2 that the performance of MSmethod is comparable
to our method. It is not surprise because MSmethod considers both similar and
dissimilar information while the other baseline methods consider only similar
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information. CFA outperforms CCA and SMN in most of the case, this demon-
strates that the definition of heterogeneous distance metric as the Euclidean
distance after two linear transformations is effective for cross-modal multime-
dia retrieval. In addition, we observe that SCM always outperforms CCA. This
suggests that we can further improve the performance of our method by learn-
ing a high-level semantic representation [4] of the heterogeneous objects. We
leave it as future work. Further analysis of the results is presented in Figure 1,
which shows the PR curve of all approaches for both image and text queries on
the Wikipedia dataset. We can see from Figure 1 that BPRHML achieves high
precision at most levels of recall.

6 Conclusion

In this paper, we propose a Bayesian personalized ranking based heterogeneous
metric learning (BPRHML) algorithm to learn the distance metric between het-
erogeneous objects. We assume that there are two linear transformation matri-
ces which transform the heterogeneous objects into a same output space. The
heterogeneous distance metric is then defined as the Euclidean distance in the
transformed space. We argue that good objective function should optimize for
correctly ranking the retrieval result. So we formulate an objective function
which can preserve the pairwise preference constraints in the training data. To
further exploiting the structure information contained in the training data, we
integrate homogeneous and heterogeneous graph regularization into the objec-
tive function. Experiments on benchmark datasets demonstrate the effectiveness
of our method. The experimental datasets of this paper contain only text and im-
ages. In the future, we intend to evaluate our method on more multimedia types,
such as audio and video. We will also learn a high-level semantic representation
of the heterogeneous objects based on the learning result of BPRHML.
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Abstract. Novelty detection in text streams is a challenging task that emerges in
quite a few different scenarii, ranging from email threads to RSS news feeds on a
cell phone. An efficient novelty detection algorithm can save the user a great deal
of time when accessing interesting information. Most of the recent research for
the detection of novel documents in text streams uses either geometric distances
or distributional similarities with the former typically performing better but being
slower as we need to compare an incoming document with all the previously seen
ones. In this paper, we propose a new novelty detection algorithm based on the
Inverse Document Frequency (IDF) scoring function. Computing novelty based
on IDF enables us to avoid similarity comparisons with previous documents in
the text stream, thus leading to faster execution times. At the same time, our
proposed approach outperforms several commonly used baselines when applied
on a real-world news articles dataset.

Keywords: novelty detection, inverse document frequency, news streams.

1 Introduction

A great deal of information consumption these days happens in the form of push no-
tifications: a user specifies a general topic or stream that he is interested in watching
or following and a specific service sends updates to his email, desktop or smartphone.
In certain cases, the user may be interested in following all the stories coming from a
specific source. On the other hand, some sources like Twitter, Facebook or certain news
sites allow posting of variants of a given story. In such a scenario, the user might be
interested in having a way of specifying that he is interested only in stories that he is
not aware of, or, in other words, only in stories that are novel.

This problem emerges in a variety of different settings, from email threads to RSS
readers on a cell phone and is commonly called First Story Detection (FSD)1. A good
novelty detection algorithm can potentially save a lot of time to the user (by hiding
known stories and not only previously seen articles) and can also save bandwidth, bat-
tery and storage in the mobile setting scenario.

At a high level, previous research on novelty detection consisted of the definition
of a similarity (or distance) metric that is used to compare each new incoming story

1 Also known as novelty detection, novelty mining, new event detection, topic initiator detection.

X. Lin et al. (Eds.): WISE 2013, Part I, LNCS 8180, pp. 57–71, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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(or document) to a set of previously seen stories. If the similarity of the new incoming
document is below a threshold (defined differently in each work) then the document is
considered novel and therefore some relevant action is taken on the document, otherwise
it is discarded. The similarity functions used in the literature range in effectiveness and
complexity from simple word counts through cosine similarity to online clustering and
one-class classification [3,30,12,4].

In prior work, cosine similarity has been reported to work better than most of the
previously proposed approaches [3,30,4] and was shown to outperform even complex
language-model-based approaches in most cases. The documents were represented as
bag-of-word vectors with additional TF×IDF term weighting applied on them.

Although previous approaches have been shown to work well in most cases, they
have two shortcomings. First, the document-to-document approaches (such as the max-
imum cosine similarity ones [3]) tend to be computationally expensive as we need to
compare the new incoming document with all the existing previously seen documents in
order to determine its novelty. If the user wishes to have a reasonably large collection of
documents to compare to, this approach can prove very costly for a system supporting
millions of users or, in the case of a mobile setting, may drain the phone’s battery faster.
On the other hand, the document-to-summary approaches such as the online clustering
or one-class classification [22,12], where we compare the document to a summary (e.g.
the centroid of a cluster) are faster and more appropriate for a mobile setting, but they
were shown to perform worse than the document-to-document approaches [22,3].

To this end, we propose a document-to-summary technique that is both efficient com-
putationally and effective in performing novelty detection. Our main idea is to maintain
a summary of the collection of previously seen documents that is based on the frequency
of each term. We capture the specificity of each term through its Inverse Document
Frequency (IDF) for a given incoming document and then we show how to compute
its overall specificity through the definition of a novelty score. Since our approach is
document-to-summary based, we do not compare to all the previous documents and
thus we can compute the novelty score faster. At the same time, we show in our ex-
perimental evaluation that our approach outperforms several commonly used baseline
approaches, in certain cases by a wide margin.

The main contributions of this paper are:

– A new metric for novelty detection based on inverse document frequency that cap-
tures the difference of a document’s vocabulary with regard to the past.

– An extensive experimental evaluation of our proposed method and the commonly
used baselines. Our results indicate that our method outperforms previous ones in
both execution time and precision in identifying novel documents.

– A novel annotated corpus that can be used as a benchmark for novelty detection in
text streams extracted from a real-world news stream.2

2 Related Work

Novelty detection is usually described as a task in signal processing. A survey on meth-
ods for novelty detection has been published on Signal Processing Journal by Markou

2 The dataset is publicly available at:
http://www.db-net.aueb.gr/GoogleNewsDataset/
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and Singh. The survey is separated in two parts: statistical approaches [12] and neural
networks [13]. Novelty detection is a challenging task, with many models that perform
well on different data. In this survey, novelty detection in textual data was reported
to be a variant of traditional text classification and it was mentioned as an alternative
terminology to Topic Detection and Tracking (TDT).

In Topic Detection and Tracking (TDT) field, many papers are dealing with the prob-
lem of First Story Detection (FSD). In TDT-3 competition [1], which included a FSD
task, Allan et al. presented a simple 1-NN approach, also known as UMass [3], that was
reported to perform at least as well as the other participants. The UMass approach is
constantly used as a baseline in relevant literature. An interesting report from the FSD
task in the context of TDT was also published by Allan et al. [2], concluding that FSD
based on tracking approaches bounds its performance. In our approach we do not rely
on model tracking and thus such limitations do not apply.

An interesting work by Yang et al. [28] used topic clustering, Named Entities (NE)
and topic specific stopword removal for the task of novelty detection on news. In [30],
novelty detection at a document level was used in adaptive filtering. The measures tested
were separated between geometric distance and language model measures. The results
show that the simple approach of maximum cosine distance, introduced by Allan et
al. in [3], work as well as complex language model measures. A recent work by Verheij
et al [27] presents a comparison study of different novelty detection methods evalu-
ated on news article from Yahoo! News Archive where language model based methods
perform better than cosine similarity based ones.

Except from the TDT competition, novelty detection was also present in TREC 2002-
2004 [7,21,20]. Novelty detection was examined at sentence level and the general goal
of the track was to highlight sentences that contain both relevant and novel information
in a short, topical document stream. A paper by Sobboroff and Harman [22] reported
the significant problem in evaluating such tasks, by highlighting problems in the con-
struction of a ground truth dataset.

Based on TREC novelty track, a significant amount of work was published on nov-
elty detection at sentence level [4,9,8,26]. Allan et al. [4] evaluated seven measures for
novelty detection separating them in word count measures and language model mea-
sures. The results again showed that the simple approach of maximum cosine similarity
between a sentence and a number of previously seen ones, works as well as complex
language model measures. The Meiji University experiments in TREC 2003 [15] pro-
posed a linear combination of the maximum cosine similarity measure with a metric
that aggregates the TF-IDF scores of the terms in a sentence. This metric is similar to
the one presented here, but it is tested for sentence level novelty detection which is a
different task from the one we tackle in the current work.

Lately the interest in novelty detection and mainly in FSD is focused at reducing
the computation time as FSD is an online task, and the prevalent 1-NN approach uses
exhaustive document to document similarity computation. Petrovic et al. [16] approx-
imate 1-NN with Locality Sensitive Hashing (LSH). Zhang et al. [29] also target in
improving the efficiency of novelty detection systems introducing a news indexing-
tree. [10] presents a framework for online new event detection used in a real application
that focuses on improving system efficiency using indices, parallel processing etc. Our
method also manages to increase the efficiency of novelty detection by avoiding ex-
haustive comparisons (see next section).
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Fig. 1. The process for Novelty Detection

Benchmark Datasets for Novelty Detection. Novelty detection in text streams is usu-
ally evaluated in news applications since this is the most common form of text streams
and the task of finding novel news articles makes perfect sense. Most of the work on
novelty and first story detection use the TDT datasets for evaluation [1]. The most re-
cent TDT benchmark collection (TDT5) is sparsely labeled: it includes 278,109 English
news articles but only around 4,500 are annotated with 100 topics. The TREC novelty
track dataset is another benchmark dataset, mainly used for sentence-level novelty de-
tection. It is not suitable for the purpose of this paper as it contains novelty judgments
per sentence and not per document. [25] is the only work using it at a document level
considering the number of novel sentences per document but we believe that such an
assumption cannot lead to safe conclusions. Other works [28,30] use available news
article collections and apply sampling and manual labeling using well-known events in
a specific time span. Details for these datasets are also available in [24].

All the above evaluation datasets are manually annotated using predefined events.
Thus there is always the issue of human subjective judgment that introduces a degree
of uncertainty. In addition, only a small proportion of the stream is annotated.

3 Novelty Scoring Methods

We consider a system that monitors a stream of documents. New documents reach the
system at different times. We assume that documents arrive ordered by their creating
time (timestamp). Each document dt, with a timestamp t, is represented using a bag-of-
word approach, as < (q1, wC

1 ), (q2, wC
2 ), ..., (q|dt|, wC

|dt|) >, where qi is the ith unique

term in document dt and wC
i is the corresponding weight computed with regard to a

corpus C. When a new document dt arrives in the system, the previous N ones are
already stored and indexed. We use the terms memory and corpus for this set of doc-
uments interchangeably in the paper. Assuming the corpus C, for each new document
dt, a novelty score NS(dt, C) is computed, indicating the novelty of this document for
the given corpus. dt is then stored in memory and the oldest document is flushed. This
process is illustrated in Figure 1.

We define the Novelty Detection (ND) problem as the characterization of an in-
coming document as novel with respect to a predefined window in the past. In the de-
scribed context, we declare novel a document dt when the corresponding novelty score
NS(dt, C) is higher than a given threshold θ.
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3.1 Baselines

Document-to-Document Using Vector Space. As mentioned earlier, methods based
on cosine similarity are proved to work better in similar tasks and are frequently used
as a baseline in Novelty Detection. As for the Max Cosine Similarity baseline, it was
introduced by Allan et al at TDT3 in [3] and is also known as the UMass. This method
is used as a baseline also by [16,29,30] and it is considered the traditional method for
document novelty detection. The intuition of this metric is that if a new document is
very similar to another in the corpus, the information it contains was seen before and
thus the document cannot be considered as novel. We also introduce a second baseline
using the Mean Cosine Similarity. Similarly, a document is marked as novel if its mean
similarity to the documents in the corpus is below a threshold.

Assuming the cosine similarity between two documents d and d′ is defined as:

CS(d, d′) =
∑m

k=1 wk(d)wk(d′)
√

∑|d|
k=1 wk(d)2 ∑|d′|

k=1 wk(d′)2
(1)

where wk(d) the weight of the term k in document d and m the number of common
terms among the two documents, then the respective similarity formulas for the afore-
mentioned metrics are as follows:

MaxCS(dt, C) = max
1≤i≤|C|

CS(dt, di) (2)

MeanCS(dt, C) =
∑|C|

i=1 CS(dt, di)
|C| (3)

Both approaches are simple to implement but their computational complexity depends
on the length of the corpus used. In the worst case the complexity is O(|dt| × |C|).

Document-to-Document Using Language Models. A common method to measure
the similarity between two documents is using language models. A recent comparison
study by Verheij et al [27], where a number of methods were used for novelty detection,
reports that the best performing method was document-to-document distance based on
language models.

We use minimum Kullback-Leibler (KL) divergence as a baseline approach based
on LMs. We implemented the method as described in [27]. Thus, assuming the KL
divergence of a document d given a document d′ is as follows:

KL(Θd, Θd′) =
∑

q∈d

Θd(q) log Θd(q)
Θd′(q) (4)

where Θd is the unigram language model on document d and Θd(q) is the probability
of term q in document d, then the respective novelty scoring formula is as follows:

MinKL(dt, C) = min
1≤i≤|C|

KL(Θdt , Θdi) (5)

In order to avoid the problem of zero probabilities we use linear interpolation smooth-
ing, where document weights are smoothed against the set of the documents in the cor-
pus. Then the probabilities are defined as Θdt(q) = λ×Θdt(q)+(1−λ)×Θd1...dt−1(q),
where λ ∈ [0, 1] is the smoothing parameter and Θd1...dt−1 the probability of term q in
the corpus C. In our experiments, λ was set to 0.9 based on the experiments in [27].
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Table 1. Extended SMART notations that include BM25 components

Notation Term frequency Notation IDF Notation Normalization

b (boolean)

{
1 if tf > 0
0 otherwise

t (idf) log N
df

n (none) 1

n (natural) tf
p (prob. idf) log N−df

df

u (# unique terms) |d|
l (logarithm) 1 + log tf d (L1 norm) dl

k (BM25)
(k1+1)·tf

k1×(1−b+b× dl
avdl

)+tf
b (BM25) log N−df+0.5

df+0.5
c (L2 norm)

√∑
tf2

p (pivot) 1 − b + b × dl/avdl

Document-to-Summary Using Vector Space. Alternatively, we can maintain a sum-
mary of the previously seen documents and compare the new one only to this summary,
avoiding computationally expensive comparisons with all the past documents.

To have a complete set of baselines for the evaluation of our method, we also include
a document-to-summary approach based on vector space as the document representa-
tion and cosine similarity as the novelty metric. The corpus summary is defined based
on [27], as the concatenation of all the documents in corpus, i.e. DC =

⋃
d∈C d. Then

the novelty scoring formula for the document-to-summary baseline can be defined as
follows:

SumCS(dt, C) = CS(dt, DC) (6)

3.2 Inverse Document Frequency for Novelty

Design Principles. In this paper, we introduce a novelty score that does not use any
similarity or distance measure. This novelty score can be considered as a way to com-
pare a document to a corpus, which is the essence of a novelty detection task.

To do so, we capitalize on the Inverse Document Frequency (IDF) measure intro-
duced in [23]. IDF is a heuristic measure for term specificity and is a function of term
use. More generally, by aggregating all the IDF of the terms of a document, IDF can
be seen as a function of the vocabulary use at the document level. Hence, our idea to
use it as an estimator of novelty – a novel document being more likely to use a different
vocabulary than the ones in the previous documents. In a way, a document is novel if
its terms are also novel – i.e. previously unseen. This implies that the terms of a novel
document have a generally high specificity and therefore high IDF values.

IDF was initially defined as idf(q, C) = log N
dfq

. where q is the considered term,
C the collection, dfq the document frequency of the term q across C and N the size
of C, i.e. the number of documents. There exists a slightly different definition known
as probabilistic IDF used in particular in BM25 [18] where the IDF is interpreted in a
probabilistic way as the odds of the term appearing if the document is irrelevant to a
given information need and defined as idfprob.(q, C) = log N−dfq

dfq
. Note that this IDF

definition can lead to negative values if the term q appears in more than half of the
documents as discussed in [17]. For ad-hoc information retrieval, it has been claimed
that it violates a set of formal constraints that any scoring function should meet [5]
but for novelty detection, this property could be of importance as we want to penalize
the use of terms appearing in previously seen documents. We will test both versions in
our experiments. Both versions also have smoothed variants for extreme cases where
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the document frequency could be null or equal to the size of the collection (by usually
adding 0.5 to both numerator and denominator). These are the ones that we will use
in practice since the collection is pretty small (memory of the last 100 documents for
example) and thus subject to sparseness in the vocabulary.

Novelty Score Definition and Properties. It seems then natural to define our novelty
score as a TF×IDF weighting model since we are relying on a bag-of-word representa-
tion and a vector space model. The task here is more of filtering than ad-hoc IR, hence
the TF component needs not to be concave and pivot document length normalized as
in BM25. We explored indeed a great variety of combinations for TF and IDF that we
will present following the SMART notations (the historical ones defined in [19] and
additional ones that include BM25 components). In general, the novelty score of a new
document d for a collection C can be defined as follows:

NS(d, C) = 1
norm(d)

∑

q∈d

tf(q, d) × idf(q, C) (7)

where tf , idf and norm can be any of the functions presented in Table 1, ranging from
a standalone IDF (btn) to a BM25 score (kbn) using the SMART triplet notation. Note
that because of the way BM25 is designed, the length normalization is already included
in the TF component (k__) for a slop parameter b greater than 0. Therefore, BM25 is
denoted by kbn.

The aggregation (through the sum operation) of the term scores to obtain a document
score reduces the impact of synonymy which is a common problem when using bag-
of-word representation and vector space model. Indeed, a document that would have
terms synonymous with the ones in the other documents would probably be detected as
novel since its terms have high IDF values. Nevertheless, it is very unlikely that all its
terms are synonymous and overall, its score should not be as high as the one of a novel
document.

Unlike the approaches described in 3.1, this measure is not related to the size N of
the corpus used. Its complexity is O(|d|). In addition, no document vector needs to be
retrieved (and a fortiori stored in an inverted index except for d) for the computation
of NS. The index is only used after the score has been assigned in order to decrease
the document frequency of the terms occurring in the oldest document (the one being
flushed). Thus, the response time of the system is not affected.

4 Experiments

4.1 Datasets

Google News Dataset. We wanted a dataset with ground truth judgments regarding the
first story of each news cluster. Towards this direction, we worked for the construction
of an annotated dataset from a real world news stream. We used the RSS feeds provided
by the Google News aggregator.

The method for creating the Google News dataset was the following: we periodically
collected all articles from the RSS, offered by Google News, for the category "Tech-
nology" published in the time period July 12 to August 12, 2012. All articles are from
the English news stream. Each news unit consists of the article title, a small descrip-
tion (snippet), the URL for the article, the publication date and a cluster id, assigned by
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the aggregator, clustering threads of news. In addition, we used an open source script
for main content extraction from news websites3 to get the main content of the arti-
cles from the article URLs. We applied two standard preprocessings: stopword removal
and Porter’s stemming. Then for each article we store the set of unigrams and their
corresponding local frequency (TF) for the article snippet and content separately.

Annotation Process: We take advantage of the cluster information provided by the
Google News to create the ground truth dataset for our experiments. Thus, the goal set
is to identify as novel the first article in each news cluster. Unfortunately, as the cluster-
ing in Google News is carried out via an automated mechanism, there is no guarantee
that the articles in a single cluster refer to the same real world event. To have a reliable
ground truth dataset, we assign to human annotators the task of correcting the clusters
retrieved from Google News RSS. The annotators have to assign one of the following
labels to the cluster: clean, separable, part of an existing one or mixed. A clean cluster
contains articles that refer to the same event (e.g. Release of iPhone5). A separable
cluster contains articles from more than one event that can easily be detected and an-
notated. An example of such cluster contained 22 articles for the Antitrust investigation
of Microsoft by EU and 11 articles for Windows 8 release on October 26. For each sep-
arable, the corresponding number of new clean clusters was created. When a cluster
is declared as part of an existing one, the two clusters are merged. If the cluster mixes
too many events that could not be easily distinguished by the annotator, the cluster is
marked as mixed and it is not considered for evaluation. We do not consider mixed clus-
ters for evaluation because such clusters contain more than one article that should be
considered as novel.

The dataset we produced has some advantages over the other benchmark datasets
such as TDT5. In those datasets (some in the scale of 105 articles) it is the human
annotators that decide the similarity among news articles and therefore clustering before
they identify the first occurrence of the cluster. Apparently the result is introduction
of noise and errors with very high probability due to the diverse background of the
annotators and the chance that some articles - due to human error or negligence - are
left out of the thematic news clusters. In our case the dataset contains already ground
truth in grouping the articles into clusters - and the annotators only improve the few
(compared to the documents) clusters. In any case there is no doubt on the first article
per cluster as it is the temporally first in the clusters. Thus the probability for errors
and more importantly missing the first article on a cluster is much smaller. Finally, the
introduced dataset does not suffer from sparseness as all of the previously used ones.

The annotation process reduced the initial data set of 3300 articles/673 clusters to
2006 articles/555 clusters. The cluster size distribution is biased as about half of the
clusters (247) consist of only one article while another 261 have between 1 and 10
articles and only 47 have more than 10 articles in each cluster. Also the topics of the
news clusters are quite characteristic, we refer to Table 2 for a list of the topics and sizes
of the larger clusters.

Note that we use the actual stream including all articles published during the pre-
defined one month period. We exclude mixed clusters only from the final evaluation of
the detection task.

3 http://goo.gl/LKahS
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Table 2. Sample of Topics and Cluster sizes

Cluster Topic Size Cluster Topic Size
Apple Considered Investing in Twitter 20 Google Nexus 7 tablet goes on sale in US 21
VMware buys Nicira for $1.05 billion 21 Google unveils price for Gbit Internet service 21
Digg acquired by Betaworks 23 Microsoft Reboots Hotmail As Outlook 27
FTC Fines Google for Safari Privacy Violations 27 Nokia cuts Lumia 900 price in half to $50 30
Apple Brings Products Back Into EPEAT Circle 31 Yahoo confirms 400k account hacks 45

Twitter Dataset. To examine the potential of our method for very small documents, we
used a second dataset consisting of real tweets. This synthetic dataset was constructed
using the annotated proportion of the one described in [16]. The dataset contains 27
events of various lengths, from 2 to 837 tweets. The whole dataset consist of 2600
tweets. Events include "Death of Amy Winehouse", "Earthquake in Virginia" and "Riots
break out in Tottenham". The stream created uses the actual temporal order of these
tweets. Most of the events are well separated from each other with eight of them having
a small overlap in time. Here, again we consider as novel only the first story in time
for each event. The dataset is available from the website of the CROSS project4 in the
context of which it was created.

4.2 Evaluation Methodology

Detection Errors. The performance of a Novelty Detection algorithm is defined in
terms of the missed detection and false alarm error probabilities as defined in [6]. A
signal detection model, variation of ROC curves, is often used for evaluation; the De-
tection Error Trade-off (DET) curve [14], which illustrates the trade-off between missed
detections and false alarms. On the x-axis is the miss rate and on the y-axis is the false
alarm rate. A system is considered to perform best when it has its curve towards the
lower-left of the graph. The axes of the DET curve are on a Gaussian scale.

For the detection systems evaluation, these error probabilities are usually linearly
combined into a single detection cost, CDet [6,11] defined as:

CDet = (CMiss × PMiss × PT arget + CF a × PF a × (1 − PT arget)) (8)

where PMiss is the number of missed detections divided by the number of target ar-
ticles, PF a the number of False Alarms divided by the number of non-targets, CMiss

and CF a the costs of a missed detection and a false alarm respectively, PMiss and PF a

the probabilities of a missed detection and a false alarm respectively and PT arget the
a priori probability for finding a target. For our experiments we set the same cost for
missed detections and false alarms (CMiss = CF a = 1) and the same probability for
finding a target and a non-target (PT arget = 0.5) assuming no prior knowledge for the
probability of targets.

Cross-Validation. Since the goal of a detection task is to minimize the detection cost
CDET , minCDET is used to define the optimum threshold, i.e. the threshold that gets
the lowest CDET value is the best to use for this detection model. The minCDET

4 http://demeter.inf.ed.ac.uk/cross/
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also corresponds to a certain point on the DET Curve, as the DET curve illustrates the
different operating points of a detection system (i.e. the detection errors for different
thresholds). In order to avoid an overfitting effect over our datasets, we used 5-fold
cross validation in our experiments. We computed the minCDET and the corresponding
threshold on the training part and then computed CDET on the testing part. We will
report the average CDET in test for all our experiments.

Baselines. We use the ground truth information of each dataset to evaluate the perfor-
mance of novelty detection for our method and in comparison against the four baseline
approaches. These methods take into account the similarity/divergence among the doc-
ument under evaluation and the previous N documents or their summary and rate it
as novel based on a threshold. For the experiments, the weighting model used for the
baselines is BM25 (kbn in SMART notation), which is the one used in [3].

Weighting Models. As mentioned in section 3, we are using a variety of TF×IDF
weighting models that we will refer to using the SMART notations presented in Table 1.
For T F , we used the variants b (boolean term representation), n (plain term frequency),
l (logarithmic saturation) and k (BM25 saturation) and for IDF , we considered the
following variants: t (the plain IDF value) and b (the form used in BM25). Finally
we tested three different options for document length normalization: n (none), d (the
document length) and u (the number of unique terms).

5 Results
In this section we present and review the results of the experiments on the datasets men-
tioned in the previous sections and for all the combinations of measures and parameters
values mentioned.

Google News Dataset. We present here the average detection cost (avgCDET ) for the
cleaned dataset with memory size (i.e. length of the corpus) N ranging between 20
and 180 with step 40 for a variety of meaningful combinations of the variants of term
frequency, IDF and normalization. We report these results for the snippets and the full
articles versions of the dataset (Table 3).

The result table is organized in blocks of lines based on the normalization method.
The top block (model SMART acronym ending in d) corresponds to normalization
based on the document length, the mid block (SMART acronym ending in u) to nor-
malization based on the number of unique terms in the document and the third one
(SMART acronym ending in n) is for the case where no normalization takes place.
The last four rows of the table represent the results of the baseline methods (MaxCS,
MeanCS, MaxKL, SumCS).

The values appearing in the cells represent the average detection cost in test (com-
puted using 5-fold cross validation) for each combination of parameters. We excluded
some combinations of the above parameters as they introduce normalization twice (ktd-
b=0.75, kbd-b=0.75, ktu-b=0.75, kbu-b=0.75). This is because T F variation k, used in
BM25, introduces a length normalization prior to the saturation in its formula for b > 0.

Given the above hints, we notice that almost all methods best results are obtained for
memory size (N ) either 60 or 100 thus we focus our further comments on the respective
results columns.
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Table 3. Average CDET using 5-fold cross validation on Snippets and Content

Snippet Content
N 20 60 100 140 180 20 60 100 140 180

btd 0.439 0.407 0.408 0.411 0.397 0.434 0.429 0.436 0.433 0.418
bbd 0.432 0.404 0.405 0.411 0.398 0.433 0.423 0.431 0.416 0.416
ntd 0.287 0.266 0.284 0.285 0.297 0.391 0.366 0.362 0.396 0.386
nbd 0.294 0.267 0.291 0.284 0.307 0.4 0.367 0.373 0.4 0.394
ltd 0.413 0.382 0.359 0.371 0.368 0.429 0.425 0.412 0.405 0.413
lbd 0.393 0.381 0.36 0.374 0.373 0.422 0.414 0.412 0.419 0.415

ktd-b=0 0.394 0.367 0.354 0.362 0.365 0.429 0.428 0.411 0.404 0.412
kbd-b=0 0.392 0.368 0.346 0.36 0.366 0.424 0.415 0.413 0.419 0.422

btu 0.307 0.299 0.293 0.296 0.311 0.447 0.444 0.451 0.434 0.429
bbu 0.313 0.299 0.294 0.297 0.307 0.44 0.452 0.45 0.425 0.429
ntu 0.319 0.293 0.294 0.317 0.303 0.464 0.441 0.447 0.442 0.46
nbu 0.324 0.288 0.298 0.302 0.308 0.458 0.437 0.44 0.44 0.449
ltu 0.298 0.283 0.281 0.283 0.299 0.455 0.423 0.424 0.436 0.461
lbu 0.301 0.276 0.281 0.288 0.298 0.455 0.429 0.438 0.436 0.447

ktu-b=0 0.295 0.282 0.268 0.28 0.296 0.452 0.42 0.427 0.446 0.458
kbu-b=0 0.298 0.283 0.279 0.279 0.302 0.458 0.422 0.439 0.438 0.45

btn 0.429 0.41 0.391 0.389 0.398 0.503 0.504 0.504 0.504 0.504
bbn 0.417 0.402 0.385 0.388 0.403 0.496 0.504 0.502 0.505 0.507
ntn 0.371 0.332 0.337 0.336 0.346 0.483 0.499 0.499 0.497 0.499
nbn 0.366 0.333 0.33 0.34 0.339 0.492 0.502 0.501 0.508 0.509
ltn 0.401 0.375 0.364 0.37 0.371 0.502 0.509 0.502 0.504 0.502
lbn 0.399 0.372 0.374 0.364 0.371 0.498 0.515 0.501 0.503 0.505

ktn-b=0 0.395 0.368 0.372 0.364 0.36 0.499 0.51 0.503 0.508 0.505
ktn-b=0.75 0.385 0.342 0.337 0.348 0.343 0.461 0.432 0.434 0.439 0.447

kbn-b=0 0.39 0.363 0.363 0.36 0.367 0.498 0.516 0.501 0.5 0.505
kbn-b=0.75 0.38 0.343 0.335 0.347 0.343 0.441 0.428 0.445 0.451 0.446

maxCS 0.375 0.369 0.365 0.368 0.353 0.492 0.465 0.457 0.456 0.45
meanCS 0.368 0.362 0.344 0.339 0.355 0.471 0.461 0.444 0.44 0.439
maxKL 0.448 0.438 0.423 0.421 0.43 0.49 0.458 0.449 0.434 0.471
CSAgg 0.451 0.425 0.424 0.425 0.423 0.494 0.48 0.476 0.47 0.489

It is evident that the proposed Novelty Scoring measure outperforms the all baselines
with the best performance achieved by a L1 normalized TF-IDF (raw TF and classic
IDF – ntd) narrowly followed by the nbd model (same except for the IDF compo-
nent inherited from BM25). Very good performance is achieved by the u normalization
(number of unique terms) especially for the ltu and kbu models. Absence of length nor-
malization yields to the worst results as it can be expected with documents of varying
length. Nevertheless it still outperforms the best baseline results when we consider the
snippets where the variation in length is limited. Considering the content of the arti-
cles for novelty detection the no normalization weighting schemes perform much worst
even than the baselines. The difference in performance of this group in comparison to
the one on snippets originates at the greater differences in document lengths when the
full article is taken into account (snippets tend to have a constant length – around 25
terms). Note that ktn-b = 0.75 and kbn-b = 0.75 perform better than the rest of the
block. This can be easily explained as both methods use the BM25 variant of TF which
includes a pivot length normalization for parameter b > 0. We chose to display them in
that block just to be consistent in terms of SMART notations.
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Fig. 2. DET Curves for N=100 on Clusters with size>= 10 using snippets (top-left), all Clusters
using snippets (top-right), size>= 10 using content (bottom-left) and all Clusters using content
(bottom-right)

DET Curves:We plotted DET curves showing the evolution of performance with re-
gards to the Miss and the False Alarm probability. These diagrams indicate the evolution
of the detection cost for the best performing model (ntd) and all the baselines. They also
depict the point on each curve that corresponds to the optimum threshold, having the
minCDET .

In figure 2 we plot the DET Curves for memory N=100 on four versions of the
Google News dataset, large Clusters with size>= 10 using snippets (top-right), size>=
10 using content (bottom-left) and all Clusters using content (bottom-right). We com-
pare all baseline methods and our method using the best performing weighting schema,
ntd(see table 3). It is clear that overall the ntd method outperforms the others. The
baseline based on maximum KL-divergence and document-to-summary baseline per-
form worst. The same applies for the case of all Clusters data set. In addition, compar-
ing the corresponding snippet and content DET curves we confirm again our previous
claims that using the full content of an article instead of a simple summary as the first
few sentences of the article introduces significant noise and makes it harder to detect
the first stories.

Twitter Dataset. We report in Figure 3 the results on the Twitter dataset described
in section 4.1. We again compare all baseline methods and our method using the best
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Fig. 3. DET Curve for N=100 on Twitter dataset

performing weighting schema, ntd (see table 3) for N = 100. As mentioned earlier,
we exhaustively examine the performance of our method for the Twitter Dataset as
well. Due to lack of space, we present the results of the best performing weighting
scheme and N value using the DET Curves as a more concise means. The results are
very encouraging, as our method outperforms by far all the baselines and manages to
have a zero miss probability while maintains false alarm probability below 10%.

Execution Time. We compared our method in terms of execution time with the best
performing method from the baselines, MeanCS. We ran experiments for different val-
ues of N , using content. We used the whole stream of news. The results are shown in
Table 4. The values reported correspond to the average time needed to process and as-
sign a novelty score to an article in the dataset. The time cost for database connection
and communication, indexing and index updating is not considered.

It is clear that our method is considerably faster than the document-to-document
competing ones as it is at least seven times faster than MeanCS. The difference among
the methods increases as the corpus length increases, since MeanCS, as any document-
to-document method, have to be executed on the entire corpus to compute the similarity
between all documents.

Table 4. Execution times per article in microseconds for different N values, using content

N=20 N=60 N=100 N=140 N=180
NS 124.44 154.46 128.50 200.54 134.96

meanCS 704.06 1798.30 2372.72 3156.27 3923.91

6 Conclusion

Novelty detection is an important topic in modern text retrieval systems. In this paper
we proposed a new method for the novelty detection task in document streams that is
accurate (i.e. performing better than several dominant baselines). We conducted exten-
sive experiments on a real world dataset (from a news stream) where our method clearly
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outperforms the four baseline techniques used in the relevant literature. Moreover, as
our method does not use any similarity or distance measure among documents but only
stream statistics kept in memory, it is much faster and scalable than the others.

These results give strong evidence that stream statistics, such as IDF in our case, can
alone be used to detect novel documents from streams. IDF is a simple yet effective in-
dicator of both term specificity and document novelty. The first property has been known
since 1972 and our work just showed the second one. In large-scale streaming, such as
on Twitter that recently sparked interest in the research community, this observation
may be of great importance.

Acknowledgments. M. Karkali has been co-financed by the EU (ESF) and Greek na-
tional funds through the Operational Program "Education and Lifelong Learning" of the
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Abstract. Opinion drift is regarded as the change of sentiment distribution in 
this paper. In opinion and sentiment mining, how to detect opinion drifts and 
analyze their reasons, is an important problem for Web public opinion analysis. 
To tackle this problem, an approach of opinion drift detection for Chinese Web 
comment is proposed. For a comment set during a long time about a hot event, 
the proposed approach first determines possible drift timestamps according to 
the change of comment number, computes different sentiment orientations and 
their distributions at these timestamps, detects opinion drift according to the 
distribution changes, and analyzes the influences of related events occurring in 
the timestamps. Extensive experiments were conducted in a real comment set of 
Chinese forum. The results show that drift timestamps determined and opinion 
drifts detected correspond to the real event, so the approach proposed in this 
paper is feasible and effective in the application of Web public opinion analysis. 

Keywords: Opinion Drift Detection, Sentiment Distribution, Opinion Mining. 

1 Introduction 

More and more users have been accustomed to publish their comments and opinions 
about hot events on the Web. Many facts indicate that after a hot event occurred, the 
users’ attention to the event would vary over time. Especially, with more information 
about the event been issued, users’ sentiment hidden in their comments may change. 
In the beginning, perhaps users’ sentiments focus on positive (support), but when 
more details or related information about the event are known, users’ sentiment may 
change from positive to negative, or vice versa by their further thinking and judging.  

In machine learning, the change of a concept over time is regarded as “concept 
drift” [13]. Inspired by the idea, in this paper, we call the change of sentiment 
distribution as “opinion drift”. In sentiment mining, how to detect opinion drifts and 
analyze their reasons, is an important problem for Web public opinion analysis. 
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61033007), National Natural Science Foundation of China (Grant No. 61100026, 60973019), 
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As one of the techniques for Web public opinion analysis, opinion and sentiment 
mining analyzes users’ opinions, appraisals, attitudes, and emotions toward entities, 
individuals, issues, events, topics, and their attributes [8]. The current work includes 
opinion extraction, opinion summary, opinion tracking, opinion retrieval based on 
sentiment orientation, and so on. However, for a hot event, only a few studies detect 
users’ opinion or sentiment change over time, especially for Chinese websites. Above 
opinion tracking aims to track users’ common sentiment [3] or content [4] change, but 
not every sentiment distribution change, i.e. opinion drift in this paper. For public 
opinion analysis, detecting users’ different sentiment distribution change is important 
as the same as tracking users’ common sentiment change. 

Based on above analysis, in this paper, for a hot event, we track the comments 
during a long term, compute every sentiment distribution, detect opinion drift, and 
analyze the reason resulting in the drift. We propose an opinion drift detection model 
and its modeling approach, and show the effectiveness of the proposed model. 

The rest of the paper is organized as follows. Section 2 introduces related work. 
Section 3 describes our opinion drift detection model. Section 4 presents the modeling 
process in detail. Section 5 shows and discusses the experiment results, and the 
conclusion is given in Section 6. 

2 Related Work 

Inspired by the concept drift, in this paper we call the change of sentiment orientation 
distribution as opinion drift. In some previous work, opinion drift is also called as 
opinion change, sentiment change, emotion change, and so on. 

In this domain, [1] classified tweets in real-time and detected sentiment change by 
comparing the average values in two windows and analyzing the sentiment changed. 
[2] used association rule mining to find out opinions about products in an e-commerce 
website, and detected changes in patterns between two datasets from different time 
periods. [11] built an opinion formation model for detecting where in time and how 
long this change persisted and how big this change was. [7] adopted the probabilistic 
topic model and language grammar based sentiment analysis techniques for mining 
opinions on a certain topic, and detected significant changes of sentiment of the 
opinions on the topic. Furthermore, they identified possible reasons causing each such 
change. [10] researched the changes in referents and emotions over time in election-
related social networking dialog by analyzing week-by-week content of Facebook 
wall postings by candidates' fans. [12] regarded Twitter real-time messages as 
streams, and researched sentiment stream classification for tracking sentiment drift 
and providing up-to-date sentiment analysis. 

Our work is different from above related work. Firstly, the related work mainly 
aimed at English or Japanese, but our work is for Chinese. Because of different syntax 
and grammar structures, the sentiment analysis will apply different methods. 
Secondly, the related work focused on microblog [1, 12], product review [2], blog [7, 
11], and other users generating content [10, 11]. Our work analyzes users’ sentiment 
from the comments of hot events. There is the difference in topic number and text 
length between them. 



74 D. Wang et al. 

 

3 Building Opinion Drift Detection Model 

For a hot event E on the Web, let users’ comment set be C, the opinion drift detection 
model OD for E be described as OD=<Class, TS(Class), Drift(Class), SE(TS)>. Here 
Class=<pos, neu, neg> is sentiment orientation, the triplet <pos, neu, neg> indicates 
three classes of sentiment, i.e. positive (approve), neutral, and negative (oppose), 
respectively. TS(Class) is the timestamp set. Every ts∈TS is a timestamp. Every 
timestamp in OD model is the time of opinion drift occurring, and called opinion drift 
timestamp. Drift(Class) is the set of value of quantized opinion drift. SE(TS) is the 
event set resulting in opinion drift occurring in TS. According to the description, OD 
can be expressed as that users’ sentiment Class occurs opinion drift Drift due to the 
influence of event SE at the timestamp TS. 

Obviously, opinion drift detection concerns with timestamps, i.e. when the drift 
occurs. For further describing and modeling OD, we give the following definitions. 

Definition 1 (Timestamp). A timestamp is a time period, which can be one hour, one 
day, or several days. We denote a timestamp as ts. 

For describing the relation of comments and timestamps, suppose that we obtained 
comment set C of a hot event in time period T, T can be partitioned into m shorter 
proximate sub-periods by timestamps ts1, ts2, …, tsm. Accordingly, C can also be 
partitioned into m subsets C1, C2, …, Cm, and the comment number |C|=|C1|+|C2| 
+…+|Cm|=D(ts1)+D(ts2)+…+D(tsm). Here D(tsi)=|Ci| (i=1, 2, …, m) is the number of 
comments in timestamp tsi. In this case, T can be regarded as a longer timestamp. 

Definition 2 (Sentiment Distribution). For a class of sentiment orientation o in 
comment set C, its sentiment distribution is defined as the percentage of comment 
number with o class in |C|, we denote it as DistC(o), o∈{pos, neu, neg}. 

Definition 3 (Opinion Drift). In comment set C, for two comment subset Ci, Cj⊆C 
corresponding to two proximate timestamps tsi, tsj⊆T and a given threshold γ, if a 
class of sentiment o satisfies |DistCi

(o)-DistCj
(o)|≥γ, then the opinion drift occurs in C 

at timestamp tsj. In this case, the timestamp tsj and the value of |DistCi
(o)-DistCj

(o)| are 

the elements of TS and Drift set in OD model, respectively.  
According to Definition 3, opinion drift detection for C can be done by calculating 

|DistCi
(o)-DistCj

(o)|, i.e. the sentiment distribution of two proximate comment subset 

Ci and Cj, so we call the timestamp tsj which corresponds to Cj as a drift timestamp. 

Definition 4 (Drift Timestamp). For the timestamp ts in T corresponding to 
comment set C, if the opinion drift occurs in C at ts, then ts is defined as a drift 
timestamp and represented by dts. 

Obviously, a dts must be a ts, but not all tss are dtss. Moreover, only dtss are the 
elements of TS in OD model. 

Based on above definitions, modeling OD will concern the following problems. 1) 
Download the related comment data with a hot event. 2) Set timestamps and further 
determine (candidate) drift timestamps from the given timestamps. 3) Compute the 
sentiment distribution for every class of sentiments and detect the opinion drift at 
every determined (candidate) drift timestamp. 4) Analyze the influence of related 
events in every real drift timestamp occurring opinion drift. For problem 2) and 3), we 
detail the approach in the next section. 
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4 Implementing Opinion Drift Detection Function 

4.1 Determining Detection Time and Partitioning Comment Data 

The comments of a hot event will continue for a long time from the start to the end of 
the event, and there is different number of comments in the different timestamp over 
the increment of related information with the event. In intuition, the sentiment 
distribution may change when the comment number increases significantly. So the 
scale and significant increase of comment number should be two pivotal metrics for 
drift timestamp. 

[7] found that a sentiment change of a topic was usually accompanied by hot 
discussions related to the topic by analyzing blog search results, so an increase of the 
popularity of a topic suggested a possible sentiment change to the topic. Inspired by 
the idea of [7], we think that similar to blogs, for the comments related with a hot 
event, opinion drift also accompanies number increase of the comments. Comparing 
with our above two metrics of drift timestamp, for a timestamp tsj, “significant 
increase of comment number” can be regarded as “D(tsj) is much larger than D(tsi)”, 
and “scale of comment number” can be regarded as “D(tsj) itself is relatively large”. 
So we apply the approach proposed by [7] for partitioning time period. 

According to the idea of [7], for two proximate timestamps tsi and tsj (i<j), 
Formula (1) computes a BoundaryScore(tsj). 

))(log(
)(

)(
)( j

i

j
j tsD

tsD

tsD
tsoreBoundarySc =                      (1) 

Moreover, [7] proposed that for timestamp tsj, if the document number of both the 
split time intervals before and after it were greater than a predefined threshold, it was 
a qualified boundary. The authors of [7] considered the accumulation of comment 
scale mentioned by our paper. For our application, we detail the process as follows. 

For the timestamps ts1, ts2, …, tsi, tsj, …, tsm in time period T corresponding to 
comment set C, if tsj is a qualified boundary, both D(ts1)+D(ts2)+… +D(tsi)+D(tsj) 
and D(tsj)+…+D(tsm) should satisfy a threshold, which is set to be MinCommCnt. 
That means: 

MinCommCnttsDtsDMinCommCnttsDtsDtsD mjji ≥+≥+++ )()(&)()()( 1   (2) 

We compute BoundaryScore(tsj) if D(tsj) satisfies Formula (2). From D(ts1) to 
D(tsm), we obtain a ts with the largest BoundaryScore(ts) as the first candidate dts, 
denoted by cdts, namely, 

)2(Formulainsatisfies|)(maxarg j
Tts

tststsoreBoundarySccdts
⊆

=       (3) 

If the cdts is a real dts, according to the real significance of dts, it should be a start 
of new related event and opinion drift. So based on the first cdts (suppose it is tsj), we 
continue to find new cdtss in ts1~tsi and tsj~tsm. The process runs recursively until no 
new cdts is found. 
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4.2 Analyzing Sentiment Orientation of Comment Subset in Every Timestamp 

There is the difference of length among different comments in Chinese comments. 
We analyze sentiment orientation of comments from word, sentence, and comment, to 
comment subset. According to the characteristics of Chinese, in a comment, we 
partition sentence with period (.), exclamatory mark (!), semicolon (;), and question 
mark (?), i.e. these marks are regarded as the end of a sentence. In detail, the process 
of computing the sentiment orientation of a comment subset is in the following.  

1) Extract sentiment words from every sentence. We first partition every 
sentence into words based on two famous Chinese sentiment lexicons HowNet [5] 
and NTUSD [9], merge the two lexicons, and add some new popular network 
sentiment words such as “顶 (agree)” and “囧 (embarrassed)”. 

2) Compute the orientation of every sentiment word. We consider the 
orientation of every sentiment word, and utilize the approach of computing sentiment 
orientation based on HowNet as Formula (4) [14]. 
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where posseed and negseed are positive and negative seed words, respectively, and 
the numbers of two classes of seed words are k1 and k2 respectively. Moreover, 
Sim(w1, w2) is the similarity between w1 with w2 computed by using HowNet. 

3) Compute sentiment orientation of every sentence. Based on the orientation of 
sentiment word in a sentence, we use Formula (5) for determining the sentiment 
orientation of the sentence. 


∈
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where w is a sentiment word in sentence s. Moreover, we give two thresholds α and β 
(α>β). For a sentence s, if Orientation(s)≥α, sentence s is defined as positive 
sentiment. If Orientation(s)<β, the sentence s is defined as negative sentiment. If 
α>Orientation(s)≥β, the sentence s is defined as neutral sentiment. 

4) Compute the sentiment distribution of every comment. We use a triplet <pos, 
neu, neg> to express the sentiment distribution of a comment. Based on Formula (5), 
we can get the sentence sets with positive, neutral, and negative sentiment 
respectively from a comment consisting of some sentences. We denote them as Spos, 
Sneu, and Sneg respectively. For a comment consisting of sentence set S=Spos+Sneu+Sneg, 
its sentiment distribution is calculated with Formula (6). 


∈∈∈∈∈∈

===
SsSsSsSsSsSs

ssnegssneusspos
negneupos

||||||||||||     (6) 

That means the sentiment distribution of a comment is the percentage of positive, 
negative, and neutral sentences in the comment, and the distribution value is between 
0 and 1. Especially, if a comment only contains one sentence and the sentiment 
orientation of the sentence is the positive, the sentiment distribution of the comment is 
<1, 0, 0>. If its sentiment orientation is the negative, the sentiment distribution of the 
comment is <0, 0, 1>. 

5) Compute sentiment distribution of comment subset. Based on the detection 
time determined in Section 4.1, the time period T corresponding to the comment set C 
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can be partitioned into some cdtss, and C can be partitioned into some related subsets. 
According to Definition 2 in Section 3, for every comment subset, we compute the 
percentage of the comments with positive, neutral, and negative sentiments in the 
subset respectively as the sentiment distribution of the subset. 

According to Formula (6), for a comment subset Ĉ⊆C corresponding to a cdts in T, 
we can obtain the sentiment distribution <pos, neu, neg> of every comment c∈Ĉ. 
Then we sum pos, neu, and neg for all c∈Ĉ, denote the results as Ĉ(pos), Ĉ(neu), and 
Ĉ(neg) respectively, and compute the sentiment distribution with Formula (7). 

>=< )(),(),()(ˆ negoneuoposooDist
C

                       (7) 

where |ˆ|)(ˆ)(|ˆ|)(ˆ)(|ˆ|)(ˆ)( CnegCnegoCneuCneuoCposCposo === . 

To sum up the above five steps, for a comment subset Ĉ, the algorithm of 
analyzing the sentiment distribution of Ĉ is described as Algorithm1. 

Algorithm 1. Sentiment Distribution Analysis of Comment Subset 

Input: Comment subset Ĉ corresponding to a candidate drift timestamp 
Output: Sentiment distribution DistĈ(o)=<o(pos), o(neu), o(neg)> 
  1) For every comment c∈Ĉ 
  2)  {partition c into sentence set S; 
  3)   For every sentence s∈S 
  4)    {extract sentiment words of s and construct set W; 
  5)     For every sentiment word w∈W 
  6)       compute sentiment orientation of w with Formula (4); 
  7)     compute sentiment orientation of s with Formula (5);} 
  8)   compute sentiment distribution <pos, neu, neg> of c with Formula (6);} 
  9) compute DistĈ(o)=<o(pos), o(neu), o(neg)> with Formula (7);  

4.3 Opinion Drift Detection 

In this paper, opinion drift means the change of sentiment orientation distribution of 
users’ comments about a hot event. In detail, for a comment set C about a hot event, 
its corresponding time period is T, we can partition T into some timestamps and 
obtain some candidate drift timestamps from them using the approach in Section 4.1. 
For any one candidate drift timestamp cdts′ and its precursor timestamp cdts″, if the 
comment set in cdts′ and cdts″ are C′ and C″ respectively, we judge whether opinion 
drift occurs in cdts′ by comparing |DistC′(o)-DistC″(o)| with a given threshold γ 
according to Definition 3. If opinion drift occurs, cdts′ is a real drift timestamp. 
Moreover, we analyze related events occurring in cdts′. Based on above analysis, the 
algorithm of opinion drift detection is described in Algorithm2. 

In line 1) of Algorithm2, we get all candidate drift timestamps using the approach 
in Section 4.1. In line 4) and line 5), we call Algorithm1 for computing the sentiment 
distributions of timestamp cdts′ and cdts″ respectively. Then from line 6) to line 11), 
we judge whether opinion drift occurs in cdts′. If occurring, we continue to analyze 
the influences of related events in line 12). 
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Algorithm 2. Opinion Drift Detection 

Input: Comment set C and its time period T about a hot event 
Output: drift timestamp set TS, drift value set Drift of every class of sentiment 
  1) find candidate drift timestamp set CDTS; 
  2) TS=Drift={}; 
  3) For every cdts′∈CDTS and its precursor timestamp cdts″ 
  4)  {compute DistC′(o)=<o(pos), o(neu), o(neg)> with Algorithm1; 

//C′ is comment subset in cdts′ 
  5)   compute DistC″(o)=<o(pos), o(neu), o(neg)> with Algorithm1; 

//C″ is comment subset in cdts″ 
  6)   Diff(pos)=|DistC′(o(pos))-DistC″(o(pos))|;  
  7)   Diff(neu)=|DistC′(o(neu))-DistC″(o(neu))|; 
  8)   Diff(neg)=|DistC′(o(neg))-DistC″(o(neg))|; 
  9)   If Diff(pos)>γ or Diff(neu)>γ or Diff(neg)>γ 
 10)   Then {TS=TS+{cdts′};  
 11)         Drift=Drift+{Diff(pos), Diff(neu), Diff(neg)}; 
 12)         analyze related event occurring in timestamp cdts′}} 

Recalling the model OD=<Class, TS(Class), Drift(Class), SE(TS)> in Section 3, 
now we can model OD by finding drift timestamps, computing sentiment distribution, 
detecting opinion drift, and analyze the influence of related events in Section 4. 

5 Experiments 

5.1 Experiment Corpora and Lexicon 

The event of Huangyan Island confrontation between Chinese and Philippines is one 
of the hot events in 2012. We collect related comments with the event from Netease1 
for detecting opinion drift. 

From Netease, we obtain comment set about the event of Huangyan Island 
confrontation between Chinese and Philippines in time period 2012.4.10~2012.5.14 
(Huangyan Island Event for short). We first purify the comment set by deleting ads 
and other irrelated information with the event, and the result includes 85,447 
comments. The comment number distribution is shown as Figure 1. 

In Figure 1, we set timestamp be one day, so the number of timestamps is 35 from 
2012.4.10 to 2012.5.14. Moreover, for partitioning every comment into words, we 
apply ICTCLAS 5.1 [6] from Chinese Academy of Sciences. For extracting sentiment 
words and analyzing sentiment orientation of comments, we apply HowNet [5] and 
NTUSD [9] lexicon, and add some new words such as people and place names, 
popular network words obtained by manual. We merge the two lexicons and above 
new words, eliminate the duplicates, and form a final sentiment lexicon. 

 
                                                           
1 http://comment.news.163.com/news_guoji2_bbs/SPEC00017V807LPO.html 
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5.2 Experiment Results and Analysis 

Because we have not found the related work of opinion drift detection for comments 
in Chinese, here we show our experiment results conforming to the facts for proving 
the feasibility and availability of our work. 

1) Finding Candidate Drift Timestamps. Based on the comment set of Huangyan 
Island Event in Figure 1, we use the approach in Section 4.1, let the threshold 
MinCommCnt be 50, and obtain 3 timestamps with the most BoundaryScore. The 
BoundaryScore distribution is shown as Figure 2.  

From Figure 2, we see timestamp 5, 15, and 19 are detected as drift timestamps. They 
correspond to date ID 6, 16, and 20 in Figure 1 respectively. In fact, 3 related events occur 
in these dates, they are “Chinese Fishery Boat 310 leaves Huangyan island sea area”, 
“Philippines says the United States will tripling the military aid for Philippine troops”, and 
“Philippines intends to clear the Huangyan island and Chinese logo”. So it is reasonable 
for us to regard the 3 timestamps as candidate drift timestamps. 

2) Analyzing Sentiment Orientation of Comment. For the comment set about 
Huangyan Island Event, we analyze the sentiment distribution by analyzing sentiment 
words, sentences, every comment, and comment subset according to timestamps. 
According to the approach in Section 4.2, our experiment process is shown as follows. 

Step 1. Partition every comment into sentences and every sentence into words. 
Here we take the comment subset of timestamp 22 in Figure 3 as an example for 
describing the process. Figure 3 give an example of a comment in this timestamp. 

 

 

Fig. 3. An Example of a Comment 

We partition the comment into 12 sentences (The vertical line in Figure 3), then 
partition every sentence into words, and extract sentiment words. For example, the 
sentiment words extracted from second sentence include反复无常(capricious), 出尔
反尔(contradict oneself), 戏弄(make fun of), 幕后(backstage), and 坏(bad). 

 

Fig. 1. Comment Number Distribution of 
Huangyan Island Event 

Fig. 2. BoundaryScore Distribution 
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Step 2. Compute sentiment distribution of every comment subset. By Algorithm1, we 
first compute the sentiment orientation of every sentiment word. Based on the  
sentiment words obtained in Step 1, we compute their orientation with Formula (4), 
and the orientation of example sentiment words is shown as Table 1. 

Table 1. Sentiment Orientation of Example Sentiment Words 

Sentiment Words 
反复无常

capricious 
出尔反尔 

contradict oneself
果断 

resolute 
纸老虎 

paper tiger 
智慧 
wise 

Sentiment Orientation -0.9062 -0.9117 0.8861 -0.8036 0.8636 

 
Moreover, we compute the sentiment distribution of every sentence with Formula 

(5) and compute the sentiment distribution of every comment with Formula (6). For 
example, for the comment shown in Figure 3, the sentiment distribution is <pos, neu, 
neg>=<0.286, 0.286, 0.428>. Based on the distribution, we continue to compute the 
sentiment distribution of the comment subset in timestamp 22 DistĈ(o)=<o(pos), 
o(neu), o(neg)>=<0.121, 0.148, 0.731>. 

3) Detecting Opinion Drift. With Algorithm1, we can compute the sentiment 
distribution of any timestamp. In this paper, we assume that by only computing the 
sentiment distribution of all candidate drift timestamps and their precursor timestamps, we 
can detect opinion drift with Algorithm2. However, for proving our assumption, we 
compute the sentiment distribution of every timestamp and judge whether the opinion drift 
occurs or not in candidate drift timestamp by calculating Diff(<pos, neu, neg>) according 
to line 6), line 7), and line 8) in Algorithm2 and Definition 3. Figure 4 shows the sentiment 
distribution of timestamp 10~20, and Figure 5 indicates the sentiment distribution in all 
timestamps of Huangyan Island Event.  
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From Figure 5, we see that in date ID 3, 4, and 5, the sentiment distribution is 
undulate, but the number of comment is not enough, so it indicates that users had not paid 
attention to the event in this time period, the sentiment orientation is not significant. In 
fact, they are not detected as drift timestamp when setting threshold MinCommCnt 50. In 
date ID 6, negative sentiment distribution (opinion summarization by manual is “should 
solve with force”) becomes larger, because the event of “Chinese Fishery Boat 310 
leaves Huangyan island sea area” occurs in this day, and results in users’ distrust to the 

Fig. 4. An Example of Sentiment 
Distribution in 11 timestamps 

Fig. 5. Sentiment Distribution in All 
Timestamps of Huangyan Island Event 
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government’s behavior. Users think the government should take strong measures to 
Philippines. From date ID 6 to 16, the negative sentiment distribution diminishes 
gradually, and indicates government’s behavior was being understood gradually. But in 
date ID 16, the negative sentiment distribution increases again, because another related 
event “Philippines says the United States will tripling the military aid for the Philippine 
troops” occurs in this day, users hope government’s strong measure again. Similarly, in 
date ID 20, negative sentiment distribution increases again accompanied by the event 
“Philippines intend to clear the Huangyan Island and Chinese logo”. The event initiates 
users’ indignation again. Accordingly, another two sentiment distributions have the 
similar drift because of above 3 related events. 

6 Conclusion 

In this paper, we define the concept of opinion drift and propose an approach of 
opinion drift detection for Chinese web comment about hot events. For a comment set 
during a long time about a hot event, our approach first determines candidate drift 
timestamps according to the number change of the comments, computes sentiment 
distribution at the candidate drift timestamps and their precursor timestamp, detects 
opinion drift at the candidate drift timestamps, and analyzes the influences of related 
events. In the future, we will further explore more effective sentiment orientation 
computing methods and threshold setting in sentiment distribution and opinion drift 
detection, and extend the technique to more user-generated contents. 
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Abstract. Social networks are a popular place for people to express
their opinions about products and services. One question would be that
for two similar products (e.g., two different brands of mobile phones),
can we make them comparable to each other? In this paper, we show
our system namely OpinionAnalyzer, a novel social network analyser
designed to collect opinions from Twitter micro-blogs about two given
similar products for an effective comparison between them. The system
outcome is a structure of features for the given products that people have
expressed opinions about. Then the corresponding sentiment analysis
on those features is performed. Our system can be used to understand
user’s preference to a certain product and show the reasons why users
prefer this product. The experiments are evaluated based on accuracy,
precision/recall, and F-score. Our experimental results show that the
system is effective and efficient.

Keywords: social network, feature extraction, opinion mining, senti-
ment analysis.

1 Introduction

In recent years, social networks are becoming a popular place for people to
express their opinions about social-economical issues or on products and services.
Twitter, as a representative of social networks, is a microblogging service [16]. A
tweet is a post or status update on Twitter. There has been a significant increase
of daily posted tweets in recent years: 50 million in 2010, 200 million in 2011,
and 400 million in 2012.

The direct implication of this trend is that it is difficult for consumers to
compare two similar products or services that offer similar functions but with
different properties. Many studies have been done on analyzing consumer reviews
from forums [6] [5] [10] [13]. Bing Liu et al [9] explored opinion features and they
analyzed certain types of customers’ reviews, but their paper didn’t go further to
conduct sentiment analysis for the features of the products and services. Popescu
and Etzioni in [13] conducted the product feature extraction and the sentiment
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analysis. However, their approach is based on the known consumer reports that
are written by experts and this kind of second-hand information can be biased or
misleading. They did not use the features discussed by the first-hand consumers
in social networks. Both [6] and [13] worked on consumer reviews, their work
would provide only qualitative assessment rather than quantitative analysis on
consumer opinions toward those product features. To the best of our knowledge,
our work is the first of this kind that directly compare and contrast two similar
products or services based on the social network analysis.

In this paper, we approach the feature extraction problem based on the text
in tweets for the given products or services. There are three questions to be an-
swered, 1) what features can we extract from tweets about the given products? 2)
what are people’s opinions about the products based on the features extracted?
and 3) how do we make recommendations based on the sentiment analysis of
those extracted features? For the first question, the products are made up with
some features that people would like to comment, so the first question turns out
to be a feature extraction problem. For the second question, people would like,
love, or even hate the products because of some features of the products. People’s
emotion regarding the features of products can be divided into three kinds: posi-
tive, negative, or neutral. Thus the second question becomes a sentiment analysis
problem. As for the third question, recommendations can be made if the overall
statistical information can be made available for all of those features identified
over the given products. So we conduct comparisons on the given products not
only by offering recommendations but also by explaining why people like them,
based on the sentiment analysis on the extracted features.

It should be pointed out that the physical features of a product can be easily
obtained from product specifications where a product is advertised. Here, we do
not want to get product features in this way because there are many features
that consumers do not care and there are features that might not be listed in
product specifications, for which consumers may like to comment. Therefore for
a particular product, features should be chosen by consumers in anyway they
prefer. We call the user-preferred features as hot features.

There are many feature extraction algorithms such as those given in Weka
[17] like Principal Component Analysis (PCA), Linear Discriminant Analysis
(LDA) [7], and Latent Dirichlet Allocation (LDA) [1]. An insightful review on
feature extraction from text can be found in Hu and Liu [6] and an overview on
effective feature extraction approaches can be found in Guyon et al [4]. Sentiment
analysis is an approach used to categorize the overall attitude of a sentence or a
paragraph towards a certain subject [13] [20].

In this paper, a new algorithm based on the formal concept analysis [3] is pro-
posed to solve the feature extraction problem in our OpinionAnalyzer system.
The difference between our feature extraction algorithm and the other feature
extraction algorithms is that the feature space of a product or service is often
hierarchically structured and we need an approach that will extract features
in a lattice structure with a partial order, so to make features comparable to
each other. As far as we know, this is the first work that extracts features and
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analyzes sentiments from social networks in this way. Another challenging issue
is on processing social network data that is noisy and sparse in terms of the vari-
ety of words used by tweets (a tweet has about 28 words on average). Our system
has shown a good performance on those data. A multi-node tree is constructed
with the proposed formal concept analysis (FCA) algorithm. Consumers’ opin-
ions are analyzed through several algorithms which have been evaluated with
precision/recall, as well as F-score. The evaluation shows that OpinionAnalyzer
is effective and efficient.

The rest of the paper is organized as follows: Section 2 shows the related
work. Section 3 discusses the approaches including feature extraction, sentiment
analysis, and product recommendation. Section 4 discusses the results of our
experiments. Section 5 presents conclusions of our work.

2 Related Work

Our approach is mostly relevant to Hu and Liu [6] and Popescu and Etzioni [13].
In [6], they use Part-of-Speech (POS) tagging to collect nouns or noun phrases
since features are nouns mostly. They produced POS tags for each word (whether
the word is a noun or a verb etc). After that, association rule mining is applied
to filter out the frequent feature itemsets. The result of their research shows a
good performance in analysing electronic products like DVD player, MP3 player,
digital camera and cellular phone. Obviously, our research is related but differ-
ent from theirs in many ways. POS tagging and association rules mainly focused
on noun features which may skip some words of their inputs that can imply
features. For instance, there are some smart phones that people prefer white
ones rather than other colors. In such condition, people may talk about their
preference about “white phone” when they refer to appearance. But “white” is
adjective in those sentences. Which means it would be filtered off when they try
to sum up all the features. Our system based on the feature extraction does not
have this problem. We did not remove words by part of speech. Instead, we com-
prehensively analyze input words from both frequency and relationship between
different words. Moreover, they use comments on products from e-commerce
Web sites as input. While we use data from social networks that have a large
number of short text with sparse words, which makes association rules not ap-
plicable. They demonstrated their algorithm with a small data set (500 records),
while we tested our algorithm with more than 8,200 records. Our work is also
different from the feature extraction method in [13], that they perform mining
of consumer reviews and sentiment classification without comparing the pair of
user-specified products based on the corresponding product features.

Based on the above reasons this paper will provide the effectiveness and effi-
ciency studies for our pioneer work.

2.1 Feature Extraction Methods

When dealing with a large volume of text, we should scan through the text only
once and generate a list of features or properties that can best represent the
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content of text. In doing so, we consider to extract the meaningful keywords and
calculate their TFIDF [14] to represent text as feature vectors for the compu-
tational purpose. Feature extraction is an important step in text processing to
transform input text into feature vectors. Guyon et al [4] provided a compre-
hensive review on feature extraction from text data and relevant applications.
Insightful discussions can also be found in [6] and [13]. Weka has provided open
source tools for feature extractions [17].

The task of feature extraction in this paper is to transform text data into a
feature space that can best describe the interests of social network users who
comment on the products or services. In brief, our feature extraction is to ex-
tract only product features [6] [12] that have appeared in the social networks.
In the feature extraction process we need to firstly search for the relevant text
from tweets where the given products are mentioned, then we apply the fea-
ture extraction algorithms on the text to derive the features for those specific
products.

In order to make products comparable to each other, the output product
features need to be constructed as a tree structure which can be transformed
from a concept lattice where some features are general and some features are
specific. This requirement especially matches with the idea of discovering concept
hierarchy by formal concept analysis (FCA) approaches [3].

2.2 Formal Concept Analysis

The classical Formal Concept Analysis (FCA) [3] builds up a concept hierarchy
by comparing the subset relationships amongst the associated terms of a concept.
In FCA a concept can be associated with a single term or a set of terms. A term
is a regarded as a meaningful word not appearing in the stop word list. When
a term is used in describing a concept it is considered as an attribute of that
concept. All the attributes that are associated with all concepts can be organized
in a two dimensional matrix: one dimension (columns) is to list all attributes
and the other (rows) is to list all the concepts. Then FCA algorithm will check
the columns that corresponding to the matrix and form a lattice from that. It
has been proven that there is a one-to-one mapping between each matrix and its
corresponding lattice [3]. It can be seen that the critical step in FCA algorithm
is to generate the attribute matrix for every concept by scanning the text only
once.

3 Our Approach

As an example, given a smart phone product, one might be curious about how
well it is received by customers. Does it have a good battery life? Or does it
have a good camera? Does it look pretty? In order to answer those questions, we
might need to know people’s opinions towards these features. But what features
would people care about mostly? How do people like it? To give answers, firstly,
we need to know what features people talk mostly about. Secondly, we need to
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know whether people like these features or not, or in other words, the opinions
of people towards the product features.

The proposed system has three main steps: (1) feature extraction, (2) senti-
ment analysis, and (3) recommendations. The system is initially given a set of
pre-defined keywords (e.g., brands of smart phones) to search at Twitter Web
site [16]. The output of the system is the counting of people’s opinions towards
the extracted features of the given products and the recommendations we offer.

Given a pair of products, the system firstly crawls the tweets related to the
given keywords and processes them before storing them in data set. Then the
feature extraction function, which is the main contribution of this paper, will
extract the features that people talk about frequently. The sentiment analysis
is then applied to analyze people’s opinions towards the given products and
classifies the opinions into three categories: positive, negative, and neutral, with
respect to each feature. The recommendation process will provide conclusive
comments on the products as the product that has overall positive feedback on
its relevant features. It can be seen that the recommendation is evidence-based
and is not only qualitative but also quantitative. In following subsections, we
discuss these steps in turn.

3.1 Feature Extraction

Before the product features are identified, we firstly pre-process the tweets that
we crawled. Since people express opinions casually within social networks, there
may have either explicit and complete sentences [5], which we can easily know
what they mean; or there may have implicit sentences that are incomplete sen-
tences or just some phrases. For example, an implicit sentence in following is
difficult for identifying its feature: “This mobile phone works for a long time”.
In this case, it is difficult to tell whether this sentence is referring the battery
life or not. Such sentences would have several different ways to express the same
meaning which makes it even more difficult to find the patterns of features.
Fortunately, we observed that those implicit sentences do not appear much in
our data set (with less than 15% of the sentences). So we can focus on explicit
statements in this paper and leave the process of implicit sentences to the future
work.

Our algorithm (i.e., Algorithm 1) can filter those words that are popular but
not regarded as product features. It analyzes the processed tweets and finds out
the hierarchy of the high TFIDF words.

In processing tweets, the stop words, url, user name, date, and non-English
characters are removed. The smart phone brand names are replaced by the code
names for the privacy preservation. Different words were changed to their original
form with the help of lucene snowball [11].

Suppose there are two random words in tweets: w1, w2. The tweets set that
contains all the appearance of word w1 is namely set c1. Similarly, the tweets
set that contains all the appearance of word w2 is namely set c2. If set c1 is a
superset of set c2, then more likely, w2 is a sub-concept of w1. A tree structure
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Algorithm 1. Feature Extraction
Input:

Tw: Crawled and pre-processed tweets
Output:

T: Concept hierarchy of product features
Description:

begin
Count tf of each word(wi) in Tw
for(each word wi) (filter infrequent words appear in Tw)

If tf>0.01 (set this by experiments, words’ tf lower than 0.01 are not meaningful)
add wi to word set W

for(wi1 in W) (the double loop analyzes connections between any two words)
for(wi2 in W)

if(wi2 != wi1) {
tweets collection c1, every element of it contains wi1
tweets collection c2, every element of it contains wi2
if (c1 \(\supset\) c2)

wi2 is a sub-concept of wi1
T add (wi1,wi2)
for(any win that wi2 is a sub-concept of win)

if (wi1 \(\supset\) win)
win is a sub-concept of wi1
wi2 is a sub-concept of win

else if (win \(\supset\) wi1)
wi1 is a sub-concept of win
wi2 is a sub-concept of wi1

}
return T

end

is used to express the hierarchy like w1, w2 instead of a lattice as it can be seen
from Figure 1.

3.2 Sentiment Analysis

This step is to explore people’s opinions about the hot product features (features
extracted in Section 3.1). People’s opinions about products can be divided into
three types, positive, negative and neutral. People use certain conventional words
to express their feelings. Here are two examples:

“I am so glad that I have chosen this new cell phone with such a great camera.”
“I love this white case.”

Both sentences express positive feelings through words. One sentence uses the
adjective “glad” to express the feeling toward a smart phone camera. The other
uses a sentiment word “love” to express the feeling. All these words are essential
words that can show consumer’s sentiments. But there are also some words that
people may use in social networks but have no contribution to analysis like “am”.
So we delete such kind of words same as that was done in [21] (However, we did
some changes by removing sentimental verbs from the list). Then, we narrow
down these input words again by using WordNet [18] to eliminate the words
that are seldom used. We also delete the none-existing words. By tagging the
existing words, a bitmap is established (listing all those existing words, tagging
the existing words appeared in a tweet with value 1 the others with 0). Also
tagging the orientation of each sentence is based on the sentimental orientation
like positive, negative, or neutral. We show the result in the evaluation section.
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Besides, people’s emotion can be divided into more types. WordNet [18] has
divided some sentiment words into six types including disgust, anger, fear, sad,
surprise and joy. Each of these six types shows different levels of emotions which
may make the analysis more sophisticated. We calculated the precision and recall
of those experiments as shown in Table 1.

The taxonomy of product features provides an overview of hot features as well
as the results of sentiment analysis of those features (Figure 1).

3.3 Recommendation

This step is to produce recommendations based on both qualitative and quan-
titative analysis on people’s preferred features. Products that have strong simi-
larities, like both smart phones have highly satisfied cameras that can take high
quality pictures and both have good performances in battery lives. If one cus-
tomer likes one of these products, probably he would like the other one as well.
We use a simple tree-similarity comparison algorithm based on the results of
the sentiment analysis of the hot features. For the limitation of the space, the
recommendation algorithm is not given in this paper.

Based on our random data collection from Twitter with 8,200 tweets, we have
an example summary of brands namely htc and Samsung. Both of them received
good responses from customers about their applications and systems. We only
used 100 of each to plot the pictures in Figure 1.

In this given set of tweets, people talked about Samsung appearance and seem
to like it more than htc. While there are more people thinking htc is easier to use
while others think Samsung is a little bit complex to use. Price of htc seems to
be a problem to this band. While unlock and some fancy things about Samsung
are both liked and disliked by customers as it can be seen from the plotted dots
in Figure 1.

Apparently the above opinions are summarized based on a small data set that
has only 8,200 tweets and are obviously biased and by no means representative or
comprehensive in judging products. However, this does not prevent us to show
the potential of our method for its application on a large scale when a large
volume of tweets becomes available. In that case, the both quantitative and
qualitative analysis on two similar and competitive products can be conducted
significantly and precisely over social networks by using our approach.

4 Experiments and Evaluation

Our system is called OpinionAnalyzer and is implemented in Java. We gathered
about 8,200 tweets from [16] as the original data. The time complexity of the
system is in linear growth. We gathered 103 tweets in 54 seconds and for each
1,000 in ten minutes (despite the waiting time due to Twitter’s limited rate
which means we can only have 100 or so tweets in an hour).

We conducted the feature extraction experiments with data related to three
brands of cell phones from Twitter. Original tweets include information such as
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Fig. 1. Hot Features and their Sentiment Analysis for htc and Samsung

url, twitter id, post time. We deleted url and pre-processed crawled tweets before
storing them in our data set. After that, we tagged the data for training purpose
with different numbers for different classifiers and received the sentiment analysis
results as Case 1 in Table 1.

There are some words that are not frequently used in general. Reducing such
kind of words would not affect the judgement of sentiment of sentences. We
identified those infrequent words with the help of WordNet [18]. “Reducing in-
frequent words” improvements in our system are shown in Case 2 in Table 1 as
well. Compared to data for Case 1, about 10% words were removed in Case 2.

Also, different kinds of words might show different levels of sentiment. Mostly,
“love” would show a higher preference than “like”, though both of them mean
“preferable”. Similarly, many words would show different levels of sentiment.
A “sentiment corpus” is a corpus that provides with levels of words related
to emotions. In the third case, we show the results of experiment including
“sentiment corpus” as Case 3 in Table 1.

The accuracy of our system in feature extraction is above 71% which far
prevails other classification algorithms, like BayesNet (33.01%), Random Forest
(43.69%) and J48 (50.49%). Primarily, removing noisy data helps us filter off
words not related to our topic. In addition, the feature taxonomy we derived
from our algorithm helps us locate the feature. For instance, if one tweet is talk-
ing about “android” while another one is talking about “symbian”. Since both
of them are child-nodes of “system” in our taxonomy, we would know both of
them are discussing about one thing: “system”. But for any other feature ex-
traction algorithms, the result of that would be three different unrelated features
“android”, “symbian”, and “system”. In our approach, words in the tweet show
that the tweet might be talking about “android”, but it mentioned “system”
instead, the tagging would applied to “system” in this case. In fact, all those
tweets were talking about one generic concept: “system”.
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Experimental results are evaluated in terms of precision (p), recall (r), and F1
score. In Table 1, all results are the average numbers of cross-validation exper-
iments. With the increasing size of our data set, from 1,000 tweets to 8,000
tweets, increased 1,000 tweets every time, F1 score is stabilized at 0.75 for
all algorithms. Among all applied classifiers, with all of our experiments with
different sizes of data sets, Random Forest classifier has the best performance
at all time. “Reducing infrequent words” as Case 2 improves the performance
a little in every classifier. But the sentiment corpus has no improvements as
shown in Case 3 for two classifiers. The reason might be that in social networks,
those sentiment words are not used so often and straight. People in social net-
works have invented many more colloquial words or phrases to express their
feelings.

As a result of these experiments, we would be able to recommend products
to people with the reasoning based on the sentiment analysis of those specific
product features. We had observed that Twitter often posted the news about
a product several weeks in advance before actual official announcement of the
product. For instance, we found out that the new release of htc butterfly had
gained a good reputation among customers two weeks before the product of-
ficial announcement released. This might indicate a new research issue on the
authentication of the sentiment analysis.

Table 1. Evaluation of Sentiment Analysis with Different Data Pre-processing

BayesNet J48 Random Forest

p r f1 p r f1 p r f1

Case 1 0.741 0.752 0.745 0.675 0.676 0.638 0.798 0.8 0.77

Case 2 0.75 0.757 0.752 0.701 0.724 0.667 0.829 0.805 0.768

Case 3 0.75 0.757 0.752 0.701 0.724 0.667 0.789 0.781 0.733

5 Conclusions

When people comment on products or services online, they may choose any
features they prefer. Then their feelings towards those features are expressed.
For different products to be compared to each other, we need to extract those
commonly discussed features to make them comparable. Those product features
can subsume each other in a hierarchical structure. This paper has proposed a
new algorithm based on the formal concept analysis (FCA) to have derived a
taxonomy of hot features of the products. Then sentiment analysis is performed
on those features. Based on the analysis of those features, an overview on how
people like or dislike these products can be presented.

In future research, we will improve the effectiveness and scalability of our
method for mining social opinions on a wide range of products and services.
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4. Guyon, I., et al. (eds.): Feature Extraction: Foundations and Applications. Springer

(2006)
5. Hu, M., Liu, B.: Mining and Summarizing Customer Reviews. In: Proceedings of

the 2004 ACM SIGKDD International Conference on Knowledge Discovery and
Data Mining, pp. 168–177. ACM Press, New York (2004)

6. Hu, M., Liu, B.: Mining opinion features in customer reviews. In: Proceedings of
the National Conference on Artificial Intelligence, pp. 755–760. AAAI Press, MIT
Press, Menlo Park, Cambridge (2004)

7. Lachenbruch, P.A., Goldstein, M.: Discriminant analysis. Biometrics, 69–85 (1979)
8. Linden, G., Smith, B., York, J.: Amazon.com recommendations: Item-to-item col-

laborative filtering. IEEE Internet Computing 7(1), 76–80 (2003)
9. Liu, B., Hu, M., Cheng, J.: Opinion observer: Analyzing and comparing opinions

on the web. In: Proceedings of the 14th International Conference on World Wide
Web, pp. 342–351. ACM (2005)

10. Liu, B.: Sentiment analysis and opinion mining. Synthesis Lectures on Human
Language Technologies 5(1), 1–167 (2012)

11. Lucene snowball, http://lucene.apache.org/core/old versioned docs
/versions/3 0 0/api/contrib-snowball/

12. Pang, B., Lee, L., Vaithyanathan, S.: Thumbs up? Sentiment classification using
machine learning techniques. In: Proceedings of the ACL 2002 Conference on Em-
pirical Methods in Natural Language Processing, vol. 10, pp. 79–86. Association
for Computational Linguistics (2002)

13. Popescu, A.M., Etzioni, O.: Extracting Product Features and Opinions from Re-
views. In: Natural Language Processing and Text Mining, pp. 9–28 (2007)

14. Salton, G., Buckley, C.: Term-weighting approaches in automatic text retrieval.
Information Processing & Management 24(5), 513–523 (1988)

15. Sarwar, B., et al.: Item-based collaborative filtering recommendation algorithms.
In: Proceedings of the 10th International Conference on World Wide Web. ACM
(2001)

16. Twitter, https://twitter.com/
17. WEKA The University of Waikato, http://www.cs.waikato.ac.nz/ml/weka/
18. WordNet: An Electronic Lexical Database. MIT Press, Cambridge,

http://wordnet.princeton.edu
19. NLProcessor-Text Analysis Toolkit (2000),

http://www.inforgistics.com/textanalysis.html
20. Yi, J., Nasukawa, T., Bunescu, R., Niblack, W.: Sentiment Analyzer: Extracting

Sentiments about a Given Topic Using Natural Language Processing Techniques.
In: Procs. of ICDM. 2003, pp. 1073–1083 (2003)

21. http://jmlr.org/papers/volume5/lewis04a/a11-smart-stop-list/
english.stop

http://lucene.apache.org/core/old_versioned_docs/versions/3_0_0/api/contrib-snowball/
http://lucene.apache.org/core/old_versioned_docs/versions/3_0_0/api/contrib-snowball/
https://twitter.com/
http://www.cs.waikato.ac.nz/ml/weka/
http://wordnet.princeton.edu
http://www.inforgistics.com/textanalysis.html
http://jmlr.org/papers/volume5/lewis04a/a11-smart-stop-list/english.stop
http://jmlr.org/papers/volume5/lewis04a/a11-smart-stop-list/english.stop


Directional Context Helps: Guiding Semantic

Relatedness Computation by Asymmetric Word
Associations

Shahida Jabeen, Xiaoying Gao, and Peter Andreae

School of Engineering and Computer Science
Victoria University of Wellington, PO Box 600, Wellington, New Zealand

{shahidarao,xgao,peter.andreae}@ecs.vuw.ac.nz

Abstract. Semantic relatedness computation is the task of measuring
the degree of relatedness of two concepts. It is a well known problem with
applications ranging from computational linguistics to cognitive psychol-
ogy. In all existing approaches, relatedness is assumed to be symmetric
i.e. the relatedness of terms ti and term tj is considered the same as
the relatedness of terms tj and ti. However, there are tasks such as free
word association, where the association strength assumed to be asym-
metric. In free word association, the given term determines the context
in which the association strength must be computed. Based on this key
observation, the paper presents a new approach to computing term re-
latedness guided by asymmetric association. The focus of this paper is
on using Wikipedia for extracting directional context of each given term
and computing the association of input term pair in this context. The
proposed approach is generic enough to deal with both symmetric as
well as asymmetric relatedness computation problems. Empirical evalu-
ation on multiple benchmark datasets shows encouraging results when
our automatically computed relatedness scores are correlated with hu-
man judgments.

Keywords: Semantic Relatedness, Free Word Associations, Asymmet-
ric Term Associations, Symmetric Relatedness, Directional Context.

1 Introduction

Semantic relatedness computation is a core issue in many Natural Language Pro-
cessing (NLP) applications such as clustering, topic identification and word sense
disambiguation. In conventional semantic relatedness computation approaches,
the relatedness is assumed to be symmetric and is analogous to a commutative
operation, such that rel(a, b)⇔ rel(b, a). This assumption essentially disregards
the relatedness complexity of two terms by ignoring the heterogeneity of their
context and by considering their relation in isolation. In real scenarios, such
as in web documents where the context is quite diverse and changes rapidly,
computing realistic scores for a term pair according to the context in which it
appears is critical. Hence, context identification is a critical factor in computing
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relatedness scores. In this research, we will focus on guiding term relatedness
computation by directional contexts. The idea of directional context is actually
borrowed from free word association task, where given a cue or stimulus word,
the goal is to identify the most strongly associated response word. For this kind
of problem, the given stimulus word provides the context in which association
of two terms is computed. This association is assumed to be directional as it
changes if the order of stimulus and response words is changed. When response
word takes the role of stimulus word, the corresponding context for computing
association of both terms changes entirely.

Inspired by the idea of word associations, this paper proposes a novel ap-
proach to computing semantic relatedness guided by the directional context. Our
approach is unique because it adopts the concept of asymmetric association of
terms to compute semantic relatedness, which (to the best of our knowledge) has
not been done before. When it comes to finding association of two terms, getting
the correct context is critically important issue. To extract the directional con-
text corresponding to each input term, we opt to use Wikipedia as a knowledge
source. Context mining is based on Wikipedia hyperlink network which encodes
not only many lexical relations but also more sophisticated semantical relations
such as cause and effect and functional associations. The proposed approach
computes the semantic association of a given term pair in the individual context
of each input term separately and then combines these directional associations
to compute final relatedness scores. It is worth mentioning that we computed
the asymmetric associations of terms differently from free word association task.
The difference lies in the use of semantically rich context rather than just distri-
butional or lexical statistics based approaches to word association computation.

2 Related Work

In this paper, we focused on approaches for semantic relatedness computation
based on Wikipedia. Strube and Ponzetto [1] were the first to use Wikipedia for
computing semantic relatedness. Their approach WikiRelates used Wikipedia
category network and proposed a technique based on statistical and structure
based measures of relatedness. Gabrilovich and Markovich proposed Explicit
Semantic Analysis (ESA) [2], inspired by vector space model but rather than
vector of words they generated vector of Wikipedia concepts to relate terms.
Milne and Witten proposed Wikipedia Link based relatedness Measure (WLM)
[3] for computing semantic relatedness based on Wikipedia hyperlink structure.
Their approach is based on Normalized Google Distance (NGD) and tfidf in-
spired weighting of hyperlink vectors. Zesch and Gurevych [4] adopted the path
based and information content based measures of WordNet on Wikipedia using
its category network, redirects and a list of articles. Radinsky et al. [23] proposed
Temporal Semantic Analysis (TSA) by incorporating temporal information in
ESA. Hassan and Mihalceae [5] proposed an approach to cross-lingual semantic
relatedness computation based on inter-language links of different versions of
Wikipedia. Navigli and Ponzetto [6], following Hassan and Mihalceae, proposed
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a cross-lingual approach to computing semantic relatedness using Wikipedia.
Yazdani and Popescu-Belis [7] constructed concept graphs from Wikipedia and
used random walk over it to compute the relatedness scores. Halawi et al. [8]
proposed CLEAR, an approach to large scale learning of word relatedness with
constraints, where constraints are imposed by known pair of related words.

There are twomain limitations of existing approaches: first, existing approaches
are computationally expensive ( either preprocessing the whole Wikipedia dump
before actually computing the semantic relatedness or to construct a huge se-
mantic graph or network which also requires huge amount of processing time and
memory); and second, existing measures are focused on one or more aspects of
relatedness such as lexical relations (synonyms, hypernyms and hyponyms), dis-
tributional relations (terms frequently occurring on the same page or functional
associations) and co-locational relations (term co-occurrences) but did not rep-
resent a generalized approach for relatedness computation that covers all aspects
of relatedness. In this paper, we have addressed the first limitation by proposing
a new measure of relatedness, which does not require any preprocessing hence, is
computationally inexpensive while still correlating well with human judgments.

3 Guiding Semantic Relatedness Computation

We propose an approach to computing semantic relatedness of terms inspired by
the idea of directional context borrowed from word association. The approach is
divided into three phases: In first phase, we extract the directional contexts of
an input term pair. This phase makes use of Wikipedia as a knowledge source to
identify corresponding context of each input term. The second phase constructs
an inverted index of the extracted context. In the third phase, we compute bi-
directional strengths of a term pair and combine them to get the final relatedness
scores.

When we think about relating two terms, we intrinsically relate their corre-
sponding concepts in a wider context rather then just relating two words. Since,
context mining is based on Wikipedia, the context of a term consists of all
Wikipedia concepts that are semantically related to the corresponding concept
of that term. In Wikipedia, each concept is linked to many other semantically
related concepts resulting in a huge network of hyperlinks. This hyperlink struc-
ture is implicitly semantically rich and handles various semantical and lexical
relations such as synonymy, polysemy and associative relations. This research
makes effective use of Wikipedia hyperlink structure for context mining. Given
an input term pair (ti, tj), we map both terms to their corresponding Wikipedia
concepts ci and cj respectively. For each matched Wikipedia concept, we extract
its inlinks and outlinks and construct a context vector. Each element of this
context vector is a Wikipedia article, also called concept. This context vector
represents the respective context of an input term.
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To have a faster access to various lexical and statistical features, we construct
an inverted index of each concept list (representing the context of each input
term ). Before indexing, all concepts in each concept vector are preprocessed.
This preprocessing involves a series of steps to convert the MediaWiki format
of each Wikipedia concept to plain text. All redirect are mapped to their target
concepts. Overly specific concepts having less than 100 non stop words and less
then 5 inlinks and outlinks are also discarded. Note that we have not done any
stemming or stop word removal at this point. To speed up semantic computation
process, we build an inverted index of preprocessed concepts of context vector.

For a given term pair (ti, tj), we compute its relatedness score based on
the directional association of input terms in two different contexts. When we
compute the association of input term pair ti and tj in the context of term
ti, we call it Forward Association Strength (FAS). It signifies the association
of the term pair in the forward direction i.e. from ti to tj . Similarly, when the
relatedness of the same term pair is computed in the context of term tj , it is
called Backward Association Strength (BAS). It signifies the association of the
term pair in the backward direction i.e. from tj to ti. Hence, the directional
association of the same term pair assumes different strengths depending on the
context of term in consideration.

From the inverted index, all concepts |C| having both input terms ti and
tj occurring within a reference window of size less than ε are extracted. In our
experiments, we have set ε to 20. For each concept ca ∈ |C| , its semantic strength
with corresponding concept ci and cj of each input term ti and tj is computed
as follows:

Strength(ca) = rel(ca, ci)× rel(ca, cj) (1)

where, rel(ca, ci) and rel(ca, cj) are computed using Wikipedia Link based Mea-
sure (WLM) proposed by [3]. To relate the given two terms ti and tj , their
directional association strength is computed as follows:

Association Strength(ti, tj) =

∑n
a=1 Strength(ca)

|T | (2)

where, n represents the size of |C| and |T | represents sum of total concepts in
the context vectors of both terms.

This association strength indicates the directional association of two input
terms in the forward and backward contexts. Both Forward Association Strength
(FAS) and Backward Association Strength (BAS) are linearly combined to get
the final Overlapping Strength based Relatedness (OSR) score for the input term
pair as follows:

OSR(ti, tj) = λFAS + (1− λ)BAS (3)

where, λ is a context scoring parameter and its value is set to 0.5, so as to give
equal importance to both forward and backward association strengths.
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4 Evaluation

For context mining of the given term pair, we have used the version of Wikipedia
released in July 2011 1. This contains more than 3.5 million articles and occu-
pies more than 30GB of memory space. For performance evaluation of proposed
approach, we used two correlation measures to compare our results with human
judgments on all datasets: Spearman’s correlation coefficient (ρ) and Pearson’s
Correlation Coefficient (r). Spearman’s correlation coefficient is essentially Pear-
son’s correlation coefficient on ranked variables. Following are the datasets used
in our experiments:

– Miller and Charles Dataset: Also known as M&C dataset [9], is a general
English based dataset consisting of 30 noun term pairs which are rated by
38 human judges. These judgments for each term pair were averaged to get
a single score on a scale of 0 (unrelated) to 4 (synonyms).

– Rubenstein and Goodenough Dataset: Also known as R&G dataset
[10], is a collection of 65 English terms pairs sorted in ascending order of
relatedness. Scores of 51 human judges were averaged to get final scores on
a scale of 0-4 where 0 means unrelated and 4 means synonyms.

– WordSimilarity-353 Dataset: Also known as Finkelstein-353 [11], con-
sists of 353 word pairs scored by 13 human judges on a scale of 0-10 (un-
sorted).

– MeSH Dataset: A biomedical dataset [12] consisting of 36 term pairs de-
rived from MeSH ontology which is a taxonomic hierarchy of medical con-
cepts. Scores of 8 human experts on 36 MeSH term pairs were averaged to
provide similarity scores on a scale of 0-4.

– MiniMayoSRS Dataset: A domain specific dataset consisting of 30 med-
ical term pairs annotated by physicians and medical index experts [13] on a
scale of 0-4.

– MayoMeSH Dataset: Both previously mentioned domain specific datasets
are combined to generate this dataset of 65 medical term pairs. The human
scores for both datasets are normalized on a scale of 0-4.

5 Results and Discussions

We evaluated the performance of three variants of presented approach: OSR (all),
OSR+WLM (all) and OSR (Non-Missing). First variant, OSR (all) represents ap-
plying OSR on all term pairs. Second variant, OSR+WLM (all) indicates using
WLMmeasure [3] for computing the scores of only missing term pairs. Third vari-
ant, OSR (Non-Missing) represents OSR on dataset without missing term pairs.

For M&C, R&G and WordSimilarity-353 datasets, the performance of pro-
posed approach when compared to human judgment is shown in Table 1. Clearly,
the correlation of proposed approach (OSR) with human judgment on all three
datasets is low when applied to datasets with all term pairs. This low correlation

1 http://download.wikipedia.org

http://download.wikipedia.org
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Table 1. Performance comparison of proposed approach with existing approaches on
domain independent datasets

M&C R&G WS-353

Method ρ r ρ r ρ r

OSR (All) 0.58 0.61 0.60 0.71 0.61 0.50
OSR+WLM (All) 0.84 0.77 0.77 0.63 0.69 0.60
OSR (Non-Missing) 0.85 0.73 0.84 0.73 0.70 0.61

Strube and Ponzetto[1] N/A 0.47 N/A 0.52 N/A 0.49
Milne and Witten[3] 0.70 N/A 0.64 N/A 0.69 N/A
Gabrilovich and Markovich[2] 0.72 N/A 0.81 N/A 0.75 N/A
Yazdani and Popescu[7] 0.69 0.50 N/A N/A N/A N/A
Navigli and Ponzetto[6] 0.90 0.89 N/A N/A 0.65 0.59
Hassan and Mihalceae[14] 0.87 0.80 0.80 0.80 0.67 0.55

is justified because OSR assigns zero score to those term pairs in which either
or both terms which don’t have corresponding concepts in Wikipedia. To avoid
this problem, we used OSR+WLM approach which improved the results signif-
icantly. To judge the actual performance of proposed approach, we compared
the results on a subset of all three datasets excluding missing term pairs and
the results showed a significant improvement in both correlation values on all
datasets as indicated by Table 1.

Comparison with Existing Approaches: Table 1 indicates the performance
comparison of proposed approach with other existing approaches on both Spear-
man and Pearson correlations. For comparison with existing approaches, we have
considered OSR+WLM approach, as it performs optimal on datasets with all
term pairs. OSR is the third best approach on both correlation values after Nav-
igli [6] and Hassan [14] on M&C dataset and Gabrilovich [2] and Hassan [14] on
R&G dataset. On the largest dataset WordSimilarity-353, our approach outper-
formed all other approaches ( including the best performing approaches on M&C
and R&G datasets) except Gabrilovich and Markovich on Spearman’s correla-
tion. Their approach does not match input terms to corresponding Wikipedia
concepts which is their advantage and our limitation but their approach is com-
putationally quite expensive as it requires preprocessing of the whole Wikipedia
corpus. Navigli and Ponzetto’s approach make an efficient use of both Wikipedia
and WordNet to construct a very large multi-lingual knowledge source and out-
performed our approach on both M&C and R&G datasets but could not do
better than our approach on WordSimilarity-353 dataset. From the results it is
clear that not every approach performed good on all datasets because of their
limitations as well as the implicit complexity in judging the relatedness in these
datasets. If missing terms in previously mentioned datasets are considered, our
approach does not perform well but if we ignore those pairs, the results are quite
encouraging. The nature of Wikipedia, being continuously growing knowledge
source, supports the assertion that this limitation will not be a big issue in the
future. We also believe that by extending the context vector with more related
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concepts and avoiding the matching of input terms to corresponding Wikipedia
concepts, the performance of proposed approach can be significantly improved.

5.1 Evaluation on Domain Specific Datasets

The purpose of this evaluation was two fold: First analyzing the performance of
our approach on domain specific data; and second testing the semantic richness
and coverage of Wikipedia on domain specific knowledge. We tested performance
of our approach on three domain specific datasets: MeSH dataset, MiniMayoSRS
and MayoMeSH dataset. OSR+WLM is not considered here because it does not
improve OSR on all term pairs, at all. Since there are no missing term pairs
in MeSH dataset, the performance of OSR (all) and OSR(non-Missing) are the
same, as shown in Table 2.

Table 2. Performance of proposed approach on domain specific datasets

OSR OSR
Dataset (All) (Non-Missing)

ρ r ρ r

MeSH 0.80 0.78 0.80 0.78
MiniMayo(Physicians) 0.68 0.71 0.73 0.62
MiniMayo(Experts) 0.74 0.79 0.80 0.80
MayoMeSH(Physicians) 0.76 0.74 0.76 0.75
MayoMeSH(Experts) 0.78 0.76 0.76 0.76

We compared our results with following approaches for medical term related-
ness computation: Hliaoutakis [12], Hisham Al-Mubaid et al. [15], Pederson et
al. [13], Lin [16], Jiang and Conarth [17], Path [18], Leacock and Chodorow [19],
Resnik [20]. Table 3 shows the performance comparison of proposed approach
with other existing approaches. It is worth mentioning, that all these approaches
have used domain specific taxonomies and knowledge sources for their related-
ness computation. Since, the expert’s inter-rater correlation was higher than
physicians, hence we consider comparison with experts judgment more valuable
than judgment of physicians. On both MeSH and MiniMayo (Expert) datasets,
our approach performed second best after Hisham et al. whereas, on MiniMayo
(Physician) dataset, our approach was again second best after Pederson et al.
shown in Table 3. Both the best performing approaches make an efficient use
of multiple biomedical ontologies whereas, our approach is based on Wikipedia,
which is a generic all-purpose knowledge source and is already proven to have
excellent knowledge coverage of agricultural domain [21].

The proposed approach has shown that it performed better than many other
approaches which are purely based on domain specific knowledge sources. The
results of experiments also showed that Wikipedia is semantically rich not only
for general concepts but also for domain specific concepts and could be used as
an alternative knowledge source for handling domain specific problems.
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Table 3. Performance comparison of proposed approach with existing approaches on
domain specific datasets

Mesh MiniMayo MiniMayo
Method (Experts) (Phycisians)

r r r

OSR (All) 0.78 0.79 0.71
OSR (Non-Missing) N/A 0.80 0.62

Hliaoutakis[12] 0.69 N/A N/A
Hisham Al-Mubaid et al.[15] 0.82 0.86 N/A
Pederson et al. [13] N/A 0.75 0.84
Lin[16] 0.50 0.75 0.60
Jiang and Conarth[17] N/A 0.62 0.45
Path[18] 0.76 0.51 0.36
Leacock and Chodorow[19] 0.68 0.29 0.49
Resnik[20] N/A 0.62 0.45

5.2 Asymmetric Relatedness Evaluation

We run another set of experiments on a subset of Free Association Norms (FAN)
dataset [22]. FAN is a database of free word association. For asymmetric relat-
edness evaluation, we used a noun subset of FAN dataset consisting of 43 noun
term pairs. This subset consists of forward and backward associations of five
stimulus words with a number of response words for each. The number of re-
sponses of these stimulus words ranges from 6-12. Equation 2 proposed in section
2.3 is used to compute asymmetric association of each term pair in the dataset.
The results are reported in Figure 1. Overall, Spearman’s correlation on forward
strength of FAN subset is 0.51 and Pearson’s correlation is 0.26 whereas, the
Spearman’s correlation is 0.62 and Pearson’s correlation is 0.39 on backward
strength. We also computed the correlation of individual stimulus word based
subset of noun dataset of FAN with human judgments. We compared our FAS
and BAS with human judgments on individual stimulus words subsets using both
Spearman’s correlation and Pearson’s Correlation. There is a clear variation on
both correlation values particularly on stimulus word Dentist, where the Pear-
son’s correlation ranges from -.007 (slightly visible in the graph) on Backward
relatedness to 0.96 on forward relatedness. The Pearson’s correlation for stimu-
lus word Defrost is 0 (not visible in the graph). The results of this experiment
highlighted the definitive difference of association and relatedness. Association is
directional and usually based on usage and co-occurrences whereas, relatedness
not only covers lexical and distributional properties of terms but also considers
fine grained semantics which are not covered by the associations based measures.
Human usually assign more weights to those term pairs which frequently co-occur
or are lexically used together. Since, the proposed measure is not entirely based
on distributional or lexical statistics that is why the overall correlation is not
high. When individual term pairs were analyzed it was found that human have
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Fig. 1. A comparison of Spearman’s correlation and Pearson’s Correlation on stimulus
words of FAN subset

scored the term pair (dentist, pain) higher than (dentist, orthodontics) whereas,
the our measure assigns higher score to the second pair. Based on this experi-
ment, we make an observation that semantic relatedness measures, other than
ones based on lexical and distributional measures, do not correlate well with hu-
man judgment on association based task. Clearly, the reason is the perspective
from which such judgments are made.

6 Conclusions

This paper addresses the problem of computing semantic relatedness of terms.
There are two main contributions of this research: a new approach to semantic re-
latedness computation based on directional contexts extracted from Wikipedia;
and a new measure of semantic relatedness based on asymmetric associations
of terms. Empirical evaluations on several domain independent datasets as well
as domain specific datasets have proven the effectiveness of presented approach.
Results have also proven that Wikipedia can be used as a reasonable alterna-
tive knowledge source for domain specific relatedness computation. By improv-
ing the context extraction and avoiding the term matching with corresponding
Wikipedia concepts, this approach can be improved further. This will be an
intuitive avenue to proceed in future.
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Abstract. We propose a cluster ensemble method to map the corpus documents 
into the semantic space embedded in Wikipedia and group them using multiple 
types of feature space. A heterogeneous cluster ensemble is constructed with 
multiple types of relations i.e. document-term, document-concept and docu-
ment-category. A final clustering solution is obtained by exploiting associations 
between document pairs and hubness of the documents. Empirical analysis with 
various real data sets reveals that the proposed method outperforms state-of-the-
art text clustering approaches. 

Keywords: Text Clustering, Document Representation, Cluster Ensemble. 

1 Introduction 

Grouping of text documents into clusters is an elementary step in many applications 
such as Indexing, Retrieval and Mining of data on the Web. In traditional Vector 
space model (VSM), a document is represented as a feature vector which consists of 
weighted terms. A disadvantage of VSM representation is that it is not able to capture 
the semantic relations among terms [2]. Researchers have introduced two approaches 
of enriching document representation: (1) topic modelling, such as pLSI [13] and 
LDA [14]; and (2) embedding external knowledge into data representation model 
[1][2][15]. The semantic relations between the terms discovered by these methods are 
limited in either original document space or concepts represented by Wikipedia ar-
ticles. They fail to capture other useful semantic knowledge, e.g. Wikipedia category 
that contains much meaningful information in the form of a hierarchical ontology 
[11]. In addition, these methods failed to model and cluster documents represented 
with multiple feature space (or relations).  

In this paper, we propose a novel unsupervised cluster ensemble learning method, 
entitled Cluster Ensemble based Sequential Clustering using Hubness (CESC-H), for 
enriching document representation with multiple feature space and utilising them in 
document clustering. We propose to enhance data model by using semantic informa-
tion derived from external knowledge i.e. Wikipedia concepts and categories. We 
construct a heterogeneous cluster ensemble using different types of feature spaces 
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selected to maximize the diversity of the cluster ensemble. In order to build an accu-
rate cluster ensemble learner, (1) we learn consistent clusters that hold same docu-
ments, and (2) utilize the phenomenon of high dimensional data, hubs, to represent 
cluster center and sequentially join inconsistent documents into consistent clusters to 
deliver a final clustering solution.  

2 Related Work 

Our work is related to document representation enrichment techniques that incorpo-
rate semantic information from external knowledge, i.e., Wikipedia into Vector space 
model (VSM) [1][2][15]. [1] maps Wikipedia concepts to documents based on the 
content overlap between each document and Wikipedia articles. [2][15] represented 
documents as Wikipedia concepts by mapping candidate phrases of each document to 
anchor text in Wikipedia articles. However, in these works, only Wikipedia articles 
are considered and our proposed cluster ensemble framework incorporates Wikipedia 
category and concepts both into document representation, thereby introducing more 
semantic features into the clustering process. 

Another related work is cluster ensemble learning. Cluster ensemble learning is a 
process of determining robust and accurate clustering solution from an ensemble of 
weak clustering results. Researchers have approached this problem by finding the 
most optimizing partition, for instance, hypergraph cutting-based optimization [5] and 
probabilistic model with finite mixture of multinomial distributions [6]. Finding a 
consensus clustering solution has also been approached by learning ensemble infor-
mation from the co-association matrix of documents such as fixed cutting threshold 
[7], agglomerative clustering [8] and weighted co-association matrix [10]. Our pro-
posed cluster ensemble learning not only models documents with multiple feature 
spaces but also provides accurate clustering result by differentiating consistent clus-
ters and inconsistent documents and utilizing hubness of document for grouping. 

3 The Proposed Cluster Ensemble based Sequential Clustering 
using Hubness (CESC-H) Method 

Figure 1 illustrates the process of clustering text documents. Firstly, each document is 
mapped to Wikipedia articles (concepts) and categories, and cluster ensemble matric-
es are formed. A heterogeneous cluster ensemble construct is obtained by applying 
the (same) clustering algorithm on each matrix separately. The Affinity Matrix is 
proposed for identifying consistent clusters and inconsistent documents based on 
documents consistency in the cluster ensemble. Using the concept of representative 
hubs, the final clustering solution is delivered by placing all inconsistent documents to 
the most similar consistent cluster. 
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Fig. 1. The Cluster Ensemble based Sequential Clustering using Hubness Method 

3.1 Cluster Ensemble Matrices 

In this section, we discuss how to construct a heterogeneous cluster ensemble with 
different cluster ensemble matrices.  

Document-Term (D-T) Matrix. A document  is represented as a term vector , , … | |  with term set . Each value of the vector represents the equiva-

lent weight (TF*IDF) value of the term,  

                            ,  ,  (1) 

where ,  is term frequency and  denotes inverse document frequency 
for  documents.  

Document-Concept (D-C) Matrix. In the D-C matrix, a document  is represented 
by a concept vector , , … | |  where  is the total number of concepts, 

and each value of  is the concept salience , , calculated as in equation 3. 

If the anchor text of a Wikipedia article appears in a document, the document is 
mapped to the Wikipedia article. However, an anchor text, for example “tree”, can 
appear in many Wikipedia articles, “tree (the plant)” or “tree (data structure)”. There-
fore, we find the most related Wikipedia article for an ambiguous anchor text by cal-
culating the sum of the relatedness score between unambiguous Wikipedia articles 
and candidate Wikipedia articles. The relatedness of each pair of Wikipedia concepts , , is measured by computing the overlap of sets of hyperlinks in them [9]: 

                 , 1  | |,  | | | |,  (2) 
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where  is the total number of Wikipedia articles. In order to punish irrelevant con-
cepts and highlight document topic related concepts, the concept salience [18] is ap-
plied as the weight of a concept  integrating local syntactic weight and semantic 
relatedness with other concepts   in document : 

                    ,  , , |  (3) 

where ,  is the syntactic weight in equation (1) of  the corresponding term . , |  is the sum of relatedness of concept  with other concepts that the rest 
of terms in document map to: 

                 , ∑ ,  &    &   (4) 

where ,  is obtained using equation (2). If a concept is mapped to a n-gram 
(n>=2) phrase, the syntactic weight in (3) is the sum of the weight of each uni-gram 
term.  

Document-Category(D-Ca) Matrix. A document  is represented by a category 

vector , … | |  where is a vector , …  that contains parent 

categories assigned for the concept . The weight of a category is the weight of the 
corresponding concept. If a category is assigned to more than one concept, the sum of 
the weight of these concepts is the category’s weight.  

 
Fig. 2. The Process of Identifying Consistent Clusters and Inconsistent Documents. (a) A doc-
ument collection (b) Three Component clustering results (ovals with solid line, dotted line and 
dashed line) and documents which have larger value than threshold  (connected with bold 
line) (c) Consistent clusters (c1 and c2) and inconsistent documents ( and ).  

3.2 Affinity Matrix  

In this section, we discuss how to construct an ensemble learner based on Affinity Matrix 
to identify consistent clusters. Figure 2 illustrates the process in simpler manner. Affinity 
Matrix (AM) is constructed by identifying document pairs which co-locate in the same 
partition of all component solutions (steps 1-3 in Figure 3). Let Cluster ensemble , … ,  contains all component clustering solution. A component clustering solu-
tion , , … ,  contains partitions for the specific feature space. For a docu-
ment , function ·  searches through each clustering partition space  in each  
to identify which partition  belonging to: 
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                    ,        0,    , 0 1    (5) 

where  is the number of partitions and  is the identifier of the component cluster-
ing result. The consensus function ·  then accumulates the total co-occurrence of 
a document pair ,   in all component clustering solutions using ·  in (5):  , ∑ , , , ,  1,     0,      (6) 

Affinity Matrix (  symmetric matrix where  is the number of documents) con-
tains consistency degree ( , ) for each pair of documents ,   in the cor-
pus. The proposed method differentiates consistent clusters and inconsistent documents by 
setting a threshold ( ) on the values in AM and, consequently, is able to obtain reliable 
consistent clusters with setting a high threshold (steps 4-15 in Figure 3). Documents 
whose consistency degree is above  are combined to form consistent clusters (c1 and c2 
in Figure 2). Documents with lower consistency degree are dropped to a waiting list  as 
inconsistent documents (  and  in Figure 2). The next section shows the process of 
joining inconsistent documents to consistent clusters.   

 

Fig. 3. The Unsupervised Cluster Ensemble Learning Algorithm 

Input: Cluster ensemble , … ,  for document collection  with  docu-
ments on  types of feature space; consistency degree threshold ; number of nearest-
neighbour  and representative hub threshold . 
Output: Final document partition , ,   and  is the number of clusters. 
Initialization: Set the affinity matrix  as a null  matrix, and set  and  
(inconsistent document set) as empty. 

1: for 1 to  do 
2:  ,    using equation (5) and (6) 
3: end for 
4: for 1: | | do 
5: for 1: | | do 
6: if ,  and  
7:      if ∈   &&  ∈   && ∈  
8:          ,   
9:      else  

10:          , ;  
11: else 
12:       
13: end if 
14: end for 
15: end for 
16: for 1  | | do 
17: ∈  using equation (8) 
18:  and  using equation (7) 
19: end for 
20: Return final partition  
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3.3 Hubness of Document 

The traditional centroid based partitional methods usually fail to distinguish clusters 
due to the curse of high dimensionality [4]. In this paper, in order to join inconsistent 
documents to the consistent clusters, we propose to use hubs as representation of the 
cluster center instead of centroids (step 16-19 in Figure 3). Let  be a document in a 
consistent cluster and  be a documents in the document collection  . Let ,  denote the set of documents, where document  is among the –
nearest-neighbour list of document  and  . The hubness score of , 

, is defined as: ,                                  (7) 

The hubness score of  depends on the  ,  and the –nearest-
neighbour at data point . We make use of top-  (top  proportion of) documents 
ranked by hubness score as hubs. Let  be the set of representative hubs for cluster ∈ . For an inconsistent document , we find the most similar consistent 
cluster  whose representative hub set  is most close to where  is the number of clusters:  ∈                          (8) 

4 Experiments and Evaluation 

4.1 Experimental Setup 

As shown in table 1, two subsets from the 20Newsgroups data set are extracted in the 
same line as [2]: Multi5 and Multi10. Other two subsets were created from the Reu-
ters-21578 data set as [2]: R-Min20-Max200 and R-Top10. For each data set, Wiki-
pedia concepts and categories are mapped to the terms of documents via methods 
discussed in the section 3.1.  

Table 1. Data set summary 

Data 
Set Description #Classes #Documents #Terms #Wikipedia 

Concepts 
#Wikipedia 
Categories 

D1 Multi5 5 500 2000 1667 4528 
D2 Multi10 10 500 2000 1658 4519 
D3 R-

Min20Max200 
25 1413 2904 2450 5676 

D4 R-Top10 10 8023 5146 4109 9045 

The proposed approach (CESC-H) is benchmarked with following approaches: 
Single Feature Space. This is a vector-space-model-based Bisecting K-means ap-
proach [3] based on each feature space: term (D-T), concept (D-C), caetegory (D-Ca) 
which are represented as a, b and c in Tables 2. 
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Linear Combination of Feature Space. This approach clusters do-cuments based on 
linearly combined syntactic and semantic feature space: term and concept (D-(T+C)), 
term and category (D-(T+Ca)) and term, concept and category (D-(T+C+Ca)) which 
are d, e and f, respectively in Tables 2.  

HOCO [3]. This is a High-Order Co-Clustering method using the consistency infor-
mation theory to simultaneously cluster documents, terms and concepts.  

Cluster Ensemble Based Methods. The CSPA, HGPA and MCLA are hypergraph-
based methods [5] whereas EAC uses evidence accumulation [8].  

CESC. Variation of the proposed method CESC-H but computing similarity between 
consistent clusters and inconsistent documents using the cluster centroid instead of 
hubs.  

4.2 Experimental Results 

Table 2 presents the clustering performance in FScore and NMI on each data set and 
method respectively. CSPA was not able to work on data sets D3 and D4 due to com-
putation complexity.  

Table 2. Fscore (F) and NMI for Each Data Set and Method 

Data 
Set  

D1 D2 D3 D4 Ave 

F NMI F NMI F NMI F NMI F NMI 

a 0.771 0.664 0.580 0.484 0.624 0.692 0.593 0.548 0.642 0.597 
b 0.752 0.659 0.61 0.54 0.622 0.698 0.576 0.54 0.64 0.609 
c 0.734 0.636 0.557 0.481 0.62 0.69 0.567 0.532 0.633 0.584 
d 0.771 0.662 0.601 0.506 0.609 0.695 0.564 0.543 0.636 0.601 
e 0.766 0.648 0.597 0.501 0.615 0.702 0.581 0.544 0.639 0.598 
f 0.774 0.665 0.613 0.548 0.632 0.708 0.595 0.555 0.653 0.619 

HOCO 0.972 0.917 0.705 0.603 0.692 0.779 0.601 0.569 0.742 0.717 
CSPA 0.950 0.855 0.321 0.313 - - - - 0.635 0.584 
HGPA 0.797 0.601 0.466 0.61 0.648 0.702 0.509 0.179 0.605 0.523 
MCLA 0.822 0.692 0.286 0.583 0.691 0.747 0.73 0.467 0.632 0.622 
EAC 0.323 0.319 0.714 0.625 0.722 0.746 0.806 0.546 0.641 0.559 

CESC 0.982 0.922 0.791 0.68 0.758 0.782 0.814 0.587 0.836 0.743 
CESC-

H 
0.982 0.921 0.799 0.691 0.771 0.797 0.822 0.591 0.844 0.75 

We can see that the proposed methods (CESC-H and CESC) and HOCO get signif-
icantly better performance than clustering with linear combination of feature space. 
More importantly, CESC-H (and CESC) outperforms HOCO as it uses heterogeneous 
cluster ensemble with additional external knowledge (i.e. Wikipedia category).  The 
CESC and CESC-H approach consistently outperforms other cluster ensemble me-
thods, CSPA, HGPA, MCLA and EAC. Different from our proposed method, these 
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ensemble methods do not differentiate consistent clusters and inconsistent documents. 
Moreover, CESC-H performs better than CESC on each data set, as hubness scores of 
clusters can better represent the cluster than the cluster centriod, thereby improving 
the accuracy of joining inconsistent documents to consistent clusters. 

4.3 Sensitivity Analysis 

As shown in Figure 4, when  increases, performance of CESC-H is improved. The 
larger  value compels a document pair to be grouped in the same partition by more 
cluster ensemble components. Similarly with the higher value of  (  = 0.85), 
CESC-H achieves the best result. When the neighbourhood size is large enough (  = 
15), representative hubs are stable and accurate clustering solution is obtained. 

 

Fig. 4. FScore/NMI as function of different trade-off parameters: consistency degree 
shold ; representative hub threshold ; and number of nearest-neighbour   

5 Conclusions and Future Work 

The proposed novel Cluster Ensemble based Sequential Clustering using Hubness 
(CESC-H) method, integrating unsupervised cluster ensemble learning and hubness of 
documents, has the capability of clustering documents represented with multiple fea-
ture space (or relations). CESC-H is able to introduce and model more external know-
ledge for document representation and maximize the diversity of cluster ensemble. 
With the support of hubness of documents, CESC-H learns accurate final clustering 
solution by joining inconsistent documents into consistent clusters. Experiments on 
four data sets demonstrate that the proposed approach outperforms many start-of-the-
art clustering methods. In future, we will investigate other cluster ensemble learning 
approaches with more features. 
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Abstract. Search Result Clustering (SRC) groups the results of a user
query in such a way that each cluster represents a set of related results.
To be useful to the user, the different cluster should contain the results
corresponding to different possible meanings of the user query and the
cluster labels should reflect these meanings. However, existing SRC al-
gorithms often ignore the user query and group the results based just
on the similarity of search results. This can lead to two problems: low
quality cluster, where the results within a single cluster are related to
different meanings of the query; and poor cluster labels, where the label
of the cluster does not reflect the query meaning associated with the
results in the cluster.

This paper presents a new SRC algorithm called QSC that exploits the
user query and uses both syntactic and semantic features of the search
results to construct clusters and labels. Experiments show that the query
senses are good candidates for the cluster labels and the algorithm can
lead to high quality cluster and more semantically meaningful labels than
other state-of-the-art algorithms.

Keywords: Web Clustering Engine, Search Result Clustering, Query
Senses, Document Clustering.

1 Introduction

The goal of Search Result Clustering is not only to cluster search results but also
to provide semantically meaningful cluster labels. A Cluster label is a one-phrase
description of all the documents in a cluster enabling users to decide whether to
browse the list of documents in a cluster by looking at the cluster label. It is a
common practice to use the most common keywords shared by all the documents
in a cluster as a cluster label. Documents can have common keywords that might
represent either more than one sense or might not represent any sense of the user
query. Therefore, cluster labels based on common keywords are not always useful
to the user. Also the clusters will be more useful to the user if all the documents
in a cluster represent only one particular sense of the user query.
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Traditional Search Result Clustering algorithms which ignore the user query
are more vulnerable to the problems of low quality cluster and poor cluster
labels. Low quality cluster is having documents in a cluster that represent more
than one senses of the user query and poor cluster labels are cluster labels that
do not represent any senses of the user query.

The similarity between two documents is often measured using word fre-
quency. Such similarity measures are regarded as syntactic measures because
they only consider counts of words. In order to minimize the problem of low
quality cluster, this paper uses both syntactic and semantic features (topics) of
the documents.

This paper presents a new algorithm Query Sense Clustering (QSC) that ex-
ploits the user query and combines semantic and syntactic features of a document
for the clustering solution. The paper is organized as follows: section 2 highlights
the related work; section 3 discusses the representation and similarity measures
of the documents and the query senses; section 4 describes the algorithm; section
5 focuses on the evaluation and analysis of the results and section 6 concludes
the paper.

2 Related Work

Search Result Clustering (SRC) methods can be classified into three categories:
data-centric, description-aware and description-centric [4].

The data-centric category contains traditional clustering algorithms (hierarchi-
cal, partitioning) and the focus is on the clustering process. The Scatter/Gather
algorithm [10,19] is the pioneer example of the data-centric category.The main
drawback of this category is the poor cluster labels which are often generated from
the text and are often meaningless.

The description-aware methods carefully select one or more features to con-
struct meaningful cluster labels. Suffix Tree Clustering (STC) [23] was the first
algorithm that used suffix trees to build cluster labels and perform clustering
on search results. The issue with description-aware methods is that the cluster
labeling procedure dominates the clustering process and the overall quality of
the clusters is compromised.

The description-centric methods are specialized clustering methods that not
only focus on cluster labels but also try to provide quality clusters. Examples
in this category include LINGO [17]. Our algorithm QSC also belongs to this
category.

3 Representation and Similarity Measure

This work uses query senses to generate initial clusters and then uses a new
document similarity measure to refine the initial clusters. The new document
similarity measure is based on a new document representation using both syn-
tactic and semantic features (topics). The following subsections introduce the
new document representation, the document similarity measure, the query sense
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representation and the sense similarity measure. The algorithm is presented in
section 4.

3.1 Document Representation and Document Similarity Measure

The traditional bag-of-words model is widely used in document clustering to
represent documents in Vector Space. Terms are commonly weighted using the
tf-idf weighting scheme [21]. A document d in term-space is represented as

Tm(d) = {tfidf(t1, d), tfidf(t2, d), tfidf(t3, d), ..., tfidf(tn, d)} (1)

where n is the total number of terms and tfidf is the tf-idf function defined as

tfidf(t, d) = tf(t, d)× log
|D|
df(t)

(2)

where tf(t, d) is the frequency of term t in the document d, |D| is the total
number of documents and df(t) is the number of documents containing term t.
A criticism of this model is that it only uses a syntactic representation of the
document and ignores semantic representation of the document. One semantic
representation is based on topics representing the subjects or concepts that a
document is about. If we can identify all the topics of a documents, then we
can represent a document as a vector in topic space with weights for each topic
representing the importance of the topic to the document. We propose a new
document representation in which a document d containing topics τ1...τm in
topic-space is represented as

Tp(d) = {w(τ1, d), w(τ2, d), w(τ3, d), ..., w(τm, d)} (3)

where m is total number of topics and w(τ, d) is a weight of a topic τ , generated
using topic detector of Wikiminer Toolkit1 [15], in document d.

The most common and well known similarity measure for comparing docu-
ments is cosine similarity function [18]. We define the combined cosine similarity
that includes semantic and syntactic features of document di and dj as

Sim(di, dj) = λCosine(Tp(di), T p(dj)) + (1− λ)Cosine(Tm(di), Tm(dj)) (4)

where λ is a scaling variable and the value of λ is 0.1 based on the preliminary
experiments, Tp(d) is document vector in topic-space and Tm(d) is document
vector in term space.

3.2 Query Sense Representation and Sense Similarity Measure

We represent a query using a set of senses S = {s1, s2, s3...sn} of the query which
is generated using Wikiminer2 [15] word disambiguation. These raw senses are

1 The topic detector is comparable to state-of-the-art LDA based topic detectors.
2 Wikiminer parses Wikipedia disambiguation pages to get different senses of a word.
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filtered and noise is removed by using tokenization, stemming and stop word
removal techniques. Tokens generated from these senses are mostly bi-grams
such as jaguar car, sepecat jaguar, fender jaguar, mac os. Other examples of
senses are panthera and south alabama jaguar football.

We define the similarity score between a document di and a sense sj as a
weighted sum of six different criteria:

SimSense(di, sj) =
|sj |
|di|

6∑
k=1

wk · cmpk(di, sj) (5)

The six criteria for cmp are exact sequence matching, semantic matching, par-
tial matching in both term space and topic space of the document di for sense
sj . The exact sequence matching counts the number of occurrence; the seman-
tic matching counts overlap of either exact or synonyms; and partial matching
counts overlap of individual words in sense sj and document di.

4 QSC Algorithm

We had developed a new algorithm called QSC3 that uses our new document
representation and similarity measures. It includes three main steps: the first
step is to group all the documents according to their similarity to the different
senses of the user query; the second step is to iteratively optimize clusters by
relocating documents from one cluster to another cluster based on the similarity
between documents and the clusters; the third step is to rank the documents
and clusters based on similarity with the user query.

Step 1: Initial Cluster Generation. The initial clusters are formed by calcu-
lating the similarity of each document with each user query sense and assigning
each document to each cluster associated with the maximally similar sense. Each
cluster is labeled with its associated sense. Documents that are not sufficiently
similar to any sense are placed in a cluster labeled general. The set of initial
clusters C consists of all the clusters that contains at least one document.

Step 2: Cluster Optimization. Initial clusters were based on the similarity
between documents and the senses. Base cluster labels can provide quality label-
ing of clusters. However the clusters, especially the general cluster may contain
a mixed group of documents that might not be similar. We developed an itera-
tive method to reassign some documents in order to improve cluster quality by
increasing intra-cluster coherence and inter-cluster distinctiveness.

Step 3: Cluster Ranking. Users are interested in only those documents that
are most closely related to the query. Therefore the ranking of clusters and
documents are computed with respect to the query.

3 The full paper contains the pseudo code with more details and is available on request.
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All the clusters were sorted, by calculating the relatedness score between the
user query and the cluster label, using the term similarity measureWikiSim [12].
The WikiSim is Wikipedia based similarity measure that computes relatedness
between two terms. Documents in its own cluster were also sorted by calculating
the similarity of a document to its mean in its own cluster. The ranked result
list is then sent to user for browsing.

5 Results

The QSC was evaluated on two datasets, AMBIENT [5] and MORESQUE [16].

Comparison 1: The results on the larger dataset, which consist of all queries
of AMBIENT and MORESQUE, based on purity and entropy were not given in
[14]. However we found another recent paper [8] that compared nine algorithms
using F1-measure on this large dataset. Therefore we compared our algorithm
QSC with these nine algorithms using F1-measure calculated by taking the har-
monic mean of precision and recall of the cluster [6]. The comparison was made
between STC, LINGO, KeySRC [1], Curvature [9], SquaT++ [16,8], B-MST [7],
HyperLex [22], Chinese Whispers [2] and QSC.
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Fig. 1. Comparison of SRC methods

Figure 1 shows the percentage values of F1-measure of 10 methods on com-
bined dataset of AMBIENT and MORESQUE taken from the paper [8] and the
computed value of QSC. Clearly the QSC performed significantly better than
others and have the highest value 83.62 (percentage) of F1-measure.

Other evaluation criteria Adjusted Rand Index(ARI) and Jaccard Index(JI)
are also used for comparing the clustering algorithms in paper [8]. However we
believe that they are not suitable for these two datasets. More discussion is
provided in the last part of section 5.4.

Comparison 2: The search results needs to be diverse and top ranked results
should represent different senses of the user query. In order to determine the di-
versification of this work, the search results were evaluated based on S-recall@K
(Subtopic recall at rank K) and S-precision@r (Subtopic precision at
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recall) [24] on combined dataset of AMBIENT and MORESQUE. The former
evaluates the performance of the system based on K top-ranked results for num-
ber of topics of query q. S-precision@r measures the ratio of subtopics covered
by minimum set of results at given recall r.
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Fig. 2. S-recall@k on all queries
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Fig. 3. S-precision@r on all queries

These two measures are used to compare search engines (Yahoo! and Essential
Pages) that return ranked list of search results. The results returned by QSC
were compared by flattening the clusters. The result list was formed by iterat-
ing through clusters and selecting top results. The clusters that only had one
document were appended at the end to avoid noise.

Figure 2 and Figure 3 shows the S-recall@k and S-precision@r respectively
for search results of Yahoo, Essential Pages(EP), KeySRC and QSC. The QSC
performs relatively better in terms of S-recall@k and significantly outperformed
others in terms of S-precision@r for the given values of k and r. This shows that
QSC produced more diverse results than currently available search engines.

5.1 Further Analysis

The detailed analysis consists of three sub sections: the first discusses the clus-
ter labels; the second discusses the processing time of the QSC, and the third
discusses the cluster numbers and some observations about final clusters.

Cluster Label Analysis: The goal of the QSC algorithm is to generate a useful
set of distinct clusters with informative labels.

Table 1 shows the cluster labels of the clusters generated for the query Jaguar
by STC, LINGO and QSC (the cluster labels are not in ranked order). The labels
for STC and LINGO were generated using the Carrot2 framework by adjusting
the parameter of maximum clusters number to 8. Table 1 shows that the cluster
labels generated by QSC provides more precise, intuitive and distinct labels than
the cluster labels from STC and LINGO.

Processing Time: The QSC was evaluated on standalone workstation using
Linux (64 bit) with Intel(R) Core(TM) i7-3770 CPU @ 3.40GHZ, 8GB RAM and
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Table 1. Cluster labels of STC, LINGO and QSC of the query Jaguar

STC LINGO QSC

Jaguar Car Auto Show Jaguar Car
S-Type, Used Jaguar Jaguar Parts Jaguar E-Type
XK, 2006 2007, Price-
Quotes and Reviews

Dealer Price Quotes and-
Reviews

Jaguar XK

Ford Motor Company-
Division

Ford Motor Company-
Division

Jaguar Cars
Jaguar Panthera Onca Jaguar Panthera Onca Panthera
Jaguar Animal

Website of Fender Musical-
Instrument

Fender Jaguar

Information Jaguar Video Mac OS X
New SEPECAT Jaguar

South Alabama Jaguar-
Football

1TB HD. Figure 4 shows the processing time of all the queries in AMBIENT
Dataset. The average time required for processing the query is under 1.0 second
for both AMBIENT and MORESQUE datasets. Most of the queries were pro-
cessed under one second with few exceptional cases. The maximum processing
time was 6.3 seconds on a query jaguar because it had 54 senses to be processed.
This processing time was reduced to 1 second by eliminating overlapping senses
and processing only 10 distinct senses.

Strictly speaking, we cannot directly compare the processing time of other al-
gorithms due to different machines and platforms. However we would like to give
indications that word sense induction based algorithms (Curvature, Squat++,
B-MST, HyperLex and Chinese Whispers) need to construct the graph to iden-
tify the senses from the huge corpus, whereas QSC extract the senses from the
Wikipedia. Therefore the word sense induction based algorithms might require
more processing time than QSC. The processing time of clustering, without
considering the time spent on graph construction, for all algorithms is under 1
second except for SquaT++ algorithm. The SquaT++v and SquaT++e spent
around 28 and 21 seconds respectively for clustering results as described in their
paper [8].

Cluster Analysis: The average number of clusters for all queries in the AMBI-
ENT dataset was 7.84 i.e on average 7-8 clusters are formed for each query. The
average number of clusters for all queries in the AMBIENT and MORESQUE
datasets was 5.4. There were a few queries with a high number of clusters and the
maximum number of clusters was 18 for the query Monte Carlo. In contrast the



118 A. Wahid, X. Gao, and P. Andreae

0 5 10 15 20 25 30 35 40 45
0

1

2

3

4

5

6

7

queries ids

se
co

nd
s

Fig. 4. Processing Time for All Queries

10 20 30 40 50 60 70 80 90 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Maximum number of documents allowed in one cluster

S
co

re

 

 

Rand Index

Jaccad Index

Adjusted Rand Index

Fig. 5. RI, ARI and JI Analysis

query Life on Mars just had 1 big cluster. The reason for having many clusters
was the large number of distinct query senses. The query Life on Mars had very
few senses and they were overlapping with each other, e.g. Life on Mars (TV
series), Life on Mars (U.S TV series), that causes single cluster for the query.

The QSC provided a more fine-grained clustering solution than the gold stan-
dard (manually labeled search results). The gold standard for the query jaguar
had 7 clusters but QSC solution provided 9 clusters. The three clusters jaguar
car, jaguar e-type and jaguar xk in QSC were sub clusters of gold standard
jaguar car.

The QSC was not compared with other algorithms using index based evalu-
ation measures (ARI and JI) because these measures have many issues [20,13].
One of the problems is that they do not handle fine-grained clustering solutions.
If a gold standard G has a cluster gi that contains 90 documents and clustering
C has clusters cj , cj+1 and cj+2 that contain all 90 documents then ARI and
JI will penalize the clustering solution heavily. However the fine-grain clustering
solution is consistent with the coarser solution and should not be penalized heav-
ily. In fact it may even be better solution because it provides the distinctiveness
that are not provided by the gold standard. ARI and JI do not measure this.

Figure 5 shows the phenomena of heavy penalty of ARI and JI as compared
to Rand Index (RI) [11] on sub clusters. This experiment was performed on the
AMBIENT and MORESQUE datasets by evaluating the perfect sub-clusters
that gradually increased the limit of the maximum number of documents allowed
in a cluster from 2 to 98. All the documents were perfectly assigned to the clusters
and the values of RI, ARI and JI were computed at each iteration. The lowest
value of RI, ARI and JI were 0.54, 0.05 and 0.04 respectively when the maximum
allowed number of documents in sub clusters were 2. Figure 5 shows ARI and
JI penalize small clusters and small sub-clusters heavily. The gold standard in
our dataset had very unbalanced number of clusters. A few clusters were very
small, and had 2 documents in a cluster and other were very large and had more
than 90 documents. It was observed that the comparison based on ARI and JI
is suitable only when the gold standard do not have sub clusters and all the
clusters have almost the same number of members.
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6 Conclusion

This paper presents a new description-centric search result clustering algorithm
QSC that exploits query senses to generate meaningful cluster labels and use
syntactic and semantic features of documents to generate quality clusters.

This paper shows that QSC outperforms existing algorithms. QSC is com-
putationally inexpensive and provides better quality clusters with meaningful
labels as compared to other algorithms, hence it has the potential to be applied
to real time search result clustering applications.

The future direction for this work is to use Google WebIT and ukWac corpus
along with Wikipedia to enhance the quality of query senses. The similarity
measure and documentation representation are the key factors and a better
similarity measure could bring more improvement. The greedy search in step 2
of the QSC could be improved to avoid local optima, by using the query senses
in addition to document similarity. The currently used topic detection technique
is not as good as state-of-the-art topic detection techniques such as LDA [3];
using LDA to detect topics from search results by considering query senses may
further improve this work.

References

1. Bernardini, A., Carpineto, C., D’Amico, M.: Full-subtopic retrieval with keyphrase-
based search results clustering. In: IEEE/WIC/ACM International Joint Confer-
ences on Web Intelligence and Intelligent Agent Technologies, WI-IAT 2009, vol. 1,
pp. 206–213. IET (2009)

2. Biemann, C.: Chinese whispers: an efficient graph clustering algorithm and its
application to natural language processing problems. In: Proceedings of the First
Workshop on Graph Based Methods for Natural Language Processing, pp. 73–80.
Association for Computational Linguistics (2006)

3. Blei, D., Ng, A., Jordan, M.: Latent dirichlet allocation. The Journal of Machine
Learning Research 3, 993–1022 (2003)
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Abstract. Utilizing social network information to improve recommendation qual-
ity has recently attracted much attention. However, most existing social recom-
mendation models cannot well handle the heterogeneity and diversity of the social
relationships (e.g., different friends may have different recommendations on the
same items in different situations). Furthermore, few models take into account
(non-social) contextual information, which has been proved to be another valu-
able information source for accurate recommendation. In this paper, we propose
to construct trust networks on top of a social network to measure the quality of a
friend’s recommendations in different contexts. We employ random walk to col-
lect the most relevant ratings based on the multi-dimensional trustworthiness of
users in the trust network. Factorization machines model is then applied on the
collected ratings to predict missing ratings considering various contexts. Evalu-
ation based on a real dataset demonstrates that our approach improves the accu-
racy of the state-of-the-art social, context-aware and trust-aware recommendation
models by at least 5.54% and 9.15% in terms of MAE and RMSE respectively.

Keywords: Recommender System, Social Network, Trust Network, Contexts.

1 Introduction

The large amount of data generated everyday on the web, on the one hand, provides rich
information for users to consume, i.e., extracting knowledge, but on the other hand, also
easily overloads users if no appropriate tools are provided to process such huge infor-
mation for decision making. By suggesting information that is likely to interest users,
recommender systems have become a promising tool to handle information overload in
many online applications like e-commerce (e.g., ebay), social networks (e.g., LinkedIn),
to name a few [23]. The mainstream technique for recommendation is collaborative fil-
tering, which predicts a user’s interest in an item by mining the patterns of the past
rating information of other similar users and/or items [24]. In particular, factorization
models, e.g., matrix factorization [8] have been proved to be one of the most successful
collaborative filtering algorithms.

Recently, the increasing popularity of online social networks has brought an addi-
tional information source to enhance traditional rating based recommendation models.
The assumption of such approaches is that users that are linked with each other in a
social network tend to share similar tastes and interests, which can help improve the
quality of recommendations and mitigate the data sparsity issue [12,13,5].
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However, most social recommendation models suffer from three limitations:
(i) collaborative filtering algorithms are applied on all available ratings (i.e., without
sophisticated information filtering). Although social information is considered, this still
inevitably introduces noisy data, which damages the recommendation quality. (ii) Di-
versity of the social relationships is not well handled. Social connections may reflect
different types of “friendships”. For instance, two users are connected because of dif-
ferent reasons: friends, family, business partners, fans, etc. Given such heterogeneous
connections, it is essential to assess the usefulness of a friend’s recommendations in
different situations, e.g., is a bookworm’s recommendation on a video game reliable?
(iii) Although proved to be important, to the best of our knowledge, few social recom-
mendation models systematically leverage (non-social) contextual information1, which
can further refine the heterogeneous social information for better recommendation.

In order to address the three mentioned limitations, we propose to collect relevant
rating information from context-aware trustworthy friends (and friends of friends, etc.)
and then apply factorization machines to predict the missing preference taking into
account various contexts. Specifically, the main contributions of this paper are sum-
marized as follows: (1) We investigate and identify a variety of contextual information
in recommender systems, and classify such information that will be used by different
components of our social recommendation model. (2) On top of a social network, we
construct trust networks based on the trustworthiness of users’ friends in different con-
texts. That is, by mining past ratings, the trustworthiness of a user is represented by a
trust vector, where each element represents the trust score of this user in the correspond-
ing context. Given a target user, based on such context-aware trust, we apply random
walk algorithm to collect a set of relevant ratings from the user’s trustworthy neighbors2

for recommendation (i.e., context-aware social similarity propagation). The relevance
of a rating is determined by whether this rating is provided by a neighbor who is trust-
worthy in the contexts that are of interest. It is worth mentioning that since ratings
are collected via trust networks, our approach can be naturally applied to a decentral-
ized setting where the global rating information is not available. (3) With the collected
ratings, we apply factorization machines [20,21] to systematically combine rating in-
formation and contextual information to predict missing ratings. The main advantage of
factorization machines model is that it shares with other factorization models the high
prediction accuracy with the support for integrating diverse types of contexts. (4) We
conduct experiments on real dataset to evaluate the performance of our model. Exper-
imental results show that our approach outperforms the state-of-the-art social, context-
aware and trust-aware recommendation models (the least improvements are 5.54% and
9.15% in terms of MAE and RMSE respectively).

The rest of this paper is organized as follows: In Section 2, we review related
social/trust-aware/context-aware recommendation models. In Section 3, we first discuss

1 Note that social relationship is considered to be a type of context in some literatures. However,
given its dynamism and complexity, we handle social information and contextual information
separately in this work.

2 We use neighbor in a trust network which is equivalent to friend in a social network, i.e., one-
hop neighbor is equivalent to direct friend, and two-hop neighbor is equivalent to friend of
friend, etc.
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the contextual information in recommender systems in Section 3.1, and then present
how to construct context-aware trust networks, collect relevant ratings and integrate
contextual information to predict ratings in Section 3.2, 3.3 and 3.4 respectively. We
report real dataset based experimental results in Section 4. In Section 5 we conclude
this paper and outline future research directions.

2 Related Work

Several trust-based recommendation models have been proposed recently [11,4,25].
Based on the explicit and/or implicit trust information, the accuracy and coverage of
recommendation is greatly improved compared to traditional rating based recommender
systems. For instance, in [17], profile-level and item-level trust based methods are
proposed to integrate into collaborative filtering algorithms. Jamali et al. [3] applied
random walk to combine trust information and collaborative filtering to (1) address
cold-start issue and (2) ensure high recommendation quality. However, these works fo-
cus on trust relationship, which is different from social relationship that is another useful
information source for accurate recommendation and is more pervasive in practical sys-
tems. Actually, utilizing social network information to recommend items has recently
become a popular trend. In [12], the authors proposed a probabilistic matrix factoriza-
tion based approach to combine rating matrix and users’ social network information. In
[9], a neighborhood-based approach is proposed to generate social recommendations. A
set of experiments were conducted to compare social based and nearest neighbor based
recommendations.

Although greatly improving traditional recommendation models, most social/trust-
aware recommendation models do not consider contexts when measuring the similarity
between two users. For instance, even if a friend has very similar tastes with a user, her
rating on a movie may be greatly influenced by other factors, for instance, her emotion,
or with whom she watched the movie. Recent works have started looking at contexts
when handling social network information. For instance, Xu et al. [26] proposed to clus-
ter users and items such that like-minded users and their items are grouped. Subgroup
information (i.e., a type of context) is then utilized by applying collaborative filtering
to improve top-N recommendation quality. Yang et al. [27] first argued that a user may
trust different subsets of friends regarding different domains, and then proposed a cate-
gory specific circle-based model to make recommendation. However, these works only
consider very basic contextual information, e.g., category/group. Jiang et al. [5] pro-
posed to integrate social contexts (individual preference and interpersonal influence)
into matrix factorization. However, such contextual information is only related to social
relationships, so non-social contexts are largely ignored. SoCo [10] is probably the first
work that systematically fuses rich contexts and social information for recommenda-
tion. By mixing diverse contextual information, the authors employed random decision
trees to partition a rating matrix. Matrix factorization with social regularization is then
applied to the partitioned matrices for rating prediction. The relevance and suitability
of different contexts are ignored by SoCo, but this issue will be studied in this work.

There are also a lot of work dedicated to integrate contexts into a recommendation
model. For instance, Adomavicius et al. [2] presented a multidimensional recommen-
dation model based on multiple dimensions, i.e., user/item dimension as well as various
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contextual information. Karatzoglou et al. [7] proposed a multiverse recommendation
model by modeling the data as a user-item-context N -dimensional tensor. Tucker de-
composition is applied to factorize the tensor. An improvement was then proposed to
reduce the computational complexity and handle different types of contexts by utilizing
factorization machines [22]. However, these works only focus on context integration
without taking into account any other potentially useful information, e.g., social and
trust information.

In contrast, the novelty of our approach is two-fold. First, we consider both trust
relationship and social relationship (i.e., the heterogeneity/diversity of friendships) to
collect relevant rating information. Second, we integrate contextual information into our
model in two ways: (i) categorical valued contexts are considered when constructing
trust networks for relevant rating collection, and (ii) continuous valued contexts are
integrated into factorization machines for model based context-aware recommendation.

3 Our Approach

In this section, we first investigate contextual information that is likely to influence
users’ rating behavior in Section 3.1. Trust network construction and relevant rating
collection is discussed in Section 3.2 and 3.3. Factorization machines based context-
aware recommendation is presented in Section 3.4.

3.1 Contextual Information in Recommender Systems

Context is a multifaceted concept that has been studied in different disciplines [23]. De-
spite numerous definitions that emphasize on different aspects in different scenarios, in
this work, we define contextual information in recommender systems as the auxiliary
information that describes the characteristics of participants and that associates with
interactions between participants. Based on this definition, we identify contexts from
three aspects: (1) Contexts of a user, obtained from her profile, such as her system age,
gender, address (city/country), the number of ratings provided by this user (and the aver-
age rating), in which categories this user is active, etc. (2) Contexts of an item. This type
of contexts are application dependent. For instance, in online auction, such contexts in-
clude category, price, average item price in the same category, etc.; in a movie review
site, the contextual information may include a movie’s actors/directors/producers, gen-
res, in which year the movie is released, etc. (3) Contextual information of users and
items is mainly collected or inferred (by applying statistical analysis or data mining,
etc. [18]) from their characteristics. Besides such static information, another class of
contexts can be obtained from the instantaneous information that is associated with in-
teractions between users and items. For instance, the information about the location,
time and weather when recommending a tour route; a user’s emotion or accompanying
persons when rating a music or movie; intent of purchasing a product (self-use versus
gift), etc.

It is worth noting that not all contextual information has equal impact on recommen-
dations, and furthermore, irrelevant contextual information can degrade the recommen-
dation quality. In order to assess the relevance of contexts, we apply statistical tests [2,16]
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to investigate the interplay between contextual information and ratings. Specifically, we
apply three statistical tests: (1) paired t-test (2) χ2 test and (3) one way ANOVA. The
null hypothesis is that context values and ratings are independent. Rejecting the null hy-
pothesis (significance level p-value< 0.001) indicates that the context values and ratings
are dependent so the corresponding contextual information is relevant. We finally select
top-K contexts according to their rankings and p-values by the three tests.

After having the relevant contexts, we divide them into two categories: the ones
with categorical values and the ones with continuous values, which will be used for
determining multi-dimensional trust and incorporating into factorization machines re-
spectively. The rationale behind this classification and usage is that when representing
multi-dimensional trust (i.e., trust in different contexts), it is non-trivial to reasonably
divide a continuous value into multiple intervals where each interval has a meaning-
ful interpretation (like the discrete value of a categorical context). One may apply the
methods designed to handle continuous valued attributes in decision trees [19] to dis-
cretize continuous valued contexts but this is not straightforward, difficult to interpret
trust and incurs non-negligible overheads. On the other hand, factorization machines
properly handle the contexts with continuous values. We will elaborate how different
types of contexts are incorporated into our model in the following subsections.

3.2 Trust Network Construction

As mentioned in the introduction section, the diversity and heterogeneity of social infor-
mation require sophisticated information filtering strategy to distinguish the usefulness
of friends’ recommendations in different contexts. To this end, we propose to construct
context-aware trust networks on top of a social network (Fig. 1) to collect relevant rat-
ing information. We denote the selected contexts by C = Ca

⋃
Co, where Ca represents

categorical valued contexts and Co represents continuous valued contexts. For each user
ui, her friends list is denoted by Fi = {f1, f2, ...}.

Although trust is a complex concept and has several connotations [14], in this work
we refer to trust as the ordinal correlation between the trustor ui’s ratings and the trustee
(i.e., ui’s friend) fj’s ratings. Specifically, ui’s trust in a friend fj is modeled as the cor-
relation between their ratings on a set of items that fj rated before ui did. That is, if
fj first rated an item and then ui rated the same, fj’ recommendation may influence
ui’s choice of item3; and for the commonly rated items, if ui and fj’s ratings are highly
correlated, these two users have the similar tastes. In other words, our trust metric con-
siders both the impact of a friend’s recommendations that is measured by the amount of
commonly rated items considering rating order and the friend’s taste which is measured
by the correlation between the ratings. That is, the more correlated between ui and fj’s
ordinal ratings on the commonly rated items, the more trustworthy fj is from the per-
spective of ui. Among numerous similarity measures, we apply Pearson Correlation
Coefficient (PCC) to measure ui’s trust in fj :

3 We are not claiming all ordinal ratings indicate fj’s influence on ui’s choice, e.g., ui may
simply rate an item based on her interest without being influenced by her friends. However,
on the high level, such ordinal ratings indeed reflect the relative impact of recommendations
among friends.
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Ti,j =
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(
n∑

k=1

Ru,k)2

n

√√√√ n∑
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R2
f,k −

(
n∑
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Rf,k)2

n

. (1)

Where Ru,k andRf,k are the kth ratings in the rating vectors (for the commonly rated
items considering rating order) of ui and fj respectively, and n is the rating vector size.
One advantage of PCC (by considering average rating) is that it takes into account the
fact that some users tend to give high ratings (e.g., 4 or 5 in five-point likert scale),
while some more serious users may generally issue low ratings (e.g., 2 or 3 in five-point
likert scale). Since PCC value is in the range [-1,1], we employ simple function like
f(x) = (x+ 1)/2 to bound the value into [0,1], which is easier to interpret trust.

In order to handle the diversity and heterogeneity of social relationships, we ex-
tend the single trust score to multi-dimensional trust considering the contexts Ca (i.e.,
categorical valued contexts). That is, ui’s trust in fj is formulated as a trust vector:

Ti,j =< TC1

i,j , T
C2

i,j , ..., T
C|Ca|
i,j >, where TC

i,j is the trust score calculated by Eq. 1 in
context C. In this way, we are able to measure the trustworthiness of different friends
at a finer granularity. For instance, in Fig. 1, on top of a social network, we construct
two trust networks in two contexts based ui’s context-aware trust in her friends. We set
trust threshold, e.g., 0.6 such that only ‘trustworthy’ friends are involved in a certain
trust network construction. Note that a friend may appear in multiple trust networks.

Fig. 1. Trust network construction (values at edges indicate trust scores in a certain context)

3.3 Relevant Rating Collection

Trust networks enable user ui to explore trustworthy users to collect relevant ratings
for better recommendation. Basically, ui first finds a set of friends whose trust score is
higher than a predefined threshold in certain contexts, then she collects these friends’
ratings that are generated in the corresponding contexts.
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However, in practice, users may have only a few friends, so they may not be able to
collect sufficient relevant ratings. Such data sparsity issue greatly influences the accu-
racy of factorization models. Furthermore, only considering immediate friends’ ratings
will obviously damage the recommendation diversity [1]. In order to address these is-
sues, we apply a random walk algorithm to explore the trust networks to obtain collect
more relevant ratings from trustworthy friends of friends. The algorithm is outlined in
Alg. 1. Specifically, to collect a set of relevant ratings Ri, ui first calculates the trust-
worthiness of her friends in contexts C′ that are of interest (see Eq. 1), and then selects
top-K most trustworthy friends4 FC′

i (Line 4). For each friend fj ∈ FC′
i , her ratings

that are generated in contexts C′ are added to Ri (Line 6-10). If the size of Ri reaches
the predefined threshold5, Ri is returned (Line 11-13). Otherwise, starting from one
of her friends, ui explores the second hop neighbors (friend of friend) to collect more
relevant ratings (Line 15-19). Note that each friend fj is chosen to be further explored
with a probability Pj that is equal to her trust score. Obviously, the more trustworthy
a friend is, this friend’s friends are more likely to be trustworthy to ui (transitive trust
[6]), and hence these friends will be explored with a higher probability.

Algorithm 1. Relevant rating collection (code for the user ui)
1: Input: Ri = Φ, categorical valued contexts that are of interest C′ ∈ Ca

2: Output: filled Ri for user ui

3: function: ratingCollection(ui , C′)
4: Calculating ui’s friends’ trustworthiness inC′, and selecting top-K most trustworthy friends:

FC′
i .

5: for fj ∈ FC′
i do

6: for each rating Rj,k of fj do
7: if Rj,k is generated in C′ then
8: Ri = Ri

⋃
Rj,k .

9: end if
10: end for
11: if |Ri| ≥ threshold then
12: return Ri.
13: end if
14: end for
15: for fj ∈ FC′

i do
16: With a probability Pj = fj ’s trust score, call ratingCollection(fj , C′).
17: if |Ri| ≥ threshold then
18: return Ri.
19: end if
20: end for

4 The value of K is application dependent, and can be learned based on historical records. An-
other option is to select friends with trust score larger than a threshold (e.g., 0.6). Experimental
results show that there is no evident difference between these two options.

5 The optimal rating matrix size for factorization machines model can be learned by conducting
cross validation on existing ratings.
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The trust network exploration is terminated if one of the two conditions is met: (1) the
size of Ri reaches the predefined threshold (Line 17-19); (2) the distance (i.e., hops)
between ui and the user to be explored exceeds a limit ε. Such a limit is determined
based on the theory of six-degrees of separation [15], i.e., ε = 6. Note that the hop
h+ 1 users start to be processed only after all hop h users have been processed.

3.4 Context-aware Social Recommendation

Once relevant ratings are collected, we apply factorization machines model to predict a
user’s preference on an item taking into account contextual information (i.e., continuous
valued contexts Co). Note that categorical valued contexts Ca has been used in trust
network construction.

We describe a rating between user u and item v under a set of contexts Co by a tuple
(X , R), where X is the feature vector containing u, v and any context c ∈ Co, and R
is the numeric rating from u to v. All such tuples construct a matrix X ∈ RN×(|X |+1),
where N is the number of tuples and |X | is the size of the feature vector. Factorization
machines model all interactions (up to order d) among the |X | features. Specifically,
if we set d to 2, i.e., factorization machines model interactions between any pair of
features. The missing rating R̂ is predicted as:

R̂ = ω0 +

|X |∑
k=1

ωkxk +

|X |∑
k=1

|X |∑
k′=k+1

(

m∑
l=1

τk,lτk′,l)xkxk′ , (2)

where m is the dimensionality of the factorization, and Π = {ω0, ω1, ..., ω|X |, τ1,1, ...,
τ|X |,m} is a set of model parameters to be learned.

According to Eq. 2, factorization machines first encode the effect of each feature
xk ∈ X on the predicted R̂. Furthermore, factorization machines encode the effects
of all interactions between two features. Although similar to linear regression model,
instead of using independent weight, factorization machines employ factorized weight
to model the effect of each interaction between feature xk and xk′ :

Wk,k′ =

m∑
l=1

τk,lτk′,l. (3)

Such a difference makes factorization machines, by using low rank approximation, re-
liably estimate the weights of the interactions even when few observations are avail-
able (i.e., data sparsity), which is very common in recommendation problems, while
traditional models like polynomial regression require sufficient training data to learn
independent weights.

It is worth noting that Eq. 2 can be easily extended to higher order (d > 2) factor-
ization (see Eq. 4). However, in practice, learning high order factorization machines on
a large dataset is quite expensive. So throughout this paper, we only consider 2 order
factorization machines.

R̂ = ω0 +

|X |∑
k=1

ωkxk +

d∑
p=2

|X |∑
k1=1

...

|X |∑
kd=kd−1+1

(

m∑
l=1

p∏
i=1

τki,l)

p∏
i=1

xki . (4)
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To predict a rating from user u to item v, model parameters Π must be reliably
learned. Typically, the optimization task is to find Π to minimize the sum of the losses
over the training data, where the loss is measured by the difference between a predicted
rating and the corresponding real rating. We adapt least-squares loss (function) defined
as follows:

L(R, R̂) = (R− R̂)2, (5)

where R is the real rating and R̂ is the predicted rating (see Eq. 2). The object function
is then defined by summing up all losses over the training data:

L = argmin
Π

(
∑

L(R, R̂)). (6)

Since factorization machines typically involve a considerable number of model pa-
rameters, to avoid overfitting, we add regularization terms for different parameters:

L = argmin
Π

(
∑

L(R, R̂) +
∑
π∈Π

λππ
2). (7)

Eq. 7 can be solved using three approaches: (i) stochastic gradient descent (SGD),
(ii) alternating least squares (ALS) and (iii) markov chain monte carlo (MCMC). In this
paper, given its simplicity, low computational and storage complexity, we choose SGD
to demonstrate how a factorization machines model is solved. The basic idea behind
SGD is to iteratively (over the training data) update each model parameter π ∈ Π by
performing gradient descent in π:

π ← π − η(2(R− R̂)
∂R̂

∂π
+ 2λππ), (8)

where η is the learning rate (empirically set to 0.0001 in our experiments). The compu-
tational complexity of SGD is O(kS(X)), where k is the dimensionality of the factor-
ization and S(X) is the number of nonzero elements in the user-item-contexts matrix
X .

3.5 Summary

To sum up, by collecting relevant rating information, the size of the input matrix is
significantly decreased, thus reducing the computational complexity. Another point that
needs to be mentioned is that our rating collection strategy can be further improved by
conducting finer rating selection. For instance, we can measure the similarity between
items and select a rating based on the similarity with the target item. We leave as a
future work a more detailed discussion on such an extension.

It is also worth mentioning that although cold-start issue is still an open question
in recommender systems, addressing this issue is not the focus of this work; instead,
we aim at improving the quality of recommendation by leveraging diverse informa-
tion sources, e.g., rating information, social information, trust information, contextual
information, etc. We next demonstrate the accuracy of our recommendation model by
comparing with the state-of-the-art approaches.
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4 Evaluation

4.1 Settings

We use a dataset collected from Douban (www.douban.com), one of the largest Chinese
social platforms for sharing reviews and recommendations of books, movies and music.
A user can provide ratings (1 to 5 stars) to indicate her preference on the items. A
timestamp is associated with a rating. A user, although has not rated an item, may still
express her interest by indicating “wish” (e.g., she wishes to read a book in the near
future). A social network is provided, where one user can follow another user whose
recommendations are considered to be helpful. Table 1 summarizes the statistics of
Douban dataset6. Note that we only show explicit ratings, i.e., “wish” expressions are
not counted.

Table 1. Statistics of Douban dataset

# of ratings # of users # of items
Book 812,037 8,598 169,982
Movie 1,336,484 5,227 48,381
Music 1,387,216 23,822 185,574
All 3,535,737 25,560 403,937

For context-aware recommendation, we extract a set of contextual information from
the dataset: (1) category of an item; (2) hour-of-day, i.e., which hour a rating is given;
(3) day-of-week, i.e., weekday or weekend a rating is given; (4) number of “wish” on
an item when a rating is given; (5, 6, 7) average rating, number of ratings, and standard
deviation of ratings on an item when a new rating arrives; (8, 9, 10) average rating,
number of ratings, and standard deviation of ratings of the target user when she rates
a certain item. By applying statistical tests (see Section 3.1), we choose contexts (1),
(3), (4), (5) and (8) for context-aware recommendation models. libFM [21] is used to
implement factorization machines.

We compare our approach with three representative recommendation models that uti-
lize trust information, social information and contextual information respectively: (1)
TrustWalker [3] combines random walk (on trust network) and item based collaborative
filtering to improve recommendation quality. Since Douban has no explicit trust informa-
tion, a trust network is constructed as described in Section 3.2. (2) Social regularization
model (SoReg) [13] is a social recommendation model. On the basis of a basic matrix
factorization model, a social regularization is added to control friends’ taste difference.
(3) Factorization machines model, which is implemented using libFM [21].

Since the objective of our approach is to improve rating prediction accuracy, we
use two standard metrics to measure the accuracy of various models, i.e., Mean Abso-
lute Error (MAE): MAE = 1

N

∑N
r=1 |R − R̂| and Root Mean Square Error (RMSE):

RMSE =
√

1
N

∑N
r=1(R− R̂)2, where N is the total number of predictions, R is the

real rating of an item and R̂ is the corresponding predicted rating.

6 This dataset is shared by Erheng Zhong [28].
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For the factorization model based approaches, the model parameters such as latent
factor dimensionality, learning rate, regularization parameter and iterations (for learn-
ing), etc. are determined using 10-folder cross-validation. Note that all comparison re-
lated results are statistically significant, proved by two-tailed, paired t-test with p-values
< 0.001.

4.2 Results

In this subsection, we first demonstrate the accuracy of our approach when different
design parameters are applied, and then compare the accuracy of different models.
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Fig. 2. Error rates with different hops ε

Fig. 2 shows how the accuracy of our approach varies with different hops ε for rel-
evant rating collection (see Section 3.3). We observe that when ε = 1, i.e., only im-
mediate friends’ ratings are considered, the highest MAE and RMSE are incurred. This
is because for many users, only considering immediate friends cannot collect suffi-
cient relevant ratings, thus affecting the accuracy of factorization machines. When ε
increases, more relevant ratings are considered, and hence higher prediction accuracy
is obtained. On the other hand, larger ε means more less trustworthy users’ ratings are
involved, which may introduce noises and hence decrease the overall accuracy. This
is demonstrated in Fig 2: when ε > 3, MAE and RMSE gradually increase. So in the
following experiments we use the optimal parameter ε = 3 for our model.

Tab. 2 summarizes the accuracy of our approach with/without context selection (see
Section 3.1). Obviously, when context selection is performed (i.e., 5 contexts are se-
lected), the accuracy is clearly better than that when all contexts are applied. This
demonstrates that our statistic tests based context selection indeed helps to reduce the
effects of irrelevant contextual information.

Recall that our approach handles contexts in two ways, i.e., context-aware trust net-
work construction and factorization machines based context-aware rating prediction.
In order to demonstrate the contextual information is used judiciously, we compare

Table 2. Impact of context selection

MAE RMSE
with context selection 0.7201 0.8892
without context selection 0.7513 0.9984
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our Context-Aware Social Recommendation model (CASR) with three variants: (1)
CASR-TN: contextual information is only used in trust network construction. That is,
factorization machines only takes as input user-item-rating tuples without considering
any contexts. (2) CASR-FM: contextual information is only handled by factorization
machines. That is, trust is established without taking into account any contexts. (3)
CASR-NC: contextual information is ignored in both trust network construction and
factorization machines.
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Fig. 3. Error rates of our approach with different context configurations (variants)

Fig. 3 shows that CASR-NC is outperformed by other variants that incorporate con-
textual information in different ways. This demonstrates the importance of contexts in
recommendation. CASR-TN incurs slightly lower MAE and RMSE than CASR-FM
does, which means context-aware trust network construction (and hence relevant rating
collection) plays an important role in reducing prediction errors. Finally, by integrating
diverse types of contextual information into both trust establishment and factorization
machines, CASR outperforms all variants, demonstrating that contexts are utilized ju-
diciously in our approach.

We finally compare the accuracy of our approach CASR with that of three repre-
sentative recommendation models: TrustWalker, SoReg and FM. To comprehensively
evaluate the accuracy in different experiment settings, we randomly select 40%, 60%
and 80% of all ratings respectively as training data to build recommendation models,
and predict the remaining ones. From Tab. 3 we observe that more training data leads to
more accurate recommendation for all models. FM incurs the highest MAE and RMSE.
One possible reason is that the selected contexts (even after being statistically tested)
still have limited correlation with ratings so FM cannot reliably model the interactions
among users, items, contexts and ratings. This also proves that the accuracy of FM
largely depends on the relevance of contexts. By considering trust information, Trust-
Walker provides better results: improving the accuracy of FM by 6.03% and 3.88% in
terms of MAE and RMSE respectively (80% training data). This demonstrates the ad-
vantages of trust-aware recommendation models. The fact that SoReg is slightly better
than TrustWalker indicates the importance of social network information. By measur-
ing the similarity between a user and her friends for assigning appropriate weights,
and applying matrix factorization, SoReg further improves the recommendation accu-
racy of the trust-aware model. On the other hand, CASR consistently outperforms all
other models in all settings due to three key designs: (1) Trust information is considered
within a social network to study the heterogeneity of social relationships. (2) Contexts
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Table 3. Accuracy comparison

metrics (training data%) CASR TrustWalker SoReg FM
MAE (80%) 0.7201 0.7900 0.7623 0.8313
RMSE (80%) 0.8892 1.0635 0.9788 1.0966
MAE (60%) 0.7262 0.7944 0.7656 0.8343
RMSE (60%) 0.8921 1.0698 0.9813 1.0990
MAE (40%) 0.7324 0.7987 0.7688 0.8385
RMSE (40%) 0.8952 1.0733 0.9855 1.1018

are utilized such that trust relationships are established at a finer granularity. (3) Fac-
torization machines are applied to properly handle diverse types of contexts. CASR
improves SoReg by 5.54% for MAE and 9.15% for RMSE (80% training data).

5 Conclusion

In this work, we impose context-aware trust on a social network to investigate the het-
erogeneity and diversity of social relationships, based on which relevant ratings are
collected for factorization machines based recommendation. Compared to the state-of-
the-art recommendation models, the advantages of our approach lie in sophisticated
information filtering and proper integration of diverse types of contexts in different
components. Furthermore, since data is collected along the trust paths, our approach
can be easily applied to decentralized settings where global rating information is not
available. Real dataset based evaluation demonstrates that our approach outperforms
the representative recommendation models that also rely on trust information, social
information and contextual information respectively. For the future work, we plan to
apply the proposed recommendation model to real application scenarios for further per-
formance optimization.
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Abstract. Recommender systems have been successfully dealing with the
problem of information overload. A considerable amount of research has
been conducted on recommender systems, but most existing approaches
only focus on user and item dimensions and neglect any additional contex-
tual information, such as time and location. In this paper, we propose a
Multi-Layer Context Graph (MLCG) model which incorporates a variety
of contextual information into a recommendation process and models the
interactions between users and items for better recommendation. More-
over, we provide a new ranking algorithm based on Personalized PageRank
for recommendation in MLCG, which captures users’ preferences and cur-
rent situations. The experiments on two real-world datasets demonstrate
the effectiveness of our approach.

Keywords: recommender system, context, random walk, graph.

1 Introduction

Recommender systems have been successfully dealing with the problem of in-
formation overload. While a substantial amount of research has already been
conducted by both industry and academia in the area of recommender systems,
most approaches only recommend items to users without taking into account
any additional contextual information, such as time, location, age, or genre.
Thus, the conventional recommender systems operate in the two-dimensional
USER× ITEM space [1].

Incorporating contextual information into a recommendation process can
achieve better recommendation accuracy than considering only user and item
information. For example, a vacation recommendation for a given user may de-
pend on season, age and interest. More specifically, in summer, an elderly user
would probably prefer to enjoy her/his vacation on a peaceful beach rather than
a ski resort.

Generally speaking, we consider three types of context in recommender sys-
tems: 1) User context describes user’s meta attributes, such as gender, age, edu-
cation and social information. Users sharing more common user context tend to

X. Lin et al. (Eds.): WISE 2013, Part I, LNCS 8180, pp. 135–148, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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have similar tastes or preferences. 2) item context enables measuring relativity
between two items. 3) The third type of contextual information we call decision
context, involves context where the decision is made, such as time, location or
mood. The same user with different decision context shows different preferences.
For instance, the style of songs that a user listens at home on weekends may
be different from the style of songs he listens in office on weekdays. Therefore,
putting users and items in context can be beneficial to higher accuracy. How-
ever, there have been few methods which can incorporate all the three types
of context into a recommendation process, and most approaches focus on only
partial context (see Section 2).

In this paper, we propose a Multi-Layer Context Graph (MLCG) model which
considers all of the three types of context into recommender systems, and models
the interactions between users and items in the corresponding decision context.
A personalized random walk-based ranking method on a MLCG is further pre-
sented, which captures users’ preferences and decision context.

The most related work that also incorporates contextual information on graph
by utilizing nodes to represent multidimensional data is proposed in [4]. This
work strengthens the connections between users and items by merging different
dimensions of context. The difference between MLCG and that work lies in that
our method focuses on the instant situation where users interacts with items.
That is, MLCG emphasizes the fact that interactions between users and items
occur in a certain context.

To summarize, our main contributions are as follows:

1. We propose a Multi-Layer Context Graph (MLCG) model that incorporates
all the three types of context to model the decision making by users. In par-
ticular, MLCG emphasizes the instant situation of the interactions between
users and items.

2. Based on MLCG, we provide a new ranking algorithm, which extends Person-
alized PageRank for increasing accuracy of top-k recommendation through
running on a MLCG that models the influence flow between/in layers.

3. Our experiments based on two real-world datasets demonstrate the effective-
ness of our proposed method.

The rest of this paper is organized as follows. In Section 2, we cover related
work on context-aware recommendation and graph-based recommendation. In
Section 3, we define the problem of context-based recommendation. In Section
4, we present a MLCG construction algorithm and a recommendation method
based on MLCG. In Section 5, we compare our method with counterparts on
real-world datasets. Section 6 concludes this paper.

2 Related Work

In this section, we present a survey of work on context-aware recommendation
and graph-based recommendation.
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2.1 Context-Aware Recommendation

Early work in context-aware recommender utilized contextual information for
pre-processing or post-processing. Recent work has focused on integrating con-
textual information with the user-item relations.

In [2], they use contextual information about the user’s task to improve the
recommendation accuracy. However, this method operates only within the tradi-
tional 2D USER×ITEM space. In [3], a reduction-based pre-filtering approach
is proposed, which uses the user’s prior item preferences to help match the cur-
rent context for recommending items.

In [5], a regression-based latent factor model is proposed to incorporate fea-
tures and past interactions. In [6], a context-aware factorization machine is pro-
vided to simultaneously take context into account to enhance predictions. The
approach in [7] is based on tensor factorization. However, these methods are
infeasible for scenarios with only implicit feedback data.

2.2 Graph-Based Recommendation

Recommendation on a graph is comprised of two steps: constructing a graph
from training data and ranking item nodes for a given user.

In [8], a two-layer graph model is proposed for book recommendation based
on similarity among user nodes or item nodes. In [9], a graph is constructed
by connecting two item nodes rated by at least one user, then the node scoring
algorithm, ItemRank, is executed to rank item nodes according to the active
user’s preference records. In [10], several Markov-chain model based quantities
are considered, which provide similarities between any pair of nodes on a bipar-
tite graph for recommendation. However, all the above approaches consider only
USER and ITEM dimensions without additional contextual information.

In [11], ContextWalk algorithm is provided for movie recommendation, which
uses original random walk on a graph by considering the user and item context
(e.g., actor, director, genre), but it ignores the decision context where a user
chooses to watch a movie. As an example in [1], a user may have significantly
different preferences on the genre of movies she/he wants to see when she/he
is going out to a theater with her/his boyfriend/girlfriend as opposed to going
with her/his parents. In [12], a graph-based method is presented that aims to
improve recommendation quality by modeling user’s long-term and short-term
preferences. This method can deal with time information, but can not incor-
porate other types of contextual information, such as location and mood. In
[4], a bipartite graph is proposed to model the interactions between users and
items based on a recommendation factor set, F , where each recommendation
factor f ∈ F is defined as a combination of multidimensional data. Nodes cor-
responding to recommendation factors are connected with item nodes. That is,
the method utilizes duplicable dimensions to enhance the interactions, which
may bring noises into recommendation. In addition, they do not provide princi-
ples to define recommendation factor set F , which is crucial to recommendation
performance.
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3 Problem Formulation

We define the context-based recommendation as follows. In recommender sys-
tems, we have a set of users U = {uk|k = 1, 2, ..., |U |} and a set of items
I = {ik|k = 1, 2, ..., |I|}. Formally, let CU = {CUk|k = 1, 2, ..., |CU |} be the con-
text of users, where CUk is a domain of user context (e.g., AGE, GENDER),
let CI = {CIk|k = 1, 2, ..., |CI |} be the context of items, where CIk is a domain
of item context (e.g., GENRE, ARTIST), let CD = {CDk|k = 1, 2, ..., |CD|} be
the context where decisions are made, where CDk is a domain of decision con-
text (e.g., TIME, LOCATION). A recommendation task can be expressed as:
given a user u ∈ U with user context cu = {cuk|cuk ∈ CUk, k = 1, 2, ..., |CU |} in
a particular decision context cd = {cdk|cdk ∈ CDk, k = 1, 2, ..., |CD|}, a ranked
list of items R(u, cd) ⊆ I is provided as the potential items ranked by relevance
scoring function utility, where utility is defined as utility(u, cu, cd, i) to measure
the relevance between tuple < u, cu, cd > and item i ∈ I. For example, recom-
mending songs for a user, Ted, when he is at home on Saturday night can be
interpreted as finding the songs with top-K relevance with tuple < u = Ted, cu :
{Gen. = M}, cd : {DayofWeek = Sat., T ime = Night, Loc. = Home} >. For
simplicity, we assume that the contextual information is denoted by categorical
values.

4 Proposed Method

In this section, we start by presenting the MLCG construction algorithm, then
provide a novel random walk-based ranking method based on MLCG.

4.1 Graph Construction

Construction Algorithm. We first describe the data format. We consider
users’ attributes as user context, and attributes of items as item context. Hence
in Table 1, CU is {GEN. : {M} , AGE : {[18− 30]}}, and in Table 2, CI is
{ARTIST : {M.J.} , GENRE : {Rock}}. Meanwhile, log data in Table 3 de-
scribes the song a user listened to in a certain situation. In graph-based methods,
each item or user is represented as a node. Most graph-based methods describe
the interaction between a user and an item by directly creating an edge between
the two nodes [4, 8, 10–13]. However, these methods ignore the effect of decision
context, while we argue that, in a recommender system, it is in a certain deci-
sion context where users interact with items. That is, users’ preferences on items
should flow though particular decision context before reaching the item nodes.

Therefore, we design a new type of node, decision node nodedecision =<
u, cd1, cd2, ..., cd|CD| >, where u ∈ U and cdk ∈ CDk, to characterize the de-
cision context and model the interactions between users and items. Note that
nodedecision is a combined node with a user and a decision context. The under-
lying intuition of nodedecision is that decision context is a local effect and should
not be shared by all users as a global effect. That is, the same decision context for
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Table 1. Example of User Data

USER GENDER AGE

Ted M [18-30]
Mike M [18-30]

Table 2. Example of Item Data

SONG ARTIST GENRE

Beat It Michael Jackson Rock
Rock with you Michael Jackson Rock

Table 3. Example of Log Data

USER DayofWeek LOCATION SONG

Ted Saturday Home Beat it
Mike Sunday Office Rock with it
Mike Sunday Office Beat it
Ted Sunday Office Beat it

different user have different impacts on decision making. The proposed MLCG
construction algorithm is outlined in Algorithm 1.

As the Algorithm 1 shows, a MLCG is a three-layer graph that consists of a
user context layer, an item context layer and a decision context layer. Figure 1
illustrates an example of MLCG constructed from Tables 1−3. The number on
the edge represents the co-occurrence of two end-nodes.

Only one type of entity node is denoted as a square node in Figure 1, on each
layer, such as nodedecision on decision context layer. Entity nodes are character-
ized by their own context nodes on the same layer. For every context/attribute of
an entity, there is a corresponding edge between the entity node and the context
node. As Figure 1 shows, node M describes the gender of the user nodes con-
nected with it. Furthermore, the nodes of the same entity type interact through
their context nodes. That is, influence of an entity node propagates to another
entity through sharing context nodes. In the case of Figure 1, the more rock
songs a user listened to, the more of the user’s preferences flow to other rock
songs through the node ROCK.

In addition to the intra-layer edges, inter-layer edges are also available to rep-
resent the interactions between layers. In our model, user nodes do not directly
interact with items because we emphasize that interactions should occur in a cer-
tain situation. In this sense, the interaction is expressed as: an edge from a user
node on a user layer to the corresponding nodedecision and the other edge from
the nodedecision to a song node on an item layer. For an active user, songs which
were listened to in the same context are connected to the same corresponding
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Algorithm 1. Construct a Multi-Layer Context Graph

Input: Set of users U and context CU ; Set of Items I and context CI ; Deci-
sion Context CD; Log record table LogTable, where each log is in the form of
< u, cd1, cd2, ..., cd|CD |, i >, u ∈ U , i ∈ I and cdk ∈ CDk

Output: Multi-Layer Context Graph G
1: Initialize a graph G with USER-Layer, ITEM -Layer and Decision-Layer
2: CreateLayer(CU , U, USER-Layer)
3: CreateLayer(IU , I, ITEM -Layer)
4: for each context domain cd ∈ CD do
5: for each context value v ∈ cd do
6: Create a decision context node for v on Decision-Layer
7: end for
8: end for
9: for each log record log ∈ LogTable do
10: Create a nodedecision v =< u, cd1, cd2, ..., cd|CD | > on Decision Layer
11: Connect user node u and v
12: Connect cd1, cd2, ..., cd|CD| nodes and v
13: Connect item node i node and v
14: end for
15: Return G

Subroutine CreateLayer(C, T, Layer)
16: for each context domain c ∈ C do
17: for each context value v ∈ c do
18: Create a context node for v on Layer
19: end for
20: end for
21: for each entity t ∈ T do
22: Create a node for t on Layer
23: Connect node t and its corresponding context nodes
24: end for

nodedecision node. In this way, the effect of current context is distributed pre-
cisely over these songs listened to in that context.

Weight Assignment. Most graph-based recommendation methods consider
a recommendation process as a node ranking task on a graph, hence several
random walk-based ranking measures are proposed [4, 9, 12, 13]. However, these
ranking methods are performed on a homogeneous graph, ignoring the different
types of edges, so they will not work for MLCG. By fusing different edge types,
we transform the heterogeneous multi-layer graph to a homogeneous graph.

We denote N(j) as a set of nodes connected with node j, denote Ns(j) ⊆ N(j)
as a set of nodes on the same layer with node j, and Nd(j) = N(j) − Ns(j).
Given node j and k ∈ Ns(j) on any layer, the edge weight w(j, k) is defined as
follows:
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M

Sat. Home Sun. Office

Rock M.Jack

User: Ted

Time: Sat.

Loca.: Home

User: Mike

Time: Sun.

Loca.: Office

User: Ted

Time: Sun.

Loca.: Office

Ted Mike

Beat It Rock with It

Fig. 1. An example: the MLCG constructed based on Tables 1−3

w(j, k) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
α

|T (Ns(j))|
f(j,k)∑

t∈Ns(j)f(j,t)
if Nd(j) > 0

co-occu(j,k)∑
t∈Ns(j)co-occu(j,t)

if Nd(j) = 0

0 otherwise,

(1)

where function f(j, k) denotes the importance score for node k with regard to
node j, and co-occu(j, k) is the co-occurrence of node j and node k. As an
example in Figure 1, the user, Ted, completed two interactions in the same
decision context where it is Sunday, hence the co-occurrence of node Sunday
and nodedecision is 2. T (Ns(j)) is a set of node types of nodes in Ns(j).

Meanwhile, f(j, k) should satisfy the following intuition-based criteria: 1)
rare context/attributes are likely to be more important, whereas common con-
text/attributes are less important. For example, thousands of people like football
but only Ted and Mike like PingPong, in which case node PingPong carries
more benefit for looking for similar user than node Football. 2) the more co-
occurrence of two nodes, the more related they are. For example, for a user who
is inclined to listen to songs at home, his preferences propagate mainly through
node Home to other songs. Considering the two intuitive rules, we borrow the
idea of TF-IDF from information retrieval area and define f(j, k) as follows.

f(j, k) = co-occu(j, k) log

∑
v∈Ω(k)

∑
t∈Ns(v)co-occu(v, t)∑

t∈Ns(k)co-occu(k, t)
, (2)
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whereΩ(k) is a set of nodes having the same node type with node k. For example,
Ω(Saturday) = {Saturday, Sunday} since they share a node type DayofWeek.

Given node j and k ∈ Nd(j), the edge weight w(j, k) is calculated as:

w(j, k) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(1−α)co-occu(j,k)∑
t∈Nd(j)co-occu(j,t)

if Ns(j) > 0

co-occu(j,k)∑
t∈Nd(j)co-occu(j,t)

if Ns(j) = 0

0 otherwise.

(3)

Here, α controls the trade-off between intra-layer and inter-layer interactions.
The larger α is, the more influence flow to nodes on the same layer, and the
more effect intra-layer interactions have.

4.2 Recommendation on MLCG

Here, we consider the recommendation task as a ranking task on a graph. We
then extend the Personalized PageRank [15], which is a variation of the PageR-
ank algorithm[14]. The original PageRank score of a node is calculated as follows:

PR(k + 1) = α ·M · PR(k) + (1− α) · d, (4)

where PR(k) denotes the rank value at the k-th iteration, M is a transition
probability matrix, α is a damping factor that is normally given as 0.85 and d
is a vector defined as dk = 1

n , k = 1, 2, ..., n, where n is the number of nodes.
As Equation 4 shows, PageRank can be considered as a Markov process with

restart, and the probability of a random walker will jump to a node after a
restart is equal to others. That is, the PageRank algorithm considers all nodes
equally without biasing any important nodes. In [15], a topic-sensitive PageRank
is proposed to introduce a personalized vector to bias users’ preferences. More
specifically, vector d is built as a user-specific personalized vector, where dk = 1
if k-th node represents the active user, otherwise dk = 0. Then the Personalized
PageRank is calculated in Equation 4.

By using a hint from [9] and [12], we extend the personalized PageRank which
captures both users’ preferences and current decision context. For a given user
u ∈ U and current decision context cd = {cdk|cdk ∈ CDk, k = 1, 2, ..., |CD|}, we
define ε = {ik|ik ∈ I, k = 1, 2, ..., |ε|} as a set of items that u accessed before,
then we construct d̃ as follows:

d̃j =

⎧⎪⎨⎪⎩
λ
|ε| if node j ∈ ε
1−λ

|cd|+1 if node j ∈ cd or node j = u

0 otherwise,

(5)

where λ adjusts the radio of bias between users’ preferences and current decision
context. d is d̃ after L-1 normalization. Meanwhile, we consider the recommenda-
tion process as a multi-path random walk process with multiple starting points.
Hence PR(0) is defined as follows.
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PR(0)j =

{
1 if node j ∈ cd or node j = u

0 otherwise.
(6)

Then, we normalize vector PR(0) to ensure that the sum of its non-negative
elements is 1.

So, the extended personalized PageRank is summarized as: construct d for the
active user based onEq. 5, then runEq. 4 until convergencewith initializingPR(0)
based on Eq. 6. In order to make recommendations, we rank item nodes based on
their PR value and keep only the top-K item nodes as recommendations.

5 Experiment

In this section, we present an experimental study which is conducted on two
real-world datasets to demonstrate the effectiveness of our approach.

5.1 Dataset

We use two implicit datasets for our experiments instead of explicit rating data
such as MovieLens1, since we aim at improving the top-K recommendation other
than explicit rating estimation.

The first dataset is Last.fm2 which contains 19,150,868 music listening logs of
992 users (till May, 4th 2009). We extract the logs from April to May and remove
these songs which were listened to less than 10 times, then the final dataset
contains 992 users, 12,286 songs and 264,446 logs. In this case, the user context
only includes domains of COUNTRY and AGE, while item context includes
a domain of ARTIST. We notice that the original log tuples only consist of
USER, SONG and TIMESTAMP domains. By transforming TIMESTAMP into
different temporal features, we obtain several decision context domains, such as
Day of Week and T ime Slice (i.e., each time slice lasts for 6 hours). Finally,
we use logs in April as a training set, and randomly choose 1000 logs from 1st
to 4th May 2009 as a test set.

The second dataset is CiteULike3 which provides logs on who posted what
and when the posting occurred. By removing users who posted less than 5 papers
and papers which were posted by less than 5 users, we obtain a subset of original
dataset which contains 1,299 users, 5,856 items and 40,067 user-items pairs from
January to May 2007. In this case, there is no user context because of the lack of
user information. Similarly, we transform TIMESTAMP into several temporal
features, and TAGs of papers are considered as item context. Finally, we use
logs in the two final weeks as a test set, and others as a training set.

1 http://www.movielen.umn.edu
2 http://www.last.fm.com
3 http://www.citeulike.org

http://www.movielen.umn.edu
http://www.last.fm.com
http://www.citeulike.org
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5.2 Evaluation Metrics

We use HitRatio@K [16], Mean Reciprocal Rank (MRR@K) [17] and Recall@K
to evaluate the performance of our top-K recommendation.

Given a test case < u, cd, i > in test set TEST , where a user u accessed an
item i in decision context cd, the recommendation method generates a ranked
list of items R(u, cd), where |R(u, cd)| = K. Then HitRatio@K is defined as
follows:

HitRatio@K =
1

|TEST |
∑

<u,cd,i>

I(i ∈ R(u, cd)), (7)

where I(·) is an indicator function.
In addition, we also measured the MRR@K for evaluating the rank of the

target item i:

MRR@K =
1

|TEST |
∑

<u,cd,i>

1

rank(i)
, (8)

where rank(i) refers to the rank of target item i in R(u, cd).
Furthermore, we use Recall@K to evaluate the overall relevancy performance

of recommendation methods:

Recall@K =
1

|TEST |
∑

<u,cd>

|T (u, cd) ∩R(u, cd)|
|T (u, cd)|

, (9)

where T (u, cd) is the set of items the user u accessed in context cd.

5.3 Baseline Methods

We evaluate the effectiveness of our method through comparing it with other
existing methods:

Frequency based (FreMax): A user independent method, which ranks the
items by the times they were accessed. That is, FreMax generates a same list of
items for any user.

User-based CF (UserCF): A N-neighbor user-based collaborative filtering
method, which uses Pearson Correlation as the user similarity measurement.
The optimal value of N is 10 in experiments on CiteULike dataset, and N is 1
on Last.fm dataset.

ItemRank [9]: A random walk-based item scoring algorithm, which is performed
on an item graph. The item graph is constructed by connecting two items if they
were rated by at least one user.

GFREC [4]: A contextual bipartite graph-based method, which defines a rec-
ommendation factor set F , to transform a given log table into a bipartite graph.
In our experiments, we use one of the best settings of F according to [4].

We do not consider item-based CF, since the number of items is much greater
than users, and user-based CF methods can provide more accurate recommen-
dation. In addition, as [18] indicates, SVD methods only achieve slight improve-
ment on implicit feedback datasets, thus, we do not compare our method with
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SVD-based methods. Since UserCF and ItemRank operate in a USER×ITEM
space, we transform our training data into a pseudo rating matrix by considering
the normalized access count of a user on an item as the user’s pseudo rating on
the item.

5.4 Experimental Results

In this subsection, we present our experimental results in two scenarios. Note
that for Last.fm dataset, our experiments provide a ranked list of songs, which
might have been listened to before by the given user, since users generally listen
to the same song more than once. For the experiments on CiteULike dataset, we
recommend papers that have not been posted by the active user.

Here, λ in each experiment is set to 0.5. α in each layer is a tunable pa-
rameter. For Last.fm dataset, αuser = 0.005, αdecision = 0.2 and αitem = 0.01.
For CiteULike, αuser = 0.0 (user context is unavailable), αdecision = 0.05 and
αitem = 0.01.

HitRatio@K Analysis. Figure 2 illustrates the HitRatio@K of our exper-
iments on the two datasets. For Last.fm, the methods with contextual infor-
mation (i.e., GFREC and MLCG) show substantial improvement over FreMax,
ItemRank and UserCF, which confirms the importance of context for recom-
mendation. FreMax shows the lowest HitRatio, revealing the fact that users
have their own preferences on songs, and would not be affected by popular-
ity. The HitRatio of MLCG is 54.3%(K=5)-75.3%(K=15) greater than that of
UserCF. Moreover, there is a gain of 35.0% over GFREC from MLCG in top-5
recommendation. Generally, on Last.fm MLCG shows close/comparable perfor-
mance with GFREC over the metrics. For CiteULike, it is clear that our method
significantly outperforms counterpart methods. Similar to the case on Last.fm,
contextual information contributes to better performance. Among the context-
based methods, MLCG achieves perceptible improvement, where HitRatio of
MLCG is 3.8 times (K=5) and 42.4% (K=15) higher than that of GFREC.
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Fig. 2. Comparing the HitRatio@K of MLCG against Baseline Approaches
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It should be noticed that Top-K recommender systems benefit more from higher
accuracy when K is small, such as user experience.

MRR Analysis. As shown in Figure 3, MLCG significantly outperforms other
methods in MRR, that is, MLCG generates more accurate recommendations. For
Last.fm, MLCG achieves a performance gain over GFREC by 35.9% (MRR@5).
We notice that in CiteULike, the MRR of GFREC is lower than that of UserCF.
The reason is that superfluous combinations of multidimensional data bring
connections, as well as noises. MLCG addresses this issue by grouping context
into the three layers to explore their relationships, obtaining an improvement of
MRR by up to 20.4% (K=15) over UserCF.

 0

 0.005

 0.01

 0.015

 0.02

 0.025

 0.03

 0.035

 0.04

 0.045

 5  10  15  20  25  30

M
R

R
@

K

K

FreMax
ItemRank

UserCF
GFREC

MLCG

(a) Last.fm

 0

 0.01

 0.02

 0.03

 0.04

 0.05

 0.06

 0.07

 5  10  15  20  25  30

M
R

R
@

K

K

FreMax
ItemRank

UserCF
GFREC

MLCG

(b) CiteULike

Fig. 3. Comparing the MRR@K of MLCG against Baseline Approaches

Recall Analysis. We give the results of recall in Figure 4. It can be seen that
by incorporating contextual information, MLCG and GFREC have higher recall
than other methods. And the improvements of MLCG over the 4 comparison
algorithms on both datasets are still clear. More specifically, while GFREC in
general performs the best of the baseline methods, MLCG outperforms it with
recall of up to 32.3% (K=5) and 17.2 times (K=5) greater. Higher recall indi-
cates that the algorithm returns most of the relevant results based on the instant
situation and the active user. In this sense, having a better understanding of the
context of the active user, MLCG provides more personalized recommendations
than other methods. In summary, our methods significantly outperforms sev-
eral counterparts in terms of MRR@K and Recall@K, and it is comparable to
or better than GFREC in HitRatio@K. In particular, MLCG achieves signif-
icant improvement of HitRatio over GFREC in the scenario of recommending
previously unseen items (i.e., CiteULike), which is a more typical application.
These observations demonstrate that context plays a vital role in improving
recommendation performance, and the proposed MLCG is effective in blending
various types of context for recommendation.



Personalized Recommendation on Multi-Layer Context Graph 147

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 5  10  15  20  25  30

R
ec

al
l@

K

K

FreMax
ItemRank

UserCF
GFREC

MLCG

(a) Last.fm

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 5  10  15  20  25  30

R
ec

al
l@

K

K

FreMax
ItemRank

UserCF
GFREC

MLCG

(b) CiteULike

Fig. 4. Comparing the Recall@K of MLCG against Baseline Approaches

6 Conclusion

In this paper, a Multi-Layer Context Graph (MLCG) model is proposed. MLCG
utilizes contextual information to construct a layer for each type of context re-
spectively, and models the decision making by users. In particular, our model
emphasizes that users interact with items in an instant context. Furthermore,
we take different edge types into consideration, distinguishing not only the intra-
layer from inter-layer interactions but also various contextual domains, such as
Day of Week. Based on MLCG, we extend Personalized PageRank to rank
items in MLCG which captures users’ preferences and current decision context.
Finally, experiments based on two real-world datasets demonstrate that the ef-
fectiveness of the proposed method exceeds other existing ones in all evaluation
metrics. This work can form a basis to introduce social relationships into the
user context to improve accuracy further. For example, the similarity of interest
in groups/communities can be used to improve recommendation diversity and
accuracy.
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Abstract. Tripleset interlinking is one of the main principles of Linked
Data. However, the discovery of existing triplesets relevant to be linked
with a new tripleset is a non-trivial task in the publishing process. With-
out prior knowledge about the entire Web of Data, a data publisher
must perform an exploratory search, which demands substantial effort
and may become impracticable, with the growth and dissemination of
Linked Data. Aiming at alleviating this problem, this paper proposes
a recommendation approach for this scenario, using a Social Network
perspective. The experimental results show that the proposed approach
obtains high levels of recall and reduces in up to 90% the number of
triplesets to be further inspected for establishing appropriate links.

Keywords: Linked Data, Recommender Systems, Social Networks.

1 Introduction

One of the design principles of Linked Data is to include URIs linkages [1], or
simply links, which allow the “navigation” among triplesets and the discovery
of related resources and additional data [2]. Therefore, an important task in the
publishing process of a tripleset t involves the selection of triplesets for which
one may define links with t.

However, this is a non-trivial task. Indeed, a fully manual process requires
considerable effort from the data publisher and will become impractical as the
number of triplesets grows. According to Nikolov et al. [3], the selection of a
tripleset u for which one may define links with t can be influenced by three fac-
tors: (i) degree of overlap - the number of resources of u related to resources of
t; (ii) additional information provided by the tripleset - the amount of additional
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information u can provide for the resources of t; and (iii) popularity of the triple-
set - how easy it will be for t to be discovered because it has links to popular
triplesets.

We refer to the problem of the discovery and selection of triplesets for which
one may define links with a given tripleset as the tripleset recommendation
problem.

In this paper, we propose to address the tripleset recommendation problem
using strategies borrowed from Social Networks. We introduce a procedure that
receives as input a tripleset t and a set of triplesets S, and returns a ranked list
of triplesets u ∈ S such that links from t to u are more likely to be defined for
the triplesets in the beginning of the list. Therefore, the effort of creating links
from t to triplesets in S would be reduce, since one would have to analyze just
the first few triplesets in the ranking. The procedure we propose could be used as
an initial filtering phase to other more costly recommendation techniques based,
for example, on schema and ontology matching, which might be applied only to
the better ranked triplesets.

To generate the ranked list, the procedure uses a recommendation function
adapted from link prediction measures used in Social Networks. Informally, we
say that a tripleset t is connected to another tripleset u iff there are at least
one link between resources from t to resources in u. Basically, to adapt the
link prediction measures, we interpreted the connections between triplesets as
relational ties and the triplesets as the actors. In the paper, we evaluate the
performance of two link prediction measures, using data obtained from the Data
Hub catalogue.

In general, recommendation systems [4] alleviate problems associated with
information overload [5]. Recommendation systems aim at suggesting items to
users based on their interests, i.e., from the analysis of their profiles. Currently,
many e-commerce Web sites use this type of system to rank suggestions of their
products to potential buyers [6]. It is noteworthy that such systems not only
gained prominence in e-commerce [7], but also in several application areas. In-
deed, such systems have been applied to different domains such as recommenda-
tion of books [8], restaurants [9], movies [10], news [11] and social networks [12].
In particular, in the context of Social Networks, measures based on analysis of
the relational ties between actors have been used to recommend links between
actors [13–15].

The remainder of this paper is organized as follows. Section 2 presents related
work. Section 3 details our recommendation approach. Section 4 shows an ex-
perimental evaluation and discusses the results obtained. Section 5 presents the
conclusions and suggests further work.

2 Related Work

Recommendation of triplesets to be interlinked in the Linked Data domain is
a research area in expansion. However, there are still few approaches developed
specifically for this purpose. In this section, we briefly review the research more
closely related to ours.
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Nikolov et al. [3, 16] propose an approach to identify relevant triplesets for
data linking. Their approach establishes two main steps: (i) searching for poten-
tially relevant resources in other triplesets using as keywords a subset of labels in
the new published tripleset; and (ii) filtering out irrelevant triplesets by measur-
ing semantic similarities applying ontology matching techniques. In the filtering
step, they consider only the triplesets with higher degrees of semantic similarity,
discarding the others.

The following two references [17, 18] aim at recommending triplesets relevant
to answer queries expressing the user requirements. Lóscio et al. [17] propose
the recommendation of relevant triplesets that contribute for answering queries
posed to an application. The authors argue that a tripleset may contribute to an-
swer queries of an application, but the returned response may not meet the user
requirements. Thus, they propose to discover triplesets relevant for applications
in a specific domain using information quality (IQ) as multidimensional crite-
ria. Their recommendation function estimates a degree of relevance of a given
tripleset based on the following IQ criteria: correctness, schema completeness
and data completeness.

Oliveira et al. [18] use application queries and user feedback to discover rele-
vant triplesets in Linked Data. The application queries help filter triplesets that
are potentially strong candidates to be relevant and the user feedback helps
analyze the relevance of such candidates. They argue that the consideration of
both queries and user feedback helps recommending triplesets related to the user
requirements.

To summarize, all previous works perform an analysis at the instance or
schema levels, using techniques such as filtering by keyword-based searches,
schema and ontology matching, user feedback and information quality.

Our proposed approach differs from these since it considers the links among
triplesets as a “high” level information and it does not require an analysis at the
instance or schema levels.

Our recommendation function aims at recommending candidate triplesets
u ∈ S to a tripleset t, such that t could possibly be interlinked with u. The
inputs of our approach are the previous links among the candidate triplesets
and some known triplesets that t can be interlinked with. For the generation
of the recommendation ranking, we propose to apply link prediction measures
adopted in Social Networks to the Linked Data context. To the best of our
knowledge there is no previous work that takes this approach.

3 A Recommendation Approach

3.1 Recommendation Procedure

Briefly, recall that an RDF triple is a triple of the form (s, p, o), where s is
the subject of the triple, which is an RDF URI reference or a blank node, p is
the predicate or property of the triple, which is an RDF URI reference, and o
is the object, which is an RDF URI reference, a literal or a blank node.
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Fig. 1. Schematic description of the recommendation procedure

A tripleset t is a set of RDF triples. A resource identified by an RDF URI
reference s is defined in t iff s occurs as the subject of a triple in t.

Let t and u be two triplesets. A link from t to u is a triple of the form (s, p, o),
where s is an RDF URI reference identifying a resource defined in t and o is
an RDF URI reference identifying a resource defined in u; we say that (s, p, o)
interlinks s and o. We also say that t can be interlinked with u iff it is possible
to define links from t to u.

A Linked Data network is a graph G = (S,C) such that S is a set of triplesets
and C contains edges (t, u), called connection from t to u, iff there is at least one
link from t to u; we also say that t points at or references u. Note that there can be
only one edge from t to u, even when there are multiple distinct links from t to u.

Let G = (S,C) be a Linked Data network. The context of a tripleset u ∈ S,
denoted Cu, is the set of all v ∈ S such that (u, v) ∈ C; and the inverse context
of u ∈ S, denoted C′

u, is the set of all v ∈ S such that (v, u) ∈ C.
Our recommendation procedure analyzes a Linked Data network much in the

same way as a Social Network. The inputs of our recommendation procedure are
(see Figure 1):

– a Linked Data network G = (S,C)
– a target tripleset t not in S (intuitively the user wishes to define links from

t to the triplesets in S)
– a target context Ct for t consisting of one (or more) triplesets u in S (intu-

itively the user knows that t can be interlinked with u).

The procedure outputs a list L of triplesets in S, called a ranking. Intuitively,
the triplesets in the initial positions of the ranking have a higher probability
that resources in t can be interlinked with their resources.

The procedure adds a tripleset u ∈ S to the ranking L iff Ct∩Cu is not empty,
where, we recall, Ct is the context of t (given as input to the procedure) and Cu

is the context of u ∈ S (defined from the Linked Data graph).
To order the triplesets in L, the procedure estimates score values between t

and the triplesets u in L: the higher the score of a tripleset u, the topmost u will
be in the ranking. Intuitively, the score of a tripleset u is a predicted value of
the relevance of u with respect to the probability of defining links from t to u.
As stated before, to estimate the scores, the procedure applies measures used for
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link prediction in Social Networks, detailed in Section 3.2, to the Linked Data
network G = (S,C).

Finally, we remark that the recommendation procedure may be used itera-
tively, considering user feedback. The user indicates a first context for a target
tripleset t. The procedure then outputs a ranking of triplesets such as t could
possibly be interlinked with them. The user inspects the content of the top-
most ranked triplesets and includes new links in t. Then, using the connections
induced by the new links, the procedure outputs a new ranking, and so on.

3.2 Adapted Measures

Among the traditional measures originated from graph theory, we chose the
Jaccard and the Adamic-Adar coefficients. We selected such measures because
the results reported by Liben-Nowell and Kleinberg [13], which analyze co-
authorship social networks, indicate that these two measures achieve good per-
formance. Furthermore, they estimate non-zero score values only between nodes
with two degrees of separation in the graph.

In what follows, let G = (S,C), t and Ct respectively be the Linked Data
network, the target tripleset and the target context given as input to the recom-
mendation procedure. Let u be a tripleset in S. Recall that the context Cu of
u ∈ S is the set of all v ∈ S such that (u, v) ∈ C, and that the inverse context
C′

w of w ∈ S is the set of all v ∈ S such that (v, w) ∈ C.

Jaccard Coefficient. Intuitively, the larger the cardinality of the intersection
of the contexts of t and u, the greater the likelihood that the two triplesets can
be connected. This effect can be measured by the Jaccard coefficient, defined as
follows.

jc(t, u) =
|Ct ∩ Cu|
|Ct ∪ Cu|

(1)

where:

– |Ct ∩ Cu| is the cardinality of the intersection of the contexts of t and u

– |Ct ∪ Cu| is the cardinality of the union of the contexts of t and u.

Adamic-Adar Coefficient. Intuitively, if two triplesets t and u point to the
same tripleset w and w is also pointed by many other triplesets, then w must be a
generic tripleset and, therefore, it does not necessarily suggest any possible con-
nection between t and u. On the other hand, if there is no tripleset other than t
and u which points at w, then this might be a strong indication that w is a very
particular tripleset for both t and u and, therefore, a connection between t and u
could as well be defined. Thus, the strength of the belief in the existence of connec-
tions between t and u increases inversely proportional to the number of triplesets,
other than t and u, which points at w, i.e., depends on the popularity of w.

The Adamic-Adar coefficient aa computes a measure of belief in the connec-
tion between t and u as a summation of the inverse of the logarithm of the
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Fig. 2. Example of (a) the inputs and the outputs of the recommendation procedure
and (b) the values of the coefficients

popularity of the triplesets in the intersection of the contexts of t and u and is
define as follows.

aa(t, u) =
∑

w∈Ct∩Cu

1

log |C′
w|

(2)

where:

– |C′
w| is the cardinality of the inverse context of w (the popularity of w).

3.3 Example

Figure 2 shows an schematic example of the computation of the coefficients,
indicating: (a) the inputs and the outputs of the recommendation procedure;
and (b) the values of the coefficients (using log2). In the example depicted, the
inputs are:

– The Linked Data network composed of the triplesets B, C, D, E and F and
their connections, represented by solid lines

– The target tripleset A for which new connections must be recommended
– The context for A, pointed by thicker lines, consist of the triplesets B and

C, which the user indicates that he can define connections from A to them.

The output of the procedure is a ranking of recommended triplesets, repre-
sented by dashed lines connecting the target to them (the number preceded by
# indicates the ranking position of each recommended tripleset). Discarding the
triplesets in the context of A, the recommendation technique has to rank the
remainder triplesets D, E and F according to the chance of defining links from
resources in A to resources in D, E and F . Adopting the Jaccard or the Adamic-
Adar coefficient, the procedure will return E in the first position (#1) and D in
the second (#2).



Recommending Tripleset Interlinking through a Social Network Approach 155

The tripleset F will not be recommended because there are no connections
from F to triplesets pointed by A. Thus the score values of the Jaccard and
Adamic-Adar coefficients between A and F are zero.

In this example, E points at two triplesets, B and C, which are pointed by
A, whereas D points at just at one, B.

For the Jaccard coefficient, the number of triplesets in the intersection of the
contexts of A and E with respect to the total number of triplesets in the union
of their contexts is greater than that for the contexts of A and D.

For the Adamic-Adar coefficient between E and A, among the triplesets in
the intersection of the contexts of A and E, the tripleset C is considered more
important than B (just A and E points at C, while B is also pointed by D).

3.4 Interpretation of the Measures Application

The principle of our approach is that one can infer that t can be connected to
u, i.e., t contains URIs that can be linked with URIs of u, iff the context of t
overlaps the context of u. However, such analogy must be analyzed in order to
better ground its validity.

If the two triplesets t and u share a connection to a tripleset w
through the property rdfs:sameAs, then there would be triples of the form
(s1, rdfs:sameAs, o1), where s1 ∈ t and o1 ∈ w, and (s2, rdfs:sameAs, o2), where
s2 ∈ u and o2 ∈ w. Now, recall that rdfs:sameAs is reflexive and transitive.
Thus, if o1 ≡ o2 holds then (s1, rdfs:sameAs, s2) will also hold. That is, there
will be a link from t to u.

On the other hand, if the interlinking property was not rdfs:sameAs but, for
instance, hasAuthor and wasAttendedBy, the probability that t and u share
a connection would be lower, but still possible. Indeed, assume that there
are triples of the form (s1, hasAuthor, o1), where s1 ∈ t and o1 ∈ w, and
(s2,wasAttendedBy, o2), where s2 ∈ u and o2 ∈ w. Furthermore, assume that
o1 ≡ o2. Then, we might understand s1 as a paper presented in event s2 and,
therefore, a triple of the form (s1,wasPresentedIn, s2) could be added to t to link
t and u, provided that wasPresentedIn could be added to the vocabulary of t.

To sum up, in the second case one cannot say that the analogy holds in all
situations in the context of Linked Data. However, as indicated in the literature
[19], the prevalence of links of type rdfs:sameAs in the Web of Data justifies the
use of the link prediction measures for the recommendation of triplesets based
on their connections.

4 Experimental Evaluation

4.1 Description of the Data and the Experiment

We tested the recommendation procedure with data available in the Data Hub
catalogue1, a repository of metadata of open triplesets, in the style of Wikipedia.

1 http://datahub.io

http://datahub.io
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It is openly editable and is running a data cataloguing software (CKAN)2 main-
tained by the Open Knowledge Foundation3.

The description of each tripleset includes a multivalued property, called rela-
tionships, exposed by the REST API4 of the catalogue, whose range is the com-
plete set of catalogued triplesets. This property permits asserting that a tripleset
t points at a tripleset u by adding the assertions t[relationships] = node and
node[object] = u to the catalogue data. We used the property relationships to
extract the connections between triplesets in the Data Hub catalogue. Data was
gathered at the end of the 2012, adding to 797 triplesets and 15,012 connections
among them. This data therefore induced a Linked Data graph G = (S,C).

To evaluate the technique, we adopted the 10-fold cross validation approach.
We split the Linked Data graph G = (S,C) into recommendation partitions and
testing partitions in ten different ways, and defined target contexts as follows:

– A recommendation partition is a subgraph Gi = (Si, Ci) of G = (S,C) such
that Si is a set of triplesets to be considered for recommendation and Ci is
the set of connections among the triplesets in Si induced by the relationships
property

– A testing partition is a pair Tpi = (Ti, aCi) such that Ti is the set of triplesets
in S, but not in Si, called recommendation targets, and aCi is a set of sets
such that, for each t ∈ Ti, aCi contains the set aCt of all triplesets u in Si

such that there is a connection from t to u in C

– For each recommendation target t ∈ Ti, a target context Ct consists of some
chosen triplesets in aCt.

Additionally, for each different recommendation partition Gi = (Si, Ci), test-
ing partition Tpi = (Ti, aCi), recommendation target t ∈ Ti, with target context
Ct ∈ aCi, we define:

– the gold standard for t and is defined as the set Gst = aCt−Ct and represents
the triplesets that must be recommended

– a relevant tripleset to be recommended for t is a tripleset in Gst
– a candidate tripleset to be recommended for t is a tripleset in Si − Ct.

Unlike the traditional cross-validation approach, where partitions are used as
training sets, the recommendation partitions were used as recommendation sub-
graphs only, since the proposed technique does not require a training step. The
overall performance is taken as the average of the performances in the testing
partitions.

In the experiments, the results were evaluated using traditional Information
Retrieval measures [20, 21], Recall and Mean Average Precision (MAP). The
overall Recall is the mean of the recall of each testing partition. The recall of a

2 http://ckan.org
3 http://okfn.org
4 http://datahub.io/api/rest/tripleset/[triplesetid]

http://ckan.org
http://okfn.org
http://datahub.io/api/rest/tripleset/[tripleset id]
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testing partition Tpi is defined as the average of the recall values of each tripleset
tj ∈ Ti:

Recall(Tpi) =

|Ti|∑
j=1

Recall(tj)

|Ti|
(3)

where:

– Recall(tj) is defined as the ratio between the number of relevant triplesets
that are recommended for tj and the total number of triplesets that must
be recommended |Gstj |.

The overall MAP is defined as the mean of the MAP of each testing partition.
The MAP of a testing partition Tpi is in turn defined as the mean of the average
precision scores of each tripleset tj ∈ Ti:

MAP (Tpi) =

|Ti|∑
j=1

AveP (tj)

|Ti|
(4)

where:

– AveP (tj) is the average precision in the ranking of the tripleset tj . It is
computed as a average of the precision values obtained for each relevant
tripleset. For this calculation, the position k in which a relevant tripleset was
ranked is considered. Each precision value in position k, only the triplesets
whose positions are lower or equal to k are considered, i.e., precision will
be the ratio between the number of relevant triplesets recommended until
the position k and this position number k. For instance, if in the tenth
position was ranked the fifth relevant tripleset from a complete set of twenty
relevant then the precision in p10 would be p = 5/10. For each relevant not
recommend, the precision value used to calculate the AveP is zero.

4.2 Evaluation and Results

To better understand the available data, Figure 3 presents the total number of
triplesets calculated in function of a minimum number of connections (number
of triplesets pointed by them). Figure 3 shows that most of the triplesets in the
Data Hub catalogue has very few connections. The average of the number of
connections per tripleset in the Data Hub catalogue was approximately 18.83.

In the experiments, we evaluated the ranking recommendations generated
using the measures presented in Section 3.2. As the measures depend on both
t and a tripleset s that points to at least one tripleset u which is also pointed
by t, they estimate a score different from zero for the same triplesets in the
recommendation partition. The overall recall was calculated as a function of the
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Fig. 3. Number of triplesets vs. minimum number of connections

cardinality of the target context (remember that the target context consists of
some chosen triplesets pointed by t). Recall is used to analyze the coverage of
the recommendation procedure. We considered all triplesets for which the score
values are greater than zero. The results obtained showed that:

– For small target contexts, the overall recall is relatively high, being on the
average greater than 75%

– For context sizes greater than 4 triplesets, the overall recall is higher than
90%.

These results show evidences that it is possible to recommend many relevant
triplesets, even knowing just a few connections from the target tripleset. This is
very important to validate the practical applicability of these Social Networks
measures (that consider only the direct neighbors) to recommend triplesets in a
Linked Data environment.

After these analyses, we evaluated the ordering of the recommendations in
the rankings. For this purpose, we used the overall Mean Average Precision
(MAP) to verify the accuracy of the generated ranking. Remember that the
overall MAP estimation considers the gold standard induced by the choice of the
context Ct, i.e., it is not defined by users. The results are presented in Figure 4
and show that the overall MAP values for Adamic-Adar are higher than those
for the Jaccard coefficient, for context sizes smaller than 36, which means that,
on average, for the same recall, the Adamic-Adar is more precise than Jaccard
coefficient. This probably happens because the Adamic-Adar coefficient better
differentiates the importance of the common triplesets pointed by the target
and the candidate triplesets which tends to require less knowledge, or known
triplesets in the context of the target.

In addition, we also calculated the average position of the last relevant tripleset
in the ranking. These results were divided by the total number of triplesets in the
corresponding recommendation partition. This analysis estimates the average
percentage of the top of the ranking that needs to be verified to discover all
the relevant triplesets that were recommended. Figure 5 presents these results.
To better understand the results, we also calculated what would be, on the
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Fig. 5. Average relative position of the last relevant recommended tripleset in the
ranking vs. context size

average, the maximum reduction possible (finding all relevant triplesets at the
top positions of the ranking, for all triplesets) using a context size equal to 1.
We obtained a maximum reduction value of 3.85%.

The worst performance of the Jaccard and Adamic-Adar coefficients indicates
that one needs to examine, on the average, respectively, 25% and 18% of the top
ranking triplesets to find all the relevant recommended triplesets. The best result,
obtained using the Adamic-Adar coefficient considering only one connection in
the context, indicates that one needs, on the average, to examine only 10% of
the ranking to find all the relevant recommended triplesets. It shows evidences
that the Adamic-Adar coefficient is more appropriate to rank the results in this
scenario than the Jaccard coefficient. This also shows that is not necessary to
know many triplesets in the context of target (what would otherwise invalidate
the practical application of the procedure) to obtain suitable rankings.

5 Final Remarks

In this paper we proposed the use of link prediction measures to address what
we called the tripleset recommendation problem in the Linked Data domain.
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Our approach generates a ranking of triplesets to be linked with a tripleset
t to be published. The ranking can be used to reduce the candidates that t
can be interlinked with, thereby reducing the set of triplesets to be further
inspected by other more costly techniques, if necessary. The experiments tested
two different link prediction measures. The results show that such measures
obtain good results, even when few triplesets in the context of t are available.
Specifically, the results show that the approach can reduce up to 90% of the
search space for the interlinking candidates.

We have defined the tripleset network as an unweighted graph G = (S,C),
thus disregarding the number of links between triplesets. This assumption fa-
vors triplesets from related information domains and penalizes generic ones. For
instance, DBpedia is frequently referenced by many triplesets because it is a
generic repository. Therefore, most likely, the weight of the connections to DB-
pedia would be very high, which would end up influencing the ranking in favour
of DBpedia. However, the tripleset to be published would neither get more vis-
ibility nor unveil more hidden information from other more specific triplesets,
because it is connected to DBpedia.

As further work, we plan to test other score measures for ranking generation
and to perform experiments using other catalogues of triplesets. We will also
consider using domain information to improve the results.
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Abstract. The Rocchio algorithm is a widely used relevance feedback
algorithm in Information Retrieval which helps refine queries. Rocchio
algorithm is operated in the vector space model. Since in most content-
based recommender systems, items and user profile are represented as
vectors in a specific vector space, Rocchio algorithm is exploited for
learning and updating user profile. In this paper we show how to improve
the Rocchio algorithm by distinguishing recommended items from two
aspects: 1) the similarity between an item and a user profile, 2) users’
ratings on recommended items. We conducted experiments on Movie-
Lens dataset and the results show that the improved Rocchio algorithm
outperforms the original one.

Keywords: Rocchio algorithm, recommender system, user profile.

1 Introduction

Rocchio algorithm[1] is a widely used relevance feedback algorithm in Informa-
tion Retrieval which helps refine queries. The algorithm classifies documents
into relevant and non-relevant to users’ needs. As developed using vector space
model, the algorithm represents documents as vectors and modifies initial query
by taking the vector sum over all relevant and non-relevant documents.

Since in most content-based recommender systems, items and user profile are
represented as vectors in a specific vector space, Rocchio algorithm is exploited
for learning and updating user profiles[2–4]. When updating user profiles in these
systems, all the items are treated equally except that each item is labeled as
interesting or uninteresting according to users’ feedback. That is, all interesting
item vectors are directly added to the original profile vector and all uninteresting
item vectors are just directly subtracted from the original profile vector. However,
we think Rocchio algorithm can be improved when applied in the following two
scenarios.
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– Scenario A
Suppose there is a news recommender system. User Bob’s current profile is
like < “tennis”=1, “match”=1 >. Now the system recommends two pieces
of news to Bob which are news1 =< “tennis”=0.5, “match”=0.5 > and
news2 =< “tennis”=0.5, “advertisement”=1 >. Since Bob likes tennis, he
labels both news as interesting. Then the system applies Rocchio algorithm
to modify Bob’s profile to < “tennis”=2, “match”=1.5, “advertisement”=1
>. We can see the “advertisement” in the profile is increased with a relatively
high value. But it is not quite reasonable since Bob likes news2 because
of the “tennis” rather than “advertisement”. If we use cosine similarity to
measure the similarity between news and Bob’s previous profile, we can
get similarity(news1, Bob)=1 and similarity(news2, Bob)=0.316. It suggests
that when updating a user profile, items with larger similarity to the profile
should have more influence than those with lower similarity.

– Scenario B
This time the news recommender system is improved to allow users to rate
recommended news with a scalar from 1 to 10. The ratings indicate the level
of interest a user has on the recommended news. Bob rates 10 for news1
and 7 for news2. Again, we think news1 should have more impact on the
modified profile than news2 since news1 gets a higher rating which implies
Bob is more interested in news1.

So these two scenarios raise a question: how to determine the influence of
items in order to produce more precise user profiles? This is the problem we
want to solve in this paper.

In this paper, we try to improve the Rocchio algorithm for updating user
profiles in some recommender systems by distinguishing recommended items
from two aspects:

1. The similarity between an item and a user profile
Intuitively, a user profile vector should be closer to the item vectors more
similar to the profile and be further away from not similar item vectors.
Thus, item vectors which have very high or very low similarity with the user
profile vector should have more influence on the modified user profile.

2. Users’ ratings on recommended items
Ratings can indicate the level of interest a user has on the recommended
items. Items with extreme ratings (very high or very low) can reflect users’
preference better than those with average ratings. It is reasonable that items
with extreme ratings should have more influence on the user profile.

The rest of the paper is organized as follows. In Section 2, we elaborate the
improvement of Rocchio algorithm. Experimental results and evaluation are pre-
sented in Section 3. Section 4 briefly reviews the related work followed by the
conclusion in Section 5.
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2 Algorithm Improvement

2.1 Basic Rocchio Algorithm

The core of the algorithm is shown as Equation (1).

−→
Qm = α ∗ −→Qo + β ∗

∑
−→
Di∈Dr

−→
Di

|Dr|
− γ ∗

∑
−→
Dj∈Dnr

−→
Dj

|Dnr|
(1)

Here
−→
Qm is the modified query vector and

−→
Qo is the original query vector. Dr

and Dnr mean set of relevant and non-relevant documents respectively. α, β
and γ are parameters that control the influence of the original query and the
two prototypes of documents on the modified query. By applying the equation,
the modified query vector gets closer to the centroid of relevant documents and
moves away from the centroid of non-relevant documents.

When applied in recommender systems, Rocchio algorithm can be modified
as follows to update user profile:

−→
Pm = α ∗ −→Po + β ∗

∑
−→
Ij∈Iin

−→
Ij − γ ∗

∑
−→
Ik∈Inin

−→
Ik (2)

−→
Pm and

−→
Po are modified profile vector and original profile vector respectively.

Iin and Inin mean set of user’s interested and not interested items respectively.
From Equation (2), we can see all the items are treated equally when user

profiles are updated. That is, all interesting item vectors are directly added to
the original profile vector and all uninteresting item vectors are just directly
subtracted from the original profile vector. However, we have explained that it
is more reasonable to distinguish items by considering similarity and ratings.

2.2 Improvement with Similarity

Given a user profile
−→
P and an item

−→
I , we use cosine similarity to determine the

similarity between
−→
P and

−→
I :

sim(
−→
P ,
−→
I ) =

−→
P · −→I

|−→P | × |−→I |
(3)

Then we modify Equation (2) by taking into account the similarity between
a user profile and an item as follows:

−→
Pm = α∗−→Po+β∗

∑
−→
Ij∈Iin

−→
Ij ∗SF (sim(

−→
Po,

−→
Ij ))−γ∗

∑
−→
Ik∈Inin

−→
Ik ∗SF (sim(

−→
Po,

−→
Ik )) (4)

Here, SF is a function that maps sim(
−→
P ,
−→
I ) to an influence factor. We call SF

as influence factor function. We will discuss properties of SF in Sec. 2.5.
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2.3 Improvement with Rating

Suppose a recommender system allows users to rate recommended items with
minimum rating rmin and maximum rating rmax and a user u gives a rating r

on an item
−→
I , we use the following equation to measure the level of interest that

u shows on
−→
I :

int(u,
−→
I ) = r − rmin + rmax

2
(5)

Here, we regard the medium rating as the separating line between user’s inter-

ested and not interested items. We say u is interested in
−→
I if int(u,

−→
I ) > 0 and

the greater int(u,
−→
I ) is, the more interested u is in

−→
I . It is the contrary for

int(u,
−→
I ) < 0.

Then we modify Equation (2) by taking into account the ratings u gives on
items:

−→
Pm = α ∗−→Po +β ∗

∑
−→
Ij∈Iin

−→
Ij ∗RF (int(u,

−→
Ij ))− γ ∗

∑
−→
Ik∈Inin

−→
Ik ∗RF (int(u,

−→
Ik )) (6)

Here, RF is a function similar to SF that maps int(u,
−→
I ) to an influence factor.

We will discuss properties of RF in Sec. 2.5.

2.4 Combining Similarity and Rating

By combining similarity and rating, Equation (2) is modified as follows:

−→
Pm = α ∗ −→Po

+ β ∗
∑

−→
Ij∈Iin

−→
Ij ∗ SF (sim(

−→
Po,

−→
Ij )) ∗RF (int(u,

−→
Ij ))

− γ ∗
∑

−→
Ik∈Inin

−→
Ik ∗ SF (sim(

−→
Po,

−→
Ik)) ∗RF (int(u,

−→
Ik))

(7)

For each item, both the influence of similarity and rating are taken into ac-
count. We multiply SF by RF to gain a final influence factor. We will evaluate
the parameters α, β and γ in experiments.

2.5 Properties of SF and RF

Properties of SF. We discuss the properties of SF in two cases:

1. The user is interested in
−→
I

If sim(
−→
P ,
−→
I ) > 0, it implies that some features of

−→
I really appeal to the



166 C. Wang et al.

user. As a result, values of the corresponding features in
−→
P should be in-

creased. And the closer sim(
−→
P ,
−→
I ) is to 1, the more interested the user may

be in
−→
I , which suggests the greater SF (sim(

−→
P ,
−→
I )) should be.

On the other hand, if sim(
−→
P ,
−→
I ) < 0, we can infer that the user may

begin to like some features he/she was not interested in previously. Thus the

values of corresponding features in
−→
P should be increased to reflect the drift

of interest. And the closer sim(
−→
P ,
−→
I ) is to -1, the more values such features

should be increased with, which means the greater SF (sim(
−→
P ,
−→
I )) should

be.

2. The user is not interested in
−→
I

If sim(
−→
P ,
−→
I ) > 0, it implies that the user may begin to lose interest in the

features of
−→
I which he/she was interested in previously. Thus the values of

corresponding features in
−→
P should be decreased. And the closer sim(

−→
P ,
−→
I )

is to 1, the more value such features should be decreased with, which means

the greater SF (sim(
−→
P ,
−→
I )) should be.

On the other hand, if sim(
−→
P ,
−→
I ) < 0, we can infer that the user is really

not interested in the item. The item vector should be subtracted from the
profile vector. And the closer sim(

−→
P ,
−→
I ) is to -1, the greater SF (sim(

−→
P ,
−→
I ))

should be.

So we can conclude that the figure of function SF should be like letter “U” or
“V”. Figure 1 shows some possible choices for SF . Notice that the three chosen
functions are symmetric which means items with higher similarity have the same
influence with items whose similarity is lower. But it is not necessary for SF to
be symmetric.

We can consider the original Rocchio algorithm as a special case where
SF (x) ≡ 1.

Fig. 1. Possible figures of SF
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Properties of RF. When int(u,
−→
I ) > 0 , the greater int(u,

−→
I ) is, the more

interested u is in
−→
I . Thus the profile vector should be modified to be closer

to
−→
I which means the greater RF (int(u,

−→
I )) should be. On the contrary, if

int(u,
−→
I ) < 0, the smaller int(u,

−→
I ) is, the less u likes

−→
I . As a result, the

profile vector should be modified to be further away from
−→
I which means the

greater RF (int(u,
−→
I )) should be. We can notice that the figure of RF is similar

to that of SF , so we set RF to be the same as SF in experiments.

3 Evaluation

3.1 Dataset

We chose MovieLens dataset1 as the experiment dataset. The original dataset
contains 10000054 ratings applied to 10681 movies by 71567 users. Each movie
is assigned at least one genre. There are totally 18 different genres including
“Action”, “Adventure”, “Crime”, etc. Ratings are made on a 5-star scale, with
half-star increments. We filtered out those users who made less than 100 ratings.
The modified dataset contains 7073661 ratings made by 19479 users. We then
split the modified dataset into one training set and five test sets. For each user,
the training set and each of the test set contain at least 20 ratings from that
user.

Both the user profile vector and movie vector are of 18 dimensions. Each
dimension corresponds to one of the 18 genres. The value of a dimension in a user
profile vector indicates the level of interest the user shows for the corresponding
movie genre. For a movie vector, the value of a specific dimension is set to 1 if
the movie has been assigned the corresponding genre. Otherwise, the value is 0.

We considered a user to be interested in a movie if he/she rated it for more
than 3 stars and not interested if the rating is less than 3 stars.

3.2 Evaluation of Improvements

To evaluate the original Rocchio algorithm, improvement with similarity, im-
provement with rating and improvement by combining similarity and rating, we
conducted an experiment as follows: For each of the four algorithms, the training
set was utilized to learn the initial user profile. We then used this initial user
profile to recommend movies contained in the first test set. After the recommen-
dation, user profile was updated by employing the algorithm. The updated user
profile was then used to recommend movies in the second test set. We repeated
the process until the last test set. In this experiment, we set all parameters (α,
β and γ) to be 1 and we chose the linear function as SF i.e. SF (x) = 1 + |x|.

On each round of recommendation, movies were ranked according to its sim-
ilarity (by applying Equation 3) with a user profile. We then used MAP (Mean
Average Precision) over all users to evaluate the recommendation. We used

1 http://www.grouplens.org/node/12
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Fig. 2. MAP@≥4 for evaluation of the improvement of Rocchio algorithm

Fig. 3. MAP@≤2 for evaluation of the improvement of Rocchio algorithm
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MAP@≥4 (MAP for movies whose ratings are greater than or equal to 4 stars)
and MAP@≤2 (MAP for movies whose ratings are less than or equal to 2 stars)
to evaluate the quality of recommendation. A good algorithm should rank those
user interested movies as high as possible and meanwhile put the movies with
low rating in the end of the list. Thus, the greater MAP@≥4 is, the better while
it is contrary for MAP@≤2. The experiment results are shown as Figure 2 and
Figure 3.

The results show that improvement with similarity has slightly better per-
formance than the original Rocchio algorithm. The rating algorithm presents
a more significant improvement than the similarity algorithm which is an un-
derstandable result since ratings can reflect users’ interests more precisely. By
combining similarity and rating, the improved algorithm can achieve the best
performance.

3.3 Evaluation of SF

We evaluated different selections of the influence factor function SF including
linear function (SF (x) = 1 + |x|), quadratic polynomial function (SF (x) =
x2 + 1) and exponential function (SF (x) = e|x|). We utilized Equation (7) to
update user profile. The process was same as that in the previous experiment.
Still we used MAP@≥4 and MAP@≤2 to evaluate recommendation quality. The
result is shown as Figure 4 and Figure 5.

We can see both the quadratic polynomial and exponential SF have better
performance than the linear one. Among them, the exponential SF achieves the
best result. When applying the quadratic polynomial and exponential SF , items
with extreme similarity or rating (i.e. very high or very low) have much more
influence on the updated profile than those with moderate similarity or rating.
The experiment result implies that we should pay more attention to the effect
of items with extreme similarity or rating.

3.4 Evaluation of Parameters

We also conducted experiments to evaluate the influence of the three parameters
α, β and γ in Equation (7). In the following experiments, we chose the exponen-
tial function as SF . The training set was used to learn the initial user profile
and the first test set was utilized to make recommendations.

Firstly, we held α to 1 and changed β and γ from 0.1 to 1.0 with 0.1 incre-
ments. The result is shown as Table 1 and Table 2. MAP@≥4 reached the highest
value when β = 0.2, γ = 0.9 while MAP@≤2 was lowest when β = 0.1, γ = 0.3,
β = 0.2, γ = 0.6 or β = 0.3, γ = 0.9. Overall, the performance of the algo-
rithm degrades with increasing β and improves with increasing γ. The algorithm
achieves the best performance around β = 0.2 and γ = 0.9. The result suggests
we should pay more attention on users’ not interested movies when updating
their profiles.

In the next experiment, we set β and γ to 0.2 and 0.9 respectively by consid-
ering the result of the previous experiment. α was changed from 0.0 to 1.0 with
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Fig. 4. MAP@≥4 for evaluation of SF

Fig. 5. MAP@≤2 for evaluation of SF
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Table 1. MAP@≥4 for evaluation of β and γ

γ
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

β

0.1 0.5818 0.5854 0.5871 0.5877 0.5878 0.5872 0.5867 0.5863 0.586 0.5857
0.2 0.5784 0.5818 0.5839 0.5854 0.5869 0.5871 0.5875 0.5877 0.5879 0.5878
0.3 0.5769 0.5797 0.5818 0.5831 0.5843 0.5854 0.5864 0.5869 0.5871 0.5874
0.4 0.5764 0.5784 0.5802 0.5818 0.5828 0.5839 0.5847 0.5854 0.5861 0.5869
0.5 0.5759 0.5776 0.5793 0.5806 0.5818 0.5825 0.5834 0.5841 0.5849 0.5854
0.6 0.5756 0.5769 0.5784 0.5797 0.5809 0.5818 0.5824 0.5831 0.5839 0.5843
0.7 0.5753 0.5767 0.5778 0.579 0.58 0.581 0.5818 0.5824 0.583 0.5835
0.8 0.5751 0.5764 0.5773 0.5784 0.5794 0.5802 0.5811 0.5818 0.5823 0.5828
0.9 0.5749 0.5761 0.5769 0.5779 0.5789 0.5797 0.5804 0.5812 0.5818 0.5823
1.0 0.5748 0.5759 0.5767 0.5776 0.5784 0.5793 0.5799 0.5806 0.5813 0.5818

Table 2. MAP@≤2 for evaluation of β and γ

γ
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

β

0.1 0.1641 0.1616 0.1607 0.1609 0.1613 0.1617 0.1628 0.1635 0.164 0.1645
0.2 0.1666 0.1641 0.1627 0.1616 0.161 0.1607 0.1608 0.1609 0.1609 0.1613
0.3 0.1675 0.1656 0.1641 0.1631 0.1624 0.1616 0.161 0.1608 0.1607 0.1609
0.4 0.1682 0.1666 0.1652 0.1641 0.1634 0.1627 0.1621 0.1616 0.161 0.161
0.5 0.1685 0.167 0.1661 0.1649 0.1641 0.1636 0.163 0.1625 0.162 0.1616
0.6 0.1688 0.1675 0.1666 0.1656 0.1648 0.1641 0.1636 0.1631 0.1627 0.1624
0.7 0.1689 0.1679 0.167 0.1663 0.1654 0.1646 0.1641 0.1637 0.1634 0.163
0.8 0.1691 0.1682 0.1672 0.1666 0.1659 0.1652 0.1645 0.1641 0.1638 0.1634
0.9 0.1691 0.1684 0.1675 0.1669 0.1663 0.1656 0.165 0.1645 0.1641 0.1638
1.0 0.1692 0.1685 0.1678 0.167 0.1666 0.1661 0.1654 0.1649 0.1644 0.1641

0.1 increments. The results is shown as Figure 6 and Figure 7. We can see overall
the performance of the algorithm improves with increasing α and achieves the
best when α = 0.8 which implies that previous user profiles have a great impact
on updating the profiles.

4 Related Work

Some early improvements of Rocchio algorithm include better term weighting[5,
6], query zoning[7]. [5] introduces a 2-Poisson model for term frequencies and [6]
discusses methods of document length normalization. By applying these improved
term weighting schemes, documents can be better represented and thereby im-
proves the Rocchio algorithm. The algorithm proposed in [7] is somewhat similar
to our similarity algorithm. By using query zoning, only the set of non-relevant
documents which have high similarity with the original query is chosen for query
updating but there is no discrimination among those chosen documents.

Recently, Rocchio algorithm is exploited in some text filtering and recommender
systems. [2] modifies Rocchio algorithm for profile building and adaptation in
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Fig. 6. MAP@≥4 for evaluation of α

Fig. 7. MAP@≤2 for evaluation of α

adaptive filtering. It does not only consider relevant and non-relevant documents
but also take into account undetermined documents. Undetermined documents
are documents that were not labeled interesting or not interesting by users. Those
undetermined documents whose similarity with a user profile is below a thresh-
old are regarded as pseudo-negative documents and treated as real negative docu-
ments. [8] proposes an algorithm called MIT (multiple topic tracking). MIT main-
tains multiple profiles to represent the multiple interests of a single user. For a
given document, only the profile which has the maximum similarity with the doc-
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ument will be updated. [9] researches on dynamic selection of parameters in Roc-
chio algorithm. It shows that by dynamically learning good parameter configura-
tions, Rocchio algorithm can adapt to differences in user behaviour among users.
[10] improves Rocchio algorithm with users’ implicit feedback. The implicit feed-
back is obtained based on the analysis of user behaviours such as click number and
browsing duration.

Although these previous work improves Rocchio algorithm in different aspects
from ours, we think if they are combined with our work, the Rocchio algorithm
can achieve better performance.

5 Conclusion

In this paper we improve the Rocchio algorithm for updating user profiles in
recommender systems through distinguishing recommended items from two as-
pects: 1) the similarity between an item and a user profile and 2) users’ ratings
on recommended items. When updating a user profile, different items may have
different influence factors on the modified user profile. To evaluate the improved
algorithm, we conducted experiments on MovieLens dataset. Results show that
by taking into account similarity and ratings the improved algorithm can learn
user profiles better than the original Rocchio algorithm. We also find that the
exponential and quadratic polynomial influence factor function are better than
the linear function. Influence of parameters in the algorithm are also evaluated
and results show that previous user profiles and users’ not interested items have
much impact on the updated profiles.

Our future work will focus on evaluating the time factor i.e. distinguishing
between users’ long-term and short-term interests. We think users’ long-term
and short-term interested items should have different influence on updated user
profiles. It may yield more precise user profiles by considering the difference
between long-term and short-term interests.

References

1. Rocchio, J.: Relevance feedback in information retrieval. The SMART System:
Experiments in Automatic Document Processing, 313–323 (1971)

2. Xu, H., Yang, Z., Wang, B., Liu, B., Cheng, J., Liu, Y., Yang, Z., Cheng, X., Bai,
S.: Trec-11 experiments at cas-ict: Filtering and web. TREC11 (2002)

3. Pon, R.K., Cárdenas, A.F., Buttler, D.J., Critchlow, T.J.: iscore: Measuring the
interestingness of articles in a limited user environment. In: Computational Intel-
ligence and Data Mining, pp. 354–361. IEEE (2007)

4. Papadogiorgaki, M., Papastathis, V., Nidelkou, E., Waddington, S., Bratu, B.,
Ribiere, M., Kompatsiaris, I.: Two-level automatic adaptation of a distributed
user profile for personalized news content delivery. International Journal of Digital
Multimedia Broadcasting (2008)

5. Robertson, S.E., Walker, S.: Some simple effective approximations to the 2-poisson
model for probabilistic weighted retrieval. In: Proceedings of the 17th Annual In-
ternational ACM SIGIR Conference on Research and Development in Information
Retrieval, pp. 232–241. Springer-Verlag, New York, Inc. (1994)



174 C. Wang et al.

6. Singhal, A., Buckley, C., Mitra, M.: Pivoted document length normalization. In:
Proceedings of the 19th Annual International ACM SIGIR Conference on Research
and Development in Information Retrieval, pp. 21–29. ACM (1996)

7. Singhal, A., Mitra, M., Buckley, C.: Learning routing queries in a query zone. ACM
SIGIR Forum 31, 25–32 (1997)

8. Pon, R.K., Cardenas, A.F., Buttler, D., Critchlow, T.: Tracking multiple topics for
finding interesting articles. In: Proceedings of the 13th ACM SIGKDD Interna-
tional Conference on Knowledge Discovery and Data Mining, pp. 560–569. ACM
(2007)

9. Pon, R.K., Cárdenas, A.F., Buttler, D.J.: Online selection of parameters in the
rocchio algorithm for identifying interesting news articles. In: Proceedings of the
10th ACM Workshop on Web Information and Data Management, pp. 141–148.
ACM (2008)

10. Qi, X.: Research on user profiling technology for personalized demands. In: Pro-
ceedings of the 2010 International Conference on Intelligent Computation Tech-
nology and Automation, pp. 198–201 (2010)



Time-Aware Travel Attraction Recommendation

Kai Wang, Richong Zhang, Xudong Liu, Xiaohui Guo,
Hailong Sun, and Jinpeng Huai

School of Computer Science and Engineering, Beihang University,
Beijing, 100191 China

{wangkai,zhangrc,liuxd,guoxh,sunhl,huaijp}@act.buaa.edu.cn

Abstract. The increasing number of tourists uploaded photos make it
possible to discover attractive locations. Existing travel recommendation
models make use of the geo-related information to infer possible locations
that tourists may be interested in. However, the temporal information,
such as the date and time when the photo was taken, associated with
these photos are not taken into account by most of existing works. We
advocate that this information give us a chance to discover the best vis-
iting time period for each location. In this paper, we exploit a 3-way ten-
sor to integrate context information for tourists visited locations. Based
on this model, we propose a time-aware recommendation approach for
travel destinations. In addition, a tensor factorization-based approach by
maximizing the ranking performance measure is proposed for predicting
the possible temporal-spatial correlations for tourists. The experimen-
tal results on the real tourists uploaded photos at Flickr.com show that
our model outperforms existing approaches in terms of the prediction
precision, ranking performance and diversity.

1 Introduction

With the boom of e-Tourism, there are emerging many online communities bring-
ing convenience to travelers, and e-Business in tourism domain is becoming more
and more flourishing. Meanwhile, tourists, especially with the widely spreading
of the mobile devices, highly prefer to using such web facilities and mobile ap-
plications to enjoy their trips. In addition, travelers are likely to generate many
media content, like photo, video, travelogue, etc., to share experiences in on-
line social network. Thus, the travelers leave many online traces, which provides
us expended opportunities to analyze the history travel data, so that to help
more potential tourists in making decisions, such as acquainting some desired
destinations, booking some suitable travel services, and planning the itinerary.
However, without effective data processing methods, facing so many information,
the decision-making is time-consuming and hard to reach a satisfying result. In
this context, travel recommender system becomes increasingly popular and plays
an important part in current tourism online services.

Existing studies on travel recommendation mainly focus on personalization,
which aim to find the interaction of individual preference and features of at-
tractions. Although the recommended items, such as destinations and tourism

X. Lin et al. (Eds.): WISE 2013, Part I, LNCS 8180, pp. 175–188, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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sites, visited by other similar tourists would make a great source of references
for making the final travel decision, while the temporal information of when
tourists should visit is missing. According to our statistics (presented in Sec-
tion 4.1), these factors have a significant impact on the attractions choice of the
tourist. For example, in late autumn, with the growing red of the maple leaves,
the Fragrant Hill becomes one of the most charming places in Beijing. Then the
probability that travelers would appreciate red leaves of the Fragrant Hill in late
autumn should increase. Or in another case, to prove the influence of context
factor, a tourist wants to know which attraction best fits his preference at night,
while the recommender of ignoring the temporal context, may give an unreason-
able result such as climbing Great Wall. This fact makes coherently modeling
the temporal context with tourist preferences important.

The use of context-aware recommendation techniques may solve the prob-
lem of incorporating temporal context to the existing travel recommender sys-
tem and building a time-aware recommendation model for predicting the most
proper time period for visiting tourism sites. Several studies [1, 2] have taken
into account the influence of contextual information such as the date or time for
context-aware recommendations. The objective of the existing list-wise context-
aware approaches is to find the best model parameters to maximize the mean
average precision (MAP). However, MAP only evaluates the binary relevance
of the recommended item. In practice, the preference of a user on an item is
non-binary and usually evaluated by graded relevance.

To overcome the limitation of the existing context-aware recommendation
approaches, in this paper, we synthesize the influence of personalization and
temporal context on attraction recommendation by Tensor Factorization with a
graded-degree relevance measure as the optimization objective. In particular, we
exploit the nDCG, a cumulative and multilevel measure of ranking quality, as the
objective function for Tensor Factorization to overcome the limitation of binary
relevance measures. A gradient descent algorithm is also proposed to obtain the
local optimal parameters. Moreover, we compare our proposed model with other
existing matrix factorization or tensor factorization approaches on the real-life
data from Flickr.com and the experimental results confirm the effectiveness of
our model.

In summary, the contribution of this study is summarized as follows:

– We identify and bring to awareness the importance of temporal context for
travel destination recommendation, a problem widely existing in the travel
recommender systems.

– We propose the use of Tensor Factorization for temporal context-aware rec-
ommendation and utilize nDCG as the optimization objective for achieving
a better ranking quality.

– We design an algorithm for predicting tourism sites that users may be in-
terested in and the best time period for visiting. The comparative study on
real-life data demonstrates the effectiveness over existing approaches.

The remainder of this paper is organized as follows. Section 2 delivers the
overview of related works. Section 3 proposes the definition of our problem and
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the model we chose to present the interactions among travelers, attractions and
temporal contexts. We also present our algorithm in this section. In Section 4,
we introduce the experimental evaluation of our approach. The paper ends with
brief conclusions and some discussion on future works.

2 Related Works

In order to generate appropriate recommendations and ensure the performance
of recommendation systems, researchers have proposed different approaches. In
this section, we present an overview of these works on travel recommendation,
context-aware recommendation and learning to rank.

2.1 Travel Recommendation

With the widely development of mobile device, location-based recommendation
receives more attentions from the academic circle than ever before. A large num-
ber of applications based on GPS positioning, for example, Flickr.com, a website
where user can upload photos with geo-tags and timestamps, have emerged. In
some studies [3–5], the timestamps of tourists uploaded photos are utilized to
generate personal travel timed pathes. Then some models such as undirected
graph and Markov model are adopted to recommend a travel route in given re-
strained conditions such as travel time and budget. Shi et al. [6] integrates the
information of landmark categories to achieve a higher performance than basic
matrix factorization and non-personalized recommendation based on popular-
ity. However, these works do not take the context information into consideration
when generating route or landmark recommendation.

Some studies claim that attractions recommendation is different from tradi-
tional collaborative filtering, such as movie or music recommendation [7, 6]. They
find that almost all the travelers will visit the most popular attractions such as
Forbidden City, Summer Palace when they visit Beijing. Thus, traveling histories
of these attractions cannot precisely indicate their individual preferences. From
another aspect, recommending less famous attractions will bring more assistance
to travelers than well-known sites [6]. This characteristic of travel recommenda-
tion has also been concerned and evaluated in this study.

2.2 Context-Aware Recommendation

In [8], Schmidt et al. define the context that describes as a situation or environ-
ment a device or user is in. The intuition of context-aware recommender sys-
tem (CARS) entails that, in some application scenario, user preferences are not
monotonous which might leads to bad performance of context-unaware recom-
mender systems. Based on different stages of integrating the contextual informa-
tion, CARS can be classify as contextual pre-filtering, contextual post-filtering
and contextual modeling [2]. Recently, Tensor Factorization, as a method of con-
textual modeling, arouses the attention of researchers. The effectiveness of this



178 K. Wang et al.

model has been confirmed by a number of studies [9–11]. In [12], a context-aware
recommender system for mobile application discovery is proposed in this study
to utilize the implicit feedback of personal usage history to form a binary tensor.
In our study, we advocate that binary tensor does not carry the graded degree
of users’ interests. So that we make use of the nDCG, a commonly used perfor-
mance measure in information retrieval to characterize the user interest level on
item.

2.3 Learning to Rank

As this study aims to predict the ranking of unobserved values, our task can
also be viewed as a learning to rank problem. Basically, learning to rank can
be classified into three types: point-wise approach, pair-wise approach and list-
wise approach [13]. Most of the earlier studies focus on point-wise and pairwise
approach, such as pair-wise algorithm for tag recommendation [14]. Recently, the
list-wise method, which aims to minimize a list-wise loss function defined on the
prediction list, usually shows a comparative outperformance to other learning to
rank methods [15]. A tendency of directly optimizing the IR metric such as MAP,
MRR and nDCG, has emerged in latest research on list-wise method [11, 16, 17].
The greatest challenge of learning to rank is that the non-smoothness of these
metrics are not always available [18]. In this study, we present a logistic function
to approximately translate the non-differentiable measures to solve the non-
smoothness problem.

3 Model

3.1 Problem Definition

For the reason of taking the temporal context into account when recommending
attractions to users, we extend the traditional matrix factorization model for
collaborative filtering, which only considers the interaction between users and
attractions, to 3-way tensor factorization model by incorporating the temporal
information as another dimension besides the users and attractions.

Specifically, we denote X ∈ R|U|×|S|×|T | the preferences of users to attractions
in some given contexts, where U is the set of users with |U| = m, S (|S| = n)
the set of all attractions, and T (|T | = l) the set of different temporal contexts.
Each entry of the tensor denoted by Xust indicates the degree of user u ∈ U
interested in attraction s ∈ S under some temporal context t ∈ T . Actually, this
tensor is incomplete and noisy in practice, i.e., only a subset O ⊆ [m]× [n]× [l]
out of the whole m × n × l entries of X is observed, and the other unobserved
entries X[m]×[n]×[l]\O are set to zeros.

Inspired by the family of latent factor model, such as Matrix Factorization
model, we adopt CP model [19] based tensor factorization methods to learn
three f -dimensional latent factor matrixes U ∈ Rm×f , S ∈ Rn×f , and T ∈ Rl×f

to predict the missing values. Then the entire tensor could be fitted to X̃, in
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which each entry X̃ust could be predicted through the inner product of the
corresponding latent feature vectors.

X̃ust =

f∑
k=1

UukSskTtk =< Uu, Ss, Tt > (1)

As for the optimization objective function of these latent factors, Least Square
approximations is a traditional and intuitional one, which we use as a baseline
method in the experiment section, that is defined as following:

U∗, S∗, T ∗ = argmin
U,S,T

‖ X − X̃ ‖
2
. (2)

Obviously, this loss function considers the errors for every entry of the whole
tensor in an “equal odds”. But for the information retrieval task, especially for
the recommendation application in this work, we only highlight the precision of a
few at the top of predicted results. E.g., in the Top-K recommendation which we
usually show a few top-ranked items to users, the recommendation performance
of the rendered items is our focus, but others with less significance.

The MAP and nDCG are both rank-position sensitive and list-wise evalu-
ation measures, but nDCG reduces the contribution of the recalled items on
the bottom of the returned list with a logarithmic decay factor of the position.
Furthermore, different from MAP only take binary relevance, nDCG can also
accommodate graded, even real valued, relevance judgements.

From this point of view, we formulate our problem as to maximize the nDCG
values of the returned lists for all the users under all contexts. For each user
u ∈ U , since the value of entry X̃ust represents the predicted preference of user
u to attraction s under context t, the higher of this value is, the more possible
the user will visit the attraction. We re-rank the attraction set according to the
fitted fiber X̃u·t of tensor X̃ . Then the nDCG value of the reordered list could
be calculated by:

nDCGut = Zut

n∑
i=1

Guit

log (1 + Puit)
(3)

where Puit denotes the position of ith attraction in the reordered list, and Guit =
2Ruit − 1 represent the gain of ith attraction, where Ruit = Xuit. Zut is the
normalized factor related to iDCG. Then, the final nDCG of tensor X can be
computed as follows:

nDCG =
1

ml

m∑
u=1

l∑
t=1

nDCGut (4)

3.2 NDCG Optimization Oriented Tensor Factorization

In this section, we will introduce how to optimize nDCG based Tensor Factoriza-
tion model. Firstly, a surrogate objective function approximating to nDCGmea-
sure is proposed. Secondly, we present the corresponding optimization method.
Finally, we present a Gradient Decent algorithm for inferring model parameters.
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Based on Eq. (4), we average the nDCG of all the above mentioned fibers of
the entire tensor. Then, our optimization objective function can be written as

L(U, S, T ) = 1

ml

m∑
u=1

l∑
t=1

Zut

n∑
i=1

2Xuit − 1

log (1 + (1 +
∑n

j=1,j 	=i I(X̃ujt ≥ X̃uit)))
(5)

where

I(X̃ujt ≥ X̃uit) =

{
1, if X̃ujt ≥ X̃uit;
0, else.

(6)

Unfortunately, because of the non-smoothness of above indicator function,
our objective function Eq. (5) is non-differentiable with respect to the variables
U , S and T . Inspired by the work [20], we can smooth Eq. (6) with the logistic
function as follows:

I(X̃ujt ≥ X̃uit) ≈ g(X̃ujt − X̃uit) =
1

1 + e−(X̃ujt−X̃uit)

Furthermore, according to [21], Maximizing Eq. (5) is equivalently minimizing
following reconstructed surrogate objective function:

L′(U, S, T ) =
1

ml

m∑
u=1

l∑
t=1

Zut

n∑
i=1

(2Xuit − 1)
n∑

j=1,j 	=i

g(X̃ujt − X̃uit) (7)

Ignoring the constant factor 1
ml and adding Frobenius norms of U , S, T to

avoid over-fitting, the objective function to be minimized could be finally rewrit-
ten as below:

L′′(U, S, T ) =
m∑

u=1

l∑
t=1

Zut

n∑
i=1

(2Xuit − 1)

n∑
j=1,j 	=i

g(X̃ujt − X̃uit) (8)

+
λ

2
(||U ||2 + ||S||2 + ||T ||2)

Then, we adopt the steepest gradient descent method to minimize the regu-
larized surrogate objective function L′′ and derive the gradients of Eq. (8) w.r.t.
the variables U , S and T respectively as following:

∂L′′

∂Uu

=

l∑
t=1

Zut

n∑
i=1

Guit

n∑
j=1,j 	=i

g′(< Uu, Sj − Si, Tt >)[(Sj − Si) ◦ Tt] + λUu (9)

∂L′′

∂Ss

=

m∑
u=1

l∑
t=1

Zut

n∑
i=1,i	=s

(Guit −Gust)g
′(< Uu, Ss − Si, Tt >)(Uu ◦ Tt) + λSs

(10)

∂L′′

∂Tt

=

m∑
u=1

Zut

n∑
i=1

Guit

n∑
j=1,j 	=i

g′(< Uu, Sj−Si, Tt >)[(Sj −Si)◦Uu]+λTt (11)
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where ◦ represents the element-wise product operation. With a randomized start
point and suitable steps, following the negative gradient direction, objective
function L′′ in Eq. (8) must gradually reach a local minimum. Algorithm 1
summarizes this steepest gradient decent based optimization method.

Algorithm 1.

Input: tensor X, regularization parameter λ, learning rate η, dimension of latent
factors f , max iterations itmax, convergence parameters εu, εs, εt

Output: Matrix U, S, T
1: Initialize U, S, T with random value
2: for it = 1,it <= itmax,it++ do
3: for u = 1,u <= m,u++ do
4: update Uu = Uu − η

∂L′′
∂Uu

according to Eq. (9)

5: end for
6: for s = 1,s <= n,s++ do
7: update Ss = Ss − η

∂L′′
∂Ss

according to Eq. (10)

8: end for
9: for t = 1,t <= l,t ++ do
10: update Tt = Tt − η

∂L′′
∂Tt

according to Eq. (11)

11: end for
12: if (‖ ∂L′′

∂U
‖≤ εu&& ‖ ∂L′′

∂S
‖≤ εs&& ‖ ∂L′′

∂T
‖≤ εt) then

13: break
14: end if
15: end for
16: return U, S, T ;

4 Experiments

In this section, we present a series of comparative experiments based on real
data collected from Flickr. The results show the outperformance of the proposed
method comparing with other state-of-the-art methods on recommendation.

4.1 Dataset Description

We use the public Flickr API to download 208,452 photos of Beijing, which
are taken by 14,928 users. And we remove those photos without accurate taken
time by judging whether the uploading time is equal or earlier than the taken
time. Then, we use the geo-tags to map photos to attractions by coordinate
matching and set the matching radius is set to 1000 meters. Finally, the left
180,467 effective photos are used to initialize the 3-way tensor, whose degree of
sparseness is 1.822%.

We divide one day into four intervals of morning, afternoon, night and late
night, and use those periods as temporal contexts. As the upload photos contain
the taken time information, we can split photos into different temporal bins.
Details are shown as Table 1.
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Table 1. Temporal context

Context Morning Afternoon Night Late night

Period 05 : 00 ∼ 11 : 59 12 : 00 ∼ 17 : 59 18 : 00 ∼ 23 : 59 00 : 00 ∼ 04 : 59

Morning Afternoon Night Late night
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Fig. 1. Preliminary statistical analysis of the dataset

We conduct a preliminary analysis on photos distribution of different periods
and different attractions. Fig. 1(a), obviously, reflects the following two objective
and natural facts: (1)very few people travel after the midnight; (2)the photos taken
in daytime by the tourists are obviouslymore than nighttime, and afternoon is the
prime-time for visiting and taking photos. As Fig. 1(b) demonstrated, the distri-
bution of attractions apparently takes on a long tail effect and the popularity of
attractions varies widely. The top 5 popular attractions are distinctly higher than
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Fig. 2. The Temporal Dynamic Characteristics of Attractions
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others. This phenomena conforms to the fact that hot and famous sceneries usually
attract more tourists to visit. Based on this consideration, we conduct our experi-
ments in the latter section by gradually removing those attractions to demonstrate
the different characteristics between PopRec and latent factor models.

In above sections of this paper, we have claimed that the temporal distribu-
tion of visiting attractions varies dramatically. To show this fact, we investigate
the proportion of photos taken at different temporal context for the most 30
famous attractive sites in Beijing. Fig.2 demonstrates that the fraction of up-
loaded photos at a specific time period over the total uploaded photos on this
site is greatly influenced by the temporal contexts. This fact indicates that the
different attractions show greatly diverse temporal property under the four pre-
defined contexts. For instance, Capital Museum is closed at night, then the
photos proportion under daytime contexts is sharply dominated. In addition,
because Sanlitun Village is a famous Bar Street in Beijing and Water Cube usu-
ally is decorated with fancy neon lighting at night, both of them are with more
photos at night context except afternoon. This statistical analysis supports our
assumption that the temporal context is an important information for trave rec-
ommendation and it also confirms the motivation and the application potential
of this work.

4.2 Baseline Methods

We conducted a series of comparative experiments with four baseline methods
which are listed below to show the effectiveness of the proposed nDCG opti-
mization oriented tensor factorization (TF-nDCG).

1. PopRec
Popularity based recommendation (PopRec) is an intuitional and effective
approach in tourism domain, since the attractions generally follow a power
law distribution and people usually visit some famous sceneries. So we as-
sume the attractions with larger number of users visited under the given
temporal contexts are more popular, and recommend the top-k popular un-
visited attractions. We regard this method as a non-personalized approach
to compare with our latent factor based personalized model.

2. Matrix Factorization
In the recommendation research works, matrix factorization (MF ) is a basic
and important benchmark model from the family of latent factor models.
Because it can only handle two dimensional factors, we separate the tensor
into temporal context matrix slices by fixing temporal dimension indices,
then employ the regularized least squares approximation to fit each individ-
ual slice.

3. Tensor Factorization Models
Regularized least square optimization for tensor decomposition as defined in
Eq. (2), is a commonly used method for missing value prediction, which is
essentially point-wise fitting the relevance judgements. In order to perform
more subtle comparison, we feed two types of implicit feedback to these
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models, namely binary relevance and numerical relevance (i.e., real valued
graded relevance). For the binary relevance, we set the entry Xust to 0 or 1
depending on whether the user upload photos of the corresponding attraction
and context or not. Correspondingly, we treat the normalized proportion
of photo numbers as numerical relevance. We name these two models TF-
Binary and TF-Numerical respectively.

In this study, we assume that the number of user uploaded photos indicates the
degree of preference a user favors some attractive sites. This measure naturally
arose to measure the user preference distribution, thus we take the proportion of
user uploaded photos on a specific site over the total number of photo uploaded
by this user and refer this value as the graded user preferences.

4.3 Experiment Result

Accuracy and Ranking Performance. To evaluate the accuracy and ranking
performance, we adopt the P@n and MAP@n as the evaluation metric respec-
tively. We randomly choose 80% observed data of each user to form the training
set, and the remaining 20% are used for evaluation. Note that we set the regu-
larization parameter λ to be 0.01, the learning step η to be 0.01 and the number
of factors d to be 5. The results are shown in Fig. 3.
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Fig. 3. Comparison on MAP@n and P@n

It can be observed that the performance of PopRec is much lower than other
latent factor models based on Tensor Factorization that consider both person-
alization and context information. Overall, our TF-nDCG achieves the best
performance in terms of MAP@n and P@n. Moreover, with integrating the nor-
malized photo number, an improvement of 4% in MAP has been attained by
TF-Numerical over TF-Binary. In addition, we notice that the performance of
MF is even worse than PopRec, and TF-nDCG is slightly inferior (1.48%) to
TF-Numerical in MAP@5.
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Table 2. MAP@5 after removing k most popular attractions

k PopRec MF TF-Binary TF-Numerical TF-nDCG

1 0.1345 0.1433 0.1902 0.2032 0.2141
2 0.1152 0.1305 0.1590 0.1781 0.1942
3 0.1011 0.1188 0.1390 0.1568 0.1864
4 0.0842 0.1146 0.1338 0.1459 0.1801
5 0.0784 0.1034 0.1103 0.1209 0.1698

Table 3. P@5 after removing k most popular attractions

k PopRec MF TF-Binary TF-Numerical TF-nDCG

1 0.0773 0.0697 0.0908 0.0892 0.1065
2 0.0677 0.0634 0.0799 0.0811 0.0997
3 0.0632 0.0599 0.0728 0.0729 0.0948
4 0.0540 0.0579 0.0661 0.0672 0.0898
5 0.0486 0.0529 0.0588 0.0584 0.0829

For the characteristic of travel recommendation that travelers usually visit the
most popular attractions regardless of their individual preference, the observed
data are mostly concentrated on popular attractions. Past studies [7, 6] discover
that travel histories in most famous attractions can not fully reflect personal
preferences. Thus recommending less famous attractions is more important than
recommending well-known ones. To show this less popular attraction recom-
mendation capability, we gradually remove the most k famous attractions when
generating the recommendation list of attractions.

The details of performance comparison after removing k popular attractions
are described in Table 2 and Table 3. Due to the length limitation, we only
present the comparison by MAP@5 and P@5. It can be observed that, with the
increasing of number k, the performance of MF gradually becomes better than
PopRec, e.g., 31.9% improvement in terms of MAP@5 and 8.85% in terms of
P@5 when k is 5. Meanwhile, TF-nDCG improves the performance of MAP@5
and P@5 by 40.4% and 41.95% respectively over TF-Numeric when k is 5.

Inter-user Diversity. It is not enough to merely measure the performance by
accuracy metrics. Other metric, such as diversity, is also important for meeting
user requirements and enhancing user experiences. To illustrate the diversifica-
tion, we evaluate the inter-user diversity of each compared approaches, excluding
the non-personalized method PopRec, with the metric of hamming distance. The
formulation of hamming distance is defined as below.

Hijt = 1− Sij(Lt)

Lt
(12)

where Sij(Lt) represents the number of same attractions between the recom-
mendation list in context t of user i and user j, and Lt represents the length of
the recommendation list.
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Fig. 4. Comparison on diversity by hamming distance of top-n list

We denote M the number of pairs of user, and then we can compute the
overall hamming distance with Eq. (13).

Hoverall =

∑T
t=1

∑U
i=1

∑U
j=1,j 	=i Hijt

T ×M
(13)

Fig. 4 illustrates the diversification of TF-nDCG, TF-Binary, TF-Numerical
and MF. It can be seen that our model outperforms other methods in terms
of the inter-user diversity. For all the other compared approaches, the diversity
decreases with the increasing of N , the number of items evaluated in top-N
evaluation.

In this section, we have experimentally shown the superiority of our proposed
model in comparison with other commonly-used factorization techniques, i.e.,
matrix factorization and traditional tensor factorization. In specific, we demon-
strate a concrete example of the temporal distributions of visits for attractive
sites in Beijing and confirms the value of our model. In addition, we evaluate
the performance of TF-nDCG in terms of accuracy, ranking performance, and
diversity in a real-life dataset collected at Flickr.com.

5 Conclusion and Future Work

In this paper, we proposed a novel list-wise approach based on tensor fac-
torization and nDCG optimization to improve the performance of time-aware
recommendation for attractions. We have also presented the context-aware
recommendation model and algorithm to predict the items and their best cor-
responding temporal context. The mathematical inference validates the effec-
tiveness of our model. We have compared our model with other state-of-the-art
algorithms and our method demonstrates a significant improvement over existing
context-aware recommendation algorithms on precision, MAP and diversity.
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We have not yet taken the issue of better parameter selection, such as the
choosing of number of latent vectors into account. We plan to include this in our
future work to increase the accuracy of travel recommendations. Moreover, our
future work also includes analyzing the influence of other contextual information
on attractions recommendation such as season and weather and evaluating our
proposed model on other datasets. Moreover, the ranking performance metric
nDCG is used as the objective function for optimization. We can investigate
the feasibility of applying other metric, such as MRR, into our context-aware
recommendation framework.
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Abstract. With the advent of social influence, social recommender sys-
tems have become an active research topic for making recommendations
based on the ratings of the users that have close social relations with the
given user. The underlying assumption is that a user’s taste is similar to
his/her friends’ in social networking. In fact, users enjoy different groups
of items with different preferences. A user may be treated as trustful by
his/her friends more on some specific rather than all groups. Unfortu-
nately, most of the extant social recommender systems are not able to
differentiate user’s social influence in different groups, resulting in the
unsatisfactory recommendation results. Moreover, most extant systems
mainly rely on social relations, but overlook the influence of relations be-
tween items. In this paper, we propose an innovative coupled group-based
matrix factorization model for recommender system by leveraging the
user and item groups learned by topic modeling and incorporating cou-
plings between users and items and within users and items. Experiments
conducted on publicly available data sets demonstrate the effectiveness
of our approach.

1 Introduction

With the advent of online social networks, more and more social information is
incorporated to RS, and social RS is becoming an active area in RS [7] [3]. The
main motivation behind social RS is to leverage the auxiliary friend relations of
users to tackle the common challenges in RS, e.g., cold-start and sparsity. For
example, for a new user to RS, it is usually difficult to find the like-minded users
due to the lack of the new user’s ratings. However, through the social information
known from social networking, this difficulty could be partially overcome. The
underlying assumption of the social recommendation approach is that a user’s
taste is influenced by his/her friends in social networking. Accordingly, assigning
more weights to items that the friends are interested in will potentially improve
the satisfaction of recommendations. However, the extant social RS treats user’s
friends equally, but ignores the fact that user’s social interests are intrinsically
multifaceted.

X. Lin et al. (Eds.): WISE 2013, Part I, LNCS 8180, pp. 189–198, 2013.
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Everyone has specific preference in particular groups. This indicates that a
user may trust different subsets of friends in different groups. More specially, a
user may have friends working in different domains, and join in activities across
different domains. This is evidenced by that the extant social networks such as
Google+, Facebook, Twitter already have such mechanisms to divide users into
groups for sharing different information with different groups. Undoubtedly, in
social RS, utilizing such social group information will be able to provide better
personalized services for users. But most of extant social Web applications such
as Tweeter, Sina Weibo, Delicious etc. do not provide reliable mechanisms to al-
low users to differentiate social connections from individual groups. Some recent
researches integrate the distinguished group information into recommendation
algorithms, e.g. [13] leverages the social trust circles from item-category infor-
mation for social recommendation. Despite of the superior results demonstrated
from the given multi-category rating data sets, this approach has a major limita-
tion that it relies on the explicit item category information to form user circles,
upon which social recommendation is made. However, such information is not
always available in existing social networks e.g., Facebook or Twitter might not
have such explicit category information, resulting in difficulties in applying the
proposed algorithm. In this work, we attempt to address this unknown category
information problem based on hidden topic modeling.

The extant social RS mainly focused on capturing social friendships within
users and mutual relations between users and items. However, just considering
social friendships and mutual relations are not enough for recommendation. Ac-
tually, items are often coupled together, if item oi is closely relevant to item oj ,
the preference of user u on item oi would be influenced by item oj . The effective-
ness of recommendation would be probably increased through analyzing these
relations of items. In fact, the complex relations in social RS can be abstracted
into two classes. One is inter-couplings such as user preferences or ratings on
items, the other one is intra-coupling including user intra-coupling and item
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Fig. 1. Coupling Relations in Recommender Systems



Coupled Group-Based Matrix Factorization for Recommender System 191

intra-coupling [1], which are shown in Fig. 1. These coupling relations should be
considered simultaneously and evenly in learning the recommendation model.
The inter-couplings between users and items have been well studied [2] and uti-
lized in the extant RS for enhancing the result of recommendation. However,
the user intra-coupling relations are not sufficiently exploited and item intra-
coupling relations are often ignored in social RS. In addition, few solutions have
been proposed to integrate user-intra, item-intra and user-item inter-coupling
relations into a unified manner. A complete considerations of such couplings can
provide a practical mean for enhancing the effectiveness of social RS and solv-
ing the cold start and data sparsity problems. In this work, we incorporate the
coupling relations and group information into the matrix factorization model.

The contributions of the paper are concluded as follows:

– We propose a Coupled Group-based Matrix Factorization model (CGMF)
which incorporates couplings between/within users and items such as user
intra-coupling, item intra-coupling and user-item inter-coupling.

– We apply topic modeling on item descriptions to automatically extract hid-
den topics of items and derive the user groups, then integrate group in-
formation into matrix factorization as an additional constraint in learning
recommendation models.

– We conduct experiments to verify our algorithms and recommendation
models.

The rest of the paper is organized as follows. Section 2 presents the related
work. In Section 3, we analyze the coupled interactions between users and items
and within users and items. Then we introduce the group formation algorithm
in Section 4. After that, the CGMF model is proposed integrating user and item
groups. Experimental results and analysis are presented in Section 6 followed by
the conclusion.

2 Related Work

Collaborative filtering (CF)[11] is one of the most successful approaches taking
advantage of user rating history data to predict users’ interests. Research efforts
have been invested to make use of complimentary information in order to address
the cold-start and sparsity problem. Slope One is a family of algorithms used
for collaborative filtering, introduced in [6]. Arguably, it is the simplest form of
non-trivial item-based collaborative filtering based on ratings of another item.
However, CF algorithms do not consider user intra-coupling and item intra-
coupling existed in RS and the users and items are assumed to be independent
and identically distributed.

Matrix factorization [4] [5] is a latent factor model which is generally effec-
tive at estimating overall structure that relates simultaneously to most of or all
items. The basic matrix factorization approach for RS is based on an assumption
that users are independent and identically distributed. This approach ignores the
social activities between users, which is not consistent with the reality that we
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normally ask friends for recommendations. With the advent of social network,
many researchers have started to analyze social recommender systems and vari-
ous models integrating social networks such as Social Recommendation (SoRec)
[8], Social Trust Ensemble (STE)[7], Recommender Systems with Social Regu-
larization [9], etc. have been proposed. Social Matrix Factorization approaches
actually consider the social activities of users, but social relations are mixed
together and treated equally. As a result, it is impossible to differentiate social
recommendations from different friends in terms of their preferred areas. Apart
from this, item intra-couplings are also ignored.

3 Coupled-Interaction Analysis

Coupled-Interaction includes intra-couplings within users and items and inter-
couplings between users and items.

3.1 Inter-coupled Interaction

Users often directly interact with items, for example, some users will give their
rating after they watched a movie, which is the most intuitionistic interaction
between users and items. Reflecting the relations between users and items, inter-
coupling between user u and item oi can be directed computed by δIeu,i = PuQ

T
i ,

where each item oi is associated with a vector Qi ∈ Rd, and each user u is
associated with a vector Pu ∈ Rd.

3.2 Intra-coupled Interaction

Besides inter-coupling, RS also have massive intra-couplings which contain user-
intra-coupling and item-intra-coupling. Intra-coupling within users and items
can be modeled by Eqn. 1

δIau,i =
∑

v∈F (u)

Su,vPvQi
T +

∑
j∈N(i)

Wi,jPuQj
T (1)

where the first part is user-intra-coupling and the second part is item-intra-
coupling. Su,v is the friendship relation of users u and v, and Wij is the relevance
of items oi and oj .

Eqn. 1 not only says that user profile Pu should be similar to his friends’
profile Pv, but also says if user u is interested in item oi, he/she will also interest
in item oj which is closely relevant to item oi.

After coupled interactions are considered, MF prediction model is modeled as
follows:

R̂u,i = rm + δIeu,i + δIau,i (2)

which δIau,i represents the intra-couplings within users and items, δIeu,i represents
the inter-coupling between users and items.
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4 Group Formation

Topic modeling is a proper way to automatically divide all items into different
topics which can be considered as groups. Theoretically, LDA is a probabilistic
generative model for a text corpus. The basic idea of LDA is based on the hy-
pothesis that a person has certain topics in mind when writing an article. To
address a topic, the author needs to pick up a word with a certain probability
from a bag of words reflecting that topic. In this manner an item is represented
as random mixtures over latent topics and each topic is characterized by a set of
related words with a probability distribution. In the context of social networks,
the obtained topics represent the commonly shared perception of the items by
collaborative users, and the words of the specic topic constitute a common vo-
cabulary contributed to the topic. In a summary, topic modeling can be used to
partition different items into different groups especially when items have corre-
sponding text description information.

Through the LDA model, we can capture the hidden topics and item as-
signments to these topics. Once we get the topic probability distribution of the
items, we can easily analyze the user’s affiliation on such topics according to the
following Eqn. 3.

pr (u|gk) =
∑
oi

pr (u|oi) pr(oi|gk) (3)

with an item oi = {wi,n, n = 1, . . . , Ni} is generated by picking a distribu-
tion over the topics from a Dirichlet distribution, pr (u|gk) and pr (u|oi) are the
probality that the user u belongs to group gk(1 ≤ k ≤ K) and the interests
on item oi. The whole process of item group formation and user probability
distribution on these groups is described as following algorithm 1.

Algorithm 1. Group Formation Algorithm

Input: Items set {o1, o2, ..., om}
Output: Item groups {g1, ..., gK} and the probability distribution matrix of

users belongs to these groups
1 Classify items set to different topic groups {g1, ..., gK} in terms of significant

text-related information by LDA topic modeling;
2 Compute user distribution on the classified topics by Eqn. 3;
3 Assign the probabilistic weight to users which indicates how much the users

belong to the groups.

5 Coupled Group-Based MF Model

After considering inter-couplings and intra-couplings, we aim to integrate them
with group information in a unified model, namely Coupled Group-based MF
model as follows.

R̂
(g)
u,i = rm + δIeu,i

(g)
+ δIau,i

(g)
(4)
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Different from MF, the prediction task of matrix R̂ is transferred to compute
the mapping of users and items to factor matrices P,Q, coupling relations and
group information. Once this mapping is completed, RS can easily predict the
rating a user will give to any item in a specific group by using Eqn. 4. The
computation of the mapping can be optimized by minimizing the regularized
squared error on the set of observed ratings. The objective function is given as
Eqn. 5.

L(g) =
1

2

∑
(u,i)∈K

(
R

(g)
ui − R̂

(g)
u,i

)2

+

λ

2

⎛⎝‖Q(g)
i ‖2 + ‖P (g)

u ‖2 +
∑

v∈F (u)(g)

‖S(g)
u,v‖

2
+

∑
j∈N(i)(g)

‖Wi,j
(g)‖2

⎞⎠ (5)

The training process starts at randomly initiate values of P (g) and Q(g). Then

it iterates to update P (g), Q(g), S
(g)
u,v and W

(g)
ij by the gradient decent approach

on the objective function L(g) until convergence. After P (g) and Q(g) are learned
from the training process, we can predict the ratings for user-item pairs (u, oi)
by Eqn. 4.

6 Experiments and Results

In this section, we evaluate our proposed model and compare it to the existing
approaches respectively using Movielens, LastFm and DBLP citation database
[12].

6.1 Data Set

MovieLens data set has been widely explored in collaborative filtering research in
last decade. MovieLens 10M data set consists of 72,000 users, 10,000 movies and
10 million ratings data. MovieLens is a classic data set for evaluating recommen-
dation models, however, this data set does not contain the friendship of users i.e.
the user intra-coupling. Therefore, the following experiments on MovieLens can
not show the sensitivity of user intra-couplings. But the data set actually has a
special genre feature which is applied for grouping all the movies, so the results
on MovieLens show the influence of inter-couplings and item intra-couplings.

Different from MovieLens, LastFm data set contains social networking, tag-
ging, and music artist listening information involving 1892 users, 17632 artists,
12717 bi-directional user friend relations, 92834 user-listened artist relations, and
11946 tag assignments. However, the data set does not have the rating data of
users on artists. We know that the listening count indirectly reflects the pref-
erence of users on the artist, therefore, we normalize the listening count for
the users on artists to [0,5] to indicate the implicit preferences. The data set
has tagging information which is used for group formation by topic modeling.
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Therefore, the results on LastFm show the sensitivity of couplings between and
within users and items, and group information after this adjusted setting.

The DBLP citation database contains 1,572,277 papers and 2,084,019 cita-
tions. Each paper is associated with title, abstract, authors, year, venue, citation
number and references. The data set consists of various coupling relations such
as co-author and citation relations. For the DBLP data set, in the experiments,
authors and papers are separately thought as users and items. Co-author rela-
tions are taken as friendships between users since a user must have friendship
with the co-authors of his/her publications. And the item intra-couplings are
captured by the citation network and the text similarity based on the paper’s
title and abstract. The ”write” and ”write-by” relations are converted to ”0-1”
ratings representing the preference of the user to the paper.

Overall, the following experiments on MovieLens and LastFm data sets are
separately used for movie and artist recommendation, while DBLP data set is
explored for paper recommendation for testing our CGMF model.

6.2 Experimental Settings

The 5-fold cross validation is performed in our experiments. In each fold, we
have 80% of data as the training set and the remaining 20% as testing set. Here
we use Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) as
evaluation metrics.

RMSE and MAE are defined as follows:

RMSE =

√∑
(u,i)|Rtest

(ru,i − r̂u,i)
2

|Rtest|
(6)

MAE =

∑
(u,i)|Rtest

|ru,i − r̂u,i|
|Rtest|

(7)

where Rtest is the set of all pairs (u, oi) in the test set.
To evaluate the performance of our proposed CGMF we consider three base-

line approaches:

– CF: This is the well-known item based collaborative filtering method called
Slope One.

– BasicMF: This method is a probabilistic matrix factorization approach in
[10] which does not take the social network into account.

– SocialMF: This is the model which just considers the social friendships but
ignores the item intra-couplings and group information.

6.3 Experimental Results and Discussions

Effectiveness of Couplings and Groups. DBLP and LastFm data sets have
ample couplings within users and items and between users and items, and text
related information used for forming groups, so the experimental results on the
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Fig. 3. RMSE and MAE Comparison on LastFm with Different Number of Topics

two data sets can demonstrate the impacts of couplings and group information.
We depict the effectiveness comparisons with respect to each method on DBLP
and LastFm data sets in figures 2 and 3. From Fig. 2, we can clearly see that,
our proposed CGMF method outperforms the counterparts in terms of RMSE
and MAE. Compared to SocialMF, CGMF achieves up to 4.3% improvement
on RMSE and 14.7% on MAE, while immense improvements compared to CF
and Basic MF. On LastFm data sets, Fig. 3 evidences that CGMF performs
much better than the benchmark methods. We can see that CGMF can reach a
prominent improvements compared to CF and Basic MF approaches, which is
resulted from considering complete coupling relations.

Effectiveness of Item Intra-couplings and Groups. Because the users of
MovieLens data set do not have friendships which mean the user intra-couplings
can not be captured, but MovieLens actually has natural genre feature which
is used to form groups, the experimental results on Fig. 4 can show the perfor-
mance of item intra-couplings and group information. The results indicated that
our proposed CGMF can reach an average improvements of 3.5% and 3.1% on
RMSE, and 1.6% and 1.8% on MAE compared to CF and Basic MF approaches.
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Fig. 4. RMSE and MAE Comparison on MovieLens with Different Group

The biggest improvements are 4.3% on RMSE, and 3.0% on MAE compared to
CF in the Dramma group. Compared to Basic MF, our proposed CGMF can
improve by 7.6% on RMSE and 5.5% on MAE in the Documentary group.

Adaptiveness of Different Group Formation Methods. The experimental
results on DBLP and LastFm data sets indicate that topic modeling is an ef-
fective group formation method, while results on Movielens show that category
information which is used for group formation can also contribute to improv-
ing the effectiveness. That is to say, no matter which group formation methods
(topic modeling or category information) are chosen, our proposed CGMF can
be applied. The very significance of CGMF is topic modeling can be chosen for
grouping when the data set does not have category information.

Overall, the RMSE and MAE figures on all the three data sets show the
significant improvements of CGMF compared to benchmark methods. There-
fore, we can conclude that by taking the couplings and group information into
consideration, our approach can reach a better recommendation.

7 Conclusion

This paper proposed a coupled group-based matrix factorization model for rec-
ommender system, which incorporates coupling relations between and within
users and items. CGMF first extracts items hidden groups via a Latent Dirichlet
Allocation (LDA) model and derives user groups. Then coupling relations and
group information are incorporated into CGMF. The experiments conducted
on the real data sets demonstrated the superiority of the approach against the
state-of-the-art methods.
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Abstract. Knowledge Based Authentication (KBA) verifies the credi-
bility of claimed identities by matching various user-related data. Pop-
ular recommender systems hold abundant personalized data that are
valuable for KBA. This paper studies how to authenticate users with
abundant rating data in recommender systems. For this, we propose a
measurable user authentication scheme for recommender systems with
secure personalized data under the Naive Bayes model. Next, we analyze
its usability and security for knowledge sources under possible guessing
strategies and experimentally evaluate its performance in real datasets.
And the proposed scheme is practical in recommender systems.

Keywords: Knowledge Based Authentication, Bayesian Decision, Naive
Bayes, entropy, recommender systems.

1 Introduction

With the rapid development of web applications, real-world recommender sys-
tems manage massive users and recommendation data. Knowledge Based Au-
thentication (KBA) verifies real identities by assessing personal information from
claimants. Some large-scale e-commerce sites such as eBay and Amazon check
their users using KBA.

Existing KBA applications mainly focus on common personal information
such as Home Address and preset questions and therefore probably share same
secret information with risky ones. To reduce the vulnerability on secret leakage,
we pay much attention to private application-dependent data for KBA in the
setting that recommender systems can hold some rating data securely.

Contribution. To the best of our knowledge, this paper first identify the prac-
tical problem that how to authenticate users with abundant user-related appli-
cation data of recommender systems. The contribution is two-fold as follow.

(1)For this problem, we propose a measurable KBA-based approach to ana-
lyze personalized data in recommender systems, using Naive Bayes. This paper
describes the solution in detail and analyze its usability and security briefly.
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X. Lin et al. (Eds.): WISE 2013, Part I, LNCS 8180, pp. 199–208, 2013.
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(2)We implement the solution and experimentally evaluate its performance to
demonstrate its practicability, using real datasets from a movie rating site.

The rest of this paper is organized as follows. Section 2 introduces related
works. Section 3 describes the solution in detail. Section 4 analyzes its usability
and security. Section 5 evaluates the solution using real datasets, followed by a
conclusion in Section 6.

2 Related Works

Several recent works measure the guess ability on password[1]. Unfortunately,
the entropy of these secrets is not high enough, especially in the background
knowledge accessible to adversaries. In fact, it is very difficult that finding a
secret which is easy to remember and of high entropy in massive users[1,2].

The Bayesian decision theory[3] is commonly used in information security
areas such as privacy protection[4] and spam filtering[5]. Chen et al. propose
BN-KBA[6,7] that is the first KBA scheme based on the Bayesian method. By
comparison, password-based authentication[8] simply checks the consistency of
passwords. BN-KBA assesses traditional personal information data such as Name
and Credit Card which are independent for specific applications. The proposed
approach focuses on application-dependent user data and so has different details,
adopting the assumptions of BN-KBA and the Bayesian method.

3 KBA Based on Recommendation Data

3.1 Models

System Model. The KBA system in Fig.1 makes an authentication decision
(true or false) according to knowledge sources (private data from recommender
systems) and evidences from the claimant. The evidence is some pieces of knowl-
edge or information for verifying the claimed identity from a claimant to the
KBA system. The KBA server and the recommender system server are located
on the trusted network. Threats to the trusted network belong to the focus of
intrusion detection or network management and we think that the private data
are secure enough. The recommender system server publishes public data for

Fig. 1. System Model
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providing online services. Public data reveal only the statistical information of
private data. We think that these mechanisms are effective. For example, in a
movie rating site such as MovieLens, every user can read the average rating of
a movie and does not access exact ratings of other users.

Attack Model. We assume that all parties (users, the KBA server and the
recommender system server) follow the semi-honest model. That is, an adversary
(an imposter) outside the trusted network can acquire the statistical public data
but not capture private personalized data. An imposter impersonates a real user
by correctly guessing some private records of the user and the similar adversary
is common in research works on password-based authentication and KBA.

Data Model. The private data in Fig. 1 involves m users and n knowledge
sources. Using the Naive Bayes model[3], we adopt the independence assump-
tion that knowledge sources of KBA are independent. We store and normalize
the private data available for KBA and users, using the knowledge matrix R.
Every row of R represents private records of a user i. The ith row vector ri is
denoted by ri = (ri1, · · · , rij , · · · , rin). Every column of R represents records
from a knowledge source j that is regarded as a discrete random variable xj .
The possible values of xj is a finite set denoted by V (xj).

Definition 1 (the knowledge matrix,R). the knowledge matrix R = [rij ]m×n,
where rij is the record that the user i knows about the knowledge source j.

The procedure from private data to the matrix R is the original data pre-
processing. In fact, we have original data from a movie rating site, a movie’s
rating is an integer from 1 to 5 which represents the level of favorite. Ratings of
a movie from all users create a knowledge source on the movie. rij in R is the
value which the user i has rated for the movie j.

3.2 Bayesian Decision

A claimant i∗ claims that he is the identity i and provides an evidence vector
E = {e1, · · · , en} to KBA. An element ej of E is an unverified record on the
knowledge source xj .

KBA asserts an authentication result A by matching E and R. Atrue rep-
resents that KBA accepts the claimed identity and Afalse means that KBA
rejects one. KBA outputs Atrue if Pr(Atrue|E) > Pr(Afalse|E), according to
the Bayesian decision rule for minimum error[3].

The posterior probability Pr(Atrue|E) = Pr(E|Atrue)Pr(Atrue)
Pr(E) , according to

Bayes’ Rule[3]. Similarly, Pr(Afalse|E) =
Pr(E|Afalse)Pr(Afalse)

Pr(E) . Therefore, we

can assert Atrue by calculating the Likelihood Ratio (LR) as follow:

LR(E)
def
=

Pr(E|Atrue)

Pr(E|Afalse)
>

1− Pr(Atrue)

Pr(Atrue)

def
= threshold (1)

A specific system gives Pr(Atrue) and the threshold is a constant for a given
Pr(Atrue). If LR(E) > threshold, the class variable A equals Atrue, which
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represents that KBA accepts the claimed identity. We can set a higher threshold
for a higher assurance.

3.3 Estimation of Prior Probabilities

To calculate the likelihood ratio LR(E) and the threshold in Equation 1 , we
estimate three prior probabilities, Pr(E|Atrue), Pr(E|Afalse) and Pr(Atrue).

1) Pr(E|Atrue) is the memory availability probability that the real user i
recalls or provides his knowledge correctly. If ej = rij , f(ej, rij) = 1 and oth-
erwise f(ej, rij) = 0. The random function f(ej , rij) accords with the Bernoulli
distribution B(1, pj) because the range of f(ej , rij) is {0, 1} .

We can calculate Pr(E|Atrue) =
∏n

j=1 Pr(ej |Atrue) with the time complexity
of O(m), under the independence assumption.

Pr(ej |Atrue) = Pr(f(ej , rij)) =

{
pj if ej = rij

1− pj otherwise
(2)

2) Pr(E|Afalse) is the guessing probability that an adversary guesses the ith

row vector, ri = (ri1, . . . , rij , . . . , rin), for impersonating the targeted identity i.
The jth column vector rj of R is regarded as the distribution of xj . Because the
possible values of the random variable xj belong to the set V (xj), xj is subject to
the multinomial distribution multinomial(aj(t1), . . . , aj(t|V (xj)|)), where aj(t)

is the probability that a value t ∈ V (xj) appears in the jth column vector rj .
We can calculate aj(t) using Equation 3 where count(t) means the number of
elements which equal t in the jth column vector rj .

aj(t) = Pr(rij = t|j) = count(t)

m
=
|{rij |rij = t}|

m
, t ∈ V (xj) (3)

An imposter responds with the guessing random variable x∗
j which is subject

to a multinomial distribution multinomial(a∗j(t1), . . . , a
∗
j (t|V (xj)|)).

The knowledge source xj ’s guessing ability g(xj) can be defined as the mathe-
matical expectation of the probabilities that an imposter correctly guesses possi-

ble values of xj according to [7]. Namely, g(xj)
def
= E(a∗j (t)) =

∑
t∈V (xj)

aj(t)a
∗
j (t).

Intuitively, g(xj) means the average success rate of guessing.
Under the independence assumption, Pr(E|Afalse) =

∏n
j=1 Pr(ej |Afalse)

where we can estimate Pr(ej |Afalse) using g(xj) as follow.

Pr(ej |Afalse) =

{
g(xj) if ej = rij

1− g(xj) otherwise
,where g(xj) =

∑
t∈V (xj)

aj(t)a
∗
j (t) (4)

We can estimate Pr(E|Afalse) under the Independent and Identically Dis-
tributed (IID) assumption [3] and the Rational Attacker (RA) assumption[6]
respectively.

The IID Assumption. The evidences from the prospective imposters are still
subject to the past distribution of xj under this assumption. Namely in every
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column of R, a∗j (t) = aj(t). Therefore we can calculate g(xj) =
∑

t∈V (xj)
a2j(t)

on n knowledge sources using Algorithm 1 with the time complexity of O(mn).

Algorithm 1. GAIID: Guessing Abilities under the IID Assumption

Data: The knowledge matrix, R = [rij ]m×n.
Result: The guessing abilities: g(x1), . . . , g(xj), . . . , g(xn).

1 for j ← 1 to m do
2 g(xj) ←− 0 ;
3 for t ∈ |V (xj)| do
4 count ←− 0 ;
5 for i ← 1 to n do
6 if t equals rij then
7 count ←− count + 1 ;

8 a(t) ←− count/n ;
9 g(xj) ←− g(xj) + a2(t) ;

10 return g(x1), . . . , g(xj), . . . , g(xn) ;

The Rational Attacker Assumption. We can obtain the lower bound of

LR(E) by substituting Equation 2 and 6 into LR(E) =
∏n

j=1 Pr(ej |Atrue)∏n
j=1 Pr(ej |Afalse)

. Ac-

cording to Equation 5 that is a proved conclusion in [6] under the RA assumption,
Equation 6 can be proofed as follow.

1

|V (xj)|
≤ a∗j (t) ≤ max

t∈V (xj)
a(t) (5)

Pr(ej |Afalse) ≤

⎧⎨⎩ max
t∈V (xj)

p(t) if ej = rij

1− 1
|V (xj)| otherwise

(6)

Proof (Equation6). Note:(1)g(xj) =
∑

t∈V (xj)
aj(t)a

∗
j (t);(2)

∑
t∈V (xj)

aj(t) = 1.

If ej = rij , P r(ej |Afalse) = g(xj) ≤
∑

t∈V (xj)

aj(t) max
t∈V (xj)

a(t) = max
t∈V (xj)

a(t).

If ej �= rij , P r(ej |Afalse) = 1− g(xj) ≤ 1−
∑

t∈V (xj)

aj(t)
1

|V (xj)|
= 1− 1

|V (xj)|
.

3) Pr(Atrue) is the probability that the real user initiates the authentication
request.The maximum likelihood estimation of Pr(Atrue) is a/b . The total num-
ber of authentication request is b and the total number of authentication success
is a. We estimate values of a and b according to authentication statistics or secu-
rity situation reports. According to equation 1, Pr(Atrue) = 1/(1 + threshold).
Namely, there is one real identity in 1 + threshold claimants.
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Knowledge Source Selection. Knowledge sources have a large uncertainty to
provide enough information for distinguishing imposters and real identities from
claimants. We can choose n entities of available knowledge sources denoted by
the set S to achieve a larger entropy based on less ones. All possible choices create
a n-dimensional vector space Sn. According to the maximum entropy principle,
knowledge source selection is an optimization problem x = arg max

x∈Sn
H(x).

4 Analysis

Security. KBA needs enough data to distinguish real identities from claimants
and is unable to prevent imposters who know shared secrets fully. KBA servers
choose valid secret information and restrict the request rate. In Fig. 1, imposters
can employ three attack strategies mentioned in [7]. The xj ’s guessing variable
x∗
j is subject to the distribution multinomial(a∗) where a∗(t) denotes the prob-

ability that the imposter chooses a value t from V (xj) by an strategy.
1) Using the sophisticated guessing, an imposter chooses t from V (xj) with the

past probability distribution. In fact, this guessing strategy is the IID assumption
as follow.

a∗(t) = a(t),where ∀t ∈ V (xj) (7)

2) Using the uniform guessing, an imposter chooses t from V (xj) with the
same likelihood as follow. This uniform guessing implies the lower bound of
a∗j (t) in Equation 5.

a∗(t) = 1/|V (xj)|,where ∀t ∈ V (xj) (8)

3) Using the deterministic guessing, an imposter chooses a value of x∗
j whose

probability is maximum in the distribution multinomial(a) on V (xj) as follow.
This strategy is optimal in guessing and indicates the upper bound of a∗j (t) in
Equation 5.

x∗
j = arg max

t∈V (xj)
a(t) (9)

Shannon entropy[9](Equation 11) is the metric of the uncertainty in informa-
tion and the generalization of Shannon entropy is Renyi entropy[10](Equation
10) where the argument n is a nonnegative integer such as 0,1,2 and ∞.

Hn(xj) =
1

1− n
log(‖xj‖n) =

1

1− n
log(

∑
t∈V (xj)

anj (t)) (10)

H1(xj) = lim
n→1

Hn(xj) = −
∑

t∈V (xj)

aj(t) log(aj(t)) (11)

Three variants of Renyi entropy measure the three attack strategies. The col-
lision entropy H2(xj) = − log(

∑
t∈V (xj)

a2j(t)) measures the ability that the ran-
dom variable xj resists imposters with the sophisticated guessing. The Hartley
entropy H0(xj) = log(|V (xj)|) measures the ability that xj resists the sophis-
ticated guessing. The min-entropy H∞(xj) = − log( max

t∈V (xj)
aj(t)) measures the

resistance to the deterministic guessing. The inequality, H0(xj) ≤ H1(xj) ≤
H2(xj) ≤ H∞(xj), is proofed in [11].
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Usability. KBA can verify claimed identities for real users correctly. The user
provides correct authentication data via a challenge-response process which some
human factors may affect. Therefore, the memory availability is extremely im-
portant. pj in Equation 2 measures the memory availability of xj for average
users. The authentication system can improve the memory availability by care-
fully choosing reliable memory.

An available method is assistant applications which manage the authentica-
tion data to help users. e.g. When users rate the objects in recommender sites,
the assistant software can record partial or whole user recommendation data in
a trusted local device. In this way, users almost provide correct memory into
KBA perfectly but rely on additional software.

Another method depends on the human memory unfaithful. We can help
people recall the authentication information by designing a humanized user-
interface. People have long-termmemory to audiovisual narratives such as movies
and DVDs[12], although they are not good at mechanical memory. Movie rating
data associate long-term memory. e.g. We can recall easily whether a watched
movie is favorite.

5 Experiments

This solution is implemented using JAVA and the program is executed in a
laptop that has a 2GHz Core i7 CPU and 4GB RAM. We evaluate it with an
anonymized corpus from a movie rating site, MovieLens. Every user has at least
20 ratings in the corpus. Two datasets from the sample are summarized as follow.

dataset the number of users the number of movies the number of ratings
1 500 3,172 73,871
2 6,040 3,883 1,000,209

Performance in Different Datasets. We compared the results on two datasets
as shown in Figure 2. The whole authentication procedure includes database op-
erations. Figure 2(a) illustrates that the time cost for authenticating one user
is proportional to the size of the dataset and the number of knowledge sources.
For a given knowledge matrix R = [rij ]m×n, the complexity of the whole process
is O(mn). The complexity of computing the memory abiltiy is O(n) because
we set all probabilities of memory ability as a constant. The complexity of the
algorithm 1 is O(mn).

For evaluating the classification performance we measure two main metrics,
False Rejection Rate (FRR) and False Acceptance Rate (FAR). In general, FAR
and FAR are as low as possible (lower is better) because it means that KBA is
more accurate. Several important parameters affect this performance.

Figure 2(b) shows that the shapes of two FAR curves are similar on two differ-
ent datasets, and so does FRR. Namely, the larger dataset does not improve clas-
sification performance significantly compared with the rapidly increasing time
cost, although Dataset 2 is over ten times bigger than Dataset 1. Therefore,
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(a) time cost (b) different datasets

Fig. 2. Performance in Different Datasets

in practical KBA system, we can partition several smaller subdatabases from
massive data to achieve sound time cost.

Effect of Threshold and Knowledge Sources. We adjusted the threshold
in an appropriate range in the experiments. Figure 3(a) illustrates that FAR
decreases slowly but FRR increases rapidly, with the increasing threshold. The
sound range of the threshold is narrow. The optimal threshold on 10 knowledge
sources is about 3 at Equal Error Rate (EER) and the threshold on 20 knowledge
sources is about 5. However, the assigned threshold relies on the outside security
situation. We employ other security mechanisms to ensure that there is at least
one real identity in 1 + threshold claimants.

We can choose more knowledge sources to improve both FRR and FAR, com-
paring two subplots in Figure 3(a). However, more knowledge sources may in-
crease user participation and thus weaken the whole system’s usability. We trade
off the number of knowledge sources and user-related usability.

Figure 3(b) illustrates that the memory availability is an extremely impor-
tant parameter. This figure intuitively shows that the memory availability of
the practical knowledge sources is larger than 0.8 and a knowledge source whose
memory availability is less than 0.5 has no authentication ability. Some addi-
tional mechanisms can improve the memory availability.

Effect of Different Assumptions and Guessing Strategies. Figure 4(a)
illustrates that the approach on the IID assumption is more accurate on verifying
real identities according the FRR curves and on the contrary the approach on
the Rational Attacker (RA) assumption is more accurate on distinguishing the
active imposters according to the FAR curves.

Figure 4(b) illustrates that the approach on the RA assumption has extreme
accuracy for distinguishing the imposter with the uniform guessing and the de-
terministic guessing. However, the approach on the RA assumption is slightly
weak in the sophisticated guessing.
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(a) threshold and knowledge sources (b) memory availability

Fig. 3. Effect of Threshold, Knowledge Sources and Memory Availability

(a) different assumptions (b) different guessing strategies

Fig. 4. Effect of Different Assumptions and Guessing Strategies

The result is consistent with experiences. Intuitively, the real users are more
possible to be in line with the IID assumption and the active imposters are
inclined to employ the deterministic guessing strategy.

6 Conclusion

We explore that how to authenticate users with abundant user-related rating
data in recommender systems. The proposed scheme analyzes recommendation
data using Naive Bayes. This paper makes a brief discussion on possible attack
strategies and evaluates this scheme experimentally in the real-world datasets.
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Abstract. Recommender systems are designed to help users quickly access large
volumes of information according to their profiles. Most previous works in rec-
ommender systems have put their emphasis on the accuracy of finding the most
similar items according to a user’s profile, while often ignoring other aspects
that may affect users’ experiences in practice, e.g., the novelty and diversity is-
sues within a recommendation list. In this paper, we focus on utilizing taxonomic
knowledge extracted from an online encyclopedia to boost a content-based per-
sonalized news recommender system without much human involvement. Given a
recommendation list, we improve a user’s satisfaction by introducing the taxon-
omy based novelty and diversity metrics to include novel, but potentially related
items into the list, and filter out redundant ones. The experimental results show
that the coarse grained knowledge resources can help a content-based news rec-
ommender system provides accurate as well as user-oriented recommendations.

Keywords: Personalized Recommender System, Novelty and Diversity, Taxon-
omy, Online Encyclopedia.

1 Introduction

Recommender systems, nowadays, have been recognized as one of the essential com-
ponents in not only traditional e-commerce websites, e.g., books or goods recommen-
dations in Amazon, but also various neat applications that facilitate people with a better
access to the ’Big Data’, e.g., news articles, tweets, movies, music, games, research
papers, friends, or even which jobs you should think over. The mystery about these
recommender systems can be roughly categorized into the following streams: collabo-
rative filtering and content-based filtering. There are also many attempts in practice to
combine the two paradigms together in order to benefit from both sides.

Take personalized news recommendation as an example, the dominant paradigm is
the content-based framework which can easily make predictions based on users’ read-
ing histories. Usually, a vector space model (i.e., the bag-of-words format) with the
TF-IDF weighting [1] is utilized to represent a news article, and all articles read by a
user are accumulated to model the user’s profile. Taking background knowledge into
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consideration has been shown a good way to incorporate semantic analysis during rec-
ommendation so as to deal with the mismatch of vocabulary issue naturally associated
with the bag-of-words format [2]. The potential knowledge resources can be in the form
of finely crafted knowledge bases for a specific domain that would provide more accu-
rate relation estimations but are costly to build. For example, [3, 4] use finely crafted
ontologies to model user profiles and estimate the similarity between two words. On
the other hand, [5] uses coarse grained taxonomies extracted from encyclopedia web-
sites to render the similarity between words. These automatically built taxonomies
may contain noises but can be easily obtained from the web without much human
involvement.

In addition, most existing content-based models optimize their systems with regard
to the item-user similarity solely and the quality of recommendations is only evaluated
in terms of accuracy, while ignoring that there are still several issues that may affect
user experiences in practice. In a real news recommender system, a user may not be
happy to read a whole list of news articles focusing on only one single aspect about
his/her interest, though this list could produce the highest similarity scores according to
his/her profile. Previous studies [6–8] have argued that a more diverse recommendation
list will increase the probability of items being chosen by the user. Those approaches
address the diversity of a recommendation list for a given user through the dissimilarity
between items, meantime, maintaining a relatively high level of similarities according
to the user profile. Novelty, as an important quality dimension of a recommendation list,
has received relative less attention, and mainly discussed in a bag-of-words format. All
these issues discussed above demand more intensive investigations with regard to the
novelty and diversity issues, especially on a semantic rich platform, which has already
shown advantages in terms of capturing relevance [5].

In this paper, we will concentrate on utilizing coarse grained knowledge resources
to improve personalized news recommender systems, in terms of not only the accuracy,
but also real user experiences. We first harvest taxonomy knowledge resources from
free online encyclopedia web sites without much human involvement and exploit these
resources into a content-based news recommendation platform. We argue that the real
user experience is as important as the recommendation accuracy, we thus explore the
feasibility of making a recommendation output more user-oriented by taking its novelty
and diversity into account on our coarse grained knowledge resources. Different from
previous work, we model the two aspects as comparisons between news articles and a
user profile on our coarse grained knowledge resources, where a recommendation list
with a broad coverage of existing user interest points as well as new but potentially
related points are encouraged in order to improve the user experiences.

2 Related Work

Novelty. Novelty is being identified as a fundamental quality of recommendation
effectiveness and added-value in recent years, several approaches to assess the nov-
elty dimension have been proposed which can be divided into two main categories:
Popularity-based Novelty and Distance-based Novelty [9–11]. In general, Popularity-
based Novelty is defined as a negative correlate to the click rate of the item. In Distance-
based Novelty, the novelty of an item is modeled with respect to a set of items on a
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Euclidean view, and it is defined as the average or minimum distance between the item
at hand and the items in the set .

Zhang et. al. define another Distance-based Novelty in [7, 10, 11]. They definite the
novelty that an item i ∈ L brings to a set L as follows:

noveltyiL =
1

p− 1

∑
j∈L

d(i, j) (1)

Assuming L is the set of items that a user likes, then the novel items by this definition
correspond to the more unusual tastes of the user.

Diversity. Diversity is another important quality of recommender systems, especially
in content-based recommendation techniques. Almost all of the techniques for diversity
are proposed as the intra-distance of the set of items.

For example, in [6, 7, 12], diversity is modeled as the aggregate or equivalently
average dissimilarity of all pairs of items in the set. Cai-Nicolas Ziegler et. al. introduce
the intra-list similarity metric to assess the topical diversity of recommendation lists
[8]. The intra-list similarity is defined as follows:

ILS(R) =

∑
i∈R

∑
j∈R,i	=j co(i, j)

2
(2)

where R is the set to be recommended, and co, an arbitrary function measuring the
similarity between items i and j, defined on a taxonomy in [13]. Hence, higher scores
of intra-list similarity denote lower diversity.

3 User Profile Construction

3.1 Building a Taxonomy from Online Encyclopedia

It is known that there are many collaboratively edited, free encyclopedia sites avail-
able on the Web, which have been widely used as background knowledge resources
in various research. Examples of general purposes include Wikipedia in English, and
Hudong encyclopedia, Baidu encyclopedia in Chinese1. Here, in order to provide deep
semantic analysis for news recommendation, we build a taxonomy with wide coverage
automatically from Hudong encyclopedia, which hosts over 5 million concepts.

In the Hudong encyclopedia, each concept appears as a web page containing hyper-
links to other concepts; concepts of the same category are stored in the same directory,
and all directories form a hierarchy. We thus construct the taxonomy as follows: 1)
build the skeleton of the taxonomy by scanning the hierarchy of directories; 2) extract
instances from every concept page and append them as leaf nodes of the taxonomy.

Compared to other manually built taxonomies, our taxonomy is admittedly noisy
in nature, but saves time and human labors, and more importantly, it is encoded with
general knowledge about the relationship between concept pairs with a wider coverage.
A snapshot of the taxonomy is shown in Figure 1.

1 http://www.wikipedia.org/, http://www.hudong.com/,
http://baike.baidu.com/
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Fig. 1. A snapshot of our Hudong taxonomy: we translate all concept names into English for the
ease of exposure, and use related to represent the actual relation names for brevity

3.2 User Profiling

With the background knowledge in hand, we are now ready to first model the news ar-
ticles and user profiles.Formally, we assume this taxonomy contains a set of n concepts
with their relations denoted as TaxonomyW = {cw1 , cw2 , ..., cwn}.

For a given article, we only consider its concept words appearing in the taxonomy
concept list(black circles in Figure 2), represented as News = {< cn1 , w

n
1 >, ..., <

cnp , w
n
p >}, where cni ∈ TaxonomyW , wn

i is the TF-IDF weighting of concept cni (1 ≤
i ≤ p), and p the number of concepts found in the article. For a given user, we construct
the user profile by accumulating all concepts found in the articles that the user has read
before(grey points in Figure 2), denoted as User = {< cu1 , w

u
1 >, ..., < cuq , w

u
q >},

where q is the total number of concepts found in the user’s reading history, wu
j is the

average weighting of concept cuj (1 ≤ j ≤ q) in the articles containing this concept and
read by this user.

a news 
article

a user profile

casting the news article 
onto the taxonomy

casting the user profile 
onto the taxonomy

a taxonomy

concepts in the 
taxonomy

concepts in the 
user profile

concepts in the 
news article

concepts in both the 
profile and the article

neighbor concepts 
of the user profile

Fig. 2. The framework of User Profile Construction

4 Taxonomy-Based Novelty

Most existing recommender systems optimize their systems with regard to the item-user
relevance, while ignoring the real user experiences. Now we will move a step further to
improve the users’ satisfaction by investigating the novelty and diversity issues involved
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in a given recommendation list. Here, we assume that an item is novel to a user if the
two constraints are met: 1) the user is not familiar with the item (it is not in the user’s
profile); 2) the user is interested in the item (it is related to the user’s profile).

As we can see in Figure 2, the dotted nodes around the user profile nodes (grey) on
the taxonomy can be used to model the article’s novelty to the user.

Concept-Concept Novelty. Given an taxonomy, we first define the novelty between
two concepts as :

nov(c1, c2) =

⎧⎨⎩0, d = 0 or isSynonyms(c1, c2)

eδ

eδ + 1
· e

−λλd

d!
, otherwise

(3)

where, c1 and c2 are two concepts, d is the shortest distance from c1 to c2 on the tax-
onomy, while δ is the shortest distance from their lowest common ancestor to the root
node of the taxonomy, λ is Poisson parameter. Basically, we design the novelty as a
Poisson function: when two concepts are too close, the novelty are small; when their
distance increases, the novelty will increase accordingly. But when they are too far to
each other, the novelty should not increase.

In Formula 3, eδ

eδ+1 is designed as a weight and will prefer more concrete concept
pairs at a lower level, based on the assumption that two adjacent concrete concepts at
the bottom of the taxonomy tend to maintain a high relevance level while being more
easily accepted by users than those at a higher level.

News-User Novelty. Then the novelty of an article to a profile can be modeled as:

nov(News, User) =
1

p

p∑
i=1

max
1≤j≤q

{nov(cni , cuj )× wi,j} (4)

where wi,j is taken as a confidence of nov(cni , c
u
j ),

wi,j =
2

1 + ekτ
, with τ =

abs(wn
i − wu

j )

max(wn
i , w

u
j )

. (5)

We can see that when wn
i and wu

j are about equal, i.e., cni and cuj have similar im-
portance to their corresponding concept sets, the concept novelty nov(cni , c

u
j ) will have

a higher confidence (wi,j). The smoothing factor k in Formula 5 is used to control the
sensitivity of the confidence factor wi,j . Larger k will lead to a more sensitive confi-
dence function, which in turn penalize the concept pairs that have distinct importance
in their own sets.

By substituting Formula 4 with Formula 3, we are able to compute the novelty of an
article given a user profile.

5 Taxonomy-Based Diversity

A number of definitions of diversity have been proposed in the literature, which mainly
model the diversity as the aggregated or average (equivalently) dissimilarity, and ignore
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the semantic relevance between two items. In this section, we introduce a taxonomy-
based diversity between two items.

Given a recommendation list, we spread all concepts of these articles, as well as the
user profile, onto the taxonomy and record their occurrences. We can see some seriously
overlapped groups, such as the dotted oval in Figure 3; the more and bigger seriously
overlaps we can find, the less diversity the candidate list has. Therefore, in order to
allow diversity in the recommendation list, i.e., diversifying the list, we should reduce
these seriously overlapped concepts.
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Fig. 3. The graphical illustration of the taxonomy based diversity

Concept-Concept Diversity We first define the diversity between two concepts as:

div(c1, c2) =

{
0, d = 0 or isSynonyms(c1, c2)

1
eδ+1

· (1 + log2H
d

2H
), otherwise

(6)

where H is the height of the taxonomy, (1+log2H
d
2H ) indicates that the further the two

concepts are, the more diversity they allow to each other. δ is the same as in Formula (3):
when the depth of their lowest common ancestor increases, the diversity between the
two concepts gets smaller.

News-News Diversity. Then the diversity of two articles can be defined as the aggre-
gated maximum diversity of the concepts in the two articles:

div(News,News′) =
1

p

p∑
i=1

max
1≤j≤p′

{div(cNews
i , cNews′

j )× wi,j} (7)

where p′ is the number of concepts in News′, wi,j is the same as in Formula (4).
Finally, the diversity of a set of articles is defined as the equivalently average diversity

of all pairs of articles in this set.

div(S) =
2

m(m− 1)

∑
i∈S

∑
j 	=i∈S

div(i, j), m = |S|. (8)

The diversity of article i regarding to article list S is defined as:

diviS = div(S ∪ {i})− div(S) (9)
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6 Recommendation Generation

Given a ranked article list S (can be produced by any relevance model), and a given
size K , we can improve the list in terms of novelty(diversity) by finding a subset
with K items from S, which is optimized by balancing between relevance and nov-
elty(diversity), shown in Algorithm 1 (replace val in Algorithm 1 with nov or diviS to
improve the novelty or diversity, respectively).

Algorithm 1. RecommendationImpr
Require: Input: candidate set S, K items remained, threshold th.

Output: improved result R for input set S.
1: sort items in S on relevance;
2: select top-K items from S and insert into R;
3: pos ← K + 1;
4: select the item i with minimal val in R;
5: while i.relevance− S[pos].relevance ≤ th do
6: if i.val < S[pos].val then
7: remove i from R;
8: insert S[pos] into R;
9: pos++;

10: if pos > |S| then
11: break;
12: select the item i with minimal val in R;
13: return R;

The main idea is to select the K articles with highest relevance scores from S into
the recommendation list R, then swap the item with the lowest novelty(diversity) score
in R with the article with next highest relevance score from the remaining items of S.
To maintain a high level relevance for R, a pre-defined threshold th can be used to stop
the swapping when the highest relevance score of the remaining items in S is no longer
high enough.

7 Evaluation

We build a news recommendation platform (NRS) to conduct our experiments, which
have about 1,080,000 news articles from Sina News (http://news.sina.com.cn) and 581
users, about 400 have read more than 10 articles. Our taxonomy is constructed with 5
million entries extracted from Hudong encyclopedia.

Novelty. We evaluate the proposed novelty computation following [14]’s method: 1)
For each user, we randomly select 10 topics from the news pool, and for each topic, the
NRS randomly selects 10 articles as a group. Within each group, we ask every user (20
users in total, all native Chinese speakers) to read the 10 articles sequentially, marks
whether the current one is redundant or not compared to other articles he/she previ-
ously read in this group, and if yes, record the redundant pairs. 2) For each group, the
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annotated data is randomly split into two sets: 40% for profiling , 60% for recommenda-
tion. 3) Aggregate the profile/test sets from all groups, respectively, to form the finally
profiling set and testing set. 4) For each user, a relevance model generates a recommen-
dation list R, then we will check each article in the list whether it is redundant (either
compared to this user’s profiling set, or compared to other articles in the list R). The
percentage of redundant news articles in the recommendation list R is used as the met-
ric of redundancy. And calculate the score of the list R with Formula 10. 5) Repeat
Step 2 – Step 4 100 times for each user.

We optimize the parameter λ in Formula 3 and th in Algorithm 1 to maximize score,
the linear combination of relevance and redundancy:

score(R) = α ∗ relevance(R) + (1− α) ∗ (1 − redundancy(R)) (10)

where α is treated as a human-oriented factor and can be edited by users, we set α = 0.7
in our experiments.

We search the parameters (λ, th) using grid search with cross-validation, where λ ∈
[0, 15], and th ∈ [0.0, 1.0]. When α = 0.7, the value of score with respect to different
λ and th is shown in Figure 4, and the optimized parameters (λ, th) are set to 2 and 0.3,
respectively.

Fig. 4. The values of score with respect to different λ and th when α = 0.7

To evaluate the proposed the novelty based improvement, we compare two types of
recommendation lists produced by a taxonomy based relevance recommendation model
[5] and its improved version modified by our proposed novelty computation. We gen-
erated 436 recommendation lists in total. The redundancy rates of the two recommen-
dation lists generated by the relevance model (denoted as relevance) and the novelty
improved lists (denoted as relevance + novelty) are compared in Figure 5. Most rec-
ommendation lists, generated by the relevance model solely, have redundant rates larger
than 0.6. When the recommendation lists are improved with the taxonomy-based nov-
elty, more than half of these recommendation lists have a redundant rate below 0.3. The
result shows that, when the relevance of a recommendation list is ensured (the average
difference between two types of lists is 0.03) , the proposed method can reduce the
redundancy effectively.
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Fig. 5. The distribution of redundancy rates of recommendation lists generated by the default
relevance model and its improved version with our proposed taxonomy-based novelty

Diversity. In our human experiment, we have 20 participants in total, all native Chi-
nese speakers; each reader has to read 200 news articles randomly provided by NRS
and indicates each story whether it is interesting or not. The obtained data are divided
into two parts: one for parameter tuning and the other for recommendation. The latter is
randomly split into two sets: 40% for profiling , 60% for testing. For each participant,
the profiling set is used to construct the user’s reading profile. For each recommendation
list, we compute the precision and recall for the top 20 items as well as their F-measure,
and repeat the process 100 times by randomly splitting the profile/testing sets and cal-
culate the average performance. We tune the parameter th 2 on a range of [0, 1]. As we

Fig. 6. The values of F −measure with respect to different ths

can see in Figure 6, the results of F-measure indicate that when th = 0, the step 5 in
Algorithm 1 would never be executed, the recommendation list R is the default rec-
ommendation without diversification. Higher th makes the list R more diverse while
keeping a higher F-measure. However, when the value of th is larger than 0.35, more
unrelated news articles are inserted into R to increase the diversity, but, at the cost of
F-measure decreasing by a large margin.

We then set the parameter th = 0.2 when used in Algorithm 1 for diversifying a
list. The recommendation performance with/without diversity is shown in Table 1. We
can see that the proposed diversifying process has significantly improved the default
recommendation list.

2 Note: this threshold is different from the one used in the novelty experiments.
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Table 1. The F-measures of the top 20 articles from two different types of recommendation lists,
relevance are the default recommendation lists, relevance + diversity are diversified by our
proposed taxonomy-based method

Precision Recall F-measure
relevance 65.67% 58.01% 61.60%

relevance+ diversity 78.00% 65.50% 71.21%

8 Conclusion

In this paper, we exploit taxonomic structures encoded with background knowledge
to boost the personalized news recommendation. Importantly, our taxonomy is auto-
matically constructed from free online encyclopedia websites without intensive human
involvement. Our model considers the issues of novelty and diversity in a taxonomy
environment. The experimental results show that the taxonomic knowledge resources
can help a content-based news recommender system provide accurate as well as user-
oriented recommendations.
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Abstract. Incorporating the social network information into recommender sys-
tems has been demonstrated as an effective approach in improving the recom-
mendation performance. When predicting ratings for an active user, his/her taste
is influenced by the ones of his/her friends. Intuitively, different friends have dif-
ferent influential power to the active user. Most existing social recommendation
algorithms, however, fail to consider such differences, and unfairly treat them
equally. The problem is that the friends with less influential power might mislead
the rating predictions, and finally impair the recommendation performance. Some
previous work has tried to differentiate the influential power by local similarity
calculations, but it has not provided a systematic solution and it has ignored the
propagation of the influence among the social network. To solve the above lim-
itations, in this paper, we investigate the issue of distinguishing different users’
influence power in recommendation systematically. We propose to employ three
graph-based algorithms (including PageRank, HITS, and heat diffusion) to dis-
tinguish and propagate the influence among the friends of an active user, and then
integrate them into the factorization-based social recommendation framework.
Through experimental verification in the Epinions dataset, we demonstrate that
the proposed approaches consistently outperform previous social recommenda-
tion algorithms significantly.

Keywords: Recommender Systems, Social Network, Collaborative Filtering,
Graph-based Algorithms.

1 Introduction

As an indispensable technique to overcome the information overload problem on the
Web, the research of recommender systems has been investigated deeply over the
decades. Collaborative filtering plays the key role in recommender systems. It predicts
the rating for each user-item pair by mining common behavior patterns from the histor-
ical log. The technique of recommender systems has successfully enforced the devel-
opment of the Web applications, such as Amazon, Netflix, Youtube, and etc.

Recently, incorporating the social network information has been demonstrated ef-
fective in improving the recommendation performance. The underlining assumption is
that the taste of an active user is not only determined by himself/herself, but also by
his/her trusted friends. Figure 1 shows an example of the social network of an active
user u. In the figure, if two users are friends, there will be a link between them, which is
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Fig. 1. An Example of Social Graph in Recommendation

also called a “social tie”.It can be observed that u1, u2, u3, u4 and u8 are his/her trusted
friends. In factorization-based social recommendation algorithms, latent features of the
active user will be correlated with the ones of these friends, which achieves significant
improvements for the recommendation performance [8].

Originally, most social recommendation algorithms unfairly treat each user’s friends
equally. In these algorithms, u1, u2, u3, u4 and u8 have the same influence power to the
active user in Fig. 1. Nevertheless, this might not be accurate in reality. For instance, the
active user might be more likely to trust the opinions of an expert rather than the ones of
others. In Fig. 1, u8 is an expert user (denoted by “V”). Thus its impact should be larger
than the ones of u1, u2, u3 and u4. If recommendation algorithms do not distinguish
the strength of the influential power, the impacts from u1, u2, u3 and u4 might mislead
the estimation of the active user’s latent feature vector, and consequently, mislead the
performance of rating predictions.

Some previous work has tried to distinguish the influential power by simply calculat-
ing the local similarity between the user and his/her friends, such as Pearson correlation
coefficient (PCC) [10], and etc. The problem is that the influence propagation among
the social network is ignored in these algorithms. Nevertheless, in estimating the in-
fluence among the social network, the propagation is indeed an important factor. For
example, in Fig. 1, if the propagation is ignored, the active user will be independent
with u6; and if only the local similarity is calculated, the influence power of u2 and u4

might be similar. But in reality, u6 may also influence the active user indirectly by the
propagation through u4; and therefore u4 is much likely to have more influence power
to the active user than u2, as it absorbs u6’s expertise. Consequently, the local similarity
alone is not enough for accurately estimating the social influence among the users, and
the propagation in the network could not have been ignored.

The above limitations naturallymotivate the investigation of graph-based algorithms
for distinguishing the influential power of different users in social recommendations.
Graph-based algorithms differentiate each user based on the information propagation
in the network. Thus the above limitations could be solved. Particularly, we choose
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three graph-based algorithms, including PageRank, HITS and heat diffusion. We uti-
lize the probabilisticmatrix factorization (PMF) [9] as our recommendation framework,
and incorporate graph-based algorithms to distinguish the social ties between different
users. Through experimental verification, it is demonstrated that our methods are very
effective in improving the recommendation performance.

2 Related Work

2.1 Collaborative Filtering

Collaborative filtering is a kind of significant approaches in recommender systems. It
mainly contains two types, the neighbor-based method and the model-based method.
The neighbor-based method utilizes the similar user or item to predict the ratings [6,5].
It is deeply investigated in research communities, and is also widely utilized in in-
dustry [5], such as Amazon and Netflix. The model-based method relies on machine
learning techniques, which trains models by utilizing the observed user-item rating ma-
trix and then makes predictions via the trained models instead of directly calculating
the ratings [14,2].

2.2 Collaborative Filtering with Social Information

Social-based recommender systems [11,8] are proposed to overcome the defect of the
assumption that users are independent and the neglect of the social relationship among
users. It utilizes the information of trusted friends to represent the active user. Xin et al.
proposed a social recommendation model to overcome the sparseness of data [11]. In
recent years, Ma et al. [10] proposed two social recommendation methods with social
regularization terms to improve the accuracy of recommender systems.

Unfortunately, most previous work only treats the social ties among users as equal
binary values [9], which could not describe the social ties accurately and might make
the friends with less influential power impair the recommendation performance in some
cases. Although some work simply employs local similarities, such as PCC, to distin-
guish the social ties [10], it has omitted the propagation of the influential power in the
social graph, which cannot describe the social ties accurately either.

2.3 Graph-Based Algorithms

HITS [4] and PageRank[1] are two prominent graph-based algorithms to search author-
ity nodes. They all have been deeply investigated in many areas [3,12]. Chakrabarti et
al. [3] have utilized HITS for automatically compiling resource lists for general topics.
Xing et al. [12] have proposed weighted PageRank algorithm, which takes into account
the importance of both in-links and out-links and distributes rank scores based on the
popularity of the pages. Different from HITS and PageRank, heat diffusion calculates
the correlation among different nodes in the graph by utilizing the physical heat dif-
fusion process. Recently, heat diffusion based approaches have been widely used in
various aspects [13,7]. Yang el al. [13] has proposed a ranking algorithm with heat dif-
fusion process. Ma et al. [7] has proposed heat diffusion models on social network to
describe the diffusion of the influence among people.
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Fig. 2. Recommendations with Social Trust Ensemble

3 Probabilistic Matrix Factorization Framework

3.1 Probabilistic Matrix Factorization with Social Information

PMF is an effective approach to recommender systems. It factorizes the user-item rating
matrixR into two low-dimensional matrices, user latent matrix U and item latent matrix
V .

Social recommendation approaches are proposed to describe the social information
in recommender systems. They fuse the information of the friends of the users into the
models. So both the facts of the users and the friends should be reflected in the rating
Ri,j . Therefore the objective function L(R,S, U, V ) is modeled as

L(R,S, U, V ) =

=
1

2

m∑
i=1

n∑
j=1

IRi,j(Ri,j − g(αUT
i Vj + (1− α)
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T
k Vj))

2

+
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2
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2
‖V ‖2F , (1)

where S = {Si,j} is a matrix representing the social trust between users, and Ti rep-
resents the set of friends of user ui. The objective function could be solved by gradient
descent algorithms.

3.2 Probabilistic Matrix Factorization with Distinguished Social Information

PMF with distinguished social information is the method we proposed to solve the
defect of previous social recommendation methods, which only consider the social in-
formation as binary values. Though some previous research distinguishes the friends
by simply using local similarity such as PCC, they can hardly consider the influence of
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the whole social graph and the propagation of the influential power. In our approaches,
graph-based algorithms are employed to determine the trust value, and we could get a
trust rank from them. Thus, the objective function L(R,S, U, V,G) is defined as

L(R,S, U, V,G) =

=
1
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2
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λV

2
‖V ‖2F , (2)

where Ci,j(S,G) is the trust value we utilized to describe the influential power of uj to
ui, as it is shown in Fig. 2. Considering that in real world the influence to an active user
is dominated by only a small percent of his/her total friends, we employ the power-low
distribution Ci,j(S,G) = e−a log ri,j (ri,j is the rank of the user uj in the friend list of
user ui which could be obtained from the graph-based algorithms) to describe the trust
value.

4 Graph-Based Algorithms

4.1 PageRank

PageRank assumes that the influence of the social information is randomly transferred
in the social graph based on the theory of Markov chain. In a directed graph G(V,E),
V is the set of nodes, and E represents the set of links. Each link from vi to vj is
denoted by (vi, vj). So the Markov chain contains |V | states, with an |V |×|V | transition
probability matrix P. So we could get the next state Xk+1 = PXk from the current
state Xk, where

Pi,j =

{
1/Oi, (vi, vj) ∈ E,
0, otherwise.

(3)

Based on the ergodic theorem, a unique steady probability distribution is obtained after
several steps. And the trust rank is obtained by the PageRank values of each user.

4.2 HITS

Different from PageRank, HITS gives two different types of relevance, Authorities and
Hubs. A great hub node has many out-links to authority nodes and a great authority node
is linked to by many great hub nodes. Similar to PageRank, a directed graph G(V,E) is
employed, Each node is given an authority score a(vi) and a hub score h(vi), and they
are respectively represented as

a(vi) =
∑

j:(vj ,vi)∈E

h(vj), h(vi) =
∑

j:(vi,vj)∈E

a(vj). (4)
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We express it into a matrix form, and after substitution we could solve it with the similar
method with PageRank

ak+1 = LTLak, hk+1 = LLThk, (5)

where

Li,j =

{
1, (vi, vj) ∈ E,
0, otherwise.

(6)

Similar to PageRank, the rank list is also obtained based on the authority score.

4.3 Heat Diffusion

We utilize heat diffusion to describe correlations among different users, which is in-
spired by the physical phenomenon that the heat always flows from a high temperature
position to a low temperature position. We describe the process in a directed graph
G(V,E), V is the set of all users in the social graph, and E represents the set of
pipes. Each pipe from vi to vj is denoted by (vi, vj), meaning that vj trusts vi and
the heat flows only from vi to vj . By using diffusion process, the node vi receives∑

j:(vj ,vi)∈E αfj(t)Δt/dj amount of heat from all its neighbors. α is the heat diffu-
sion coefficient; dj is the out degree of node vj ; and fj(t) is the heat at node vj at
time t. At the same time, vi will also diffuse αfi(t)Δt/di amount of heat to each of its
subsequent nodes. To sum up, the value of the heat node vi changed from time t to time
t+Δt is formulated as

fi(t+Δt)− fi(t)

Δt
= α(−τifi(t) +

∑
j:(vj ,vi)∈E

fj(t)

dj
), (7)

where τi is the indicator function to identify whether node vi has any out-links or not.
We express it into a matrix form and in the limit Δt→ 0, it becomes

d

dt
f(t) = αHf(t), (8)

where

Hi,j =

⎧⎨⎩
1/dj, (vj , vi) ∈ E,
−τi, i = j,
0, otherwise.

(9)

This differential equation could be solved easily. In the consideration of the high time
complexity, a discrete approximation is employed to calculate the formula [7]

f(t) = (I+
αt

P
H)P f(0), (10)

where P is a positive integer. By using heat diffusion, the value of the diffused heat
indicates the trust value among users. In order to get the rank of the trust value, for
each user vi, we set f(0) = 0, and fi(0) = h0 > 0, then execute the heat diffusion
process, and finally obtain f(t). In f(t), fj(t) with a higher score means vi is much
easier to influence vj . So we get the rank r(i), which indicates who is more likely to be
influenced by vi. We utilize rj(i) to approximate the rank of vi in the trust list of vj .
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Table 1. Dataset Statistics

Statistics User Item Trust Be Trusted
Min. Num. 8 2 1 1
Max. Num. 442 910 1,060 1,135
Avg. Num. 34.70 34.53 35.79 35.79

Table 2. Overall Performance Comparisons

Training Data Metrics
D=5

PMF Social PCC PageRank HITS HD PCC-HD

90%
MAE 1.1000 1.0413 1.0395 1.0325 1.0344 1.0383 1.0354

RMSE 1.3375 1.2953 1.2950 1.2894 1.2905 1.2938 1.2895

80%
MAE 1.1292 1.0410 1.0394 1.0378 1.0350 1.0361 1.0342

RMSE 1.3498 1.2975 1.2963 1.2925 1.2912 1.2900 1.2853

Training Data Metrics
D=10

PMF Social PCC PageRank HITS HD PCC-HD

90%
MAE 1.0978 1.0565 1.0532 1.0406 1.0409 1.0401 1.0384

RMSE 1.3590 1.3182 1.3238 1.3111 1.3103 1.2809 1.2798

80%
MAE 1.0986 1.0505 1.0491 1.0483 1.0477 1.0469 1.0450

RMSE 1.3751 1.3500 1.3247 1.3186 1.3210 1.3175 1.3170

5 Experiments

5.1 Dataset

We used Epinions1 as the dataset of our experiments. Users could share their opinions
on different products and rate them from 1 star to 5 stars. The ratings could be reviewed
and influence others’ opinion on the product. On Epinions, each user has a trust list,
which is a set of directed links from the user to the trusted ones.

The dataset we used in our experiments consists of 49,289 users who rated a total of
139,738 different items at least once. The number of rating is 664,824. The density of
the user-item matrix is less than 0.01%. The dataset also contains 487,183 issued trust
statement. In order to make the experiment more efficient, we chose 5,095 active users
and 5,206 hot items. The statistics of the data source is shown in Table 1.

5.2 Baselines

In our experiments, in order to show the performance of our approaches, we made
comparisons with PMF, social-based PMF, social-based PMF with PCC and our graph-
based PMF .

1. PMF is the most commonly used approach, which only factorize the User-Item
matrix into User latent matrix and Item latent matrix to make the prediction.

2. Social-based PMF is a traditional recommender system fusing social information,
it treats the friends of a user equally.

1 www.epinions.com
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Fig. 3. Performance Comparison on Different Users

3. Social-based PMF with PCC is another social-based method, it utilizes PCC to
evaluate the weight of trust value Si,j .

4. Graph-based PMF is our approach, 3 graph algorithms are used in our experi-
ments, PageRank, HITS and Heat Diffusion.

5. Additionally, in order to illustrate the contribution of distinguishing the social ties
in the process of influence flowing, we utilized PCC to distinguish the heat diffusion
coefficient α in the heat diffusion process and named it PCC-HD.

We randomly selected 90% and 80% of all the ratings as the training set, and the
remaining as the test set. In the experiment we used 5 dimensions and 10 dimensions
respectively to describe latent factors. The parameter α was set to 0.8, and λU = λV =
0.001. The Mean Absolute Error (MAE) and the Root Mean Square Error (RMSE) were
used to measure the effectiveness of our recommendation methods.

5.3 Overall Performance

Experimental results are shown in Table 2. It can be observed that, among the methods,
social recommendation methods generally perform better than the method without so-
cial information (PMF), which is consistent with previous work. Our social recommen-
dation methods with distinguished social ties outperform the ones without distinguished
social ties. Within the our four recommendation algorithms, PCC-HD performs better
than other graph-based methods, especially the heat diffusion without distinguishing
social ties. So it is effective in distinguishing the social ties in influence propagation
process. In order to illustrate our approaches perform well on different rating num-
ber users, we divided the users into five groups based on the number of ratings in the
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Fig. 4. Impact of Parameter α (Dimensionality=10)

training set, and predicted the ratings on each group. Fig. 3 shows the results of the
experiment. The number of ratings is respectively 1−10, 11−20, 21−30, 31−40 and
> 40. The user distribution is shown in Fig. 3(a) and the rating distribution is shown
in Fig. 3(b). Fig. 3(c) shows the RMSE of each group(80% as training data) with five
different methods, and Fig. 3(d) shows the MAE of each group(80% as training data)
with five different methods. It is clear that our graph-based PMF models perform well
on different groups, especially when there are little observed ratings of each user.

5.4 Parameter Analysis

In our graph-based method, the parameter α is used to balance the properties of the
user himself and the properties of his friends. In this experiment, we set α from 0 to 1
with the step of 0.1 to observe the performance change with the change of α. In our ap-
proaches, α = 1 means the model only contains the user-item matrix itself without any
social information, and α = 0 means the model only contains social information. In the
experiment we used 80% percent training data. The results are shown in Fig. 4(a) and
Fig. 4(b) which indicates that the value of α could change the performance of our mod-
els by balancing the percentage of the user’s own property and the social information.
The optimal value of the parameter α is around 0.3.

6 Conclusion

In this paper, we have proposed a graph-based model for recommender systems. The
purpose of our work is to distinguish the social ties of each user to make the social
graph fused in recommender systems more accurately, rather than to unfairly treat each
social tie equally. We have utilized PageRank, HITS and Heat Diffusion algorithms in
our methods. Experiments conducted have illustrated that the proposed approaches are
effective on different users with different observed number of ratings. Compared with
PMF and previous social recommendation methods, our approaches have achieved a
significant improvement under different configurations.
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Abstract. QoS prediction is critical to Web service selection and rec-
ommendation, with the extensive adoption of Web services. But as one
of the important factors influencing QoS values, the geographical infor-
mation of users has been ignored before by most works. In this paper,
we first explicate how Probabilistic Matrix Factorization (PMF) model
can be employed to learn the predicted QoS values. Then, by identi-
fying user neighbors on the basis of geographical location, we take the
effect of neighbors’ experience of Web service invocation into consider-
ation. Specifically, we propose two models based on PMF, i.e. L-PMF
and WL-PMF, which integrate the feature vectors of neighbors into the
learning process of latent user feature vectors. Finally, extensive experi-
ments conducted in the real-world dataset demonstrate that our models
outperform other well-known approaches consistently.

Keywords: QoS Prediction, Web Service, Probabilistic Matrix Factor-
ization, Data Sparsity.

1 Introduction

A Web service is a self-describing programmable application used to achieve
interoperability and accessibility over a network, which is implemented in a stan-
dard language and published through a specific protocol [1]. Based on Service-
Oriented Architecture (SOA), Web service plays an important role in developing
inner- and inter-enterprise information systems. Meanwhile, since Web service
technologies are widely utilized in cloud computing, especially in Software-as-a-
Service (SaaS) platform, the number of Web services is exploding.

Apart from the functionality of Web services, the non-functional properties
termed as Quality of Service (QoS) are also identified as distinguishing charac-
teristics of Web services, in which price, response time and some other properties
are included. QoS plays a critical role in Web service selection, discovery and
recommendation, especially in the case that the candidates faced by users have
similar functions [2]. But in most cases, users can only access a small number of
QoS values due to the following reasons: 1) Since the number of Web services
is extremely large, it is unrealistic to invoke all of them. 2) QoS values of many

X. Lin et al. (Eds.): WISE 2013, Part I, LNCS 8180, pp. 229–242, 2013.
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Web services are inconstant and sensitive to the alteration of their infrastruc-
ture, for instance, network bandwidth. In real world applications, those missing
values need to be predicted for Web service selection and recommendation.

As one of the most widely adopted approaches to predicting missing ratings
in recommender systems, Collaborative Filtering (CF) has been used to solve the
problem of QoS prediction by Web service community in recent years [3–5].
Two kinds of memory-based CF algorithms have been mainly employed, i.e. user-
based and item-based model, both of which utilize similar users or items sharing
similar historical records [9]. The core process of CF is the similarity calculation
between two users or items, which usually employs Pearson Correlation Coeffi-
cient (PCC) as the similarity measurement. But such kinds of approaches suffer
from the following drawbacks due to the utilization of PCC: 1) Techniques based
onPCC fail to solve the problem so-called ’cold-start’, whichmeans that a user has
never invoked any Web services or a Web service has never been invoked by any
users. 2) PCC can only take the subjective preferences of users into consideration,
but ignores the fact that QoS is mainly determined by the physical environment
[6]. Therefore, these drawbacks degrade the prediction accuracy of CF techniques,
and limit the usability.

Recently, a few works have noticed the effect of users’ location on QoS values,
which are based on the observation that users located in different areas can
undergo different experience in the invocation process of the same Web service,
due to the diverse physical infrastructure [4, 6]. A concrete example is given
in the following. According to the report of Akamai in the second quarter of
the year 2012, South Korea and Japan are the top two countries in the average
connection speed, while China has relatively low connection speed [8]. So in such
a case that users in Seoul, Tokyo and Beijing invoke the same Web service for
weather forecast, users in Seoul and Tokyo will experience shorter response time
than users in Beijing do. Meanwhile, the response time may be further shorter
for users in Seoul than in Tokyo. Figure 1(a) shows the scenario of location-aware
Web service invocation.

Besides, another intractable issue in QoS prediction is data sparsity, the rea-
sons of which have been presented in the second paragraph of this section.
High data sparsity means that most entries in the user-service invocation matrix
(shown in Fig. 1(b)) are empty, which leads to the failure of techniques based on
PCC. Figure 1(b) shows the task to fulfill missing values in the matrix. As the
same situation with QoS prediction, data density is usually extremely sparse in
recommender systems [9]. Recently, Probabilistic Matrix Factorization (PMF)
has been proposed to predict ratings, especially in the case of extreme data spar-
sity and massive data volume, and has been proved more effective than other
approaches [10, 12, 13]. But QoS values are principally affected by objective
operating environment of Web services, which are different from user ratings
mainly affected by users’ subjective preferences. So approaches based on PMF
need much modification to model QoS prediction effectively.

To address these problems, in this paper, we propose a method of predicting
QoSvalues based on the combination of PMFmodel and geographical information.
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(a) Location-aware Web Service Invoca-
tion

 service1 service2 service3 service4 

user1 11q     

user2  22q   24q  

user3     

user4 41q    44q  

user5   53q   

 (b) User-Service Invocation Matrix

Fig. 1. Web Service Invocation Scenario in Real World

First, we gain preliminary predicted values by learning latent user and service fea-
ture vectorswith the basic PMFmodel. Then, after identifying the k nearest neigh-
bors of a user, the basic PMFmodel is extended to be an enhanced location-aware
model through fusing the QoS values of the user and neighbors together. Further,
the predication accuracy of the model is promoted by weighting the contribution
of each neighbor, and we get the final weighted location-aware PMFmodel. In the
end, extensive experiments are conducted, demonstrating that our models outper-
form other well-known algorithms consistently.

In summary, the contributions of this paper can be concluded as follows:

1. We explicate and verify the effectiveness of PMF model in QoS prediction
for Web services.

2. We expound and demonstrate the importance of the utilization of geograph-
ical information for Web service QoS prediction.

3. We propose two ways to utilize the geographical information by identifying
users’ neighbors, and further gain two corresponding location-aware PMF
models to improve the predication accuracy.

4. We conduct comprehensive experiments with the real-world dataset, demon-
strating the effectiveness of our methods.

The rest of this paper is organized as follows: Section 2 summarizes related
works in QoS prediction for Web services and PMFmodel. Section 3 first presents
how PMF model can be used to predict QoS values, and then gives a detailed
explanation of the two models based on the fusion of PMF model and the ge-
ographical information. Section 4 presents the experimental results in perfor-
mance, and investigates the effects of the parameters. Section 5 concludes the
paper and discusses the future work.

2 Related Work

QoS prediction is critical to many key problems in Web service domain, such as
Web service selection [14], discovery [15], composition [16] and recommendation
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[5]. Currently, Collaborative Filtering is the most widely adopted algorithm to
predict QoS values in Web service community due to the simplicity and maturity.

Shao et al. [3] utilized the user-based CF algorithm for QoS prediction, which
was modified with the combination of the positive and negative correlation.
Zheng et al. [5] proposed a hybrid CF model fusing the user-based and item-
based CF algorithms together, in which confidence weights were used to balance
the respective weights of the two models. Though the CF-based methods are easy
to implement and relatively effective, they suffer from sharp accuracy declination
in the case that QoS values are sparse, and can hardly integrate any other factors
into the model, for instance, the geographical information utilized in this paper.

The contribution of geographical information to the improvement of QoS pre-
diction accuracy has been studied recently. Chen et al. [4] developed a hierar-
chical clustering algorithm to identify users’ neighbors with similar historical
Web service invocation experience, and then, these people were supposed to be
in the same region. This approach is unreasonable since for example, though
users in Seoul and in Tokyo may have similar QoS values in a certain period,
changes of infrastructure in Seoul cannot make any difference on users’ experi-
ence of Web service invocation in Tokyo. Lo et al. [6] took the influence of users’
neighbors into consideration from the real geographical sense, which appended a
third regularization term at the end of the objective function of SVD-like Matrix
Factorization [11]. Since the main purpose of such a kind of usage is to forbid
overfitting in the learning process, it is hard to give a persuasive interpretation
from the perspective of neighbors’ contributions to QoS values. Besides, SVD-like
Matrix Factorization has been proved a special case of PMF model, in the sense
that the distribution of QoS values is assumed to be the Gaussian distribution
[10]. So our models can be viewed as frameworks since any other distributions
can be integrated into them.

PMF model has been used for rating prediction in recommender systems
recently. Salakhutdinov et al. [10] built the basic PMF model and demonstrated
its effectiveness in the well-known dataset of Netflix [17]. Ma et al. [12, 13]
proposed two different ways of integrating the contributions of users’ trusted
friends to the final ratings into PMF model. In one work, a rating consisted of
two parts, in which one part was learned from the user’s own preference and the
other was learned from the preferences of friends. In this paper, the predicted
QoS value is also decomposed into two parts and takes advantage of the whole
invocation experience of the user and his or her neighbors.

3 QoS Prediction with Probabilistic Matrix Factorization

In this section, we first build the basic PMF model to learn latent user features
and service features. Then, in Sect. 3.2, we give an explication of the two location-
aware PMF models. In the end, the complexity of our algorithms is analyzed in
detail.
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Fig. 2. Graphical Models for User and Service Features Learning

3.1 User and Service Features Learning

As a probabilistic factor analysis model, PMF can factorize the high rank user-
service invocation feature space into a joint low rank feature space, in which users
and Web services are both represented by low dimensional feature vectors. Then
the predicted QoS value is gained as the inner product of two corresponding
feature vectors. The basic insight of PMF is that the number of factors domi-
nating the quality of Web service invocation is limited, and the final QoS value
is mainly determined by how those factors act upon users and Web services. So
the key task is to learn the latent feature matrices of both sides.

Let Q = {qij} represents the m×n user-service invocation matrix depicted in
Fig. 1(b). Note that qij ∈ [0,∞), in which 0 means that a user has never invoked
the Web service before or the QoS value has been missing. Let U ∈ Rd×m and
S ∈ Rd×n represent latent user and service feature matrices respectively, in
which the column vector Ui and Sj represent the latent user and service feature
vectors respectively, and the dimensionality of them is both d. The conditional
distribution over the observed QoS values is defined as

P (Q|U, S, σ2
Q) =

m∏
i=1

n∏
j=1

[
N (qij |UT

i Sj , σ
2
Q)

]Iij
, (1)

where N (qij |UT
i Sj , σ

2
Q) denotes the probabilistic density function of the Gaus-

sian distribution with the mean UT
i Sj and standard deviation σQ [10]. Iij is the

indicator whose value equals to 1 if user i invoked Web service j before and
equals to 0 otherwise. Meanwhile, we set zero-mean spherical Gaussian prior on
user and service feature vectors as

P (U |σ2
U ) =

m∏
i=1

N (Ui|0, σ2
UI), P (S|σ2

S) =
n∏

j=1

N (Sj |0, σ2
SI), (2)
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where I is the identity matrix. Then, the posterior probability of (U, S) is ob-
tained through Bayesian inference as

P (U, S|Q, σ2
Q, σ

2
U , σ

2
S) ∝ P (Q|U, S, σ2

Q)× P (U |σ2
U )× P (S|σ2

S)

=

m∏
i=1

n∏
j=1

[
N (qij |UT

i Sj , σ
2
Q)

]Iij
×

m∏
i=1

N (Ui|0, σ2
UI)×

n∏
j=1

N (Sj |0, σ2
SI).

(3)

We denominate this algorithm as basic PMF model, the probabilistic graphical
model of which is depicted as Fig. 2(a).

3.2 Location-Aware Features Learning

Since QoS values of the Web service invoked by users in the same area tend to
be similar, we hold the view that it is not enough to predict QoS values just
employing the user’s own latent features. So in the following two new models,
the predicted QoS value is divided into two parts, one is learned from the user’s
own latent features, and the other is learned from the neighbors’ latent features.

Integrating K Nearest Neighbors’ Features. First, the neighbors L of
user u are identified by the distance dul between user l and user u, which can be
calculated in advance via Euclid Distance of user’s longitude and latitude. Then,
the average predicted QoS value of a Web service invoked by the neighbors is
learned as

q̂L =
1

|L|

k∑
l=1

UT
l Sj ,

where L represents those users who are in the k nearest neighbors set of user u,
so |L| exactly equals to k. Further, the final QoS value can be learned as

qij ≈ q̂ij = αUT
i Sj +

(1− α)

|L|

k∑
l=1

UT
l Sj ,

where α is a regulatory factor to adjust the weight of the two parts. Therefore,
with the same Bayesian inference procedure in the basic PMF model, we can
gain the location-aware PMF model (L-PMF) as

P (U, S|Q, σ2
Q, σ

2
U , σ

2
S)

∝
m∏
i=1

n∏
j=1

[
N (qij |(αUT

i Sj +
(1− α)

|L|

k∑
l=1

UT
l Sj), σ

2
Q)

]Iij
×

m∏
i=1

N (Ui|0, σ2
UI)×

n∏
j=1

N (Sj |0, σ2
SI).

(4)

The probabilistic graphical model of location-aware PMF model is depicted as
Fig. 2(b), with wij = 1 (j = 1...k) in the graph consistently.



Personalized Location-Aware QoS Prediction for Web Services 235

Distinguishing Neighbors’ Significance with Weight. In location-aware
PMF model, the contributions of all neighbors are treated equally, which are not
so corresponding with the real scenario of Web service invocation. In reality, the
infrastructure of neighbors who are nearer is more similar with that of the user,
so QoS values of the same Web service invoked by them are more close. Taking
this fact into account, we define the similarity between two users as

Simil = exp(−dil),

where dil is the distance between user i and user l, and Simil ∈ (0, 1]. Simil = 1
means that dil equals to 0, namely that user i and user l live in the exactly
same place, and Simil → 0 means that the two users live extremely far, for
instance, user i live in Tokyo while user l live in Kabul. Note that the form of
the similarity calculation formula is not exclusive, since any similarity formula
satisfying the properties that exp(−dil) owns can be a candidate. Further, the
normalized similarity as the measurement of the individual importance of each
neighbor is calculated as

wil =
Simil∑

g∈L Simig
,

Finally, the final QoS value of Web service j invoked by user i is learned more
properly as

qij ≈ q̂ij = αUT
i Sj + (1 − α)

k∑
l=1

wilU
T
l Sj ,

Therefore, we get the weighted location-aware PMF model (WL-PMF) as

P (U, S|Q, σ2
Q, σ

2
U , σ

2
S)

∝
m∏
i=1

n∏
j=1

[
N (qij |(αUT

i Sj + (1− α)

k∑
l=1

wilU
T
l Sj), σ

2
Q)

]Iij
×

m∏
i=1

N (Ui|0, σ2
UI)×

n∏
j=1

N (Sj |0, σ2
SI),

(5)

Further, the logarithmic form of the posterior probability is expressed as

lnP (U, S|Q, σ2
Q, σ

2
U , σ

2
S)

= − 1

2σ2
Q

m∑
i=1

n∑
j=1

Iij(qij − (αUT
i Sj + (1− α)

k∑
l=1

wilU
T
l Sj))

2

− 1

2σ2
U

m∑
i=1

UT
i Ui −

1

2σ2
S

n∑
j=1

ST
j Sj

− 1

2
((

m∑
i=1

n∑
j=1

Iij) lnσ
2
Q +MD lnσ2

U +ND lnσ2
S) + C,

(6)
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where C is a constant independent of those variables. Maximizing the above
log of the posterior distribution over latent feature matrices with fixed hyper-
parameters (i.e. the standard deviation of the prior probability) is equivalent to
gaining the minimum sum of squared errors formalized as the objective function
with quadratic regularization terms as follows:

E =
1

2

m∑
i=1

n∑
j=1

Iij(qij − (αUT
i Sj + (1− α)

k∑
l=1

wilU
T
l Sj))

2

+
λU

2
‖U‖2F +

λS

2
‖S‖2F ,

(7)

where λU = σ2
Q/σ

2
U and λS = σ2

Q/σ
2
S , and ‖ · ‖2F denotes the Frobenius norm.

Gradient descent can be used over matrix U and S to find a local minimum of
the objective function in Eq. (7). So for the ’cold-start’ user or service, even if the
result learned from the own corresponding feature vectors is not so satisfying,
the accuracy of the predicted value can be further improved by the rectification
of learning results of neighbors’ feature vectors. The partial derivatives of the
objective function over latent user and service feature vectors are as follows:

∂E

∂Ui
= α

n∑
j=1

IijSj(αU
T
i Sj + (1− α)

k∑
l=1

wilU
T
l Sj − qij)

+ (1− α)
∑

g∈G(i)

n∑
j=1

IgjwgiSj((αU
T
g Sj + (1 − α)

k∑
l=1

wglU
T
l Sj)

− qgj) + λUUi,

∂E

∂Sj
=

m∑
i=1

Iij((αU
T
i Sj + (1− α)

k∑
l=1

wilU
T
l Sj − qij)

× (αUi + (1 − α)

k∑
l=1

wilUl)) + λSSj ,

(8)

where G(i) contains all the users whose neighbors include user i. The form of the
partial derivatives over Ui and Sj in L-PMF is almost the same with those in
Eq. (8), except that wil equals to 1 and (1−α) is substituted by (1−α)/|L|. In
the following experiments, λU and λS are set to the same value for convenience.

3.3 Complexity Analysis

The main computational cost of the two models arises from the procedure of
gradient descent based on Eq. (8), the number of iterations of which is an abso-
lutely small constant. So we only need to analyze the computational complexity
of ∂E/∂Ui and ∂E/∂Sj.

The computational complexity of ∂E/∂Ui and ∂E/∂Sj in a single iteration is
O(ρQkd+ ρQḡkd) and O(ρQkd+ ρQk) respectively, where ρQ denotes the non-
empty values in the user-service invocation matrix and d is the dimensionality of
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Table 1. Statistics on users’ neighbors

k ḡ
Matrix Density=5% Matrix Density=10%
k/ρQ ḡ/ρQ k/ρQ ḡ/ρQ

40 41.035 0.04% 0.042% 0.02% 0.021%

100 100.593 0.1% 0.1% 0.05% 0.051%

160 160.873 0.16% 0.16% 0.08% 0.082%

latent feature vectors, which also is a small constant. And ḡ denotes the average
number of the users whose k nearest neighbors include user i. In most cases, k
and ḡ are far less than ρQ, which are verified by the statistical results calculated
on the dataset described in Sect. 4 and shown in Table 1. Therefore, the com-
putational complexity above can be simplified into O(ρQḡkd) and O(ρQkd), and
finally approximately combined into O(ρQḡkd) together, which indicates that
the computational complexity is linearly scalable to the size of datasets, so the
two models can be employed on very large datasets.

4 Experiments and Evaluation

In this section, extensive experiments are conducted by comparison to other
well-known approaches to answer the following questions: 1) How does the per-
formance of our two models compare with the state-of-the-art algorithms in QoS
prediction for Web services? 2) What is the best k to incorporate the effect of
neighbors into this problem? 3) What is the most proper α to regulate the in-
fluence of the user and neighbors in the learning process of QoS values? 4) How
many latent features should be employed to learn the final QoS value?

4.1 Dataset Description

The dataset offered by Zheng et al. [18], which contains 339 users and 5825
Web services, is used to conduct our experiments. Geographical information and
response time are gained from the file userlist.txt and rtmatrix.txt respectively.

4.2 Metrics

As one of the most commonly used evaluation metrics in recommender systems
[9], Root Mean Squared Error (RMSE) is employed here to measure the predic-
tion accuracy of all approaches, which is defined as follows:

RMSE =

√
1

N

∑
i,j

(qij − pij)2,

where qij and pij are the true and predicted values respectively, and N is the
number of values in the testing dataset. Meanwhile,Mean Absolute Error (MAE)
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is gained with RMSE synchronously after the exactly same learning process,
which is defined as:

MAE =
1

N

∑
i,j

|qij − pij |.

4.3 Comparison and Performance

Several other state-of-the-art approaches are chosen to compare with our two
models, including:

1. UPCC: This approach is much similar with user-based CF, which first calcu-
lates the similarity between users based on PCC and then gains the predicted
value as the weighted average of the known values of the similar users [3].

2. IPCC: This approach is similar with UPCC, except that the key procedure
is the similarity calculation between items [7].

3. UIPCC: This approach combines the advantage of UPCC and IPCC by
balancing the proportions of them in the final result [5].

4. RegionKNN: This approach classifies services and users into different regions,
and modifies UPCC by the similarity computation between regions and the
identification of similar services and users in the same regions [4].

5. Basic-PMF: This approach is proposed by [10], and has been verified to be
effective in recommender systems. A detailed explanation is given in this
paper to show how basic PMF model can be used for QoS prediction.

6. LBR2: This approach first calculates the difference of latent feature vectors
between the user and the neighbors, and then appends the Frobenius norm
of the difference to the objective function of Matrix Factorization model[6].

The whole dataset is divided into training data and testing data by randomly
removing a large number of QoS values in user-service invocation matrix. For
instance, 95% values are removed randomly as testing data, and the 5% left in
the matrix is trained to predict those removed ones. More specifically, four types
of data sparsity are used to conduct the experiments, which are 95%, 90%, 85%
and 80% respectively. In our experiments, the default parameter settings are
k = 40, α = 0.6 and d = 10, in which d represents the dimensionality of the
latent feature vector. Moreover, λU and λS are set to 0.001 equally in all of the
following experiments.

Table 2 shows that Basic-PMF gets better prediction accuracy than Re-
gionKNN and UIPCC, which verifies its effectiveness. Meanwhile, our two mod-
els achieve smaller RMSE and MAE under all situations of data sparsity.
Besides, WL-PMF gets better performance than L-PMF in most cases, which
is consistent with the fact that the neighbors who are nearer share more similar
invocation experience with the user. Further, WL-PMF gains 5.68% and 3.80%
performance improvement in RMSE, as well as 10.27% and 6.61% improvement
in MAE on average, in comparison with Basic-PMF and LBR2 respectively.
Moreover, prediction accuracy raises with the increasing of data density, which
is a natural phenomenon showing that more historical records can depict user
features more accurately.
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Table 2. Accuracy Comparison(A Smaller RMSE or MAE value means better perfor-
mance)

Approach
Matrix Density (MD)

MD=5% MD=10% MD=15% MD=20%
RMSE MAE RMSE MAE RMSE MAE RMSE MAE

UPCC 1.6670 0.7839 1.6012 0.7445 1.4745 0.6824 1.4179 0.6418

IPCC 1.5231 0.7838 1.4585 0.7296 1.4184 0.6839 1.3430 0.6111

UIPCC 1.5059 0.7639 1.4349 0.6862 1.4065 0.6698 1.3341 0.5919

RegionKNN 1.4932 0.7620 1.4047 0.6659 1.3564 0.6483 1.3134 0.5911

Basic-PMF 1.4995 0.7450 1.3790 0.6183 1.3326 0.6020 1.2730 0.5649

LBR2 1.4671 0.7132 1.3286 0.6130 1.3196 0.5726 1.2608 0.5332

L-PMF 1.4347 0.6635 1.2955 0.5667 1.2411 0.5292 1.2106 0.5095

WL-PMF 1.4345 0.6702 1.2908 0.5656 1.2389 0.5275 1.2099 0.5077

In the following parts, we conduct experiments on the impact of the parame-
ters α, k, d only with WL-PMF for space limitation.

4.4 Impact of α

The parameter α regulates the respective proportions of latent feature vectors of
the user and his or her neighbors in the learning process of missing QoS values.
We investigate the impact of α from the range of 0.1 to 0.9 in the experiment
settings of k = 40 and d = 10, under the matrix density equals to 10% and 15%
respectively.
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Fig. 3. Impact of α (k = 40, d = 10)

As shown in Fig. 3, RMSE and MAE both reach the minima in the range
of 0.5 to 0.7, and get acceptable and relatively small values when α continues
increasing. But they suffer from drastic fluctuation and get large values below
0.5. This changing trend indicates that though the contributions of the feature
vectors of neighbors take importance roles, but the significance of the user’s own
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feature vectors are always dominant. Finally, we can draw such a conclusion that
if neighbors feature vectors account for a too large proportion, it will lead to the
deviation of the predicted value from the real QoS value, so α must be not less
than 0.5. Besides, if α equals to 1, WL-PMF model is degenerated into the basic
PMF model, the performance of which is comparatively lower.

4.5 Impact of k

The parameter k determines the number of neighbors whose latent feature vec-
tors are integrated into the targeted QoS value. In ideal conditions, only those
neighbors who are near enough to ensure that they really share similar infras-
tructure with the user should be involved in. We investigate the impact of k in
the experiment settings of α = 0.6 and d = 10.
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Fig. 4. Impact of k (α = 0.6, d = 10)

Figure 4 shows that, from the perspective of both RMSE and MAE, WL-
PMF achieves the highest prediction accuracy when k = 40, and suffers from
performance degradation when k is much smaller or bigger. This phenomenon
demonstrates that on the one hand, those neighbors relatively farther away may
introduce noise into the predicted value, and on the other hand, too small num-
ber of neighbors cannot provide enough valuable auxiliary information for the
learning process. Meanwhile, since the extent of variation of RMSE and MAE
is relatively small from k = 10 to k = 190, it shows that WL-PMF has high
scalability and flexibility to the number of neighbors.

4.6 Impact of d

The parameter d controls the number of latent features of a user, which cannot
be observed directly. We investigate the impact of d in the value range of 5 to
30 in the experiment settings of k = 40 and α = 0.6. As shown in Fig. 5, as d
increases, both RMSE and MAE first decrease, and reach the minima at d = 10,
and then begin to increase again.
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Figure 5 also shows that WL-PMF gains satisfactory accuracy among values
from 5 to 20, but performs not so well from the value 25, which indicates that
the actual number of features dominating the experience of a user in Web service
invocation is limited. Meanwhile, since the threshold with the smallest RMSE is
10, it is inferred that the factors influencing the process of Web service invocation
is relatively various in the real world. But this result does not mean that in every
practical scenario, the optimal value of d is always 10 due to the variety and
complexity of factors influencing QoS values.
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5 Conclusions and Future Work

In this paper, we first expound the significance of involving geographical infor-
mation in the problem of QoS prediction for Web services. Then an interpre-
tation describing how PMF model can be used to solve this problem is given
in detail. Afterwards, two models based on PMF that combine with the effects
of neighbors are proposed to gain higher prediction accuracy. In the two mod-
els, we explain how to incorporate the invocation experience of neighbors into
the learning process of latent user feature vectors. Finally, our approaches are
verified to be effective through sufficient experiments.

In the future, for one thing, we will explore the way of utilizing the interaction
between QoS properties, since some QoS members are interrelated, for instance,
availability and throughput. For another, we will try to utilize the geographical
information of Web services to further improve the prediction accuracy.
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Abstract. Ensuring reliability in Web service compositions is of
crucial interest as services are composed and executed in long-running,
distributed mediums that cannot guarantee reliable communications.
Towards this, transactional behavior has been proposed to handle and
undo the effects of faults of individual components. Despite significant
research interest, challenges remain in providing an easy-to-use, formal
approach to verify transactional behavior of Web service compositions
before costly development. In this paper, we propose the use of temporal
logic templates to specify component-level and composition-level trans-
actional requirements over a Web service composition. These templates
are specified using a simple format, configured according to scope and
cardinality, and automatically translated into temporal logic. To verify
design conformance to a set of implemented templates, we employ model
checking. We propose an algorithm to address state space explosion
by reducing the models into semantically equivalent Kripke structures.
Our approach facilitates the implementation of expressive transactional
behavior onto existing complex services, as demonstrated in our experi-
mental study.

1 Introduction

Service-oriented architectures and Web services have been the focus of active
research in the past decade [1–3]. Despite significant interest in techniques for
designing, deploying, and ensuring reliability of Web services, many existing ser-
vices experience severe issues such as timeout, dependability and unexpected
behavior [4]. Market pressures that require ad-hoc deployment without proper
quality assurance contribute to this issue. An important challenge remains veri-
fying the correctness of a Web service composition with respect to fault-handling
logic at design-time. This will permit developers to identify design flaws before
costly development and improve the quality of the service composition [2, 3, 5].

Transactional behavior can be used to contain, handle, and undo the effects of
faults in the execution of a Web service composition [3, 5, 6]. Requirements for
transactional behavior need to be drawn from application-specific business logic
that dictate which faults are acceptable, retriable, or recoverable. For example,
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a service to retrieve customer details can be retried safely, but services to com-
mit payment or place orders may require recovery or replacement upon failure.
Business logic can also dictate requirements at the composition-level, such as
compensatory processes to rollback all execution effects [7].

A formal yet practical process of specifying transactional behavior and re-
quirements, followed by the verification of the Web service composition design
can significantly reduce development and maintenance cost, and also increase
credibility and reliability in the deployed service. Previous approaches have pro-
posed the detailed specification of failure models [5], composition risk levels
[7], or the definition of vital components for the successful completion of Web
services [3]. These approaches offer significant improvements towards the verifi-
cation of transactional requirements, but tend to lead to state space explosion
when verified [8] or restrict the transactional requirements that can be verified.
A method to specify transactional requirements that, to the best of our knowl-
edge, is yet to be explored, is the adaptation of temporal logic patterns [9–11].
These are frequently used structures of temporal logic properties [12], that can
be implemented to specify sophisticated requirements. This allows users to take
advantage of the expressive power of temporal logic, while reducing the effort
and error-prone nature of pure manual specification.

In this paper, we propose a modeling approach for the design of transactional
Web service compositions that allows users to specify transactional requirements
formally using temporal logic templates and verify conformance at design time.
Our earlier work has proposed a novel model that separates the service behavior
into operational and control behaviors, allowing for flexible design, development,
and verification of complex Web services [2]. The operational behavior contains
the underlying business logic of the system, while the control behavior main-
tains the transactional state and guides the execution of the service. A set of
pre-defined messages enable conversations between operational and control be-
havior that trigger the execution of components, indicate faults, specify recovery
operations, and signal completion, among other operations [13]. We extend our
previous work by enabling the control and operational behaviors to be verified
against transactional requirements drawn from the business logic specified by
the user with temporal logic templates. The main contributions of our work are:

– A set of temporal logic templates to formally specify component-level and
composition-level transactional requirements derived from business logic to
facilitate the verification of composite Web services.

– A service verification approach based on model checking that utilizes tem-
poral logic properties obtained from implemented templates to verify trans-
actional requirements, while addressing state space explosion with model
reduction measures.

– A prototype implementation that facilitates our verification approach over
Web service composition designs as control and operational behavior models.

The remainder of the paper is organized as follows. Section 2 presents an
overview of the control and operational behavior approach for Web service mod-
eling. Section 3 outlines our approach for capturing transactional requirements
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with temporal logic templates. Section 4 describes how a design can be verified
against these requirements in our approach. Section 5 reports the prototype im-
plementation and experimental study. Finally, Section 6 contrasts our work with
related work and Section 7 concludes this paper and discusses future directions.

2 Background

To specify transactional Web service compositions at design-time, we adapt the
modeling method proposed in our previous work [2], based on the separation
of Web service behavior into control and operational behaviors. The control
behavior is an application-independent model that maintains the transactional
state of the composition, while the operational behavior contains the application-
dependent flow of business tasks. The execution and recovery operations of the
service are directed by the control behavior, according to events reported from
the operational behavior. Using these models, this design provides a detailed
view of the functional and transactional behavior of a composition, moreover,
each perspective to be designed and modified independently.

The control and operational behavior models are expressed as a 5-tuple B =
〈S,L, T , s0,F〉 where S is a finite set of state names, s0 is the initial state,
F ⊆ S is a set of final states, and L is a set of event-condition-action labels.
T ⊆ S × L × S is the transition relation where each t ∈ T consists of a source
and target state, and a transition label. We can express these models using
statecharts, as shown in the online payment composition in Figure 1. The control
behavior model contains the transactional states of the composition, while the
operational behavior contains the flow of business tasks of the process.

[Condition]

Action

Sync

[Fail]

[Fail]

[Success]

[Success]

Recover

[Fault]

Recover

[Syncreq | 
Fault | timeout]

Sync
[Syncreq]

[Syncreq]
Sync

Control Behavior

Operational Behavior

[cannot retry]

[response:ERROR]
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Card 
Authorization

Process Single
Sale

Financial
Institution

Commit 
Payment

Payment
Failed

Not 
Activated

Activated

Suspended

Done

Rollback

Aborted

Compensated

Fig. 1. The control and operational behaviors of a basic online payment composition

To enable communication between the behavior models, we use a set of inter-
behavior messages. These allow the control behavior to direct execution, and the
operational behavior to report events and status. The messages are classified as
initiation messages that are sent from the control behavior, and outcome mes-
sages that are responses from the operational behavior. The initiation messages
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include Sync to initiate or resume execution of the service, Recover to trigger re-
covery operations, Delay to force a response from an operational behavior state,
and Ping to test the liveness of a state. The outcome messages include Success
to indicate the successful commit of the service, Fail to signal an abort, Fault
to indicate the presence of a fault that requires recovery, Ack to report the live-
ness of a state, and Syncreq to request a Sync message to retry a component or
resume execution following the recovery. These inter-behavior messages enable
us to specify transactional behavior over the design. For example, in the online
payment example in Figure 1, a Sync message could be used to trigger the pro-
cess from PUT Customer Data, and a Success or Fail message could be sent
from Commit Payment and Payment Failed respectively.

Our previous work [13] proposes a method to ensure well-formed inter-behavior
conversations that avoid deadlock, incomplete execution, and prevent inconsis-
tency between the behavior models. However, these properties are insufficient for
the designer to ensure that the transactional behavior of the model conforms to
their expectations, as the design cannot be verified against application-dependent
requirements, such as the success of critical components prior to commit, or ac-
ceptable alternative operations given a failed component.

3 Temporal Logic Templates

A developer must have confidence that a potentially long-running composition of
distributed and heterogeneous Web services will conform to a set of transactional
requirements for containing and handling faults. These requirements could apply
to failures of individual components, e.g., required recovery operations to undo
the component’s effect, or to the scope of the composition, such as components
critical for success, or relaxed atomicity conditions for failure. It is crucial to
specify these requirements formally, and identify and resolve any compliance
issues prior to Web service development.

We propose to formally specify transactional requirements with temporal logic
templates that are filled by a Web service designer to specify transactional re-
quirements. This approach adapts previous work in temporal logic patterns [9],
which simplify property specification by identifying common structural patterns.
In contrast, our work constructs templates specialized for transactional require-
ments, which allow detailed business logic to be defined to this domain. Similar
to temporal logic patterns, templates do not require expert knowledge in tem-
poral logic to use, reducing human error and effort. The templates use Linear
Temporal Logic (LTL) and Computational Tree Logic (CTL) [12], which specify
properties of a system over two different timeline representations. We employ
both languages since the properties they can specify are not equivalent [14].

Each template is defined with fields for description, design prerequisites, re-
quired variables, scope, cardinality, temporal logic and an example use. The Scope
field allows the user to limit when the transactional requirement should be ap-
plied, while the Cardinality field reduces template ambiguity by allowing users to
customize the relationship between variables. Since transactional requirements
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can apply to the behavior of the whole composition, or to specific components,
we group our templates into two categories. Component-level templates specify
requirements specific to components, and composition-level templates apply to
the transactional behavior of the entire composition. The separation of control
and operational behaviors in our design model means the components of interest
to component-level templates are the operational behavior states. In contrast,
the composition-level templates utilize control behavior states, as they present a
transactional view of the composition. The descriptions of the component-level
and composition-level templates are shown in Table 1 and 3 respectively. The
full specifications of all our templates are omitted for space, but considerators
and readers are referred to the author’s website for the full list1. A formal proof
of completeness for our template set is difficult to obtain, but in this paper we
provide a foundation of examples that can be extended easily.

Table 1. Names and descriptions of the component-level temporal logic templates

Template Signature Description
CompensateFailure

<Component,Recovery,

Card,Scope>

Specifies a component and a condition. The failure of
the component requires the condition to be satisfied in
the future, to recover from the failure.

CompensateSuccess

<Component,Recovery,

Card,Scope>

Specifies a component and a condition. When the com-
position must be undone, the condition must be satis-
fied to undo the effect of the component.

Alternative

<Component,Recovery,

Card,Scope>

Following the failure of a component, one or several al-
ternative operations, expressed as a condition, are con-
sidered acceptable replacements.

NonRetriable

<Component,Scope>

Following failure of a component, retrial is either not
possible, or the user is not interested in it.

RetriablePivot

<Component,Scope>

A component that may be retried, but not undone. Fol-
lowing its success, the service must commit.

NonRetriablePivot

<Component,Scope>

A component that may not be retried or undone, and
leads to commit or abort depending on success.

3.1 Component-Level Templates

Component-level templates specify transactional requirements for handling fail-
ures of individual components in a Web service composition. For example, a
component-level transactional requirement of the online payment composition
could specify that Card Authorization cannot be retried without first reat-
tempting PUT Card Data. Other common transactional requirements applied to
components include compensatable, retriable, pivot, replaceable, or similar labels
[3, 5–7]. However, using templates to specify these requirements, instead of ap-
plying labels to components, is a more expressive method, as it allows scope and

1 www.adelaide.edu.au/directory/scott.bourne?dsn=directory.file;field=

data;id=24812;m=view

www.adelaide.edu.au/directory/scott.bourne?dsn=directory.file;field=data;id=24812;m=view
www.adelaide.edu.au/directory/scott.bourne?dsn=directory.file;field=data;id=24812;m=view
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other options to be adjusted, and enables complex requirements to be specified,
such as satisfactory recovery conditions for specific failures.

We propose six component-level templates, as shown in Table 1. Compensate
Failure, CompensateSuccess, and Alternative, require both the component
and the compensatory or alternative operations as variables. The Card attribute
specifies the cardinality relationship between these variables. Templates Non

Retriable, RetriablePivotand NonRetriablePivot contain only a single com-
ponent and specify how that component may be treated following failure or
success. All templates contain a variable to define the Scope of the requirement.

Table 2 contains a complete specification of the CompensateFailure template.
The template is implemented by specifying an operational behavior state as the
component, and a boolean Recovery condition that when satisfied, reflects satis-
factory failure recovery. The cardinality field allows the user to specify whether
Recovery only applies to a single failure, or to several failures of the same compo-
nent. The Scope can be global (G), or a function over a condition P . Cardinality
and scope determine the LTL property to be used. As shown in the example, the
LTL property of cardinality 1:1 and global scope can be informally translated as:
it is always the case that if there is a FAULT message sent from the component,
the component will not be executed until its Recovery operation is performed;
nevertheless, a fault of the component will always be followed by Recovery. This
template can be implemented as shown by the example row, which specifies the
required fault handling at Card Authorization in the online payment design.

3.2 Composition-Level Templates

Composition-level templates differ from component-level templates by specify-
ing requirements over the entire composition, such as preconditions, triggers,
or reachability conditions for entering control behavior states. For example, in
the online payment design, the success of Card Authorization and Commit

Payment could be preconditions for commit. Our templates can capture these
requirements by using control behavior states.

The proposed set of composition-level temporal logic templates is shown in Ta-
ble 3.ControlStateCritical,ControlStateTrigger,ControlStateReachable,
and ControlStateUnreachableallowusers to specify pre-conditions, triggers and
reachability conditions for entering control behavior states. Compensation and
ConditionalCompensationallow users to verify that the compensation actions of
the composition meet requirements. The underlying properties of these compen-
sation templates partially overlap some component-level templates, but the Web
service designer can determine which template type is appropriate. For example,
if one operation undoes the effect of several components, it would be simpler to
implement a single composition-level template. Conversely, if several components
each have a corresponding rollback operation, verifying each relationship individ-
ually through component-level templates is preferable.

Table 4 shows the full template specification of ControlStateCritical,which
specifies a precondition for entering a control behavior state. To express this
property in temporal logic, LTL with past-time operators is applied [12]. The O
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Table 2. Template specification for CompensateFailure

Name CompensateFailure <Component,Recovery,Card,Scope>

Type Component-level

Variables

Component
An operational behavior state that requires recovery
upon failure.

Recovery
A condition that undoes the effect of the failure.
This can be a single component or a set of compo-
nents structured with ∧ and ∨ operators.

Card One of the cardinality options below.
Scope One of the scope options below.

Description
The failure of Component leaves an impact an effect, which must
be compensated by Recovery becoming true in the future.

Prerequisite
A Faultmessage originating fromComponent in the operational
behavior is necessary for this requirement to be verified.

Cardinality
1:1 Recovery undoes one failure of Component.
Many:1 Recovery can undo many failures of Component.

Scope

G The template applies in all executions.
P Applies during the satisfaction of a condition P .
¬P Applies during the negation of a condition P .
Before P Recover must precede the satisfaction of P .

LTL

1:1

G
G(Component.FAULT → ((¬(Activated∧

Component) ∪ Recovery)∧ F (Recovery))

P
F (P ) → G(Component.FAULT → ((¬(Activated∧

Component) ∪Recovery) ∧ F (Recovery))

¬P
G(¬P ) →

G(Component.FAULT → ((¬(Activated∧
Component) ∪Recovery) ∧ F (Recovery))

Before
P

G(Component.FAULT → (((¬(Activated∧
Component) ∧ ¬P ) ∪ Recovery)∧ F (Recovery))

Many:1

G G(Component.FAULT → F (Recovery))

P F (P ) → G(Component.FAULT → F (Recovery))

¬P G(¬P ) → G(Component.FAULT → F (Recovery))

Before
P

G(Component.FAULT →
((¬P ∪Recovery) ∧ F (Recovery)))

Example
CompensateFailure

<Card Authorization,PUT Card Data,1:1,G>

operator is used to specify a property that must have occurred previously, while
the H operator defines a property that must hold in all previous states. The
example specifies the critical condition for entering the Done state.
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Table 3. Names and descriptions of the composition-level temporal logic templates

Template Signature Description

ControlStateCritical

<ControlState,Condition,Scope>

A condition required for entering a con-
trol behavior state.

ControlStateTrigger

<ControlState,Condition,Scope>

A condition that must trigger a control
behavior state in the future.

ControlStateReachable

<ControlState,Condition,Scope>

A condition that indicates a control be-
havior is reachable.

ControlStateUnreachable

<ControlState,Condition,Scope>

A condition that indicates a control state
should not be reachable in the future.

Compensation

<CompCondition>

Specifies a condition that must be met
during any compensation process.

ConditionalCompensation

<ExecCondition,CompCondition>

Given a condition that can be satisfied
during successful execution, specifies a
second condition for compensation.

4 Proposed Verification Approach

We apply model checking [14] to verify that a Web service composition designed
using our control and operational behavior model conforms to a set of transac-
tional requirements specified with temporal logic templates. Model checking is
a method to formally verify a system against a set of properties by exhaustively
exploring the system state space. If a contradiction is found, a stack trace demon-
strating the violation is produced. We employ NuSMV [15] for model checking,
since it provides support for properties specified in LTL and CTL.

To address the state explosion problem inherent in model checking [14], we
automatically reduce the state space of the control and operational behavior
model as much as possible, by removing states and messages not relevant to
the requirements being verified. To this end, we generate a Kripke structure [16]
based on the temporal relations between the variables specified in the templates.
Template variables can be defined as V ⊆ Sco ∪ Sop ∪ M where Sco and Sop

are control and operational behavior states and M is the set of inter-behavior
messages. The Kripke structure will capture all instances of elements from V in
the design, and the transition relation between those instances.

A Kripke structure is a finite-state system model defined as K = 〈Sk, I, Tk,L〉,
where Sk is a finite set of states, I ⊆ Sk is the set of initial states, Tk ⊆ Sk×Sk is
the transition function, and L is the labelling function that assigns atomic propo-
sitions to each state. The atomic propositions are the unique set of properties
that hold at a given state. We identify a set of three atomic propositions for each
state in the Kripke structure; i) the control behavior state; ii) the operational
behavior state; and iii) the most recent inter-behavior message, represented as
a pair (sop,m) of related operational behavior state and message type. Since we
aim to reduce the model to the properties we wish to verify, the Kripke structure
only contains the states with atomic propositions with elements from V .
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Table 4. Template specification for ControlStateCritical

Name ControlStateCritical<ControlState,Condition,Scope>

Type Composition-level

Variables

ControlState
The control behavior state this critical condition
applies to.

Condition
The precondition for entering this control be-
havior state. This can be a single component or
a set structured with ∧ and ∨ operators.

Scope One of the scope options below.

Description
Condition denotes the precondition for entering Control-
State. When ControlState is entered, Condition must have
been met previously on the execution path.

Scope

G The template applies in all executions.
P Applies during the satisfaction of a condition P .
¬P Applies during the negation of a condition P .
Before P ControlState is entered before P is met.

LTL

G G(ControlState→ O(Condition))
P F (P )→ G(ControlState→ O(Condition))
¬P G(¬P )→ G(ControlState→ O(Condition))
Before P G(ControlState→ (O(Condition) ∧ H(¬P )))

Example
ControlStateCritical

<Done,Card Authorization,Commit Payment,G>

To build the Kripke structure, the control and operational behavior model
must be exhaustively traversed, so the Kripke states can be created and linked as
elements from V are encountered. Due to space constraints, we omit the detailed
algorithm, but provide a description of the verification process. The control and
operational behavior are explored with a depth-first traversal, starting from the
control behavior state Not Activated and the operational behavior yet to be
initialized. From this state, the control behavior activates and explores each
possible way to trigger operations in the operational behavior through inter-
behavior messages. The traversal explores every possible execution path within
the operational behavior, and every reachable inter-behavior message. When
an element from V is encountered, a Kripke state with the atomic properties
currently true in the traversal is either created, or a transition to an existing
Kripke state containing those properties is added. The traversal handles cycles
in the model by backtracking when an exiting Kripke state is linked to, a set of
atomic properties are revisited since the last addition to the Kripke structure,
or the control behavior terminates through Done, Abort or Compensated. The
Kripke structure is complete once the traversal returns to Not Activated.

Figure 2 shows a Kripke structure of the design in Section 2 and the example
template inputs of Tables 2 and 4, such that V = {Card Authorization, PUT

Card Data, Commit Payment, Done}. Each state is labeled with three atomic
propositions as described above. While a Kripke structure of all reachable atomic
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Fig. 2. An example Kripke structure generated from the online payment composition

propositions of the model of Figure 1 would contain 31 states, the reduction
measures minimize this structure to 11, creating less model checking overhead.

5 System Implementation and Experiments

We have implemented our verification approach in a prototype tool, with an
interface for specifying control and operational behaviors as shown in Figure 3.
The prototype reduces the model to the Kripke structure, and writes it to an
SMV (Symbolic Model Verifier) file with the temporal logic representations of the
implemented templates. NuSMV uses this file to exhaustively verify the model
against the set of temporal properties, and lists the properties found to be true,
plus any violating state sequences. To further help the designer, our future work
will interpret these sequences to diagnose design flaws within the control and
operational behavior.

Fig. 3. Specifying a Web service composition as control and operational behaviors

We demonstrate our proposed approach with an extension to the online pay-
ment example of Section 2. This design uses the PayLane Web service API2, and

2 http://devzone.paylane.com
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Fig. 4. The operational behavior model of the complex online payment composition

extends the online payment example from Section 2 by incorporating multiple
payment options, namely, card charge and direct debit. While the control
behavior model remains the same as the earlier example, the operational be-
havior and inter-behavior messages of the complex online payment design are
shown in Figure 4 and Table 5 respectively. The composition enables users to
pay by credit card or direct deposit, either by entering new data or retrieving
details from a previous transaction. When a card payment is processed, a fraud

score is returned to indicate the likeliness of fraud being committed. In cases
where this score is above a given threshold, a report of the transaction is made.
When a direct deposit is made, the result of the transaction is not immediately
available and must be checked. The design also contains a compensatory process
that determines whether to process a refund based on retrieved sales details.

Table 5. Inter-behavior messages specified over the online payment design

Message Source Target Guard
Sync Activated GET Customer Data [no message]

Sync Activated PUT Card Data [Resale.SYNCREQ]

Sync Activated PUT Account Data [Resale.SYNCREQ]

Syncreq Resale Activated -

Delay Activated MultiSale Card -

Fault MultiSale Card Activated -

Fault Check Sales Activated -

Success Sale OK Activated -

Success Request Processed Rollback -

Fail Decline Sale Rollback -

Fail Create Report Rollback -

Recover GET Sale Result Rollback [Sale OK.SUCCESS]

Recover High Fault Score Rollback [MultiSale Card.FAULT]

Recover Decline Sale Rollback [FAULT]

We identify seven critical transactional requirements to be verified over this
design, as shown in Table 6. Requirement TR1 specifies that when a committed
sale needs to be undone, a refund should be processed, excepting non-refundable
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Table 6. Requirements implemented with temporal logic templates and verified

ID Requirement Result

TR1
CompensateSuccess

<Sale OK, Refund | Non-Refundable, 1:1, G >
Passed

TR2
Alternative

<Resale, PUT Account Data | PUT Card Data, 1:1, G>
Passed

TR3 RetriablePivot <Check Sales, G> Passed

TR4
ControlStateCritical

<Aborted, Create Report, High Fraud Score>
Passed

TR5
ControlStateTrigger <Done, Sale OK & (MultiSale Card |

MultiSale Direct Deposit | Resale), G >
Passed

TR6 ControlStateReachable <Done, Resale.SYNCREQ, G> Passed

TR7 ControlStateReachable <Done, MultiSale.DELAY, G> Failed

sales. TR2 requires that the failure of historical transaction data sales should lead
to card or account data being updated before the sale is retried. Requirement
TR3 asserts that the result of direct deposit sales should be requested until one
is obtained, which then leads to commit or abort. In the event that a high fraud

score is detected, requirement TR4 specifies that a report must be generated
before the composition aborts. TR5 requires that the composition should always
commit following the successful processing of card or direct deposit payment.
Requirement TR6 specifies that commit should be reachable following the failure
of resale, while TR7 requires that commit should be reachable even if the response
of MultiSale Card is delayed. NuSMV took 0.03 seconds to verify these require-
ments and determined that the design violates TR7, since Done is unreachable
following a Delay message to MultiSale Card. To satisfy TR7, the design must
be refined to enable MultiSale Card to be retried or replaced following a delay.
The remaining requirements were satisfied for all states in the design.

6 Related Work

Ensuring and verifying transactional requirements in Web service composition
has been an area of increasing research interest in recent years. Bhiri et al. [5]
and Montagut et al. [6] present Web service composition methods to ensure fail-
ure atomicity properties defined as an Accepted Termination States (ATS) [17]
model. While an ATS model allows detailed specifications of failure atomicity, it
is an exhaustive method that increases exponentially in size as the composition
grows, whereas our template set allows requirements to be flexibly defined only
to components the designer wishes to verify. Montagut et al. [8] limit the ATS
model to zones of the composition where transactional requirements are con-
sidered critical. Despite this, all valid termination state combinations must be
exhaustively defined, while in our approach the designer can determine the level
of requirement detail. The FACTS framework [3] enables users to verify that
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the transactional behavior and exception handling of a design model supports
components specified critical for success. Our composition-level templates en-
ables more detailed composition-level requirements with the definition of critical
preconditions, triggers, and reachability conditions for commit, abort, and other
transactional states. Another approach proposed by El Haddad et al. [7] uses risk
levels provided by the user to specify whether the resulting composition should
be compensatable, but reduces user control over the transactional behavior of
their composition. In contrast, our approach allows compensatory activities to
be explicitly specified and verified against business requirements.

Our use of templates draws inspiration from existing work in business rule
compliance with temporal logic patterns. Dwyer et al. [9] defined a set of pat-
terns in LTL and CTL with various scope options, based on commonly recurring
temporal logic property structures found across surveyed specifications. This ini-
tial pattern set has been adapted and expanded in subsequent research. Smith et
al. [10] extended this set into templates, allowing them to be customized accord-
ing to cardinality and other fine-grained options. Elgammal et al. [11] produced
an expanded pattern set with a framework that enables atomic patterns to be
composed together, and includes a set of basic composite patterns. Since our fo-
cus is on transactional requirements instead of general compliance, we produce a
set of temporal logic templates highly specialized and more appropriate towards
that use. Furthermore, our template set applies to a specific design model with
control and operational models, which allows our templates to specify require-
ments at the component-level and composition-level, increasing granularity and
expressiveness at no additional computational cost. Finally, Yu et al. [18] apply
temporal logic patterns towards verifying Web service compositions. However,
their work analyzes WS-BPEL schemas for conformance to general functional
properties, while our approach can be applied prior to any development.

7 Conclusion

The verification of transactional requirements of Web service compositions using
information derived from business logic remains an important challenge despite
increasing research interest in recent years. Identifying and resolving compliance
issues to transactional requirements early in development is desirable. Further-
more, the formal specification of transactional requirements is error-prone and
an approach to hide the specification complexities from the Web service designer
will increase the reliability of the design. In this paper, we propose a set of tem-
poral logic templates to formally verify component-level and composition-level
transactional requirements of Web service compositions at design time. Each
template is defined by the Web service designer according to a specification that
contains a description, variables, and scope and cardinality variants. The im-
plemented templates are automatically translated into temporal logic properties
that are verified using a model checker. The proposed approach has been suc-
cessfully implemented and verified with several example scenarios. Our future
work includes supporting parallel workflow patterns, enabling more sophisticated
guard conditions, and scalability tests with increasingly complex scenarios.
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Abstract. Service-oriented architecture is widely adopted in the development of 
web information system. The construction of web service, however, is challeng-
ing, since it should not only meet up with intensively changing requirements 
but also be capable of handling complex activity where multiple entities are in-
volved. The traditional RESTful service is restricted in implementing complex 
activity since it is single-resource-oriented. Using SOAP services to implement 
is possible but time-consuming, thus not adaptive to the sensitive requirements 
change. Therefore, a Transitional Resource Meta-model (TRM) is proposed in 
this paper to generate the RESTful service with the capability of executing 
complex activity in a flexible and fast way. Our proposed model functions on 
describing the complex activity by using a state transfer sequence for multiple 
entities as well as generating the service interface and controlling the execution 
of the service. A case study is given to represent the construction process and 
generation results of TRM, and a comparison with REST-based architecture and 
SOAP-based architecture is provided at the end to show the advantages of TRM 
approach.  

Keywords: RESTful service, service generation, complex activity, state trans-
fer, multiple entities, web information system. 

1 Introduction 

In today’s construction of web information systems, there is an increasing demand to 
implement the complex and intensively changing business requirements [1].  The 
web service is a popular choice for enterprises to implement such an adaptive system 
[2]. Correspondingly, the construction of the web service is faced with two main chal-
lenges: (1) to proceed in a fast mean (since the intensive change of requirements 
makes the modification or creation of service a frequent matter); (2) and to support 
complex business activities (a typical example is the merge payment for multiple 
orders, where conditional judgments, iterations can be found and more than one type 
of resource is involved in). Therefore, finding a fast approach to construct web servic-
es that can implement complex activities is the key problem to solve.  

REST style architecture [3] is proposed to develop light-weighted services. It is 
advantageous in providing scalable components using generic uniform interface and 
independent deployment by regarding every involved entity as a resource. Under the 



258 L. Fang et al. 

support of many brilliant frameworks (JAX-RS [4] or ruby on rails [5]), the develop-
ment and deployment of RESTful service is simple and convenient. The functionality 
of RESTful service is, however, limited since it can hardly handle the complex activi-
ties where the state transfers of more than one type of resource entity are executed. 
Therefore, pure REST style architecture is only suitable for the representation of sin-
gle entities, but not suitable for the further complex demands.  

A great many developers attempt to integrate REST with SOAP to absorb the ad-
vantages of both [6]. With the high flexibility, the RPC-style service owns the capaci-
ty to implement complicated logics in the way of traditional programming. It does not 
provide high usability for the need of rapid development. This style is also criticized 
to be a bad mean which is actually not RESTful [7], bringing inconvenience for ser-
vice consumers.   

Considering the advantages and the shortages of the current research situations, we 
proposed a Transitional Resource Meta-model (TRM) to facilitate the rapid construc-
tion of RESTful services supporting implement complex activities. The main contri-
bution of our paper lies in three aspects: (1) Proposes the concept of entity loaders to 
support activity with multiple entities involved; (2) Proposes the state transfer se-
quence to support complex logic; (3) Implements a platform to realize the automatic 
generation and execution of RESTful services based on TRM, saving a great deal of 
development cost. 

The rest of the paper is organized as follows. In Section 2, we explain the modeling 
of TRM in details. In Section 3, we expand on how service is generated based on 
TRM. In Section 4, a case study from a typical B2C scenario is presented. In Section 
5, we make conclusions on our studies and present our directions of future works. 

2 Overall Framework 

To provide the capability of handling complex activity for the web service in a re-
source-oriented architecture, we propose TRM based on REST architecture. 

TRM is the meta-model of “transitional resource”. Different from entity resources 
in traditional REST architecture, transitional resource is a representation of the execu-
tion process of complex activities and related event logs. It consists of four partitions: 
the event logs to record the log information for each activity; the inputs and outputs of 
the service; the involved entities during the process; and finally the execution sequence 
of the entities.  

In Figure 1, we show how TRM is constructed, and how it controls the automatic 
execution of corresponding web service. 

The construction of TRM consists of four procedures, the definition of service log, 
the definition of input and output for the service interface, the abstraction of involved 
entities to form the entity loader model and finally the abstraction of transition se-
quence to form the transition sequence model. A TRM formatted in XML will be 
generated based on the above procedures. Then a corresponding service interface 
exposing to the service consumer is auto-generated, where request from the client is 
received, and corresponding response is sent. 
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Fig. 1. Construction and Execution Process of Web Service based on TRM 

In the first step, the request and URI pattern from the client is resolved to map cor-
responding TRM in the server. 

In the second step, the defined Entity Loaders firstly pre-loads the required entity 
resource meta-models, which would play a role in fetching the instance data from the 
distributed data sources. Then the returned instance data would be assembled into 
representable entity resource instances (encapsulated in XML or JSON format).  
Primitive entities are also initialized in this step.  

In the third step, the State Transfer Sequence Model controls the execution of 
process by scheduling on how and in what order the entity resources would be mani-
pulated.  Through interpreting, the sequence is executed and corresponding resource 
instances would be state-transferred. A transitional resource instance representing the 
transition process itself would also be generated and could be a member that involved 
in the sequence. Meanwhile, the updated resource instances would be persisted and 
written back to the data sources. 

In the last step, the TRM then determines what instances would be returned to the 
client according to its Output Definition and Service Log Model. So the selected in-
stances would be finally encapsulated and sent back to the client as responses. 

Above procedures described how the “POST” interface is provided to the client. 
Moreover, the “GET” and “DELETE” interface is also supported to fetch or delete the 
history log through the traditional implementation approach of REST architecture. 

3 Transitional Resource Meta-model 

3.1 Log Attributes Model 

The Log Attributes Model defines a set of attributes that record the log information 
generated in the execution process. It provides a representation of attribute format as 
well as enough information to access the data source. For instance, the “timestamp” 
records the time when the service is executed and the “status” records whether the 
whole service is executed successfully or not.  
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 1:: { ,..., },

:: , ,
n iLM la la la LogAttribute

LogAttribute attributeName type attributeDesc

= ∈
=< >

 (1) 

The attributeName is equivalent to the column name of a table in a relational data-
base, and the attributeDesc is the semantic description for the attributes. The data of all 
these log attributes could be fetched and modified by accessing the transitional re-
source instance itself using a “this” reference in the sequence execution process. 

3.2 Interface Definition Model 

In the Interface Definition Model, a set of parameters is defined to provide the format 
and structure of input and output for both the server and client: 

 

:: , , ?, ?

:: , , source, ?, ?

Input type name isCollection itemname

Output type name isCollection itemname

=< >
=< >  (2) 

The range of type in the parameter not only includes the basic data type, but also a 
“resource” type representing the entity resources, which are represented in XML or 
JSON data format. The name attribute of input and output defines the variable names 
appeared in the HTTP entity body.  

An input/output with a collection of data is defined by the isCollection attribute 
with a value of true or false. The source attribute defines the origins of the output in-
stance data, through searching the source variable name in the processed entities. 

3.3 Entity Loading Model 

An Entity Loading Model is a significant sub-model that pre-loads the actual resource 
entities or primitive entities as the inputs of the transition sequence.  

 :: ,  ,  ?,  

,  

EntityLoader type source isCollection

variableName link iterativelink value

=<
>

 (3) 

The Entity Loaders are components that define how the involved entities are initia-
lized before the process execution. They play the role to assemble an entity from the 
data source or initialize a new entity based on a specified type. Every entity owns a 
unique key defined by the required attribute called “variableName”. 

The instance data of an entity may be initialized or loaded through two approaches: 
one is by using the data contained in the request input directly, the other one is by refe-
rencing to the resource entity in the server using a link URI with an id or scoping in-
formation. These two approaches are classified by using the attribute called “source”, 
the former one is defined as “byValue”, while the latter one is defined as “byRef”.  
Correspondingly, a link/iterativelink/value pattern is defined to fetch the data. 

A “byRef” entity requires a link to reference to the required resource entity. In the 
link, there are some actual data that should come from the input of the client or pre- 
defined entities, we use a bracket to define these uncertain variables. 

A “byValue” entity contains a value. In the value pattern, both a single variable and 
a calculation expression based on the pre-defined variables are allowed. It could also 
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be defined as a collection one if it is a collection type. Different from the “byRef” enti-
ty, it initialized the variable directly without request to the other resources. 

3.4 Transition Sequence Model 

The Transition Sequence Model defines the execution process of the service, consist-
ing of a series of sequences with a tree structure. The non-leaf nodes are all se-
quences, while the leaf nodes are all transfers. 

A Sequence is an ordered set of sub-sequence or state transfers that manipulate 
over the involved entities. There are three types of independent sequence to allow 
three types of logic control: 

1. Basic Sequence 

Inherited from sequence, it has no limitations, with an ordered execution process. 

 :: *, *  basicSequence Sequence Transfer=< >  (4) 

2. Conditional Sequence 

 :: ,  ,  ?conditionalSequence pre condition tSequence fSequence=< − >  (5) 

Conditional sequence allows a selective branch to execute different sequence. tSe-
quence and fSequence are dependent sequences, representing the sequences when the 
pre-condition is obeyed or not. In a pre-condition, there exists a logic expression con-
sisting of the declared entity variables in the Entity Loaders and some basic arithmetic 
operations as well as logic operations; it must return a Boolean value.  

3. Iterative Sequence 

 :: ,   iterativeSequence iterator iSequence=< >  (6) 

 :: ,  Iterator collection itemName=< >  (7) 

Iterative Sequence is a sequence that executes a sequence repeatedly by passing iter-
able items of a collection. iSequence is the iterative one that would be repeatedly ex-
ecuted. An iterator owns a collection variable and an itemName to represent the item. 

The atomic unit under each sequence is defined as Transfer, which implements the 
state transfer on each entity: 

 :: ,  ,  valueSTransfer target method etter=< + >  (8) 

 ?:: , targetvalueSetter value=< >  (9) 

The method defines the transfer method on the resource, a target references to the 
objective of the transfer, i.e. the resource entity or primitive entity to be transferred. 
For each transfer, there is a list of valueSetters to set the attributes to required values or 
set the primitive entity directly to the wanted value. The value could be an expression 
but must return a legal type consisted with the type defined in the entity meta-model or 
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in the Entity Loader Model. Once the transfer is executed, corresponding method will 
operate on the target, and the data of the resource would also be persisted back into the 
data source. 

To execute the sequence, an interpretation mechanism is required, the correspond-
ing interpretation algorithm is shown as following: 

program Trans{TranSequence} 
foreach (s  in TranSequence) 
if(s •Transfer) 
 setState(s.target, s.valueSetters) 
transfer(s.target, s.method) 

else if(s•SequenceSequenceconditonal) conditionalTrans(s) 
else if(s•SequenceSequenceiterative) iterativeTrans(s) 
else Trans(s) 

return true 
program conditionalTrans(TranSequence) 
if TranSequence.pre-conditon is true 

Trans(TranSequence.tSequence) 
else Trans(TranSequence.fSequence) 

program iterativeTrans(TranSequence) 
 foreach(item in TranSequence.Iterator.collection) 
 Trans(TranSequence.iSequence) 

4 Case Study and Analysis 

This section will present a case study, showing the construction and generation 
process of the web service based on a common B2C Scenario. 

4.1 Case Study 

In our scenario, a customer needs to pay for a list of orders together with a coupon 
code he has owned. The coupon code contains a discount rate if it is available. The 
service should calculate the total price of the unpaid orders with the discount rate 
recorded in the coupon, and then transfer the money from the buyer account to the 
seller account if the balance of the buyer account is enough. Since this is a B2C web-
site, the seller account is a constant one. And in the final, a bill is generated if orders 
are paid successfully. 

This whole activity could be implemented through providing a “Merge Payment” 
service to the client. To construct the TRM for such a scenario, we follow a series of 
following steps to abstract pre-requisite meta-data for the TRM construction: 

Step 1: Definitions of the Input / Output and the log attributes. 
According to the scenario, the input and output should include a coupon, a buyer 

account and a list of orders, the output should include a bill for this payment. The 
service log should include not only status and timestamp but also a remark. 
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Step 2: Abstraction of the entities.  
In this step, we abstract the entities that are involved in the execution of a payment. 

According to the scenario, involved entities should include five resource entities and 
one primitive variable entity to sum up prices, as shown in Table 1.  

Table 1. Entity Abstraction 

Entities 
Name Type Mapped  

Resource 
Individual 
/Collection 

ByRef 
/ByValue 

Initial  
Link/Value 

Orders Resource Order Collection ByValue Orders 

Buyer 
Account Resource Account Individual ByRef /example/Account/{buyer

AccountId} 
Seller 
Account Resource Account Individual ByRef /example/Account/seller 

Bill Resource Bill Individual ByRef /example/Bill/_new 

Coupon Resource Coupon Individual ByRef /example/Coupon/{coupo
nId}

Total 
Price Double Null Individual ByValue 0.0 

 

Fig. 2. Sequence Flow Chart with Status Transfers 

Step 3: Abstraction of the sequence and the state transfers. 
In the third step, the inner execution process of a payment could be abstracted as 

the flow chart in Figure 2 showing how the process is executed and how involved 

Entities

Check 
Coupon
Status

Calculate 
Total
Price

Set 
Orders

Status

Transfer
Money

Generate 
Bill

Successful
Payment

Failed
Payment

Coupon
Available

Balance 
Enough

Discount
To

TotalPrice

Yes

No

Yes

No

Read Resource 
Object

Update Resource 
Object



264 L. Fang et al. 

entities are state-transferre
sequence the state transfer
While the actions over the e
conducted, i.e. the method a

Step 4: Generate TRM and 
In the last step, we const

in Figure 3. Except for the c
gured for the data source to
provide service interface to 
formatted TRM. Based on 
provide a service interface 
service. User can invoke the

 

Fig. 3. Co

This case provides an ex
constructed with almost no 
business abstraction of the
implement, which provides 
good extensibility to the sys

4.2 Comparison and A

In many existing research 
structing the legal systems. 
neer legal systems by abstr
K. Shih applied SOAP and
system [9]. Both of them h
still remain some problems 

ed. The flow chart on the horizontal axis shows in w
rs are organized, modeling by the three types sequen
entities on the vertical axis shows how each state transfe
and the target state.  

execute the service over the implemented framework.  
truct TRM through a GUI configuration platform as sho
configuration of four sub models, a DBConfig is also co

o support distributed data access and a URI is configured
the client. The platform supports the generation of an x
the constructed TRM, our implemented framework wo
and generate corresponding WADL files for the call of 
e service through basic HTTP requests.  

onfiguration of TRM based on GUI platform 

xample of how a service with complex activity is quic
programming efforts. The user only needs to focus on 

e scenario to a logic sequence instead of thinking how
not only high usability to the service constructors, but a

stem to meet up with intensively changing requirements. 

nalysis 

works, both RESTful and SOAP are widely used in c
Yan Liu represented a REST-based architecture to reen

racting entity resources from the legal system [8]. Timo
d WSDL techniques to construct a learning managem

have advantages over traditional non-SOA architecture 
and shortages. 

what 
nce. 
er is 

own 
onfi-
d to 

xml-
ould 
f the 

 

ckly 
the 

w to 
also 

con-
ngi-
othy 
ment 

but 



 TRM: Generating Restful Service to Implement Complex Activity 265 

Therefore, based on these two cases, we make a comparison of our TRM-based ar-
chitecture with RESTful and SOAP to show how TRM-based win over either of two 
traditional services from four aspects of characteristics, functionality, adaptability, 
usability and scalability according to the functionality and basic quality attributes 
measurements of software architecture proposed in [10].  A detailed comparison is 
shown in table 2.  

Table 2. Comparison of TRM-based with REST-based and Pure RESTful 

Architectural 
Index 

TRM-based Ar-
chitecture 

REST-based 
Architecture 

SOAP-based 
Architecture 

Functionality 
Complex logic Strong Weak Strong 
Manipulation over 
multiple Entity 

Strong Weak Medium 

Operational Per-
sistence 

Strong Weak Weak 

Status Monitoring Strong Weak Medium 
Adaptability 
Modification Easy Medium Hard 
Adding new func-
tion 

Easy Hard Hard 

Uniform Interface  High High Low 
Client Diversity High High High 
Loose Coupling 
with client 

High High Low 

Usability 
Implementation 
Efforts 

Low Medium High 

Configurability High Medium Low 
Learning Cost Low Medium High 
Scalability
Support Distri-
buted Data Source 

High Low Low 

Support Distri-
buted Calculation 

High Low Low 

 
According to the comparison, we can conclude that TRM-based architecture is more 

suitable on implementing services that involve manipulation for multiple entities and 
complicated logics over pure RESTful services from the view of functionality. Gener-
ated service would support the complex activity well. 

On the other hand, our case study shows that the usability is quite high particularly 
for non-programmers, which provides great convenience on modifying or creating  
new services when requirements changes are coming. Therefore, with high usability 
and adaptability that requires less developing cost and adjustment cost, it is also more 
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suitable for the scenarios with increasing and flexible requirements compared with the 
REST architecture and particularly SOAP-based architecture.  

5 Conclusion And Future Work 

In this paper, we proposed the TRM to solve the problem of generating web service 
that supports complex activity. It provides a convenient approach to define and auto-
matically execute the complex activity by regarding the activity itself as a resource. 
By proposing transition sequence, where the state transfers of multiple resources are 
modeled, the construction and configuration of execution process become not only 
possible but also flexible to meet up with the sensitive business requirements.  

Our future work will focus on the automatic composition of the transitional REST-
ful service based on TRM to support the process with larger granularity. The ontology 
will be involved as a significant data layer and corresponding semantic descriptions 
will be added to the TRM. 
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Abstract. The emergence of Internet advertising brings about an eco-
nomic and efficient marketing means for small and medium enterprises
in service industries. Every day, massive service advertising information
is published over the Internet. Nevertheless, on the other side, service
consumers find it difficult to quickly and precisely retrieve their desired
services. This problem is partly caused by the ubiquitous, heterogeneous,
and ambiguous nature of online service advertising information. In this
paper, we propose a systematic framework – UCOSAIS – for online ser-
vice advertising information search. Inspired by the philosophy of user-
centered design, this framework comprises an ontology-learning-based
focused crawler for service information discovery and classification, a
faceted semantic search component for service concept selection, and
a user-click-based similarity computing component for service concept
ranking adjustment.

Keywords: online service advertising information, service discovery,
service search, user-centered design.

1 Introduction

It is well recognized that the information technology has a profound effect on the
conduct of the business, and the Internet has become the largest marketplace in
the world. It is estimated that, by June 2012, over one third of worlds population
(over 2.4 billion) uses Internet, with an estimated annual growth of nearly 18%,
in contrast to 360 million users in 20001. Innovative business professionals have
realized the commercial applications of the Internet for their customers and
strategic partners. They therefore turn the Internet into an enormous shopping
mall and a huge catalogue. Consumers are able to browse varieties of product or
service advertisements from the Internet, and directly buy those goods through
online transaction systems [1]. In the service industry, Internet advertising is also
popular among small and medium enterprises, due to the advantages of low cost,
high flexibility, and ease of publishing. Nevertheless, many service consumers
find it difficult to quickly and precisely retrieve their desired service advertising
information from the Internet, not only owing to the lack of specialized service

1 http://www.internetworldstats.com/
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information registration and retrieval platforms, but also because of the following
features of online service advertising information.

Ubiquity. Service advertising information can be registered in various business
information registries and stored in geographically dispersed servers in the
global network.

Heterogeneity. Given the diversity of services in the real world, many schemes
have been proposed to classify services from various perspectives. Neverthe-
less, there is not a publicly agreed scheme available for classifying service
advertising information over the Internet. Furthermore, many commercial
registries often mix up product and service advertising information [2].

Ambiguity. Most of the online service advertising information does not retain
a consistent format or standard. They are described by natural languages
and embedded in vast Web information, the content of which is sometimes
ambiguous for service consumers to understand [2]; on the other hand, if ser-
vice consumers do not have clear knowledge regarding their service queries,
the queried results may be ambiguous and inaccurate.

Service search is not a new topic in academia. Substantial works has been
published in the areas of Web services and other digital services. Nevertheless,
few research efforts have been put into the area of online service advertising
information search, by taking into account the above features of the advertis-
ing information. Although our previous research has focused on this issue by
designing a novel framework [3,4], the overall performance of the prototype is
not sufficiently convincing, due to a lack of understanding users perceptions and
behaviors in the search process.

User-centered design (UCD) is a broad term to describe how system design
interacts with end-users, and is a term widely used in the field of user interface
design [5]. In this paper, we propose a User-Centered Online Service Advertising
Information Search (UCOSAIS) framework, inspired by the philosophy of UCD.
This framework comprises an ontology-learning-based focused crawler for service
information discovery and classification, a faceted semantic search component for
service concept selection, and a user-click-based similarity computing component
for service concept ranking adjustment.

The rest of this paper is organized as follows: in Section 2, we review the
previous research in service advertising information search and the theory of
UCD; in Section 3, we introduce the technical details of the proposed UCOSAIS
framework; in Section 4, we carry out a series of experiments to evaluate the
framework; conclusion is drawn in the final section.

2 Related Works

As described previously, very few studies have been carried out on online service
advertising information search.

Dong et al. [4,10] proposed an online transport service advertising information
search approach. Within this framework, an OWL-annotated transport service
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ontology was designed to represent transport service domain knowledge and
to classify standardized and semanticized transport service information, namely
transport service metadata. The principle of this approach is 1) matching service
requesters queries and concepts from the transport service ontology by means of
an Extended Case-Based Reasoning (ECBR) model and 2) retrieving associated
transport service metadata from matched concepts.

Dong et al. [3] also introduced a similar service search approach for the health
service domain. The major characteristics of their work are as follows: 1) an
RDF/RDFS-annotated health service ontology and an RDF/RDFS-annotated
health service metadata schema, 2) a more efficient Index-based ECBR (IECBR)
model for request-concept match, and 3) the UMLS SPECIALIST Lexicon2,
which is an online medical thesaurus, for query expansion.

The limitations of the two methodologies above is that performance, especially
the efficiency of the previous generic service search models is not very convincing.

3 System Architecture

By taking into account the three features of online service advertising informa-
tion and the limitations of the existing approaches in this area, we propose a
UCOSAIS framework in this paper that assimilates the philosophy of UCD. The
primary functionality of the framework is to enable service users to search re-
quired online service advertising information based on their own service queries.
The framework follows a keyword-based search style, due to the fact that most
of the popular goods or service search engines, such as eBay, Amazon.com, etc.,
are employing this style, and a study [6] shows that users are inclined to enter
short queries (2.4 terms/query) and less likely (less than 5%) to use complex
query functions. This framework comprises three components as follows:

– An ontology-learning-based focused crawler which is able to utilize service
domain ontologies to automatically discover, extract, annotate, and classify
domain-relevant service advertising information from the Internet as well
as to employ the crawled information to evolve the ontologies, taking into
account the ubiquitous, heterogeneous, and ambiguous feature of the infor-
mation. The technical details of the crawler can be referenced from [2], which
is not discussed in this paper.

– A Hybrid Service Concept Selection (HSCS) Module which enables a service
user to select an appropriate service concept to clearly denote his/her service
request to encounter the issue of heterogeneity and ambiguity.

– A Click-Enhanced Service Concept Ranking (CESCR) Module which pro-
vides a complementary function to enhance the ranking of relevant service
concepts in the HSCS module based on users perceptions towards the results
of the HSCS module.

Two bases are also planned in the framework for knowledge or data storage,
which are:
2 http://www.nlm.nih.gov/research/umls/
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– A Service Knowledge Base, including a Service Ontology Base that stores
service domain ontologies for service advertising information and user query
disambiguation and denotation and a Service Metadata Base that stores
standardized online service advertising information, i.e., service metadata,
in which the metadata are denoted by relevant ontological concepts.

– A Query-Click Database, which stores historical user-click data for specific
queries.

In the rest of this section, the technical details of the modules and the bases
are introduced.

3.1 Hybrid Service Concept Selection Module

The HSCS Module designates an appropriate concept from a service ontology to
a service users service query. This is a semi-automatic process comprising two
steps: 1) automatically recommending a list of semantically relevant concepts to
the user; and 2) allowing the service user to manually select a concept to denote
his/her query intention, guided by the philosophy of UCD. A hybrid match model
is the key component to realize the function of automatic recommendation, which
is designed to choose semantically relevant concepts for a query. This model
combines a pseudo-logic-based match model and a semantic-based match model.
The pseudo-logic-based match model is to match the extent of subsumption
between a query and a concept. The reason why we employ the pseudo-logic-
based match model other than the logic-based match is that the latter needs
the higher computing cost, which is not practical in the real environment. The
output of this hybrid match model is a combined view of ranked concepts. The
hybrid match model is mathematically presented as follows:

Let Q be a service query, S(Q) be the synset of Q, C be a concept of a service
ontology, and C has a group of concept descriptions CD, five match levels are
defined to determine the relatedness between Q and C as follows:

Exact match. (Q ≡ C ⇔ (∀CD ∈ C) � [(Q = ∃CD) � (∃S(Q) = ∃CD)])
Plug-in match. (Q ⊆ C ⇔ (∀CD ∈ C) � [(Q ⊆ ∃CD) � (∃S(Q) ⊆ ∃CD)])
Subsume match. (Q ≡ C ⇔ (∀CD ∈ C) � [(Q ⊇ ∃CD) � (∃S(Q) ⊇ ∃CD)])

Intersection match.
((Q � C �= φ⇔ (Q �= C) � (Q � C) � (Q � C)�
[((Q � ∃CD �= φ) � (∃S(Q) � ∃CD �= φ)])

Fail match.
((Q �C = φ⇔ (Q �= C) � (Q � C) � (Q � C)�
[¬(Q � ∃CD �= φ)])

where the pseudo-logic-based match is applied for the exact, plug-in, and sub-
sume match and the semantic-based match model is used for the intersection
and fail match.

The semantic-based match model computes the extent of intersection between
a query Q and a concept C when Q and C do not fit the exact, plug-in, and
subsume match. The semantic-based match model consists of a pre-processing
process and a real-time match process. The primary task of the pre-processing
process is to obtain synonyms and to calculate weights for terms in concept
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descriptions CD, in which the weights refer to the particularness values of the
terms. Here we utilized the inverse document frequency (IDF) model to measure
the particularness values. The procedure of the pre-processing process is shown
in Fig. 1.

Require: C is a concept of a service ontology O, C has a group of concept descriptions
CD[j], and each concept description CD[j] has a group of terms T[j][h].

Ensure: root and synonyms of T[j][h], and weight of T[j][h] – W[j][h].
1: for each concept description CD[j] do
2: for each term T[j][h] in concept description CD[j] do
3: Find synonyms of T[j][h] from WordNet
4: T[j][h]←T[j][h]� synonyms of T[j][h]

5: W[j][h]← log {|Cα||∀Cα∈O}
{|Cβ||(∀Cβ∈O)�(∀CD∈Cβ)�(T [j][h]∈∃CD)}

6: end for
7: end for

Fig. 1. Procedure of the pre-processing process

The real-time match process calculates the semantic similarity value between
a query and a concept by combining Dong et al.’s [7] semantic similarity model
and Plebani et al.’s [8] bipartite graph model.

In WordNet, terms/concepts are linked by the hypernym/hyponym relation-
ship, and thus terms can be viewed as having a hierarchical structure. Dong et
al.’s [7] semantic similarity model calculates the semantic relatedness between
two terms in WordNet by taking into account the position of the lowest com-
mon hyponym of the terms in the hierarchy. The mathematical expression of the
model is as follows:

simDong(C1, C2) =

⎧⎪⎨⎪⎩
maxC∈S(C1,C2){− log[P (C)]}

maxC∈Θ{− log[P (C)]} if C1 �= C2;

1 if (C1 = C2) � (C1 ∈ δ(C2))�
(C2 ∈ δ(C1))

(1)
where C1 and C2 are two concepts in WordNet, S(C1, C2) is the set of concepts
that subsume both C1 and C2, P (C) is the probability of encountering a sub-
concept of C, δ(C1) is the synset of C1, and δ(C2) is the synset of C2.

Plebani et al.’s [8] bipartite graph model chooses the optimal match between
the group of terms in a query and the group of terms in a concept description,
given all the semantic similarity values between the two groups of terms. The
mathematical expression of the model is as follows:

Given a graph G = (V,E), where V is a group of vertices and E is a group of
edges that link between V . A matching in G is defined as M ⊆ E so that no two
edges in E share a common end vertex. An assignment in G is a matching M so
that each vertex in G has an edge in M . Let us suppose that the set of vertices is
partitioned into two sets S (namely the terms S[i] in the query Q) and T (namely
the terms T [j] in the concept description CD), and each edge in this graph has
an associated value v, i.e., the semantic similarity value between each pair of
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terms in the query and in the concept description within the interval [0, 1] given
by Equation (1)). A function f returns the maximum weighted assignment, i.e.,
an assignment for which the average weight of the edge is maximum. Eventually
the semantic similarity value Sim between a query Q and a concept description
CD is obtained by using the weights of query terms S[i] – SW [i] (introduced
below) – to compute the weighted mean of the assignment [8]. The assignment
in bipartite graphs can be expressed in a linear programming model, which is

SimS(Q,CD) = maxSimS(v, SW, S, T ) =

∑j∈J
i∈I f(S[i], T [j]) · SW [i]∑

i∈I SW [i]
(2)

subject to

f(S[i], T [j]) = max(v) = max(
∑j∈J

i∈I simDong(S[i], T [j])), ∀i ∈ I, ∀j ∈ J,
I = [1...|S|], J = [1...|T |] (3)

The weights of terms in the query – SW [i] – are obtained by a query term
processing method which searches for the weights of the counterparts from the
processed terms in the ontology, instead of calculating them, with the purpose of
saving computing cost in the real-time match process. If a term or the synonyms
of the term cannot be found from the ontology, the term will be assigned with
the maximum particularness value in terms of the IDF model. The procedure of
this process is described in Fig. 2.

Require: Q is a service query, and Q contains a group of terms S[i]. O is a service
ontology, and O contains a group of terms T, each term T is associated with a
weight W.

Ensure: Roots of S[i] and weight of S[i] – SW[i].
1: for each term S[i] in P do
2: for each term T in O do
3: if T == S[i] then
4: SW[i]← W
5: end if
6: end for
7: if SW[i]==NULL then
8: SW[i]← log {|C| |∀C ∈ O}
9: end if
10: end for

Fig. 2. Procedure of the query term processing process

When the combined concept ranking view is generated by the hybrid match
model, a Manual Selection process is offered to allow a service user to manually
denote his/her service request, following the philosophy of UCD. In this process,
the service user is required to manually select a concept from the list of concepts
to denote his/her query intention. If the selected concept is a parent concept
in the service ontology, the service user may choose to browse its associated
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service metadata or its more specific children concepts. Simply clicking the con-
cept will cause all the children concepts to be unfolded and ranked in the same
pattern. This is a recursive process until the service user eventually chooses the
appropriate concept.

3.2 Click-Enahnced Service Concept Ranking Module

The limitation of the hybrid match model in the HSCS Module is that this pro-
cess does not take service users perceptions into account in the query-concept
match process, which may have the consequence that the match results can-
not fulfill service users real needs. To remedy this defect, we propose a CESCR
Module in this section to improve the rank of service concepts that have an
intersection match with a service query. The principle of this model is to track
past service users click behaviors for the same query and recalculate the semantic
similarity values of the concepts within the intersection match level. A Query-
Click Monitor is designed to track service users query and click behaviors and
to store the record in a Query-Click Database. Every time the semantic-based
match model starts to calculate the semantic similarity values, the CESCR Mod-
ule is invoked to retrieve the relevant record from the database. It then employs
a click-enhanced similarity adjustment (mathematical) model to fine-tune these
intersection match values.

In a search process, a service user may click many concepts in an attempt to
identify which concept best represents his/her service request. To realize the CE-
SCR Module, it is therefore necessary to identify the positive clicks from service
users click records. Consequently, we make the following assumption regarding
service users click behaviors to enable the identification of positive clicks:

After the semantic-based concept rank view is displayed to the service user
according to a query, the service user may click as many concepts as required, and
will eventually click the concept that will best represent his/her service request.
This is the last clicked concept in this session for this query; the service user will
also have browsed the detailed information about its associated metadata.

Once the positive clicks for a query are identified from a users click record,
the click-enhanced similarity adjustment model is employed to adjust the seman-
tic similarity values between the query and all the concepts in the intersection
match. The click-enhanced similarity adjustment model is mathematically pre-
sented as follows:

Let C be the concepts of a service ontology O, Q be a service query, and
Click be the function that retrieves the positive click number of a concept for
the query. The click-enhanced similarity adjustment model contains the following
three steps.

In the first step, we need to calculate the relocated similarity value for each
concept, i.e. ReSim, which is obtained by relocating the total semantic similarity
value of the concepts that have an intersection match with the query, based on
the number of positive clicks on each concept. The relocated similarity value
between a query Q and a concept C[i] is mathematically expressed as follows:
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ReSim(Q,C[i]) =

∑
Sim(Q,C[j]) · Click(Q,C[i])∀C[j]∈C[θ]|sim∀C[θ]∈O(Q,C[θ]>0)∑

Click(Q,C[j])∀C[j]∈C[θ]|sim∀C[θ]∈O(Q,C[θ]>0)

(4)
where Click(Q,C[i]) is the number of positive clicks on C[i] for Q.

The defect of the first step is that the relocated similarity value could be
larger than 1 when many concepts have high semantic similarity values. To solve
this defect, we use a pure click-based similarity value (ClickSim) algorithm in
the second step to deal with this exception, which is mathematically presented
as follows:

ClickSim(Q,C[i]) =

{
Resim(Q,C[i]) if Max[ReSim(Q,C[i])] ≤ 1
Click(Q,C[i])
MaxClick(Q) if Max[ReSim(Q,C[i])] > 1

(5)

with

MaxClick(Q) = max(Click(Q,C[j]))∀C[j]∈C[θ]|sim∀C[θ]∈O(Q,C[θ]>0) (6)

The defects of the second step are: 1) Click(Q, C[i]) must be large enough to
be accurate; and 2) the click-based similarity value relies totally on the number
of positive clicks and ignores the original semantic similarity value. To counter
these two defects, in the third step, we aggregate the click-based similarity values
obtained in Equation (5) and semantic similarity values obtained in Equation (2)
by a weighted mean to calculate the adjusted similarity value – AdjSim(Q,C[i]),
which is

AdjSim(Q,C[i]) = α · ClickSim(Q,C[i]) + (1− α) · Sim(Q,C[i]) (7)

where α is higher, AdjSim(Q,C[i]) is more sensitive to the click-based similarity
value.

It should be noted that the prerequisite of this model is that the majority
of service users need to select the correct concepts to represent their service
requests. To fulfill this requirement, the number of positive clicks must be large
enough to ensure accuracy.

4 Evaluation

In this section, we carry out a series of experiments to evaluate. First, we im-
plemented a prototype of the UCOSAIS framework – a Customized Semantic
Service Search Engine (CSSSE) by means of Java Server Pages (JSP), JavaScript,
Java Servlet, Asynchronous JavaScript and XML (AJAX), Protege API, Word-
Net API, and MySQL. To evaluate the HSCS Module and the CESCR Mod-
ule involved in the UCOSAIS framework, we employed the evaluation approach
from the field of Information Retrieval (IR), which compares the performance
of the hybrid match model enhanced by the CESCR Module (abbreviated as
click-enhanced hybrid match model) and the existing service search models, i.e.,
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Fig. 3. (a) Comparison of the hybrid, ECBR and IECBR models on response time and
(b) Comparison of the ECBR, IECBR, and click-enhanced hybrid models on harmonic
mean

ECBR [4] and IECBR [3], based on the performance indicators of harmonic mean
and response time. The test data set is obtained from our previous research [4],
which includes a transport service ontology comprising 304 concepts and 100
transport-service-related queries.

In the experiment, WordNet is used in all the candidate models, in which the
hybrid match model uses it for the synonym search of query terms and semantic
similarity calculation, and the other models use it for the synonym search of
query terms.

The performance comparison of the hybrid match model and the existing
models on response time is shown in Fig. 3(a). It can be seen that the response
time of the hybrid match model was 90% less than the other models, resulting
from that the pseudo-logic-based match model simplifies the match process and
thus saves the response time. This could make the hybrid match model more
applicable than the other models when being applied in the real environment,
as response time plays a key role in users satisfaction level [9].

To test the positive impact of the CESCR Module on the hybrid match model,
we set up an experiment by recruiting 10 volunteers and allowing each volunteer
to try the 100 queries (once per query). Prior to typing the queries, we showed
the volunteers the peer-reviewed results. The volunteers then entered the queries
into the search engine and selected appropriate concepts to represent their service
requests. Meanwhile, their click record was stored in the Query-Click Database
by the Query-Click monitor. The CESCR Module was subsequently invoked to
adjust the semantic similarity values of concepts at the intersection match level.
We eventually tested the performance of the click-enhanced hybrid match model
at α = 0 (hybrid match model only), 0.3, 0.5, and 0.7. The performance com-
parison between the existing service search models and the proposed model on
harmonic mean is illustrated in Fig. 3(b). It is found that the click-enhanced hy-
brid match model has an outstanding improvement on harmonic mean compared
with the existing models and the pure hybrid match model, and this improve-
ment has become more distinct along with the increase of , since most of the
persons in this experiment selected the correct concepts to represent their ser-
vice requests as a result of our hint. Hence, it can be deduced that the CESCR
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Module has a distinct positive impact on the performance of the HSCS Module
if most service requesters correctly denote their service requests. It also needs
to be noted that in the real environment the value needs to be properly tuned
according to the actual proportion of the service requesters who correctly denote
their service requests.

5 Conclusion and Future Work

In this paper, we proposed a UCOSAIS framework aiming at enabling service
consumers to quickly and precisely retrieve and select desired online service
advertising information. The philosophy of UCD is harnessed in this research,
which is reflected in two aspects: the involvement of service users in ontology-
based service request denotation, and the reference of users click behaviors for
service concept recommendation.

The limitation of the currently research is that this framework can only be
used for retrieving and selecting single services. Therefore, for the future research,
we will study how composite service requests are decomposed and matched with
service advertising information according to the contextual information of service
users and information, guided by the philosophy of user-centered design.
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Abstract. As the use of electronic documents are becoming more pop-
ular, people want to find documents completely or partially duplicate. In
this paper, we propose a near duplicate text detection framework using
signatures to save space and query time. We also propose a novel signa-
ture selection algorithm which uses collection frequency of q-grams. We
compare our algorithm with Winnowing, which is one of the state-of-the-
art signature selection algorithms. We show that our algorithm acquires
much better accuracy with less time and space cost. We perform exten-
sive experiments to verify our conclusion.

Keywords: near duplicate text detection, Winnowing, k-stability,
collection frequency.

1 Introduction

It is now a common practice to use electronic documents in business communica-
tions (e.g., Web pages, word documents) and personal life (e.g., emails), as these
digital documents are easy and cost-effective to store, retrieve and share. Given
a collection of such documents, it is often needed to find documents that are
nearly duplicate from a given query document either completely or partially. We
call this the near duplicate text detection problem, and it has wide applications
such as copyright enforcement, plagiarism detection, and version control.

To scale to large collection of document, the prevalent method for near du-
plicate text detection is based on signatures : a set of signatures are extracted
and indexed for the documents at indexing time, and at query time, the query
document’s signatures are produced in the same manner; this generates a set of
candidate texts which will be finally compared with the query document. How-
ever, many of the existing methods, such as (mod p) = 0 scheme [13], local
maximum [2], spotSig [19] and I-match [7], are based on heuristics that cannot
even guarantee 100% detection of exact copies.

In this paper, we first propose a general framework for the problem based
on the Winnowing-family algorithms [17], which have the locality property that
exact copies exceeding a certain length are guaranteed to be detected. In order
to quantify the ability to detect near duplicate copies (i.e., copying with a small
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amount of errors). we propose a novel and useful concept, k-stability. We com-
pute the k-stability for all Winnowing-family algorithms and the result reveals
that the original Winnowing algorithm trades quality (i.e., recall) for better ef-
ficiency. We then proposed a simple yet effective variation of the Winnowing
algorithm, named frequency biased Winnowing, which achieves both good effi-
ciency and high quality. We also consider candidate text generation methods as
well as optimizations to further reduce the number of similarity computations.
We experimentally evaluated our method in a plagarism detection benchmark,
and our method is shown to achieve higher recall with the superior time and
indexing space efficiency than the method based on the original Winnowing.

The rest of the paper is organized as follows: Section 2 gives the problem defi-
nition and notations. Section 3 introduces our proposed framework. Section 4 an-
alyzes the k-stability of Winnowing-family algorithms and proposes an improved
signature selection method based on collection frequencies. Section 5 introduces
the candidate text generation method and Section 6 gives an effective improve-
ment by eliminating unnecessary computations. Section 7 shows experimental re-
sults. Relatedworks are introduced in Section 8 and Section 9 concludes the paper.

2 Problem Definition and Notations

We first give the formal definition of near duplicate text detection problem.

Definition 1 (Near Duplicate Text Detection). Given a collection C of
documents and a query document Q, a near duplicate text detection algorithm
will return the best near duplicate text of Q in C, indicated by d ∈ C and the start
and end positions of the text in d (denoted by posstart and posend), respectively.

Although the precise definition of near duplicate is application-dependent,
in most cases they are evaluated by a similarity function, which returns high
scores when two text strings share a large portion of identical or highly similar
substrings [18].

Note that the above problem definition is general enough to support sev-
eral important applications. For example, the near duplicate document detection
problem [17] can be deemed as a special case where the starting and ending
positions are always the beginning and the end of the documents, respectively.
For another example, the text reuse problem [18,23] can be solved by issuing
multiple near duplicate text detection queries, each with a sentence as the query
document.

Notations. All array indexes start from 1. Given a string T , len(T ) denotes its
length. T has len(T )− q+1 q-grams, which forms its q-gram set and is denoted
as gramsT . The cardinality of a (multi-)set S is denoted by |S|. Given a q-gram
g in a document, posg denotes the offset of its first character in the document.

3 A Framework of Near Duplicate Text Deteciton

Obviously, the näıve algorithm which performs character-to-character compari-
son between Q and every document d ∈ C is too costly and does not scale well
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with the size of the document collection. Existing works are mainly based on
selecting a small set of candidates C′ ⊆ C by extracting and matching document
signatures [18]. The most prevalent form of signatures are q-grams, which are
substring of q characters. A document of length l will generate l− q+1 overlap-
ping q-grams, and usually only a subset of them will be selected as the signatures
of the document by a signature selection process.

We capture such approaches in a general framework as follows:

– In the indexing phase, for each document d in C, a set of signatures is selected
from its q-grams. The signature selection method (denoted as SelectSigs in
Algorithm 1 and discussed in Section 4) could be any algorithm that will be
introduced in Section 8, including Winnowing [17] and our frequency biased
Winnowing. An inverted index, I, is then built that maps a signature to each
of its occurrences (identified by document ID and the position within the
document).

– In the query processing phase (See Algorithm 1), a set of signatures Sq is se-
lected using the same signature selection method SelectSigs(Line 3). All the
occurrences of each signature are collected via probing the index I, and then
grouped by document (Lines 4–6). For each document returned, several can-
didate texts will be generated by the GenCandTexts function (to be discussed
in Section 5) and stored in CAND (Lines 7–8). Similarities between the query
and each candidate text will be calculated (Lines 9–10) and the one achieving
the maximum similarity will be returned (Line 11).

Algorithm 1. Query(Q)

1 CAND ← ∅;
2 Initialize sim and G to be empty hashtables;

/* select Q’s signatures */

3 Sq ← SelectSigs(Q);
/* find and group all occurrences of Q’s signatures by document */

4 for each signature s ∈ Sq do
5 for each pair (di, posj) ∈ I [s] do
6 G[di] ← G[di] ∪ {posj};

/* generate candidate texts for each candidate document */

7 for each di ∈ G do
8 CAND ← CAND ∪ GenCandTexts(G[di]);

/* find the best candidate text */

9 for each candidate ci ∈ CAND do
10 sim[ci] ← CalcSim(Q, ci);

11 return argmaxci∈CAND sim[ci];

The function CalcSim computes the similarity of a candidate text ci against
the query Q. In this paper, we consider one-sided Jaccard of q-gram multisets
of ci and Q, or
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sim(ci, Q) =
|gramsci ∩ gramsQ|

|gramsQ|
(1)

We break ties by favoring the shortest text.

4 Signature Selection Algorithms

While it is possible to select all the q-grams of a document as its signatures, this
usually results in too many comparisons in practice due to the existence of some
frequently occurring q-grams. On the other hand, selecting very few q-grams
tends to miss many of the query results, or limit the flexibility of the algorithm
(e.g., can only detect near duplicate sentences [23] or documents [15]). Hence,
the signature selection process is a trade-off between efficiency, space and effec-
tiveness (specifically recall). While many heuristic selection methods exists (such
as [19,18,23]), we consider the Winnowing-family algorithms [17], as it has the
guarantee that exact copy of substrings exceeding a certain length will always
be detected.

In this section, we first briefly introduce and analyze Winnowing-family al-
gorithms, including the original Winnowing method, and then identify a novel
concept of k-stability, which is essential to quantifies the probability that a near
duplicate text will be detected under the Winnowing-family algorithms. We then
point out the limitation of the original Winnowing algorithm due to a dilemma
between high stability and low efficiency. Finally, we propose a simple yet effec-
tive alternative Winnowing-based algorithm, named Frequency Biased Winnow-
ing, that achieves a better trade-off than the original Winnowing method.

4.1 Winnowing-Family Algorithms

A Winnowing-family algorithm firstly calculates f(gi) for all the q-grams gi in
the document using an injective function f(x). It then uses a sliding window of
size w to select signatures. Within each window, it selects the q-gram gmin, such
that f(gmin) is the smallest in the window, as the signature. If there is a tie,
then the rightmost occurrence will be selected.

Example 1. Let q = 3 and w = 4. Consider the document “abcdedcba”, whose
q-grams are: {abc, bcd, cde, ded, edc, dcb, cba}. Assume f(x) = (c1 · 72 + c2 ·
7 + c3) mod 23, where ci indicates the ASCII code of the i-th character of the
q-gram. Then the corresponding values are {1, 14, 4, 15, 20, 7, 17}.

Given w = 4, we have four windows: (1, 14, 4, 15), (14, 4, 15, 20), (4, 15,
20, 7), and (15, 20, 7, 17). q-grams corresponding to underlined bold numbers
are signatures selected in each window. Thus, abc, cde and dcb with values 1,
4 and 7 will be selected as the signatures of the document.

The original Winnowing algorithm [17] belongs to this Winnowing-family by
using a random hash function with a sufficiently large codomain as f(x). Later in
Section 4.3 we will propose another frequency biased instance of the Winnowing-
family algorithms.



Near Duplicate Text Detection Using Frequency-Biased Signatures 281

Winnowing-family algorithms hold an important property named locality. An
algorithm is l-local if, for any two identical strings with length at least l, they
will always have at least one identical signature and thus will be guaranteed to
be detected by the algorithm. This property is essential to detect exact copying.
Consider two identical strings of length l = w + q − 1 where w is the win-
dow size. It is obvious that a Winnowing-family algorithm will always select the
same minimum-valued q-gram in the windows as signatures. Therefore, all the
Winnowing-family algorithms are (w + q − 1)-local.

4.2 k-Stability of Winnowing-Family Algorithms

While the locality property of Winnowing-family algorithms is essential for exact
duplicate text detection, it does not help to analyze the performance of the al-
gorithm for near duplicate text detection, which is arguably the more common
and difficult case. To this end, we propose a novel concept named k-stability,
which capture the ability for a Winnowing-family algorithm to detect text with
small (or k) errors.

Definition 2 (k-stability of Winnowing-family algorithms). Given a
Winnowing-family algorithm M , consider randomly and independently chang-
ing k q-grams in a window W , which results in W ′. The k-stability is the ex-
pected probability of that the signatures of W and W ′ are the same under the
algorithm M .

Obviously, the k-stability depends on content of the window W . In order to
get a general, closed-formula characterization for an algorithm, in the following,
we compute the k-stability for a window where its constituent q-grams are ran-
domly and independently selected from the entire document collection (e.g., the
distribution q-grams in the window are the same as those in the collection).

First, we establish the following Lemma.

Lemma 1. For any discrete random variable X with possible values {x1, x2,
. . . , xn}, the following equation holds for sufficiently large t > 0:

n∑
i=1

(p(xi) · (F (xi)−
p(xi)

2
)t) ≈ 1

t+ 1

where p(xi) is the probability mass function and F (xi) is the cumulative distri-

bution function, i.e., F (xi) =
∑i

j=1 p(xj).

Proof. Without loss of generality, we assume xi < xi+1. We also additionally
define x0, such that x0 < x1, and F (x0) = p(x0) = 0.

Consider a function

Fc(y) =

⎧⎪⎨⎪⎩
0 , when y < x0

a−b
xi−xi−1

y + b·xi−a·xi−1

xi−xi−1
, when xi−1 ≤ y < xi, i ∈ [1, n]

1 , when y ≥ xn
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where a = t+1

√
(t+ 1) · (F (xi)− p(xi)

2 )t · F (xi), and b =

t+1

√
(t+ 1) · (F (xi)− p(xi)

2 )t · F (xi−1).

Since Fc(y) is monotonous, bounded and right continuous, there must exist a
random variable Y such that Fc(y) is the cumulative distribution function of Y .

Then for any x1 ≤ xi ≤ xn, we have:∫ xi

xi−1

(pc(y) · F t
c (y))dy = lim

x→x−
i

1

t+ 1
F t+1
c (y)

∣∣∣∣x
xi−1

= p(xi) · (F (xi)−
p(xi)

2
)t

where pc(y) is the probability density function of Y . Then we have:

n∑
i=1

(p(xi) · (F (xi)−
p(xi)

2
)t) =

n∑
i=1

∫ xi

xi−1

(pc(y) · F t
c (y))dy

=
1

t+ 1
F t+1
c (xn)−

1

t+ 1
F t+1
c (x0)− o(

1

t
) ≈ 1

t+ 1
��

Theorem 1. The k-stability of a Winnowing-family algorithm with window size
w is approximately w−k

w+k .

Proof. Assume we randomly and independently pick w q-grams from the collec-
tion to form a window W , and another k q-grams to form a set Snew. We will
then randomly and independently pick k q-grams from W and replace them with
q-grams in Snew. We name these k q-grams as Sold and the rest q-grams as Srest.

Apparently, the signature of W will not change after we subsitute k q-grams,
only when the signature sig is in Srest. In Winnowing-family algorithms, this
indicates that f(sig) is the rightmost samllest value among all the w+ k picked
q-grams. The probability of this event can be estimated using Lemma 1:

Pr =

n∑
i=1

⎛⎝p(xi) · (
i−1∑
j=1

p(xj) +
p(xi)

2
)w+k−1

⎞⎠
=

n∑
i=1

(
p(xi) · (F (xi)−

p(xi)

2
)w+k−1

)
≈ 1

w + k

There are w− k q-grams in Srest and we need to consider each of them. Thus
for the event “signature in W is not changed” will happen with probability(

w − k

1

)
· 1

w + k
=

w − k

w + k
��

Note if we change one character, it will affect at most q q-grams. This obser-
vation straightly leads us to the following corollary.

Corollary 1. Assume a Winnowing-family algorithm with gram length q and
window size w. if we change m characters in a window, the signatures of it will
remain the same, in the worst case, with probability p = max (0, w−mq

w+mq ).
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Table 1. Stability of Winnowing-family algorithms

Setting
m

1 2 3 4

q = 50 Worst Case 33.33% 0% 0% 0%
w = 100 Average 52.25% 25.70% 12.51% 6.11%

q = 4 Worst Case 94.67% 89.61% 84.81% 80.25%
w = 146 Average 94.77% 89.82% 85.12% 80.67%

Remark 1. By letting m = 0, the Winnowing-family algorithms have 0-stability
of 100%, which agrees with the locality property. So in this sense, we can deem
k-stability as an extension of the locality property.

Stability Analysis for the Original Winnowing Algorithm. Table 1 shows the
probabilities of the signature in a window remaining the same after changing m
characters, in worst case (i.e., in Corollary 1) as well as on average. With the
typical setting of Winnowing from [17], where q = 50 and w = 100, changing
even few characters will bring a significant decreasing to its stability, as well as
the robustness of a near duplicate text detection method based on Winnowing.

However, from Corollary 1, as as showing in Table 1, we know that with the
same locality of (w + q − 1), a smaller q is much more preferable (e.g., q = 4)
with respect to stability. Unfortunately, Winnowing cannot benefit from such
q’s. When q is smaller, the average occurence of q-grams is higher due to the re-
duction of distinct q-grams in the corpus. Then a random hash function f(x) will
have more chance to select a frequently-occurring q-gram as signature, which will
affect the number of candidates as well as the query time for a Winnowing based
method. This motives us to propose following Winnowing-family algorithm to
fight against these problems.

4.3 Collection Frequency Biased Winnowing

We propose Frequency Biased Winnowing, which achieves a better stability by
using small q’s, yet it stilll achieves good efficiency for query processing.

Collection frequency, defined as the number of times that a term appears in
the collection, is a statistical measurement to evaluate the importance of a term
(or q-gram) in a collection. This leads us to use frequency of q-grams when
selecting signatures. Rare q-grams are more preferable because they are more
representative and able to make the length of posting lists shorter.

Our proposed signature selection algorithm, frequency biased Winnow-
ing, is a Winnowing-family algorithm which takes collection frequency for each
q-gram as their hash values. Since the frequency of two different q-grams might
be the same, the alphabet order of the q-grams will be used to break such tie.

Example 2. Consider the same setting and document as in Example 1, where q
= 3 and w = 4, q-grams of the document are: {abc, bcd, cde, ded, edc, dcb, cba}.
Assume their corresponding collection frequencies are {18, 62, 50, 43, 30, 79, 30}.
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Then underlined numbers (also in bold face) can be selected from 4 windows:
(18, 62, 50, 43), (62, 50, 43, 30), (50, 43, 30, 79), and (43, 30, 79, 30). In the
last window, the last 30 is selected because of the alphabet order of cba and edc.

Obviously our proposed frequency biased Winnowing is a Winnowing-family
algorithm, therefore it holds the locality property. And its k-stability is w−k

w+k .

Comparison with Winnowing. Frequency biased Winnowing prefers small q. Be-
cause when q becomes larger (e.g., q > 10), the number of possible distinct
q-grams tends to be extremly large (i.e., |Σ|q, where Σ is the alphabet), and
most of them will have the frequency of 0 or 1. Then the algorithm selects
signatures almost only based on their alphabet orders and has no benifit from
collection frequencies. According to the experiments, q between 3 and 5 is the
best setting for our method.

According to Corollary 1, a smaller q is more preferable for Winnowing-family
algorithms with respect to its stability. On the other hand, since we always choose
the q-gram with smallest collection frequency in the window, the posting list in
our algorithm will not be very long. Therefore, our method will improve the
effectiveness compared with Winnowing with large q’s and also improve the effi-
ciency compared with Winnowing with small q’s. Our experiments have verified
our analysis.

5 Generate Candidate Texts

In this section, we introduce the methodology of generating candidate texts in
our near duplicate text detection method (i.e., the GenCandTexts function, Line
8 of Algorithm 1).

For each candidate document, we now have a sorted list that contains positions
of matching signatures in the document. We do not use order among matching
signatures, as it is quite common to have near duplicate text with reordered sub-
parts. Instead, candidate texts are generated by applying the following heuristic
rules of merge signatures and determine boundaries.

– Merge Signatures. We first combine continuous signatures together. Two
signatures are continuous if they may be derived from two overlapping or
adjacent windows. We can either store the window positions where the sig-
nature are generated. Otherwise, given the positions of two signatures si
and sj (assuming possi < possj ), they are considered to be continuous if
possj − possi ≤ 2w+ q − 2, as this is the worst case where the two signatures
are the first and last signature in two adjacent windows, respectively.

– Determine Boundaries. Given an ordered merged list of sigantures {s1, s2,
. . . , sm} of document d, we generate the candidate text that has the longest
possible length: we take the substring between positions posstart and posend,
where posstart = max(1, poss1 − w + 1) and posend = min(possm + w + q −
1, len(d)).
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6 Heap Based Optimization

Lines 9-11 of Algorithm 1 compute the similarity for every candidate text and
returns the largest one. This is not efficient if there is a large number of can-
didate texts which are long, or not similar to Q. In this section, we propose a
heap-based optimization to reduce the number of similarity computations.

We observe that an upper bound of the similarity between two strings can
be easily computed based on their lengths. In Equation (1), |gramsQ| is fixed
for a given query, thus the similarity between c and Q is only affected by
|gramsc ∩ gramsQ|. Since |gramsc ∩ gramsQ| ≤ min (|gramsc| , |gramsQ|), we
can easily work out an upperbound of sim(c,Q) as follows:

sim(c,Q) ≤ simub(c,Q) =
min (|gramsc| , |gramsQ|)

|gramsQ|
= min (

|gramsc|
|gramsQ|

, 1)

In addition, simub(c,Q) increases monotonically with |gramsc| = len(c)− q+1.
The optimized query algorithm is shown in Algorithm 2, which should replace

Lines 7–11 of Algorithm 1. The major modifications are:

– We use a max-heapH to organize candidate texts, based on their upper bound
similarity ub score.

– We maintain the current maximum score in max score, and we terminate the
loop only when the head of the heap H ’s upper bound score is no more than
max score.

– We use a similarity computation function CalcSim2 which can stop earlier
during the similarity computation (See Algorithm 3). Note that we convert a
multiset of q-grams to a set of q-grams by annotating a q-gram g as gi if it is
the i-th occurrence of q-gram. We perform the same transformation for Q and
index it so that the set membership query (Line 4) can be performed efficiently.

Our experiments show that this optimization can save up to 99% number of
similarity computations.

Algorithm 2. OptimizedQuery

/* generate candidate texts for each candidate document */

1 for each di ∈ G do
2 for each candidate text ci ∈ GenCandTexts(G[di]) do
3 ub score ← SimUB(ci);
4 H.enqueue(ci, ub score);

/* find the best candidate text */

5 max sim ← 0;
6 while H.head.ub score > max sim do
7 c ← H.dequeue();
8 max sim ← max(max sim,CalcSim2(Q, c,max sim);

9 return c;
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Algorithm 3. CalcSim2(Q, c,max sim)

1 max err ← |gramsc| · (1−max sim);
2 err ← 0;
3 for each q-gram g ∈ gramsc do
4 if g /∈ Q then
5 err ← err + 1;
6 if err ≥ max err then
7 return 0;

8 return (|gramsc − err|)/|gramsQ|;

7 Experimental Results

In this section, we report our experiment results with two different implemen-
tations of our near duplicate text detection method, based on Winnowing [17]
and frequency biased Winnowing respectively. We compare the performance of
our proposed algorithm against Winnowing. We also show the improvments of
heap based optimization introduced in Section 6.

7.1 Experiments Setup

Our near duplicate text detection system is implemented in Java and compiled
using JDK 1.6.0. We use the Lucene library (Version 3.3.0)1 to help build and
retrieve the indexes. All experiments are carried out on a PC with a Quad-Core
AMD Opteron 8378@2.4GHz Processor and 96GB RAM, and running Ubuntu
4.4.3.

Dataset. We use PAN-PC-102, a publicly available real dataset, to test our
method. The PAN-PC-10 dataset is published and used in Plagiarism De-
tection Task of PAN Workshop and Competition of Year 2010, which contains
11, 148 source documents and 68, 558 plagiarism cases. For each plagiarism case,
the corresponding source sections are provided in the annotation of the dataset.

We remove those non-English documents from dataset, as our method is not
designed for cross-lingual plagiarism. For both source documents and plagiarism
cases, we converte all the non alphanumeric characters to ’ ’ and all the up-
percase characters to lowercase. Thus we finally have 10, 482 documents with
average length of 149, 354 in the dataset. The total size of the dataset is 1.57
GB and the alphabet size is 37 (i.e., [a-z0-9 ]).

Parameter Setting. We implemented our method on both Winnowing and fre-
quency biasedWinnowing under variant settings of q and w. We keep q+w = 150,
such that the same locality guarantee will hold.

1 http://lucene.apache.org/
2 http://www.webis.de/research/events/pan-10

http://lucene.apache.org/
http://www.webis.de/research/events/pan-10


Near Duplicate Text Detection Using Frequency-Biased Signatures 287

As suggested in [17], We set q = 50 and w = 100 for Winnowing. We also try
other possible q’s from 3 to 60 and Winnowing achieves its best performance con-
sidering both efficiency and effectiveness on PAN-PC-10 dataset when q = 10
and w = 140. Therefore, we report the experiment results for Winnowing on
these two settings.

For frequency biased Winnowing, we also try different q’s from 3 to 5, and
results for q equals to 4 and 5 are reported.

Queries and Measurements. There are two main different types of near-
duplications in the PAN-PC-10 dataset [16], which are artificial (automatic)
plagiarism cases and simulated (manual) plagiarism cases. In artificial plagiarism
cases, there are three different obfuscation levels (i.e., none, low and high). For
each of the four types above, we randomly select 100 plagiarism cases as queries
and use the facts in the annotation as the ground truth for evaluation.

We focus on the following 5 measurements (all measurements are averaged
over all queries):

– Index Size, which is the space needed to store the index.
– Index Time, which is the total time needed to index the whole collection.
– Accuracy. We use recall, precision and F1 score to measure the accuracy of

our method. Given query Q, its recall and precision are defined as |Ω| / |S| and
|Ω| / |Q| respectively. Where Ω represents the detected plagiarized paragraph,
and S indicates the real plagiarized paragraph.

– Query Time, which is the total time to process a query.
– Calculated Candidate Texts, which is the number of candidate texts whose

similarity to Q is calculated. We report the number before and after applying
optimization. We also report the total length of calculated candidate texts,
as they are approxmately proportional to the query time, and the query time
before applying optimization is extremly long thus we do not report it.

7.2 Indexing Time and Size

We plot the index size and indexing time for both algorithms with different pa-
rameters in Figure 1(a). The spots and line show indexing time. It is clearly
that Winnowing takes much more time on indexing than frequency biased Win-
nowing. This is mainly due to the following two reasons. Firstly, the number of
distinct signatures in Winnowing is much more than those in frequency biased
Winnowing, (E.g., 30, 982, 703 vs. 486, 248). Secondly, the time cost for calcu-
lating hash values in Winnowing is much longer than looking up the frequency
table in frequency biased Winnowing.

The bars show index size of two different algorithms. Apparently Winnowing
also has a larger index size, especially when q is large. This is because of the
different number of distinct signatures two algorithms, also the length of signa-
tures in Winnowing is longer. It usually takes more space to store a String (e.g.,
signatures) than integers (e.g., positions), thus Winnowing requires more space.
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Fig. 1. Experimental Results

7.3 Accuracy

We plot the average recall, precision and F1 score over 400 queries on both
algorithms with different parameters in Figure 1(c). Clearly, frequency biased
Winnowing has a much better accuracy than Winnowing.

More specifically, frequency biased Winnowing with q = 4 achieves F1 score
of 0.775 while Winnowing achieves 0.496 with q = 50 and 0.745 with q = 10.
Considering that both algorithms achieve similar precisions, this gap is mainly
due to the low recall of Winnowing algorithm. As we stated in Section 4.2, the
stability affects recall for Winnowing-family algorithm. Winnowing with larger
q has lower stability thus lower recall than frequency biased Winnowing (i.e.,
44.00%− 70.66% vs. 76.56%− 77.15%).

We also plot F1 score for both algorithms on different types of queries in
Figure 1(d). Both algorithms perform well on none obfuscated plagiarism cases.
Winnowing starts to fail on low obfuscated artificial plagiarism cases, especially
with q = 50. And frequency biased Winnowing completely beats Winnowing



Near Duplicate Text Detection Using Frequency-Biased Signatures 289

on hard queries (i.e., high obfuscated artificial and simulated plagiarism cases).
This is also due to Winnowing’s low recall, especially for hard queries, where the
loss of stability will bring non-negligible impact on its accuracy.

It is worth mentioning the results of PAN-10 competition. The first place
achieves average recall of 69.17% and F1 score of 0.797, while the second place
achieves 62.99% and 0.709. Although our current method cannot support cross-
lingual plagiarism cases, and our queries are generated based on the ground
truth, it is still justified to say that our near duplicate text detection method is
competitive against the top works in the area.

7.4 Query Time

We plot the average query time for both algorithms with different q’s in Fig-
ure 1(b). We observe that the query time of frequency biased Winnowing is
smaller than Winnowing with q = 10, but much larger than Winnowing with q =
50. Winnowing generates very few or even no candidate for hard queries when
q = 50. But when q = 10, it generates more candidates than frequency biased
Winnowing, which leads to more similarity computations thus more time cost.

7.5 Calculated Candidate Texts

In order to verify our analysis of query time as well as show the improvement
of heap based optimization, we plot the number of calculated candidate texts
and the total length of them, before and after using heap based optimization, in
Figure 1(e) and Figure 1(f) respectively. Our optimization brings significant im-
provements. Up to 99% of candidate texts are skipped, so does the total length
of them. Our optimization also saves approximately 99% of query time, as most
time is spent on similarity computations. This is due to that most queries have a
high similarity answer, once we find it, we can almost ignore the rest candidates.

8 Related Work

Winnowing is considered very important in various areas and used in a number of
works. For example, [22] uses it to partition the files and further detect the redun-
dancy in the file. [10] uses it to generate variable sized blocks in order to perform
accelerating multi-pattern matching. It also used to quickly find the possible pla-
giarism parts [5], but only “copy and paste” plagiarism cases are explored. [11]
uses it to shorten the size of input data on its secure file scanning system on
enterprise networks. However, seems no one focuses on improving Winnowing.

There are many works focusing on near duplicate text detection by using dif-
ferent signature selecting methods. [3] selects every l-th q-grams, which is sus-
ceptible to positional changes such as insertion or deletion. The (mod p) = 0
scheme [13] selects q-grams whose hash values can be divided by p, but it is pos-
sible to select nothing from a document. Very similar to Winnowing, [2] selects
the q-gram whose hash value is smaller than its previous and next h q-grams. It
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holds a weaker locality which only guarantees to return same or no signature for
identical substrings. Spotsigs [19] takes a chain of words that follows a stopword
as signatures to find near duplicate Web documents. [1] takes the idea of Spot-
sigs but also considers the standard tf-idf weighting. It uses sampling to detect
duplicate news stories and achieves a good performance. All metioned methods,
including other methods like [9,15,18,21], either offer no locality guarantees or
suffer from large number of false positives.

There are previous works exploiting collection statistics (mainly inverse doc-
ument frequency). [8] uses words with the first 30 to 60 highest idf, [7] selects
terms with high idf, and its extention [12] uses external collection statistics.

Another category of approaches to detect near duplicate document is to find
documents that are highly similar to the query document as a whole. Represen-
tative approaches include those emplying Jaccard similarities based on tokens or
word n-grams, and those employing Hamming distance based on a binary feature
vectors constructed from the documents. There are efficient exact computation
algorithms [20,14,24] as well as approximate algorithms based on locality sensi-
tive hashing [4,1,6].

9 Conclusion

In this paper, we propose a new near duplicate text detection framework us-
ing signatures selected by Winnowing-family algorithms. We raise a new con-
cept named k-stability with theoretical analysis to measure the stability of
Winnowing-family algorithms when small errors happening, and propose a new
frequency biased Winnowing algorithm.We also propose candidate text genera-
tion methods and optimization to improve the performance of our framework.
Our experimental result shows the significant improvement of our proposed al-
gorithm and the good performance on a plagarism detection benchmark.
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Abstract. Acoustic sensors are increasingly used to monitor biodiversity. They 
can remain deployed in the environment for extended periods to passively and 
objectively record the sounds of the environment. The collected acoustic data 
must be analyzed to identify the presence of the sounds made by fauna in order 
to understand biodiversity. Citizen scientists play an important role in analyzing 
this data by annotating calls and identifying species.  

This paper presents our research into bioacoustic annotation techniques. It 
describes our work in defining a process for managing, creating, and using tags 
that are applied to our annotations. This paper includes a detailed description of 
our methodology for correcting and then linking our folksonomic tags to tax-
onomic data sources.  

Providing tools and processes for maintaining species naming consistency is 
critical to the success of a project designed to generate scientific data. We dem-
onstrate that cleaning the folksonomic data and providing links to external tax-
onomic authorities enhances the scientific utility of the tagging efforts of citizen 
scientists. 

Keywords: tagging, citizen science, folksonomy, taxonomy, linking, annotation. 

1 Introduction 

Acoustic sensors are an effective method for monitoring biodiversity over large spa-
tial and temporal scales. Sensors generate large volumes of data, continuously and 
objectively, without the need for a field worker to be constantly present. 

The data collected must be analyzed to identify the individual species that vocalize 
in the recordings in order to understand the biodiversity of a region. Identification 
allows for estimates of species richness and the monitoring of changes in the ecosys-
tem over time. 

We have developed a system for annotating spectrogram images of audio record-
ings, to identify individual species within recordings. When a target acoustic event is 
identified, it is tagged. The tags that are applied are short, textual, freeform labels. 
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A full analysis of 480 hours of acoustic sensor data was performed and each spe-
cies’ vocalization was identified in each one minute segment. 

When applying the tags to acoustic events, we chose to use an open taxonomy (a 
folksonomy) to allow citizen scientists to perform tagging. The flexibility of a folk-
sonomy allowed for rich descriptions of the vocalizations for species. A folksonomy 
also allows for more information to be gathered than what would have been possible 
had the analysis been restricted to a fixed ontology that permitted only known species 
names to be used as tags. When utilizing a folksonomy it is expected that some prob-
lems in the data will occur due to user error. Accordingly, after the data was analyzed, 
we discovered inconsistencies in the common name tags that were used to identify the 
species in an acoustic event.  

Our system included a restriction of one tag per annotation of an acoustic event. 
Many of the citizen scientists wanted to contribute more information to each annota-
tion. They achieved this by encoding multiple pieces of information into the one  
allowed tag. This violated the common practice standard that defines each tag as  
containing only a single piece of information [1]. To complicate matters, there were 
several instances of common name tags that were ambiguous or incomplete, resulting 
in an inaccurate species identification. 

Using this data for scientific work like determining species richness, calling rates, 
and species abundance required extensive data manipulation.  The manipulations 
included: data normalization to ensure consistent capitalization, spacing and hyphena-
tion; the correction of inconsistent spelling; splitting apart combined tags into separate 
tags; and mapping different common name tags to their correct taxon. 

This paper presents contributions in three ways. First, through experience we dem-
onstrate a single tagging methodology is not ideal when combined with a folksonomy. 
Second, we argue that when an ontology is available it should be used to enforce con-
sistency in what could be called a hybrid taxonomy. Third, we demonstrate a practical 
method for repairing a damaged folksonomy similar to our dataset. 

2 Project Description 

Our project uses sensors to record audio. The majority of the sensors are Song Meter 
SM2+ made by Wildlife Acoustics. They run on batteries (for up to a week of conti-
nuous recording) and record data onto multiple SD memory cards. They are deployed 
in the field and either the data or the unit is collected after an allotted time. When the 
SD cards are retrieved, their data is uploaded to servers for storage. Once integrated 
with our system, processing and analysis of the data is then possible. 

Traditionally we have approached the analysis problem with a variety of automated 
methods. Some of these methods have successfully detected certain species with some 
reliability [2, 3]. However, automated methods are complex, difficult to train using 
real-world sensor data, time-consuming, expensive, and generally require a dedicated 
analysis algorithm per species. 

As an alternative, we created a semi-automated system for processing our data.  
We provided online tools for volunteer participants to analyze the recordings from the 
sensors [4]. We asked our participants to listen through sections of audio and to  
identify vocalizations of fauna they heard. A spectrogram, an image representing the 
amplitude over time at each frequency (see Fig. 1), was shown along with the audio. 



294 A. Truskinger et al. 

Fig. 1. An examp

The annotation user inte
marquee an acoustic event o
tion as the combination of a

When a vocalization wa
on the spectrogram to spe
bounding rectangle was la
species that they believed h

The marquee data, asso
called, are the core pieces o

3 Tagging 

Tags are simply textual lab
Tags are frequently used in
with a resource. 

As a result of the Web 2
lar Internet principal for cla

Tags allow content to be
tent or by others within a 
scriptor (sometimes a short
systems allow the associat
systems have become popu
This is a central reason for 
sites, including Del.ico.us, F
and Tumblr. 

Tags are useful because 
ly adjectives, thus they do 
usually exist in an equivale
required for grammatical co
to be easily used for com
relative ease by both human

A tag is intended to desc
pieces of information [1]. I

ple spectrogram with participant annotations shown 

erface has interactive drawing areas that allow a user
of interest and associate a tag with it. We define an anno
a marquee of an acoustic event with one or more tags. 
s found, the participants drew a rectangle around the ev
ecify the time and frequency bounds of the event. E
abelled with a tag representing the common name of 
had generated the vocalization. 
ociated tags, time of day, location, and the species t
of data generated by our research for use by ecologists. 

bels that can be associated with a particular piece of d
n situations that require additional meaning to be associa

.0 phenomenon, tagging has become an increasingly po
assifying the data of many websites and their contents [5
e easily labeled by users – be it by the authors of the c
community. Each tag is ideally just a single keyword 
t phrase) associated with a piece of content. Most tagg
tion of more than one tag to a piece of content. Tagg
ular because they have a low barrier of entry for users 
the proliferation of tagging throughout many popular w
Flicker, Twitter, Gmail, Facebook, YouTube, SoundClo

of their size and form. They are generally short and usu
not contain most of the unnecessary language that wo

ent descriptive sentence [1, 7]. This lack of function wo
orrectness results in tags being linguistically simple enou

mparison, categorization, and classification purposes w
ns and algorithms 
cribe one unique concept; tags should not combine atom
If a tag encodes multiple pieces of information, it loses

 

r to 
ota-

vent 
Each 

the 

that 

data. 
ated 

opu-
5]. 
con-

de-
ging 
ging 
[6]. 

web-
oud, 

ual-
ould 
ords 
ugh 

with 

mic 
s its 



 Reconciling Folksonomic Tagging with Taxa for Bioacoustic Annotations 295 

ability to describe uniquely a single concept, thereby resulting in less effective catego-
rizations of content. 

Tagging systems are also interesting because they are extensible – a fixed taxono-
my can be enforced in a tagging system but usually is not. Some tagging systems even 
allow for the definition of hierarchical tag structures that allow for the casual indirect 
association of data with different classifications. For example, Gmail can create 
nested labels to organize emails into a folder like hierarchy. 

4 Tagging in a Bioacoustic Application 

4.1 Reasons for Using Tags 

We chose to use a tagging system for labeling faunal bioacoustic events. A tagging 
system was the easiest way to associate common names of fauna with the bioacoustic 
events. Tags enabled our users – many of whom are birdwatchers – to describe the 
events they saw in familiar terminology. The language that is produced from this 
freeform tagging is a known advantage to using tagging systems and is often referred 
to as a folksonomy [6, 7]. 

Initially, we considered only allowing tags to be used from a fixed set of tags – es-
sentially using a general taxonomy. This however proved problematic for several 
reasons. 

Firstly, the vocalizations made by species of interest do not have a fixed, formal, 
taxonomy available for describing how they sound. For example, when describing the 
sound of a vocalization tags can take forms similar to ‘screech’, ‘ch-wik ch-wik’, 
‘click’, and ‘laughing’. Often we are not even sure how many different vocalizations a 
target species can produce and we were interested in allowing our participants to de-
scribe these vocalizations.  

Secondly, a folksonomy allows for creativity. The main reason we use a semi-
automated process for analysis of audio data is to take advantage of the superior clas-
sification ability of human participants. Part of what makes our participants better, is 
their ability to creatively describe differences between acoustic events. This creativity 
extends to the freedom to choose the text they tag an acoustic event with. 

Lastly, existing fixed taxonomies of species names proved problematic to use. 
Species’ scientific names and common names do exist as taxonomies; however, they 
are prone to changes, new spellings, or reclassification (e.g. changing the family name 
of a species) [8]. We decided that allowing our participants to tag without a fixed list 
of taxa would allow them to work without considering evolving taxa. 

A. Problems 

Despite the above, we still encountered some problems in practice. 
1) The one tag policy 

Initially we chose to support only one tag per acoustic event [9]. The single tag we 
applied to these events was a common name, e.g. ‘Eastern Yellow Robin’. We wanted 
to collect multiple, descriptive tags for each acoustic event but we found the partici-
pants spent too much time tagging each event. We made the decision to allow only a 
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single tag to minimize the time a user would spend annotating. After a large amount 
of analysis had been done, we realized the one-tag policy was a mistake. Our partici-
pants wanted to include more information than just the common name. This forced 
them to combine information into one tag that which should have been in separate 
tags. As a result, this had the effect of polluting our tag database with unreliable and 
inconsistent tags. 

2) Inherent problems with folksonomies 

The disadvantages of a folksonomy became apparent when our participants started 
annotating data. The issue with giving users free form control over tag composition is 
that users unlike computers make mistakes.  

Textual errors are common but are relatively easy to correct. Common human tex-
tual mistakes included misspellings, inconsistent or unnecessary punctuation, incon-
sistent pluralization, and grammatical errors. 

Other errors we found in the tag data were semantic:  tags can be dependent in 
context, have ambiguous meaning (e.g. abbreviations / shorthand), or can just be ap-
plied incorrectly. The semantic errors we see in tags are similar in part to the prob-
lems of polysemy (when one word has multiple meanings), synonymy (when many 
words share a meaning), abstraction level (how specific is the tag), and detail, as de-
scribed by [7].  

5 Tag Correction 

Our participants have generated over 90 000 annotations over three years. All of these 
annotations were created under a one-tag policy. 

As described previously, there are errors in this dataset that need to be fixed to en-
sure the data is rigorous enough for scientific study. Additionally, we wanted the abil-
ity to link our folksonomy to external taxonomic data sources to allow the retrieval of 
extra data. To achieve both of these goals, the dataset must be relatively consistent. 

Apart from ensuring each tag represents a single concept, the text itself is difficult 
to correct or standardize, especially when it was generated as a set of folksonomic 
tags. This is due to the semantics of a tag. An algorithm can compare the characters of 
a string, but is currently incapable of comprehending the full linguistic meaning and 
context of the text and thus cannot know what a participant has actually meant when 
using that tag. Therefore, just like the analysis of audio, the correction of tags requires 
at least some human involvement. 

Apart from the use-case of ensuring scientifically rigorous data, correcting the tags 
in the datasets and ensuring consistency represented an opportunity. We speculated 
the rules and algorithms needed to clean the annotation dataset would be useful after 
the initial clean, in the form of preventative heuristics that detect when a user is about 
to make a mistake. 

As another by product of cleaning our dataset, we reasoned that both the new con-
sistency and a deep understanding of the data would help improve some of our auto-
mated analysis that rely on tagged acoustic events. Automated algorithms that are 
currently benefitting include a suggestion algorithm (for suggesting what acoustic 
event a user might be looking at based on previous examples found in the annotation 
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dataset) and generalized acoustic event recognizers that use the annotation data as 
training data sets [10].  

Lastly, one of our largest motivating reasons for correcting the data with an algo-
rithm stems from the behaviors of those consume it. Providing our annotation data to 
ecologists is our project’s main research goal. Previously, when providing our data to 
ecologists, typical usage patterns include inserting the data into spreadsheet software 
or statistical packages. No software package that we are aware of is capable of cor-
recting, or even detecting, erroneous tags without prohibitive effort.  

Despite the difficulty, there have been cases of end-users trying to manually cor-
rect tags anyway. Their effort often requires several days of work, is usually partially 
incorrect, and wasted because the result is not shared. If we can ensure the dataset is 
consistent before being sent to ecologists, more than one party will benefit. 

As our database of annotations increases in size, it becomes increasingly imprac-
tical to correct the tags manually. 

5.1 Tag Correction Implementation 

The correction of our 90 000 tags consists of two stages. The first stage was a prelim-
inary normalization of the dataset that corrects simple textual inconsistencies. The 
second stage involves matching the tags against a taxonomy and providing spell-
checker style suggestions for amendments. The first stage was automated and the 
second stage was partially automated. 

5.2 Basic Normalization 

The first stage consists of cleaning the data by applying simple text normalization 
transformations. These transformations include applying a capitalization convention 
and removing, adjusting, or adding certain characters.  

It was decided that a capitalization convention should be applied to the dataset for 
readability. The rest of algorithm uses case-insensitive string comparisons. The first 
letter of every tag is capitalized and all other letters are set to lowercase – essentially 
coercing the tags to the Pascal Case standard. 

The next step in cleaning the data entails removing unwanted tags and unwanted 
characters from tags.  

Table 1. Example Corrections (white space marked with • (U+00B7)) 

Original Text Cleaned Text Additional Tags Actions(S) 

/Eastern•Yellow•Robin•  Eastern•Yellow•Robin  
- Trailing white space 
- Special character gets stripped 

Pied••Butcherbird2? Pied•Butcherbird 
Requires Verifi-
cation,  
2 

- Duplicate white space 
- Question mark →  Requires 
Verification 
- Numerical suffix separated 

Torresian••Crow1 Torresian•Crow 1 
- Numerical suffix separated 
- Duplicate white space 

INTENTIONALLY 
LEFT EMPTY 

Unknown  - Transformed to Unknown 
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White Space. Extra white space causes problems in string comparison and must be 
removed. Redundant whitespace occurred in 202 annotations in our dataset. Redun-
dant white space is problematic because just a few tags with redundant whitespace 
introduces a relatively large number of false classes in the set of unique tags. Redun-
dant whitespace was most common at the end of a tag where it is difficult for a human 
to spot unnecessary white space (see Table 1. for examples). The cleaning algorithm 
removes all leading and trailing white space from tags, as well as any repeated white 
space characters. 

Characters with Special Semantics. Discussed previously, was the single tag policy 
that this dataset was generated under. Enthusiastic users that wanted to add more in-
formation did so by adding in characters or abbreviations with special meaning. This 
in turn corrupted the core concept of a tag, making differentiating between unwanted 
characters and characters with additional meaning difficult. Since purging unwanted 
characters outright was not possible without losing the valuable additional informa-
tion associated with them, a set of heuristics  are defined for the processing of  
different characters. Special characters that had no consistent clear meaning were 
stripped. 

1. Numbers: These numeral suffixes were attached to tags to indicate what type of 
vocalization the fauna had made. The numeral suffixes were independent for each 
type of common name tag. We found no cases where a numeral suffix did not act 
as a distinguisher for the vocalization type of a particular species. The algorithm 
separates these values out to another tag. 

2. Question marks (?): Participants created a convention where the uncertainty of a 
classification was represented with a question mark appended to a tag. The algo-
rithm separates these question marks out and instead associates an additional ‘Re-
quires Verification’ tag. 

3. Special suffix ‘sp’: The ‘sp’ suffix is another participant convention that emerged 
when participants could not determine the species of an acoustic event. The ‘sp’ 
suffix is an abbreviation for the term ‘species’ and in this case meant that only an 
identification to the genus level of a taxonomy was possible. The ‘sp’ tag is a spe-
cial type of suffix that describes the abstraction level of the other words it is asso-
ciated with. This suffix was stripped and not preserved since the linking algorithm 
(described further on) is capable of operating without this extra information. 

4. Special Characters: These characters provide no further meaning to the tag. They 
are removed from the tag.  Examples include characters such as *, &, or @. 

5. Unknown: 0.74% of tags were found to have tags that meant ‘unknown’ in some way. 
Examples of this include ‘blank’, ‘’ (actually blank), ‘unknown’, ‘??tt38?’, and ‘some-
thing’. These tags are converted into one standard unknown tag: ‘Unknown’. 
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Fig. 2. The flowchart describing the data normalization step 

5.3 Problem Detection and Resolution 

The problem detection part of the algorithm deals with subtler problems in the tags 
like spelling, grammar, or other mistakes that are caused by user error. 

The first stage of problem detection was implementing an algorithm often used by 
spell-checkers.  We use the spell-checker algorithm by referencing a species taxono-
my as its dictionary. Automatic text correction with spell-checkers have a number of 
inherent and challenging problems. The primary of which is the Cupertino effect – the 
phenomenon where spell checkers change words from a correct value to an incorrect 
or less accurate value [11]. Thus, this part of the algorithm does not change values 
automatically, since correcting values automatically is analogous to inferring a tag’s 
semantics – previously established 
as bad practice. Instead, a process 
of flagging errors is done so users, 
who are capable of understanding 
the context in which a tag was ap-
plied, can verify the tags manually. 
The problem detection algorithm 
was implemented in two phases:  
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first stage in the algorithm checks for correctness by completing a simple lookup between 
a tag and an authoritative data source. The authoritative data source (A) is a mapping file 
that that contains a pre-verified set of common and scientific bird names in Australia. The 
authoritative dataset was obtained from the Atlas of Living Australia [12] which is a rec-
ognized authority on Australian fauna. 

For each tag, if an exact match is found (in A) then the algorithm retrieves the as-
sociated species name from the mapping file (A) and stores the match in the com-
pleted list (F). 

Tags that do not exactly match the authoritative data source (A) are processed fur-
ther with a step that attempts to match a tag via an approximate match. An approx-
imate match is determined by calculating the edit distance between a unique tag (from 

U) and each of the entries in the 
authoritative data source (A). 

The distance between two 
strings is determined using the 
Dameraus-Leveshtein distance 
algorithm [13]. This is an algo-
rithm traditionally used as a spell-
checking algorithm. This metric is 
defined as the number of opera-
tions required to transform one 
string into another. Recognized 
operations are switching the posi-
tions of two characters, changing 
one character to another, deleting a 
character, and inserting a character 
into a string. For example: the 
distance between ‘apple’ and ‘az-
ple’ is one, for only one operation 
is required to match the strings 
(change the ‘z’ to ‘a’).  

For each tag, if an approximate 
match is found (in A) then the algo-
rithm retrieves the associated spe-
cies name from the mapping file 
(A) and stores the match in the 
completed list (F). An approximate 
match occurs when the edit distance 
is less than two (2) operations. 

The approximate match thre-
shold is adjustable. An increase  
in the threshold results in more 
matches correlated with a decrease 
in precision. A decrease in the 

threshold results in fewer matches (sometimes none at all) but often has higher  
precision. 

Fig. 4. The flowchart demonstrating the simple taxa 
comparison algorithm 
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If the distance between two items being compared is below the threshold, the sug-
gested output is then added to the suggested correction queue.  

Correction Suggestions. See Fig. 5. If a tag did not match or approximately match 
any taxa from the authoritative data source (A), the tag is then sent to the suggestion 
part of the algorithm. In this stage, the algorithm attempts to find an appropriate cor-
rection for the tag by using only the data from the unique tag map (U) itself. This 
stage only suggests – no automatic action is taken without human intervention. 

First, the algorithm calculates the Dameraus-Leveshtein distance between a tag itself 
and each other tag in the unique tag map (U). If the distance between the tag itself and the 
items from the unique tag map (U) is less than or equal to the edit operations threshold, 
then all matching tags are grouped together. For each group the matches’ tags are sorted 
by their unique count (their frequency within the full dataset C) in descending order. As 
the grouping process continues, the tag with the highest frequency is updated as the best 
match. It then becomes the suggested correction for all the other tags in its group.  

Our assumption here is that the most popular variant of a tag is the correct one. In 
our experience, this has always been the case. However, given a situation where this 
is not the case human input can correct this assumption. 

Finally, when all items from the unique tag map (U) have been processed the sug-
gested corrections are exported to a CSV file, to be reviewed by an appropriate partic-
ipant, usually a citizen-expert. 

Participants. We define a participant as any user participating in the analysis of data. 
The participants that annotated most of this data are experts in recreational ornithology. 

The role of a participant is to review the suggested corrections CSV file and mark 
if the corrections are valid or invalid. Once the file has been reviewed, it is read back 
 

 

Fig. 5. The flowchart demonstrating the frequency based suggestion corrections and the manual 
process involved with accepting changes 
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Table 3. Part of a Suggested Corrections File 

Problem Replacement Reason Problem Replacement Reason 
willie-wagtail willie wagtail Dict lewins honeyeater lewin's honeyeater Dict 
lorikeet lorikeets Tag 

Count 
yellow faced 
honey eater 

yellow-faced honey-
eater 

Dict 

lewin's honey eater lewin's honeyeater Dict yellow faced 
honeyeater 

yellow-faced honey-
eater 

Dict 

straited pardalote striated pardalote Dict white-throated 
treecreepe 

white-throated tree-
creeper 

Dict 

rufus whistler rufous whistler Dict white throated 
honeyeater 

white-throated honey-
eater 

Dict 

 

into the correction program so the reviewed corrections can be applied. The manual 
corrections are persisted across program runs and thus can be consulted when verify-
ing any new tags. Included in Table 3 is an example of what the suggested correction 
file looks like when it shown for review by a participant. 

5.4 Results 

Having completed the processing of the data, the differences between the old and new 
data can be seen in Table 4. The table shows a small sample of the annotation dataset 
with original tags with their final corrections. The previously mentioned issues of 
inconsistent capitalization, spelling errors, and tag suffixes are highlighted for clarity.  

Table 4. The final result of cleaning 

Audio 

Tag ID 

Original Tag Corrected Tag Tag 

Suffix

Requires 

Verification 

Tag Species Name 

4001 Scared Kingfisher Sacred Kingfisher   Todiramphus sanctus 
60638 ??js84 Js 84 Yes CORRECTLY BLANK 

3627 
White-browed 
Scrubwren? 

White-browed 
Scrubwren  Yes 

Sericornis frontalis 

92266 
Lichenostomus 
chrysops• 

Yellow-faced Ho-
neyeater   

Lichenostomus chrysops 

10188 
Little Bronze-
Cuckoo1  

Little Bronze-
cuckoo 1  

Chalcites minutillus 

68437 
Lewins  
Honeyeater2 

Lewin's  
Honeyeater 2  

Meliphaga lewinii 

37893 Varied Sitella1 Varied Sittella 1  Daphoenositta chrysoptera 

91089 
Pied  
Butcherbird4? Pied Butcherbird 4 Yes 

Cracticus nigrogularis 

 
In Table 4, it can be seen that the data set is, cleaner, with formatting and spelling 

errors corrected. A good example of the corrections shown is ‘Scared Kingfisher’, 
corrected to ‘Sacred Kingfisher’. 

Statistics. Fig. 6 shows relevant correction statistics that were made by the algorithm. 
Interestingly, out of the 90 225 tags that were processed only 1.12% (1 011) of the 
tags were flagged as incorrect after pre-processing. This was at first surprising, giving 
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cause for concern for the algorithms’ correctness. Post-analysis showed the actual 
reason for a small amount of the tags being flagged as incorrect is due to the  
pre-processing (the data normalisation) that was completed on the dataset. If no pre-
processing was done then 87% (78 553) of the tags would of been flagged as incor-
rect. This demonstrates how important basic normalization of the data set is. Of the 1 
011 tags that were flagged as incorrect, 876 suggested corrections were considered a 
valid correction when reviewed. This means the suggested correction algorithm has 
an accuracy of 82%.  

Furthermore, of the 90 255 tags processed, 85 957 (95%) of the tags were popu-
lated with a species name. This is an ideal result because it means that 95% of the 
data set can be considered valid after cleaning and can be potentially linked to exter-
nal data sources. There are some errors in the final dataset and future work is targeted 
at improving accuracy.  

 

 

Fig. 6. A bar graph the shows various statistics about the tags in our dataset. Note the x-axis is 
in log scale. 

6 Tag Linking 

With the tags normalized, cleaned, and mapped to species names, the data is ready to 
be mapped to a formal taxonomic structure. 

The Atlas of Living Australia (ALA) is an online resource that provides informa-
tion on faunal species in Australia. This information can be accessed through their 
provided web API (Application Programming Interface).  We choose to link to the 
ALA because the majority of our data involves birds (for which the ALA has a wealth 
of information) and their API was accessible and well documented. 

As a species name is usually less ambiguous than a common name, the species 
name was chosen as the link between the local dataset and ALA’s records. The goal is 
to use the species name tag on each annotation to search for the associated LSIDs. A 
LSID is a Life Science Identifier; it is a convention for uniquely identifying a Life 
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Sciences resource on the web using a uniform resource name (URN). LSIDs are the 
unique identifier ALA uses to identify species. 

To link the LSID’s, a similar map to the unique tag count map is created but in-
stead of holding a tuple of (Tag, Count) it holds a tuple of (SpeciesName, LSID) – 
where the LSID part of the tuple is empty to begin with. 

Each item in the species name map is searched for using 
the ALA API. The query is returned containing a list of 
search results. For each search result, an attribute named 
“score” is used to score of the relevancy of the search result. 
The higher the value of score the more accurate the result is. 
The best search result is taken and the LSID associated with 
the tag that was searched for.  

Recall that of the 90 225 tags, 85 957 successfully had a 
species name associated with them. Of that 85 957, a LSID 
was linked to 78 478 (87%) as well.  

6.1 The Widget 

A web widget was built as a practical demonstration of the 
utility of the tag cleaning and linking. The widget reacts to 
input (either typed or programmatic) by passing the input 
through the tag mappings set up by the previous analysis of 
our annotation dataset. It allows for the input of a folkso-
nomic tag, which, if it is a valid common name or species 
name, automatically retrieves relevant data from the ALA taxonomic data source.  

The widget uses the previously mapped LSIDs to call ALA's provided API. The 
taxonomic data returned is then used to provide additional relevant information to a 
user. Its goal was to provide the participant with further information on a searched 
bird that will make classification easier, in a way that is simple and efficient. An ex-
ample of the widget is shown in Fig. 7. 

7 Conclusion 

Our annotation dataset represents a large and valuable investment. For our area of 
research, the dataset is unique resource that was created for the scientific study of the 
environment. To use this data for further research, we must ensure the data rigorous. 

In this paper, we have detailed the reasons for choosing a folksonomy and the sub-
sequent problems that ensued. We saw consumers of our dataset waste many hours of 
effort cleaning the data by hand and we saw an opportunity to not only clean our data-
set but also to learn from it. 

Our dataset was cleaned so that we were able to ensure that 95% of our annotations 
could be associated with a species name – a large improvement over the 13% before 
cleaning. After the mapping, it was then possible to link to an external data source to 
provide additional structured information to 87% of our tags when classifying through 
the web widget.  

Fig. 7. A screenshot of 
the web widget 
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As future work: the simple heuristics we used for cleaning have already been used 
in part in the construction of the web widget. We are currently working on incorporat-
ing these rules into our online analysis tool to proactively limit future errors that may 
occur in our data source. 

We have also decided to implement a hybrid folksonomy and taxonomy system. 
The new analysis system we are designing is a multi-tagging folksonomy, with a 
seeded taxonomy that makes it easier for participants to choose the correct taxon for a 
classification. Additionally, we are strongly considering separate tag fields that will 
group tags based on their concept. For example: there may be a ‘Common Name’ 
field, a ‘Species Name’ field, a ‘Looks Like’ field, a ‘Sounds Like’ field, and an 
‘Other’ field – all designed to keep the flexibility of a folksonomy but with the added 
advantage of enforcing some structure. In another vein of research, we will formalize 
our method for applying contextual tags, which detail the methods of analysis used or 
describe the known / unknown / unheard status for a section of audio.  
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Abstract. In this paper, we study the problem of structural sense
ranking for tree data using a multi-relational PageRank approach. By
considering multiple types of structural relations, the original tree struc-
tural context is better leveraged and used to improve the ranking of
the senses associated to the tree elements. Upon this intuition, we ad-
vance research on the application of PageRank-style methods to semantic
graphs inferred from semistructured/plain text data by developing the
first PageRank-based formulations that exploit heterogeneity of links to
address the problem of structural sense ranking in tree data. Experi-
ments on a large real-world benchmark have confirmed the performance
improvement hypothesis of our proposed multi-relational approach.

1 Introduction

Tree-shaped data are pervasively used to model real-life objects and their struc-
tural relationships. Since the advent of XML, semantic-rich information with
an inherent (hierarchical) logical organization has found a convenient way to
be managed and exchanged. However, the ambiguity embedded in the flexibil-
ity in using (meta)languages for coding information in tree data makes it such
data heterogeneous by nature. Disclosing the semantics underlying the struc-
tural constituents of tree data is essential to enable a number of applications,
ranging from the mapping and integration of conceptually related information
in tree-structured schemas, to the semantics-aware similarity search in hetero-
geneous Web data, from the organization of semantically related documents, to
the definition of summaries for different semantic views over data collections.

The presence of varying degrees of structuredness that are used to explain
the logical organization of the information in tree data makes the coupling of
(tree structural) syntactic information with the appropriate semantics a different
problem to be solved than lexical ambiguity related ones in plain text, partic-
ularly word sense disambiguation. Moreover, it is quite common that multiple
fine-grained senses may be correct (at different confidence levels) for a given
term; consequently, it might be more useful for retrieval and data management
purposes to produce a contextual ranking of the senses rather than to decide
exactly for a single sense and regard it as the only appropriate one.

Structural sense ranking is recognized as challenging in database and infor-
mation retrieval research, whereby solutions to other semantics-aware problems

X. Lin et al. (Eds.): WISE 2013, Part I, LNCS 8180, pp. 306–319, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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(e.g., schema matching, keyword searching, feature extraction, document clas-
sification/clustering) can be complemented or supported. Note that the studies
in [17,18] have demonstrated that tree data does require a sense ranking method
that takes into account the structural relations in the data.

The network of meanings underlying the structural constituents of tree data
can be conveniently represented as a labeled (weighted) graph, therefore graph-
based ranking methods are natural candidates to solve the structural sense rank-
ing problem. In particular, eigenvector-centrality methods, like PageRank, have
been already used in semantic networks inferred from plain text (e.g., [13,1], but
the list would be clearly longer if other natural language processing tasks were
included) and they have also shown to generally outperform non-PageRank yet
graph-based approaches.

Surely a question remains: if the subtlety and multiplicity of tree structural
relations that hold among the underlying concepts in a tree data would not be
disregarded, then a ranking algorithm would propagate the importance scores
through different multi-typed relations modeled as a heterogeneous information
network (HIN). Our intuition is that a multi-relational ranking method should
in principle be able to better leverage the semantics of annotations in tree data
(i.e., markup tag names) that are structurally related at different levels.

Contributions. While existing research has already filled a lack of knowledge
on the suitability of PageRank-style methods to semantic networks for the struc-
tural sense ranking problem [17,18], no investigation on the presumed benefits
deriving from a HIN representation of the structural semantics in tree data has
been made so far. In this work we are hence interested in exploring the struc-
tural sense ranking problem in semantic networks inferred from tree data, when
multiple types of tree structural relations are taken into account. We believe this
joins an important issue due to the ever increasing demand for knowledge-driven
applications to manage tree data through the emerging paradigm of dealing with
mixed type information in graph models. With the purpose of pushing towards
the study of multi-relational PageRank-style methods in multi-typed semantic
networks, we propose a novel PageRank-based framework for structural sense
ranking, for which different approaches are developed to deal with multiple types
of tree structural relations. More specifically, we define an approach that consists
of a weighted PageRank model for a tree-structure-aware semantic multidigraph.
We also present two alternative formulations of the PageRank-based structural
sense ranking problem, the first essentially leading to a decomposition into mul-
tiple independent PageRanks for single-type tree structural relations, and the
second based on the assumption of biasing the PageRank by means of multi-
typed structural relations. Our extensive experimentation on a large real-world
benchmark of XML data has assessed the significance of a multi-relational ap-
proach to the structural sense ranking problem, and finally demonstrated that
better ranking solutions are obtained when multiple types of tree structural re-
lations are taken into account.

The rest of the paper is organized as follows. Section 2 provides background
notions on semantic relatedness measures and also briefly mentions PageRank for
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word sense disambiguation and ranking methods in HINs. Section 3 describes
our proposed structural sense ranking framework, and provides formal details
about the construction of context graphs and the ranking methods. Section 4
presents experimental methodology and results. Section 5 concludes the paper.

2 Background and Related Work

Semantic Relatedness and PageRank for Word Sense Disambiguation.
Knowledge-based approaches to sense ranking and disambiguation assume the
availability of a knowledge base as a source of information about the word mean-
ings. In this respect, WordNet1 is widely used in knowledge-based data manage-
ment tasks, while semantic relatedness measures are the essential tools to choose
the most plausible sense to assign to each word in an input text, or in general
to determine the ranking of its senses. We now very briefly recall the definition
of classic measures as they will be used in our experimental evaluation, while
the interested reader can refer to [4] for further details. Focusing on the con-
tent affinity of the descriptions (glosses) associated with any two concepts c1, c2,
an effective gloss-overlap-based measure is go-rel(c1, c2) =

∑
go∈GO(c1,c2)

|go|2,
where GO(c1, c2) denotes the set of disjoint, maximal word-sequences shared
between the c1’s gloss and c2’s gloss (overlaps), and |go| indicates the number of
words in the overlap go. Path-based measures are instead defined as functions of
the location (depth) of concept-nodes in the lexical ontology. Concept specificity
and commonality properties are well-encompassed by the Wu & Palmer mea-
sure: p-rel(c1, c2) =

2×depth(lcs(c1,c2))
depth(c1)+depth(c2)

, where lcs(·, ·) computes the least common
subsumer for any two concepts. The above measure has also an information-
content-based counterpart, known as Lin measure and hereinafter denoted as
ic-rel, whereby the notion of concept-node depth is replaced with the amount of
information a concept provides, i.e., IC(c) = − logPr(c), where Pr(c) is typically
estimated by the relative frequency of usage of concept c in a corpus—note that
lexical ontologies like WordNet embed statistics about the usage of concepts.

Concerning the application of PageRank to semantic networks inferred from
natural language texts specifically for word sense disambiguation problems, we
acknowledge the existence of important studies (e.g., [13,1]). The basic idea
common to all those approaches is to represent a lexical ontology like Word-
Net as a graph whose vertices are concepts (synsets) and edges correspond to
lexical/conceptual relations, and then to apply over it a (possibly weighted or
biased) PageRank method. Due to space limits, we cannot discuss the afore-
mentioned works, however here we remark that they were already the focus of
a comparative evaluation in our previous works [18,17], which generally showed
a poor effectiveness of word sense disambiguation methods conceived for plain
text when applied to tree-structured text.

Ranking in Heterogeneous Information Networks. The advent of multi-
typed interconnected social media and bibliographic networks, scientific (e.g.,

1 http://wordnet.princeton.edu/
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medical) information systems, and next-generation e-commerce systems has
posed new challenges in managing large-scale HINs. Ranking models are central
to address such challenges, and in fact they have been developed for a variety
of tasks such as keyword search in databases (e.g., ObjectRank [2]), Web ob-
ject ranking (e.g., PopRank [14]), expert search in digital libraries (e.g., [20,6]),
link prediction (e.g., [5]), recommender systems and Web personalization (e.g.,
[12,11]). Moreover, there has been an increasing interest in integrating rank-
ing with mining tasks, like the case of ranking-based clustering addressed by
RankClus [15] and NetClus [16] methods.

Besides the novelty of the application domain in which ranking in HINs is
addressed in this work, the HIN in our framework differs from others in that
while vertices are all of the same type, multiple structural relations induce multi-
typed edges that can also be drawn between the same pair of vertices; by contrast,
parallel edges are not handled in most existing HINs. We take into account the
weighting of edge types by unsupervised learning schemes, which do not require
neither any training set based on a domain-expert-provided ranking [14] nor ad-
hoc specified criteria [2]. Moreover, our HIN does not need to follow a particular
topology like a bipartite graph, as in [15,12], or star network schema, as in [16].

3 Structural Sense Ranking Framework

Let D denote a labeled tree data instance rooted in a node with label t0, and let
T (D) = {t0, t1, . . . , tn} be the set of tree element labels in D. We will refer to
T (D) as T , if the input tree data is clear from the context, and to the elements
in T (D) as tags. For each tag t ∈ T , the set of concepts or senses of t available in
the reference lexical ontology is denoted as C(t). Our general goal for structural
sense ranking in tree data is as follows:

Given a labeled tree data instance D and assuming the availability of a
lexical ontology, a semantic network is built over the tag concepts and
such that it is aware of the multiple structural relations underlying the
tags in D. A ranking of all concepts associated with each tag-label in
D is to be computed using a PageRank-style method applied on the
constructed semantic network.

We present next our solutions to accomplish this goal, which adopt different
approaches to handle multi-typed tree structural relations.

3.1 The Multi-structure Semantic PageRank approach

Tree-Structure-Aware Semantic Multidigraph. We build the ranking con-
text graph upon the following methodology. We consider all concepts of the tags
in a tree data instance as vertices of the context graph. Edges are drawn between
two tags’ concepts if a selected structural relation holds in the tree instance for
any two nodes that are respectively labeled with the two tags. Concepts of the
same tag should not be connected to each other in order to avoid undesired
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mutual reinforcement effects in the concept ranking; as an exception, since the
same concept can in principle belong to different tags, self-loops might be drawn
if the concept is shared by two structurally connected tag nodes. Edge weights
are computed to express the strength of association between any two connected
concepts: this should rely primarily on the semantic relatedness between the
concepts but should also consider the impact of the repetition of substructures
across the input tree instance. Formally, we define the ranking context graph as
a directed multigraph (multidigraph) of the form G = 〈V , T , E , w〉 such that:

– V = {c | c ∈ C(t), t ∈ T }.
– T ⊆ T0, where T0 denotes the domain of structural relations for the tag

nodes in D. Hence, T is regarded as the selected set of structural relations
that corresponds to the set of edge-types in G.

– Ẽ =
⋃
τ∈T Ẽ(τ ), such that Ẽ(τ ) = {(ci, cj , τ ) | ci ∈ C(t), cj ∈ C(t′), t, t′ ∈

T ∧ t′
τ−→ t}. Function t′

τ−→ t applies to a pair of tags t, t′ and returns a
boolean value depending on whether the structural relation τ ∈ T holds in
D between two nodes labeled with t′ and t, respectively.

– w : Ẽ −→  ∗ is an edge weighting function defined, for each (ci, cj) ∈ Ẽ ,2 as:

w(ci, cj) = semrel(ci, cj)× sf(ci, cj) (1)

In (1), semrel is a non-negative real-valued function that corresponds to a
selected measure of word semantic relatedness. Function sf calculates the
frequency of occurrence of a direct structural relation underlying the associ-
ated tag nodes relating to two concepts, and is defined as:

sf(ci, cj) = 1 + logfo(D)

(∏
t,t′

(1 + freqPC(t, t′))
)

(2)

where t, t′ are such that ci ∈ C(t), cj ∈ C(t′), fo(D) is the average fan-out of
D, and freqPC(t, t′) is the number of times that t′ is a child node of t in
D. Function sf acts as an augmenting factor for those concept edges whose
associated tag nodes are more frequently linked in the tree instance.

– E ⊆ Ẽ such that E = {e=(ci, cj) | e ∈ Ẽ ∧ w(e) > 0}. Note that condition
w(e) = 0 holds only if semrel(e) = 0, for any edge e.

The above definition is general as it does not impose any particular (set of)
structural relations (for drawing the edges) and semantic relatedness measures
(for weighting the edges). To provide a complete specification of the ranking
context graph, here we define the domain of structural relations (T0) by focusing
on binary functions that capture the relative position of nodes in a subtree:

– τ = childOf: t′
τ−→ t holds if t′ is child of t;

– τ = descOf: t′
τ−→ t holds if t′ is descendant of t;

2 Edge notation is simplified (i.e., pair of vertices) when there is no dependency on a
particular structural relation type, as for the edge weighting function.
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– τ=child|siblchildOf: t′
τ−→ t holds if t′ is child of t or child of a t’s sibling;

– τ = desc|sibldescOf: t′
τ−→ t holds if t′ is descendant of t or descendant of a

t’s sibling.

Moreover, we instantiate function semrel as one of the standard dictionary-based
semantic relatedness measures previously discussed in Section 2; of course, other
measures could be used in alternative, including those recently developed that
utilize Wikipedia or Web-based knowledge sources (e.g., [17,19,9,8]), however
evaluating their impact on the structural sense ranking performance is out of
the scope of this work.

Structural Relation Weighting Schemes. To deal with multiple struc-
tural relations, we define weighting schemes (alternative to uniformly weighting)
which, assuming the unavailability of user-specified requirements or prior knowl-
edge, are based on characteristics of the tree data instance. One approach would
rely on the assumption that the most frequent instances of a structural relation
are the most important ones; this obviously implies that more complex (i.e.,
indirect) structural relations would be assigned with higher weights, since the
frequency of occurrence is a non-decreasing function for increasing complexities.
However, this approach might also have the shortcoming of further penalizing
the score propagation through graph edges that belong to simpler yet direct
relations (e.g., childOf), which already have a lower support in the tree data
instance. The opposite approach would hence assign higher weights to less fre-
quent relations, thus aiming to balance the properties of rarity (low support) and
locality that a structural relation has in the tree when propagating the ranking
score in the context graph. We hereinafter refer to the two weighting approaches
as support-aware and locality-aware weighting schemes, respectively.

Given a structural relation τ ∈ T , if we denote with n(D, τ ) the number of
edges in D of type τ , the support-aware weight of τ is defined as:

ωτ
(s) =

n(D, τ )∑
τ ′∈T n(D, τ ′) (3)

whereas the locality-aware weight of τ is defined as:

ωτ
(l) =

∑
τ ′∈T , τ ′ 	=τ n(D, τ ′)

(|T | − 1)
∑

τ ′∈T n(D, τ ′)
(4)

Note that both the above definitions are such that
∑

τ∈T ωτ = 1, which is a
requirement in the application of the weighting scheme to the ranking models
that will be presented next.

Multi-structure Semantic PageRank. Our proposed ranking method,
named multi-structure semantic PageRank (MSSPR), adapts a weighted Page-
Rank formulation to deal with a multi-relational, edge-typed graph. Essentially,
the underlying random-walk model is expressed by as many transition probabil-
ity matrices as the different edge types. Given the ranking context graph G with
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structural relation set T and corresponding |T | weights ωτ , the ranking score of
any concept ci is computed as:

ri = α

(∑
τ∈T

ωτ

∑
j∈Bτ (i)

w(j, i)

outτ (j)
rj

)
+

1− α

|V| (5)

where Bτ (i) is the set of concepts that are linked to ci through τ , outτ (j) is the
sum of weights on outgoing edges of type τ for cj , and α is a damping factor
(α ∈ [0, 1], commonly set to 0.85). Equivalently, the matrix form of MSSPR is:

r = α(
∑
τ∈T

ωτSτr) + (1− α)v (6)

where v = 1

|V |1 is the teleportation vector, and Sτ denotes the column-stochastic
transition probability matrix associated to the structural relation τ , i.e., only
edges of type τ are considered in Sτ . Note that (6) can also be written as
r = αST r+ (1− α)v, where ST is a convex combination of all the Sτ matrices
weighted by the corresponding ωτ .

Upon the above MSSPR formulation, we introduce a variant into the definition
of v to bias MSSPR according to the usage frequency of the concepts in V . The
rationale here is that a-priori importance of the concepts can be estimated based
on their linguistic popularity as known from annotated text corpora, and hence
the probability of moving to a concept-vertex ci might be defined as proportional
to its usage frequency. Formally, the ith element of the teleportation vector, for
each ci ∈ V , is computed as: vi = (usage_freq(ci)+ 1)(

∑
c∈V usage_freq(c)+

|V|), where usage_freq(c) is the c’s frequency of usage as stored in the reference
lexical ontology (cf. Section 2), and the Laplace smoothing is introduced to
handle unavailability of information about a concept’s usage count. We will refer
to the biased version of MSSPR as MSSPR-uf.

3.2 Alternative Multi-relational Methods

We devise two alternative approaches to structural sense ranking in tree data,
whose common characteristic is a relaxation of the assumption of multidigraph
definition of the context graph while maintaining the information on all selected
types of tree structural relations. In particular, we raised two generic questions:
(Q-1) What if multiple instances of a basic PageRank model are separately built
and performed over all structural relation types? (Q-2) What if information on
all structural relation types is used only to bias a single instance of a basic
PageRank model? In the following we elaborate on each of the above points.

Weighted Combination of PageRank Vectors. To answer question (Q-1),
we perform MSSPR for each of the structural relation types in T , and the final
ranking is obtained as a weighted linear combination of the multiple PageRank
stationary vectors πτ produced by the |T | runs of MSSPR:

π =
∑
τ∈T

ωτπτ (7)
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We will refer to this approach as the pSSPR method.

Multi-structure Aware Personalized PageRank. To answer question (Q-
2) we develop an adaptation of personalized PageRank, named mS-PPR, in which
the bias in the ranking model relies on the tree structural relations of various
types.

Let Gp = 〈Vp, T , Ep, wp〉 be the ranking context graph with vertex set Vp coin-
ciding with V of MSSPR, and edge set Ep = {(ci, cj) | ci ∈ C(t), cj ∈ C(t′), t, t′ ∈
T ∧ t′ −→ t}, where t′ −→ t means that t′ is child of t. For each (ci, cj) ∈ Ep, a
weight wp(i, j) is computed to express the probability that any tag associated to
ci implies any tag associated to cj through a direct structural relation in the tree;
formally, wp(i, j) = avgt,t′∈T Pr(t, t′) = Pr(t∩ t′)/Pr(t) = freqPC(t, t′)/freq(t)
such that ci ∈ C(t), cj ∈ C(t′), where freq(t) is the total number of occurrences
of tag t in D (and freqPC(t, t′) is defined as for MSSPR). If we denote with
outp(j) the sum of weights wp on out-going edges of cj , and with Rτ (i) the set
of concept vertices that are pointed by ci through edges of type τ , the mS-PPR
score of any ci is computed as:

ri=α
∑

j∈B(i)

wp(j, i)

outp(j)
rj + (1− α)

(
1−

∑
τ∈T |Rτ (i)|∑

h∈V
∑

τ∈T |Rτ (h)|

)
vi (8)

with vi = 1/(|V| − 1) if Rτ (i) �= ∅, otherwise vi = 0. The teleportation factor in
(8) is defined to ensure that the teleportation matrix is stochastic, and that the
probability of teleportation increases with smaller τ -specific out-neighbor sets.

4 Experimental Evaluation

4.1 Data and Assessment Methodology

The official INEX 2009 collection3 is a corpus of semantically annotated XML
documents representing Wikipedia articles, which perfectly fits our evaluation
needs due to its semantic and structural heterogeneity. Annotations consist in
assigning each tag with two attributes: wordnetid, whose value corresponds to a
unique sense id in WordNet 3.0, and confidence, whose value (typically within
0.6 and 1) expresses the confidence the annotator originally had in assigning that
wordnetid to the tag. From this benchmark dataset, we extracted a very large set
consisting of 1,289,309 XML documents (4 GB size), whose main characteristics
are summarized in Table 1. We processed the articles to keep only the structure
information, so to obtain trees of tags, rooted in article. We finally treated the
document trees either separately or conveniently merged into a single huge tree
(rooted in a fictitious tag node articles): the two choices, henceforth referred
to as homogeneous evaluation and heterogeneous evaluation cases, respectively,
actually correspond to two different realistic scenarios. A reason that should
make this twofold evaluation worthy of investigation is that we expect that a
3 http://www.mpi-inf.mpg.de/departments/d5/software/inex/
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Table 1. Evaluation dataset: structural and semantic characteristics

# tags # distinct min avg max avg max avg max # monose- avg
tags depth depth depth fanout∗ fanout∗ polysemy polysemy mous tags polysemy∗∗

159,094,497 5,203 3 9.01 74 1.36 4,643 2.45 33 2,390 4.01
∗Fanout values refer to sublevels of the article’s level. ∗∗Monosemous tags not considered.

relatively conceptual homogeneity of the tags in a tree would justify the use of
structural contexts that rely on more complex relations; conversely, for a tree
covering a larger variety of topics (i.e., tag labels), building the context graph
over (directly) related tags would reduce the disambiguation “noise” which might
be produced by more complex structural contexts.

Following the methodology in [17], we generated a gold standard, or reference
ranking, for the evaluation dataset. Concisely, for each tag a probability distribu-
tion over its senses is computed by taking into account the multiple occurrences
as well as the differently assigned wordnetid and confidence values the tag can
have in the collection. The interested reader is referred to [17] for details.

To assess the effectiveness of the proposed methods, we used criteria that
are standard in ranking tasks: normalized discounted cumulative gain (nDCG),
Binary preference function (Bpref ), and Fagin’s intersection metric (F ); for each
of them, the higher the score the better the ranking evaluation. However, such
criteria needed to be adapted to our setting, as described next.

Let L∗ and L denote the reference ranking and the ranking produced by
an algorithm, respectively. Normalized discounted cumulative gain (nDCG) [10]
measures the usefulness (gain) of an item based on its relevance and position in
a list. Formally, nDCG is the ratio between the discounted cumulative gain to its
ideal (reference) counterpart taking into account the top-k-ranked items in two

lists. Contextualized to each tag t, nDCG is defined as: nDCG
(k)
t =

DCG
(k)
t

IDCG
(k)
t

.
Discounted cumulative gain is based on the assumption that highly relevant
items appearing in lower positions in a list should be more penalized as the
graded relevance value is reduced logarithmically proportional to the position
of the result. For a ranking L, we use symbol Lt(i) to denote the ranking value
associated to the sense of tag t that is ranked in position i, and symbol Lt[i] to
denote the ranking value associated to the ith sense of tag t. For a tag t, the
DCG is computed as: DCG

(k)
t = L∗

t [argLt(1)]+
∑k

i=2
L∗

t [argLt(i)]
log2(i+1) , where symbol

argLt(i) is used to denote the sense number of the sense ranked at position i in
the algorithm’s ranking, and hence L∗

t [argLt(i)] is the reference ranking value
for that sense. Term IDCG

(k)
t is calculated w.r.t. the reference ranking values

for the senses of t: IDCG
(k)
t = L∗

t (1)+
∑k

i=2
L∗

t (i)
log2(i+1) . Hence we obtain the final

nDCG as the average of the nDCG
(k)
t computed over all tags t.

We also compared an algorithm’s ranking with the reference ranking with-
out averaging over the tag-specific distributions. This leads to a problem of
comparing partial rankings, since elements in one list may not be present in
the other list. The Fagin’s intersection metric [7] is commonly used to solve the



Multi-relational PageRank for Tree Structure Sense Ranking 315

Table 2. Performance of MSSPR methods

T ωτ

heterogeneous evaluation homogeneous evaluation
MSSPR MSSPR-uf MSSPR MSSPR-uf

nDCG Bpref F1 F2 nDCG Bpref F1 F2 nDCG Bpref F1 F2 nDCG Bpref F1 F2

{c} – 0.929 0.240 0.401 0.200 0.936 0.263 0.440 0.232 0.699 0.560 0.442 0.318 0.899 0.604 0.534 0.369
{d} – 0.931 0.253 0.403 0.202 0.938 0.275 0.441 0.233 0.663 0.501 0.428 0.294 0.894 0.532 0.530 0.349

{c,d}
u 0.936 0.247 0.406 0.203 0.938 0.271 0.442 0.236 0.726 0.559 0.436 0.316 0.899 0.608 0.539 0.372
l 0.934 0.248 0.407 0.205 0.939 0.272 0.443 0.237 0.725 0.564 0.439 0.318 0.902 0.607 0.541 0.373
s 0.822 0.247 0.405 0.202 0.886 0.271 0.442 0.235 0.727 0.561 0.437 0.315 0.899 0.609 0.540 0.370

{sc} – 0.930 0.262 0.394 0.201 0.936 0.284 0.426 0.232 0.694 0.534 0.441 0.320 0.895 0.562 0.533 0.363

{c,sc}
u 0.931 0.253 0.396 0.202 0.937 0.274 0.431 0.233 0.708 0.551 0.440 0.319 0.897 0.593 0.536 0.367
l 0.932 0.255 0.398 0.203 0.938 0.276 0.431 0.234 0.706 0.562 0.443 0.323 0.901 0.598 0.537 0.369
s 0.803 0.263 0.395 0.201 0.872 0.285 0.427 0.232 0.705 0.542 0.439 0.318 0.896 0.583 0.534 0.363

{c,d,sc}
u 0.935 0.254 0.401 0.202 0.938 0.276 0.436 0.234 0.734 0.553 0.438 0.318 0.898 0.601 0.540 0.372
l 0.934 0.256 0.403 0.202 0.939 0.277 0.435 0.236 0.732 0.560 0.440 0.321 0.901 0.603 0.540 0.373
s 0.812 0.262 0.396 0.201 0.876 0.284 0.428 0.231 0.727 0.542 0.437 0.316 0.897 0.589 0.536 0.366

{sd} – 0.932 0.263 0.396 0.202 0.937 0.289 0.427 0.232 0.627 0.480 0.427 0.296 0.893 0.502 0.526 0.347

{sc,sd}
u 0.935 0.264 0.397 0.204 0.938 0.292 0.426 0.233 0.716 0.532 0.438 0.317 0.898 0.569 0.536 0.368
l 0.933 0.265 0.398 0.203 0.937 0.289 0.424 0.234 0.718 0.529 0.433 0.313 0.897 0.567 0.536 0.365
s 0.811 0.264 0.396 0.202 0.872 0.290 0.425 0.232 0.725 0.534 0.436 0.317 0.896 0.573 0.538 0.367

Results correspond to average performance over the various semantic relatedness measures. Bold
values refer to the best scores per evaluation case and assessment criterion.

above problem and applies to any two top-k lists: F (L∗,L, k) = 1
k

∑k
i=1

|L∗
:i∩L:i|
i ,

where L∗
:i, L:i denote the sets of senses from the 1st to the ith position in the

respective rankings. Therefore, F is the average over the sum of the weighted
overlaps based on the first k senses in both rankings. We defined two variants
of F , henceforth denoted as F1 and F2, which are based on different setups of
L∗
:i and L:i. In F1, the actual reference ranking is obtained by simply sorting all

scores in the original reference ranking, whereas the algorithm’s ranking scores
are first normalized by tag (to resemble the tag-specific probability distributions
in the original reference ranking), and then sorted. In F2, for both the reference
and algorithm’s rankings, each concept’s score is multiplied by the logarithm of
the number of senses of the unique tag associated to the concept (recall that a
concept is treated as a pair tag-IDsense, i.e., a synset in WordNet).

Bpref [3] computes a preference relation of whether judged relevant candidates
R of a list L′ are retrieved (in a list L′′), ahead of judged irrelevant candidates
N . It is formulated as Bpref(R,N) = (1/|R|)

∑
r(1 − (#of n ranked higher

thanr)/|R|), where r is a relevant retrieved candidate, and n is a member of the
first |R| irrelevant retrieved candidates. As queries, we used the root-to-leaf tag-
paths in D, judging the top-1 ranked senses of each tag in the path as relevant
candidates, and all the other senses of these tags as not relevant. The overall
Bpref score was obtained as a weighted average over the tag-path Bpref scores
weighted by the number of occurrences of a particular path.

4.2 Results

We discuss our experimental evaluation in terms of effectiveness and efficiency.4
To avoid cluttering the presentation in the result tables, we will use the
4 Experiments ran on an Intel Core i7-3960X CPU @ 3.30GHz, 64GB RAM machine.
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Table 3. Performance of pSSPR methods

T ωτ

heterogeneous evaluation homogeneous evaluation
pSSPR pSSPR-uf pSSPR pSSPR-uf

nDCG Bpref F1 F2 nDCG Bpref F1 F2 nDCG Bpref F1 F2 nDCG Bpref F1 F2

{c,d}
u 0.821 0.245 0.402 0.200 0.882 0.270 0.443 0.234 0.726 0.547 0.437 0.308 0.900 0.595 0.541 0.365
l 0.820 0.247 0.404 0.201 0.886 0.271 0.445 0.236 0.724 0.550 0.439 0.311 0.901 0.592 0.544 0.366
s 0.818 0.247 0.400 0.198 0.879 0.269 0.442 0.235 0.703 0.538 0.438 0.315 0.896 0.582 0.536 0.362

{c,sc}
u 0.805 0.250 0.398 0.201 0.877 0.270 0.436 0.233 0.704 0.550 0.441 0.317 0.897 0.594 0.539 0.366
l 0.807 0.252 0.400 0.201 0.878 0.272 0.435 0.233 0.703 0.559 0.442 0.320 0.900 0.596 0.538 0.368
s 0.802 0.263 0.396 0.199 0.872 0.285 0.427 0.232 0.627 0.480 0.427 0.296 0.893 0.502 0.526 0.347

{c,d,sc}
u 0.818 0.252 0.400 0.197 0.884 0.273 0.441 0.232 0.731 0.545 0.438 0.313 0.900 0.592 0.544 0.366
l 0.817 0.254 0.401 0.199 0.885 0.275 0.440 0.234 0.729 0.549 0.439 0.315 0.901 0.591 0.545 0.368
s 0.812 0.262 0.395 0.200 0.875 0.284 0.428 0.231 0.723 0.525 0.436 0.310 0.896 0.561 0.541 0.361

{sc,sd}
u 0.814 0.261 0.395 0.202 0.874 0.289 0.438 0.230 0.716 0.526 0.439 0.310 0.900 0.559 0.540 0.362
l 0.812 0.263 0.396 0.200 0.874 0.288 0.426 0.232 0.714 0.519 0.434 0.306 0.898 0.556 0.541 0.359
s 0.812 0.262 0.394 0.198 0.873 0.288 0.427 0.229 0.663 0.501 0.428 0.294 0.894 0.532 0.530 0.349

Results correspond to average performance over the various semantic relatedness measures. Bold
values refer to the best scores per evaluation case and assessment criterion. Rows corresponding to
singleton sets T are the same as in Table 2, hence are not reported.

following abbreviated notations for the selected structural relations: c for childOf,
d for descOf, sc for child|siblchildOf, and sd for desc|sibldescOf; for the structural
relation weighting schemes, we will use notations u, s, l for the uniform, support-
and locality-aware scheme, respectively. It should be noted that, since the singleton
sets (i.e., {c}, {d}, {sc}, and {sd}) correspond to PageRank methods each based
on a single-type structural semantic graph, those methods actually play the role of
competitors against our proposed multi-relational setting.

Effectiveness. Tables 2–4 report on performance results according to all evalu-
ation criteria, by varying structural context and weighting scheme, and also dis-
tinguishing between the heterogeneous and homogeneous case (cf. Section 4.1);
in the latter case, results are averages over the individual trees. Also, we chose
not to include monosemous tags in the ranking evaluation in order to avoid a
bias in the result presentation. Reported results correspond to a setup of the
nDCG’s parameter k to 3 (which is close to the average polysemy, cf. Table 1)
and of the F ’s parameter k to 5000; the latter setting was chosen to take into ac-
count a reasonably large portion of the global rankings produced by the methods
(about 10% of the size of the vertex set in the ranking context graph).

Looking at Table 2, MSSPR-uf outperformed MSSPR in terms of all crite-
ria, in both heterogeneous and homogeneous evaluation cases. This supports
our expectation that exploiting information on the concepts’ usage frequency
is beneficial to the ranking performance. Results were generally higher in the
homogeneous case, where the advantage taken by MSSPR-uf w.r.t. MSSPR is
also more evident, on all criteria. More importantly to the purpose of our study
was to find out that the best results per evaluation case and criterion indeed
were obtained for multi-typed structural contexts, particularly on the combina-
tions {c,d} and {c,d,sc}. This aspect was emphasized in the homogeneous case,
for which the higher cohesiveness of the tags enables a multi-typed structural
context to significantly improve upon each of its corresponding subsets.

The weighting schemes impacted differently over the various criteria in the
heterogeneous case, with s performing worse than the other schemes for nDCG,
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Table 4. Performance of mS-PPR

T heterogeneous evaluation homogeneous evaluation
nDCG Bpref F1 F2 nDCG Bpref F1 F2

{c} 0.634 0.238 0.390 0.188 0.443 0.562 0.387 0.285
{d} 0.638 0.231 0.377 0.194 0.449 0.542 0.392 0.285
{c,d} 0.637 0.239 0.394 0.194 0.451 0.566 0.406 0.291
{sc} 0.635 0.232 0.391 0.190 0.447 0.560 0.402 0.279
{c,sc} 0.636 0.235 0.394 0.192 0.448 0.563 0.404 0.280
{c,d,sc} 0.637 0.237 0.392 0.193 0.450 0.564 0.405 0.281
{sd} 0.635 0.231 0.377 0.193 0.450 0.540 0.404 0.288
{sc,sd} 0.638 0.232 0.393 0.192 0.449 0.561 0.401 0.283

Bold values refer to the best scores per evaluation case and assessment criterion.

but comparably or slightly better in terms of the other criteria. In the ho-
mogeneous case, relative differences among the weighting schemes were more
consistent over the criteria; moreover, as we expected, scheme l led to better
performance than s and u for contexts that involve the c relation. As concerns
the impact of the semantic relatedness measures (results not shown), better
performance over the sets T , regardless of the weighting scheme, was generally
obtained by using p-rel (in terms of nDCG and Bpref) and go-rel (in terms of
F s), although relative differences were scarcely significant (e.g., 2.0E-4 nDCG).
We also evaluated the ranking performance of the MSSPR methods when only
the semrel term would be considered in the edge-weighting function, i.e., sf = 1
for all edges; in that case, we observed a general decrease in the performance,
with order of 1.0E-3 for each evaluation criterion, which would indicate that the
sf term in the edge-weighting function does serve for the purpose of weighing
the impact of the repetition of substructures across the input tree instance.

The pSSPR approach (Table 3) also performed better on multi-typed struc-
tural contexts, although its overall performance did not improve upon MSSPR
(except for F1, but with average gap of just 0.003); interestingly, the impact
due to the weighting scheme tended to be irrelevant in the heterogeneous case,
while a predominance over s was observed in the homogeneous case. Concerning
mS-PPR (Table 4), there is a less clear evidence of the benefits that can derive
from using multi-typed structural contexts, however in any case it was gener-
ally outperformed by MSSPR methods (even by the non-personalized MSSPR in
most cases) for all criteria, with average gaps up to 0.449 nDCG, 0.045 Bpref ,
0.136 F1 and 0.082 F2.

Note also that an evaluation of the methods’ best performances led to findings
similar to those observed for the average performances; particularly, MSSPR
outperformed pSSPR especially in terms of nDCG and Bpref , while mS-PPR
performance was significantly lower than both MSSPR and pSSPR (e.g., nDCG
gaps from MSSPR up to 0.472 for the homogeneous case).

Efficiency. Table 5 shows the times that were required for building the rank-
ing context graphs and for performing the ranking by MSSPR and pSSPR; re-
sults were averaged over the semantic relatedness measures and corresponded to
the heterogeneous evaluation case. Considering MSSPR, the graph building times
increased for increasing structural complexity of the corresponding sets T .
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Table 5. Time performances (milliseconds): MSSPR vs. pSSPR

T MSSPR pSSPR
graph ranking graph(max) ranking(max)

{c} 1.066E+06 1.862E+04 1.066E+06 1.862E+04
{d} 1.299E+06 2.428E+04 1.299E+06 2.428E+04
{c,d} 1.531E+06 4.484E+04 1.299E+06 2.428E+04
{sc} 1.150E+06 3.671E+04 1.150E+06 3.671E+04
{c,sc} 1.249E+06 6.011E+04 1.150E+06 3.671E+04
{c,d,sc} 1.634E+06 8.707E+04 1.299E+06 3.671E+04
{sd} 1.812E+06 4.405E+04 1.812E+06 4.405E+04
{sc,sd} 2.488E+06 8.279E+04 1.812E+06 4.405E+04

The ranking times mainly depended on the graph size, which was inferior of
one order of magnitude when go-rel was used (this might be explained by a
lower access rate to WordNet w.r.t. p-rel and ic-rel). The ranking times clearly
depended on the different rate of convergence as well, which on average was
around 25 iterations for p-rel and ic-rel and 60 iterations for go-rel.

We also compared MSSPR with pSSPR under a “parallel” runtime configura-
tion, i.e., in which the maximum runtimes per structural context were taken.
The comparison was clearly in favor of pSSPR, albeit both methods’ runtimes
were of the same order of magnitude. Moreover, as concerns mS-PPR (results not
shown), the graph building time was comparable to the MSSPR graph building
time with context childOf (in fact, it is independent on the choice of T ), while
the ranking time was always slower than the MSSPR one on the corresponding
set T (usually about one order of magnitude).

5 Conclusion

We addressed the problem of structural sense ranking in tree data by proposing a
multi-relational PageRank framework over a structure-aware semantic network.
We developed different formulations of the problem, mainly focusing on the
modeling of a semantic multidigraph as ranking context graph and on PageRank
methods that differently handle multi-typed structural relations in tree data.
Results have demonstrated that dealing with multi-typed structural relations in
tree data indeed leads to the expected improvements in performance w.r.t. the
case of single-type structural contexts.

While we have taken XML document trees as a case in point for the experimen-
tal evaluation, our approach to structural sense ranking can be readily applied
to any kind of domain where semantic-rich data attributes have an inherent
hierarchical organization over possibly multiple types of structural relations.
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Abstract. Applications are increasingly using triple stores as persis-
tence backends, and accessing large amounts of data through SPARQL
endpoints. To improve query performance, this paper presents an ap-
proach that reuses results of cached queries in a content-aware way for
answering subsequent queries. With a focus on a common class of con-
junctive SPARQL queries with filter conditions, not only does the paper
provide an efficient method for testing whether a query can be evaluated
on the result of a cached query, but it also shows how to evaluate the
query. Experimental results show the effectiveness of the approach.

1 Introduction

With the popularity of Semantic Web technologies, applications are increas-
ingly using triple stores as persistence backends, accessing large amounts of data
through SPARQL endpoints. As the number of queries increases, and data grow
in size, scalability becomes an issue. To address this, much work has been done
to improve the performance of triple stores through better storage, indexing and
query optimisation. However, little has been done so far to take advantage of
caching.

The work by Martin et al. [6] represents a first step towards filling the gap,
where caching is performed by a proxy layer residing between an application
and a SPARQL endpoint, and the proxy answers a SPARQL query without
accessing the triple store if the query is identical to a cached query. Caching
in [6] is basically content-blind, unaware of the content of cached results. In this
paper, we go one step further and explore reusing cached results in a content-
aware way, so that the proxy can not only answer a query that exactly matches a
cached query, but it can also answer a query by processing the result of a cached
query. Such a caching approach requires SPARQL query containment checking,
i.e. checking whether the result of a query is contained in that of a cached query.
Containment checking for full-SPARQL in general is undecidable [5]. Considering
this, we focus on a fragment of SPARQL which is commonly used in real world
queries [8], conjunctive queries with simple filter conditions (CQSFs). As our first
contribution, we define SPARQL query containment based on the (set) semantics
of SPARQL, and give sufficient conditions for containment checking of CQSFs.

Containment checking alone, however, is not enough. It is possible that a query
is contained in a cached query but cannot be evaluated on its result. For example,
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given query Q1, returning the names of all students of age 20 from a university
database, and query Q2, returning the names of all students. It is easy to see
that the result of Q1 is contained in that of Q2. However,Q1 cannot be evaluated
on the result of Q2, since it does not contain enough information to evaluate the
age constraint. Another issue with containment checking is that its cost could be
considerable, which potentially compromises the benefit of caching. Our second
contribution addresses these two issues. We introduce a notion of evaluability
and define requirements for queries to be answered using cached results. We
further provide an efficient method for checking whether a query can be answered
using the result of a cached query (i.e. query evaluability checking), and show
how query answering is done. We evaluate our approach experimentally based
on the LUBM benchmark. The results show that our approach achieves much
better performance than no caching and content-blind caching cases. The rest
of the paper is organised as follows. Section 2 introduces the concepts. Section 3
describes our caching approach. Section 4 presents experimental results. Finally,
Section 5 concludes the paper and points out future work.

2 Preliminaries

2.1 Syntax and Semantics of SPARQL

SPARQL is the official W3C recommendation for querying RDF graphs. In this
paper, we focus on SELECT queries on ground RDF graphs. Let V be a set of
variables disjoint from U (URIs) and L (Literals). Variables in V are prefixed by
the symbol ?. We denote a SELECT query by Q(S, P ), where S ⊂ V is the set of
variables to be returned, P is the graph pattern to be matched. For simplicity,
we restrict our discussion to conjunctive queries with simple filter conditions
(CQSFs), i.e. queries composed of AND and simple FILTER operators. We refer
to a filter condition as simple, if it involves at most one variable. Given a graph
pattern P , we use vars(P ) to denote the set of variables in P (for a triple pattern
t, we use vars(t)), and ftrs(P ) to denote the set of filter conditions in P .

We define the semantics of SPARQL by following the set semantics defined
in [9,7]. A solution mapping1 μ from V to U ∪ L is a partial function μ : V →
U ∪ L. The domain of μ, dom(μ), is the subset of V where μ is defined. Given
a triple pattern t and a solution mapping μ such that vars(t) ⊆ dom(μ), we
use μ(t) to denote the triple obtained by replacing the variables in t according
to u. Two solution mappings μ1 and μ2 are compatible, denoted by μ1 ∼ μ2,
if for all ?X ∈ dom(μ1) ∩ dom(μ2), μ1(?X) = μ2(?X), i.e. if μ1 ∪ μ2 is also a
solution mapping. Let Ω, Ω1 and Ω2 be sets of solution mappings, R a filter
condition, and S ⊂ V a set of variables. We define algebraic operations join (��),
projection (π), and selection (σ) over mapping sets: Ω1 �� Ω2 = {μ1∪μ2 | μ1 ∈
Ω1, μ2 ∈ Ω2 and μ1 ∼ μ2}; πS(Ω) = {μ1 | ∃μ2, μ1 ∪ μ2 ∈ Ω ∧ dom(μ1) ⊆
S ∧ dom(μ2) ∩ S = ∅}; σR(Ω) = {μ ∈ Ω | μ |= R, i.e. μ satisfies R}.
1 It is simply called mapping in [9,7].
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Based on these operations, the evaluation of graph patterns and queries over
an RDF graphG is defined as a function [[.]]G that takes a pattern or a query, and
returns a set of solution mappings. Let G be an RDF graph, t a triple pattern,
P , P1, P2 graph patterns, R a filter condition, S ⊂ V a set of variables, and
Q(S, P ) a SELECT query, we define: [[t]]G = {μ | dom(μ)=vars(t) and μ(t) ∈ G};
[[P1 AND P2]]G = [[P1]]G �� [[P2]]G; [[P FILTER R]]G = σR([[P ]]G); [[Q(S, P )]]G =
πS([[P ]]G).

Example 1. Consider a SELECT query Q({?x}, ((?x, type, student)(?x, age, ?y)
FILETER (?y = 20))) and an RDF graph G = {(a, type, student), (a, age, 30),
(b, type, student), (b, age, 20)}. When evaluating Q over G, we obtain [[Q]]G =
{{?x→ b}}.

2.2 Containment of SPARQL Queries

We define the containment of SPARQL queries based on the definition of sub-
sumption of solution mappings. In [1], the authors introduce a definition of sub-
sumption of solution mappings. Here, we extend their definition by considering
different sets of variables that are possibly used in queries.

Definition 1 (Subsumption of Solution Mappings). Let Ω1 and Ω2 be
two sets of solution mappings. Ω1 is subsumed by Ω2, denoted by Ω1 # Ω2, if
there is a variable mapping ψ from the domain of Ω1 (the union of domains
of its solution mappings) to the domain of Ω2 that for every μ1 ∈ Ω1, there
exists μ2 ∈ Ω2 such that ψ(μ1) ⊆ μ2, where ψ(μ1) denotes the solution mapping
obtained from μ1 by replacing every variable ?X ∈ dom(μ1) with ψ(?X).

Definition 2 (SPARQLQueryContainment).LetQ andQ′ be two SPARQL
queries.Q is contained inQ′, denoted byQ # Q′, if and only if for every RDF graph
G, [[Q]]G # [[Q′]]G.

3 Content-aware SPARQL Query Caching

In this section, we describe our caching approach. Similar to [6], the main func-
tionality is performed by a proxy residing between the application(s) and a
SPARQL endpoint. Given a query (CQSF), the proxy first parses the query.
It then checks whether the query is the same as a cached query by comparing
the query strings. If that is the case, the result is retrieved from the cache and
returned to the user. If the query is not cached, the proxy checks whether the
query can be evaluated on a cached result. Queries that cannot be evaluated on
the cache are forwarded to the SPARQL endpoint and results are cached before
returned to the user. We use LRU (Least Recently Used) as the replacement
scheme for our cache.

Based on results from relational databases [10], we have the following propo-
sition for checking the containment of CQSFs2.

2 Without loss of generality, we assume that all the filter conditions are safe, i.e. each
variable in a condition appears in some triple pattern.
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Proposition 1. Let Q(S, P ) and Q′(S′, P ′) be two CQSFs. Q # Q′ if

1. there exists a mapping τ from the variables of P ′ to the variables, URIs or
literals of P that maps each triple pattern of P ′ to a triple pattern of P ,

2. ftrs(P ) logically implies τ(ftrs(P ′)), i.e. ftrs(P ) ⇒ τ(ftrs(P ′)), where
τ(ftrs(P ′)) denotes the set of filter conditions obtained from ftrs(P ′) by
replacing each variable ?X ′ in ftrs(P ′) with τ(?X ′), and

3. S ⊆ τ(S′).

We refer to a mapping that satisfies Proposition 1 a containment mapping.
Given two queriesQ and Q′, Q # Q′ only tells us that the result ofQ is contained
in that of Q′. We still have to compute the result of Q. Unfortunately, Q # Q′

does not guarantee that Q can be evaluated on the result of Q′, as pointed out
in the Introduction. Here, we give a definition of what it means that a SPARQL
query can be evaluated on the result of another SPARQL query. The definition
is inspired by Larson and Yang’s work on computing SQL queries from derived
relations [4].

Definition 3 (Evaluability). Let Q and Q′ be two SPARQL queries. We say
that Q can be evaluated on the result of Q′, or simply, Q can be evaluated by Q′,
denoted by Q % Q′, if the operations needed to compute the result of Q from the
result of Q′ contain no algebraic joins.

In order for Q to be evaluated on the result of Q′, the following conditions
are required to hold.

Proposition 2. Let Q(S, P ) and Q′(S′, P ′) be two CQSFs. Q % Q′, if

– there exists a containment mapping τ from Q′ to Q,
– for each triple pattern t of P , there exists a triple pattern t′ of P ′ such that

τ(t′) = t, and
– for each variable ?X ′ in P ′, if τ(?X ′) is an URI or a literal, or τ(?X ′) is a

variable which is included in S or in a filter condition in P , then ?X ′ ∈ S′.

The first condition is easily understandable: for Q % Q′, the result of Q must
be contained in that of Q′. The second condition ensures that any triple in an
RDF graph that matches a triple pattern of P also matches a triple pattern of
P ′. The third condition basically specifies the variables that have to be included
in S′ in order for Q to be evaluated by Q′. These three conditions can be used
to terminate testing early if Q cannot be evaluated by Q′.

With this proposition, we can evaluate Q through three types of operations
on the result of Q′: πS(Ω), σR(Ω), and substitution operation τ(Ω). Ω denotes
a set of intermediate solution mappings generated during the application of
operations, S a set of variables to be returned in Q, and R a conjunction of filter
conditions including those in Q, and those derived from τ in the form ?X ′ = c
(when a variable in Q′ is mapped to an URI or a literal in Q) or ?X ′ =?Y ′ (when
two different variables in Q′ are mapped to the same variable in Q).
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Example 2. Consider two queries, Q1({?X1}, (?X1, type, stu)(?X1, age, 20)) and
Q2{?X2, ?Y2}, (?X2, type, stu)(?X2, age, ?Y3)FILTER(?Y2 > 15)). From Q2 to
Q1, there is a containment mapping τ that satisfies Proposition 2: τ(?X2) =
?X1, τ(?Y2) = 20. Let G is an RDF graph. We can evaluate Q1 by Q2 through
π{?X1}(τ(σ(?Y2=20)([[Q2]]G))).

To test Q % Q′, we need to check whether there is a containment mapping
from Q′ to Q that satisfies the conditions in Proposition 2. We can do this
efficiently ifQ′ is acyclic, as described below. A key operation is checking whether
each triple pattern of Q′ can be mapped to a triple pattern of Q. This is done
by comparing corresponding elements of triple patterns, i.e. subject to subject,
predicate to predicate, and object to object. See Algorithm 1 for details. Let
t′ be a triple pattern of Q′, t a triple pattern of Q, and e′ and e a pair of
corresponding elements of t′ and t. There are four cases: (1) both e′ and e are
URIs or literals; (2) e′ is an URI or a literal, but e is a variable; (3) e′ is a
variable, but e is an URI or a literal; (4) both e′ and e are variables. In the first
case, e′ and e need to be equivalent in order for t′ being able to be mapped to
t. In the second case, t′ cannot be mapped to t, as e′ is more specific than e. In
the last two cases, there is a mapping from e′ to e. If all the mappings from t′ to
t are compatible, i.e. they agree on shared variables, then t′ can be mapped to
t. During the mapping, we can also check whether e′ should be included in S′,
if it is a variable, and whether there are filter conditions involving e′ or e, and
whether the filter condition involving e′ can be implied by the filter condition
involving e. In doing so, we are checking whether t could be evaluated by t′

with regard to return variables and filter conditions of Q and Q′. In our current
implementation, if both filter conditions involving e′ and e exist, we require that
they be conjunctions of arithmetic comparisons of the form ?Xθc, where c is a
numeric value, and θ ∈ {=, �=, <,≤, >,≥}.

A triple pattern of Q′ can be potentially mapped to several triple patterns of
Q. As such, there may be more than one mapping associated with a triple pattern
of Q′, all with the same domain: the set of the variables in the triple pattern.
Such mappings are called partial mappings from Q′ to Q, as their domains are
a subset of the variables of Q′. Based on partial mappings, we are then able to
check whether there is a containment mapping from Q′ to Q such that Q % Q′.
Before we present our approach for testing Q % Q′, we introduce the concept of
query acyclicity.

A query (i.e. CQSF) is acyclic (cyclic) if its hypergraph is acyclic (cyclic).
A query’s hypergraph consists of a set of vertices and a set of hyperedges: each
vertex corresponds to a variable in the query, and each hyperedge corresponds
to a triple pattern and includes the variables in the triple pattern. A hypergraph
is acyclic if its GYO-reduction results in an empty hypergraph; otherwise it is
cyclic. The GYO-reduction [2] is a process that repeatedly applies the following
two operations on a hypergraph: (1) delete a vertex that occurs in only one
hyperedge; (2) delete a hyperedge that is contained in another hyperedge. If a
query is acyclic, an elimination tree for the query can be constructed during
the GYO-reduction: each node of the tree corresponds to a triple pattern in the



Towards Content-Aware SPARQL Query Caching 325

Input: two triple patterns t and t′ of Q and Q′ respectively,
two sets of return variables S and S′ of Q and Q′ respectively,
two sets of filter conditions F and F ′ in Q and Q′ respectively

Output: null, or a mapping τt′→t from t′ to t if t % t′

τt′→t ← null, E ← the triple elements of t, E′ ← triple elements of t′;
for i← 1 to 3 do

e← the ith element of E, f ← the filter condition involving e in F ;
e′ ← the ith element of E′, f ′ ← filter condition involving e′ in F ′;
if both e and e′ are URIs or literals, and e �= e′ then return null ;
if e is a variable and e′ is not a variable then return null ;
if e is not a variable and e′ is a variable then

if e′ /∈ S′, or e′ ∈ S′, f ′ �= null and e does not satisfy f ′ then
return null ;

if both e and e′ are variables then
if ((f = null) and (f ′ = null)) then

if (e ∈ S and e′ /∈ S′) then return null ;

if ((f �= null) and (f ′ = null)) then
if (e′ /∈ S′) then return null ;

if ((f = null) and (f ′ �= null)) then return null ;
if ((f �= null) and (f ′ �= null)) then

if e′ /∈ S, or f ′ cannot be implied by f after replacing e′ in
f ′ with e then return null ;

if e′ is a variable then
if {e′ → e} is compatible with τt′→t then τt′→t ← τ ∪ {e′ → e};
else return null ;

return τ ;

Algorithm 1. Checking whether t % t′

query; if a hyperedge E is deleted by operation (2) because it is contained in
some other hyperedge F , then the tree has an edge (tE , tF ) where tE denotes the
triple pattern corresponding to E, and tF the triple pattern corresponding to F .
If there are several hyperedges containing E when E is deleted, then a random
one is picked as F . For simplicity, we restrict our discussion to queries whose
hypergraphs are connected. As such, an elimination tree of a query always covers
all the triple patterns of the query. However, our results can be generalised to
queries with disconnected hypergraphs.

An elimination tree of a query (acyclic) captures relationships of triple pat-
terns in a deterministic way. We can take advantage of this to find containment
mappings (if any) efficiently. Since a cyclic query does not have an elimination
tree, we have two cases when testing Q % Q′, i.e. when Q′ is acyclic and when it



326 Y. Shu et al.

Input: two queries Q and Q′ (Q′ is acyclic)

Output: null, or a mapping τQ′→Q from Q′ to Q if Q % Q′

T ← the elimination tree of Q′;
for each triple pattern t′ in T do

t′.mappings← null;
for each triple pattern t of Q do

if ((τt′→t = t % t′) �= null) then insert τt′→t into t′.mappings;

return null if no such t;

return null if there exists t of Q that cannot be evaluated ;
for each triple pattern t′ in T (bottom-up) do

for each child t′i of t
′ do

t′.mappings← t′.mappings� t′i.mappings;

return null if the mappings of T ’s root are empty;
Γ ← the mappings of T ’s root;
for each triple pattern t′ in T (top-down) do

Γ ← Γ �� t′.mappings;
if dom(Γ ) = vars(Q′) then for each mapping τQ′→Q in Γ do

if each triple pattern t of Q can be mapped to by τQ′→Q then
return τQ′→Q;

return null ;

Algorithm 2. Checking whether Q % Q′

is cyclic (it should become clear in the following that it is unimportant whether
Q is acyclic or not). For both cases, the testing consists of two major phases.
The first phase is generating partial mappings for each triple pattern of Q′, as
described earlier. The second phase is generating containment mappings, if any,
from partial mappings. If Q′ is acyclic, we generate containment mappings by
traversing an elimination tree of Q′. We first traverse the tree bottom-up. If a
node has children in the tree, we check whether the parent’s partial mappings
(i.e. the partial mappings associated with the triple pattern corresponding to
the parent node) are compatible with its children’s by semi-joining the parent’s
partial mappings with the children’s. This is continued until the root of the tree
is reached and its partial mappings are processed. If the resulting partial map-
pings of the root are empty, then there are no containment mappings from Q′ to
Q such that Q can be evaluated by Q′. Otherwise we traverse the tree top-down
to compute containment mappings by joining each node’s partial mappings with
its children’s, until the resulting mappings cover all variables of Q′. Algorithm 2
shows the whole process when Q′ is acyclic. It is adapted from the AcyclicCon-
tainment algorithm in [2].
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Fig. 1. The hypergraph and elimination tree for Q2 in Example 3
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Fig. 2. Mappings generated during testing Q1 � Q2 in Example 3

If Q′ is cyclic, we need to check each triple pattern’s partial mappings against
all other triple patterns’ if their domains overlap, and compute the partial map-
pings through semi-join operations. This is continued until there is a triple pat-
tern whose partial mappings are empty, or there are no more changes to all triple
patterns’ partial mappings. If it is the former case, it means that there are no
containment mappings from Q′ to Q such that Q can be evaluated by Q′. In
the latter case, we compute containment mappings by joining all triple patterns’
partial mappings with overlapping domains one by one until the resulting map-
pings cover all variables of Q′. Though some heuristics can be applied to decide
which triple patterns’ partial mappings are processed first, the testing of Q % Q′

when Q′ is cyclic is in general inefficient in both time and space. Fortunately,
most real world queries are acyclic and have few triple patterns [8].

Example 3. Let Q1 be ({?X1, ?Y1}, (?X1, friendOf, ?Y1)(?X1, type, stu)(?Y1,
type, stu)(?Y1, age, 25)), Q2 be ({?X2, ?Y2, ?Z2}, (?X2, ?Y2, ?Z2)(?X2, type, stu)
(?Z2, type, stu)(?X2, age, ?U2)FILTER(?U2 > 20)). To test Q1 % Q2, we first



328 Y. Shu et al.

��� ��� �*�

5

�55

�55

755

955

:�5 :�5 :75

�
��
��
��
�	
�

�
�


�
��
��

��
��


�

;:

:<:

:�:

5

�55

�55

755

955

�55 �55 755 955 �555�
��
��
��
�	
�

��



��
��
�
��
��


�

����������

;:

:<:

:�:

5

�55

�55

755

955

=>=?�<=��#5� =>=?�<=�$#5� =>=?�<=��5#5�

�
��
��
��
�	
�

��



�
��
��

��
��


�
�

;:

:<:

:�:

Fig. 3. Performance comparison of the three cases with respect to percentage of con-
tained queries, dataset size, cache size

construct the hypergraph and an elimination tree for Q2, as shown in Figure 1,
where t1, t2, t3, and t4 represent triple patterns (?X2, ?Y2, ?Z2), (?X2, type,
stu), (?Z2, type, stu), (?X2, age, ?U2) respectively. We then generate the con-
tainment mappings from Q2 to Q1 such that Q1 % Q2 . The generation pro-
cess is shown in Figure 2(a)-(c). Let τ be the final mapping in (c), G be an
RDF Graph. We can evaluate Q1 on the result of Q2 through π{?X1,?Y1}(τ(
σ(?U2=25)(?Y2=friendOf)([[Q2]]G))).

4 Evaluation

We evaluated the performance of our approach through experiments. All exper-
iments were done on a machine with the following configuration: Intel Core i5
(M540, 2.53GHz), 3.24 GB of RAM, 848GB HD, Java 1.6, 512MB of max heap
size, Apache Jena 2.7.3, and TDB 0.9.3 (with the default file caching).

We generated datasets by modifying the LUBM benchmark [3]. We added
a data property “value” (with the range of “xsd:double”) to the benchmark
ontology (univ-bench.owl) and changed the data generator so that each gener-
ated student instance would have a certain random “value”. Using the modi-
fied data generator, we generated 3 datasets: MLUBM(1,0), MLUBM(5,0) and
MLUBM(10,0), which contain OWL files for 1, 5, and 10 universities respec-
tively, and then loaded each dataset into TDB after OWL inferencing. The sizes
of their materialised versions are 185182, 1125339, 2279105 respectively. For
query generation, we used the following template: SELECT ?X ?Y WHERE{?X
rdf:type ub:Student. ?X ub:value ?Y FILTER (?Y >= %%value1%% && ?Y<=
%%value2%%) ?X ub:takesCourse<http://www.Department0.University0.edu/
GraduateCourse0>}. By controlling the values which are used to replace the
parameters, we generated query traces with different percentages of contained
queries (i.e. the queries that are contained in other queries in the same trace).
The traces we experimented with are C20, C40, and C60, with 20%, 40%, and
60% of contained queries respectively. Each trace contains 1,000 queries and has
the same percentage of identical queries (20%).

Figure 3(a) shows the average response time of the three traces on M MLUBM
(10,0) in three cases, i.e. no caching (NC), content-blind caching (CBC), and
content-aware caching (CAC). As expected, when the percentage of contained
queries increases, the average response times with CAC decrease. This, however,



Towards Content-Aware SPARQL Query Caching 329

has little impact on the performance of CBC, as the percentage of identical
queries is the same for the three traces. We then studied the performance of
CAC with respect to dataset size. For this, we ran C40 to the three datasets. As
shown in Figure 3(b), CAC outperforms CBC by 44%-50%, and the performance
improvement is even better for larger datasets. In the earlier experiments, we
assumed unlimited cache size, i.e. there is no cache replacement. To investigate
the behavior of CAC with respect to cache size, we ran C40 on M MLUBM(10,0)
at various cache sizes. From Figure 3(c), we see that even with a small cache
size, CAC achieves much better performance than CBC. Also, CAC seems to be
more resilient to the change of cache size.

5 Conclusions and Future Work

In this paper, we presented a caching approach for improving the performance
of Semantic Web applications. Our approach is novel in that not only does
it benefit a query that exactly matches a cached query, but it also benefits a
query that is contained in a cached query and can be evaluated by the cached
query. We tested our approach on the slightly modified version of the LUBM
benchmark. Experimental results showed that our approach can achieve much
better performance than no caching and content-blind caching cases. In the
future, we would like to try some other cache replacement schemes, e.g. those
considering access frequency or miss cost. Also, we plan to extend our approach
for other fragments of SPARQL, e.g. queries with OPT and UNION operators.
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7. Pérez, J.,Arenas,M.,Gutierrez,C.: Semantics andComplexity of SPARQL. In:Cruz,
I., Decker, S., Allemang, D., Preist, C., Schwabe, D., Mika, P., Uschold, M., Aroyo,
L.M. (eds.) ISWC 2006. LNCS, vol. 4273, pp. 30–43. Springer, Heidelberg (2006)

8. Picalausa, F., Vansummeren, S.: What are Real SPARQL Queries Like? In: Pro-
ceedings of SWIM (2011)

9. Schmidt, M., Meier, M., Lausen, G.: Foundations of SPARQL Query Optimization.
In: Proceedings of ICDT (2010)

10. Ullman, J.D.: Principles of Database Systems, 2nd edn. Computer Science Press
(1982)



A Generic Tree-Like Index Framework

in the Cloud

Yue Yin1, Bin Yao2, Yao Shen2, Minyi Guo2, and Changliang Xu3

1,2 Shanghai Key Laboratory of Scalable Computing and Systems,
Department of Computer Science and Engineering,

Shanghai Jiao Tong University, China
3 Alibaba Cloud Computing Company, China

t-yuyin@sjtu.edu.cn,{yaobin,yshen,guo-my}@cs.sjtu.edu.cn,

changliang.xucl@aliyun-inc.com

Abstract. In this study, we present a novel tree based index scheme for
efficient indexing and serving large datasets in the cloud. It incorporates
and extends the functionality of Hadoop to create a fully parallel index
system. Our new scheme can be summarized as follows. First, we leverage
the MapReduce framework to create an index, then publish the index
meta information and write it into a meta table. Second, we use the
meta information to help the system adopting an efficient method to
handle a given query. Finally, we optimize the system by using cache
mechanism. We conduct extensive experiments on the Hadoop cluster
to demonstrate the scalability, availability and efficiency of the proposed
index framework.

Keywords: distributed index, cloud computing, data warehousing.

1 Introduction

As cloud computing develops, there is an ever increasing interest in deploy-
ing storage systems that support applications requiring large datasets. Massive
scale distributed data warehouses such as Facebook’s Hive [20] gain more and
more attentions as they allow to store data for many cloud applications. Data
warehouse systems on cloud are designed to meet several key issues: scalabil-
ity, availability and low latency. In Hive, datasets are automatically partitioned
and replicated among computer nodes for scalability and availability. Query ef-
ficiency is achieved by both employing the MapReduce [11] framework of the
underlying computing system and its built-in simple index schemes, namely the
compact index and the bit map index. However, in the existing solutions, range
queries, the most useful feature in data warehouse systems, are inefficient. Com-
pact index only works properly when the data items featuring the same value
are stored on the same file block. Bit map index faces the same problem as com-
pact index, which is the limitation of usage scenarios. It can only be used on
data items having few distinct values. Therefore, these index schemes used in
Hive are not suited for range queries. A usual solution to this problem is to run

X. Lin et al. (Eds.): WISE 2013, Part I, LNCS 8180, pp. 330–342, 2013.
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a MapReduce job that scans the entire datasets. The main drawbacks of this
approach are (1) the high I/O cost by scanning the datasets and (2) the induced
network transmission overhead. In practice, these drawbacks will largely reduce
the system performance.

In this paper, we propose a generic tree-like secondary index framework called
Cloud index (C-index) to support one-dimensional or multi-dimensional queries,
which achieves low building time, low space overhead and low search latency. It
is tailored for data warehouse systems. C-index is maintained in an incremental
way, since in a data warehouse system, data updating is achieved by adding new
data to the system. The C-index uses the traditional database index structures B-
tree [9] and R-tree [14] as the base index. It leverages the innovative MapReduce
framework to serve a query in parallel. C-index supports usual search operations,
such as point search and range search.

C-index is designed to achieve scalability, availability and low latency. It is
stored on Hadoop 1 Distributed File System (HDFS) for scalability and avail-
ability. To achieve low creation and search latencies, we partition the datasets.
C-index is designed to use any user defined partitioning scheme for different
given datasets. Instead of building an index for the whole datasets, C-index
builds a local sub-index for each of the data partition. To route queries among
the partitions in the future, all sub-indexes’ meta data are recorded by a Meta
Table. A query is then passed to the related sub-indexes according to the search
conditions. In turn, this saves the time that would be spent searching unrelated
indexes. In order to further reduce the search latency, the storage structure of
C-index is optimized to minimize the I/O cost. At the same time, additional
optimization on the cache is also applied. In this work, we present a distributed
index system for indexing, storing and serving large datasets. Our contribution
includes the following advances:

– We apply the non-distributed tree-like index to a distributed system. Tree-
like indexes are very efficient on data retrieving, and distributed systems can
provide powerful computing capabilities. We make C-index to leverage these
advantages to perform parallel data process on large datasets.

– To reduce the I/O overhead, we change the index’s storage structure, and
make it suitable for distributed storage system. These changes include the
node structure of the tree and the file structure of the index. This will make
C-index use less I/O operations to get the data.

– We add an optimization mechanism to improve our system. The improve-
ment is focused on the cache management.

The rest of this paper is structured as follows. Section 2 presents some related
work. Section 3 describes the architecture of the index design. Section 4 presents
the index operations and optimization. Section 5 focuses on the experiments and
their detailed evaluation. Section 6 concludes the paper.

1 http://hadoop.apache.org/

http://hadoop.apache.org/
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2 Related Work

Dealing with extremely large datasets in distributed environment is a challenging
task. The first step is to build a scalable data storage system. Distributed file
system is the most important storage system. An example of such system is
Google’s GFS [13] and its open-source implementation, HDFS. They are designed
to store extremely large datasets that are split into equal chunks, and each chunk
is replicated and randomly distributed over the cluster. Amazon’s Simple Storage
Service (S3) 2 is a data storage service that allows user access over the internet.
Sinfonia [3] is a data sharing service that provides applications with unstructured
address spaces on which to keep data. Applications are responsible for organizing
and structuring their data on top of the address spaces. OceanStore [15], Farsite
[1] and Ceph [22] provide a highly reliable peta-bytes level storage. Based on
the above systems, some frameworks have been proposed to support various
applications. Among them, MapReduce is the most efficient and the most widely
used. It provides powerful functionality and simple interface for parallel data
processing. On top of MapReduce, a number of systems have been proposed to
process data warehousing tasks. Yahoo’s Pig 3, Facebook’s Hive and HadoopDB
[4] are some examples. In these systems, the user writes a job in an SQL-like
language and then translate it into a chain of MapReduce jobs that are executed
on Hadoop. Although the underlying implementation of these systems may be
different, their common goal of these systems is to provide techniques to store
and retrieve huge datasets on a shared-nothing computing cluster. In this paper,
we focus on providing an efficient secondary indexing solution for such kind of
systems.

Index techniques in databases have been gaining more and more attentions
over 20 years. Many index based methods [5,18,19,8,24,7] have been proposed
to handle all kinds of queries such as point queries, range queries and nearest
neighbor queries. Their common strategy consists in partitioning the space by
grouping objects in a hierarchical way and then allowing access to the subsets
of the space. Recently, with the increasing in the size of the dataset, distributed
tree-like index algorithm [2] is proposed for indexing extremely large datasets
in a cluster. The B+-tree is distributed among the available nodes by randomly
assigning each B+-tree node to a computing node. This method exhibits two
main weaknesses. First, although it uses a B+-tree based index, the index is
designed to handle dictionary lookup operations. Therefore, it is not able to
effectively deal with range queries. To process a range query [a, b], first, the leaf
node that contains a must be located. Then, if b is not contained in the same
node, it needs to retrieve the next leaf node from some other server based on
the sibling pointer. Such operations continue until the whole range has been
searched. Second, the whole index system induces a high maintenance cost on
the server and a large memory overhead on the client side, as the client node
replicates all the related internal nodes. Some different distributed solutions are

2 http://aws.amazon.com/s3/
3 http://pig.apache.org

http://aws.amazon.com/s3/
http://pig.apache.org
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Fig. 1. System Architect

proposed to handle range queries. In [23,25,21,10], every node has a local tree
index, and the whole cluster is organized as an overlay to route the query to
related nodes. This strategy makes the storage system more complicated and
increases the server nodes’ overhead. HIndex [16] leverages HBase to store the
indexes, but as a drawback the index creation remains centralized. [17] describes
a built-in block-based index structure on HDFS. The aim of this solution is to
perform indexing for HDFS. [6,12] make Hadoop jobs more performant through
clever placement and organization of data. This work is complementary to ours,
we can leverage it to accelerate job process at a lower level.

3 System Overview

Fig. 1 shows the system architecture of our index scheme. Our system is built on
top of Hadoop. It consists mainly of a distributed file system called HDFS, and
a MapReduce execution framework built on top of HDFS. Above the Hadoop
cluster are the main components of C-index. The DataLoader is able to load any
data stored using common file formats, like text file format or RCFile format.
It also provides an interface to easily extend to other storage formats. When
the data is loaded, it is sorted and partitioned using a search key. This stage is
handled by a MapReduce Job. The Indexer is responsible for index creation. It
uses another MapReduce Job to take the output of the DataLoader as input and
build the indexes for all the data partitions in parallel. Finally, each index’s meta
information is added to the meta table for some future use. The client interacts
with C-index through the Client API component. This component wraps some
basic operations, such as point search and range search. Details on the data
processing in C-index will be discussed throughout the next section.
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Fig. 2. C-index Storage Structure

4 The C-index

4.1 Basic Idea

The C-index scheme is based on the following observations: (1) There are usually
three or more replicas stored in an HDFS to ensure the availability of data. (2)
Most existing Data Warehouse systems display a lack of effective index scheme to
support range queries. (3) For distributed file systems, like HDFS, random read
operations are inefficient, although sometimes required. The solution adopted
by C-index is to reorganize the data into a new layout to speed up both one
and multi dimensional queries. C-index introduces a tree based distributed in-
dex stored in an HBase table or a structured HDFS file. It leverages the high
concurrency of Hbase or Hadoop to search the related sub-indexes concurrently
for a given query. C-index also caches the frequently used tree nodes in memory
to improve the response time.

4.2 Index Outline

Fig. 2 shows the C-index storage outline on HDFS. A C-index is composed of a
number of sub-indexes. It uses a meta table to track the sub-indexes it contains.
Each entry in the meta table is mapped to a single sub-index by an unique index
ID. It records the critical information of the corresponding sub-index, including
a pointer to the root node and a key range for the sub-index. The meta table
is stored as a structured file on HDFS. Each C-index can only have one meta
table.
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The B+-tree based and R-tree based C-index follow the same storage outline.
A sub-index is stored as two files, an index file and a value file. The index file
is in charge of storing the internal node of the tree, and the value file stores the
actual data or the pointers to the data. Index and value files both feature the
same structure. Therefore, we only present the structure of the index file. Every
index file has two sub-files, a pointer file and a block file. The pointer file stores
the meta data of the index file and the block file stores the tree nodes (also called
data block). The meta data in a pointer file includes the total number of data
blocks, two arrays that record each data block’s size and offset, and a mapping
array. Since only the appending operation is available on an HDFS file, we can
only append a new data block at the end of the file. To handle this, we give to
each data block two numbers: a virtual number, used by the user, and a physical
number, which is the actual index of the data block in the block file. We maintain
an array that maps a virtual block number into a physical block number. In order
to achieve an efficient operation, we store the mapping information and the real
data on different files, such that we can manipulate the mapping array without
impacting the real data. In summary, a sub-index is formed by 4 HDFS files.
Two of them make up the pointer file, and the remaining two make up the index
file. In this way, a C-index that contains n sub-indexes will have a total of 4n
HDFS files.

The tree node structure is presented in Fig. 2. At the beginning of the node its
meta data includes the total number of elements and the size and type of each
element. The parent field records a pointer to its parent or −1 if it is the root
node. The data field records key-pointer pairs for internal nodes, or key-value
pairs for leaf nodes.

4.3 Index Creation

Since C-index is based on the underlying local B+-tree or R-tree index, we start
by considering how to build a tree index. One approach is to insert each record
into an empty tree. However, it is quite expensive, because each entry requires us
to start from the root and go down to the appropriate leaf node. For efficiency, we
use the bulk loading 4 method to build a B+-tree or R-tree. Here we focus on the
introduction of B+-tree bulk loading method. Due to the structural similarity of
a B+-tree and an R-tree, this method can be easily extended to the R-tree case.
The method is summarized as follow:

– Sort the data entries according to a search key.

– Allocate an empty node to serve as the root, and insert a pointer to the first
node that contains unindexed data entries into it.

– When the root is full, we split the root, and create a new root node.

– Keep inserting entries to the right most index node just above the leaf level,
until all data entries are indexed.

4 http://en.wikipedia.org/wiki/B%2B_tree

http://en.wikipedia.org/wiki/B%2B_tree
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Note that, when the right-most index node above the leaf level fills up, it is
split. This action may, in turn, cause a split of the upper right-most index node,
and so on.

Beyond the use of the bulk loading method to speed up the index building
process, we also leverage the parallel processing capabilities of the MapReduce
framework on Hadoop. Algorithm 1 shows the index building process of C-index.
It is divided into two phases: In the first phase, the data is partitioned and sorted
then passed to the reduce function. The reduce function just writes the input
data into a temporary file, and add the file name to a list. Each temporary file
is mapped to a data partition. In the second phase, the map function maps each
data partition to a reduced node, and the reduce function builds a local sub-
index for each partition it is assigned to. Last, it writes the sub-indexes’ meta
information to corresponding meta table. The construction of the B+-tree based
C-index can be simply extended to the R-tree case.

4.4 Query Processing

C-index supports conventional point queries and range queries. Algorithm 2
shows a generic range query process. In line 1, we get the index meta information
according to the index handler. Then we find all the related indexes that may
contain data in the range r (line 3). In line 4, we decide which one of the search
methods, the parallel one or the non-parallel one, is used for the given query. The
search method depends on the size of the query. We can leverage the MapReduce
framework to speed up the search process for some queries that need to check
many sub-indexes, or just directly search the index. Starting a MapReduce job
induces a large overhead. Therefore, this choice is important in terms of efficiency.
When use a MapReduce job, the map function maps each sub-index to a reduce
node, and the reduce function searches each sub-index it is assigned to. After

Algorithm 1. IndexBuilding Algorithm

Input: datasets ds
Output: index handler
1: Function indexBuilding(ds)
2: indexHandler ← createIndexHandler()

phase1:
3: kvPair ← Map(ds) //for each record, output < partitionID, dataRecord > pair
4: tempF ilesList ← Reduce(kvPair)

phase2:
5: kvPair ← Map(tempF ilesList) //output < tempFile, tempF ile > pair
6: subIndexList ← Reduce(kvPair) //build index for each temp file and add the

new index to a list
7: for each subIndex in subIndexList do
8: indexHandler.addMeta(subIndex.metaInfo)
9: end for
10: return indexHandler
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search all related sub-indexes, we merge the results and return them to user (line
5, 6, 7).

4.5 Index Maintenance

In this paper, we mainly focus on data warehouse systems, where the data is a
bulk import to the system and is then never changed. To maximize the utilization
of the system and improve the scalability, C-index provides eventual consistency.
In this system, we update the index in a simple but efficient manner. An index
updating operation only needs to build a new sub-index for the new dataset,
and add its information to the meta table it belongs to. In some cases, it might
happen that C-index contains too many small sub-indexes, which in turn will
impact the overall system performance. To overcome this issue, C-index will au-
tomatically merge the small sub-indexes during the data update, if their number
exceeds a certain given threshold.

4.6 Optimization

Under normal circumstance, the root node of a tree-like index always becomes
the bottleneck of the system. This is reasonable as all the search operations
will start from the root. In our system, since the data is partitioned into several
pieces, a query may be redirected to different sub-indexes. In fact, if many queries
request the same data partition at the same time, then an I/O congestion might
occur. In turn, this could seriously affect the system performance.

To solve this issue, we use an in-memory buffer (also called cache in this We
use an in-memory buffer (also called cache in this paper) to handle the load
balance between the memory and the disk. Since the meta table is small, and
every search operation on that index need to access it, it makes sense to cache it
in the memory. For the sub-indexes, we adopt different strategies depending on
whether we are dealing with internal or leaf nodes. As the property of tree-like
index structure, the internal nodes just take a small fraction of the total space,
and every tree traversing needs to access the internal nodes, so we cache as many
internal nodes in the memory as possible in order to reduce the disk access time.

Algorithm 2. Range Search Algorithm

Input: range r, indexHandler idx
Output: data in the range
1: Function rangeSearch(r, idx)
2: metaTable ← idx.getIndexMeta()
3: subIndexes ← idx.getSubIndex(r)
4: searchMethod ← idx.getMethod(r,metaTable)
5: results ← searchMethod.doSearch(r, subIndxes)
6: result ← merger(results)
7: return result
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Fig. 3. Performance of CB-index Cre-
ation

Fig. 4. Performance of CR-index Cre-
ation

On the other hand, only a certain number of data nodes are cached in the
memory. This is mainly because the data nodes accounts for a majority of the
index structure, and for large datasets, it is unrealistic to cache all the leaf nodes
in the main memory. In C-index, we use the LRU algorithm to switch in or out
the data nodes.

5 Performance Evaluation

Our experimental setup includes 3 work nodes and a single master node for
MapReduce. The master node is also the name node of HDFS. The worker nodes
and the master node have 4 Quad-Core E5405 Intel Xeon CPUs @ 2.80GHz, 4
GB of RAM and 1 TB disk (for a total of 16 CPUs, 16GB RAM and 4T TB of
disk space). We implement our system using Java 1.7.0.17. The computers run
Unbuntu 12.04, kernel version 3.2.0. The version of Hadoop is the stable version
0.20.2, built from the source code to suite our setup.

The Hadoop MapReduce framework is configured to take full advantage of the
available physical resources. Hadoop is given 2 GB memory in every node, and
the Mapper or Reducer task is given 512 MB memory. As most of our computing
task is performed in the Reducer during the building of the index, we manually
set the number of Reduce task equals to the number of CPU cores. This allows
us no to waste any CPU time. The number of Map tasks is automatically set by
the framework.

We use real datasets (OpenStreet) from the OpenStreetMap project to evalu-
ate our C-index scheme. The datasets represent the global road networks. Each
record contains a record ID, 2-dimensional coordinate, and description. We use
the real datasets to form different sizes of our test datasets, varying from 1GB
to 32GB. All the test datasets are stored as files and uploaded to the HDFS.
The chunk size of an HDFS file is 64MB, and all chunks have three replicas. In
the rest of this section we will use CB-index and CR-index to represents B+-tree
based C-index and R-tree based C-index, respectively.
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5.1 Performance of Index Creation

In this experiment, we evaluate the performance of the index building process
with different data sizes for both the CB-index and CR-index methods. We
compare our strategy with the traditional non-parallel one. Fig. 5 and Fig. 5
show the results of this experiment. For CB-index, when the scale of the dataset
is small, the process time of a traditional method overwhelms ours. This can
easily be explained as for a small dataset, the time required to start and finish
a MapReduce job is longer than the building process. However, note that when
increasing the size of the dataset, our method beats the non-parallel one, and
the time difference becomes larger and larger as the size of the dataset increases.
The performance of CR-index is similar to the one of CB-index, except that the
process time takes longer. In fact, R-tree is more complicated to generate than
B+-tree. The experiment shows that the C-index building operation performs
well when the size of the dataset is large, but is still tolerable when small.

5.2 Performance of Range Queries

Range queries are the most important query operations in the index. We define
the selectivity as the percentage of searched data items over the whole datasets.
In this experiment, we compare our index based range queries with a table scan
based range queries. Fig. 5 (Fig. 6) compares the performance of a range query
on a table scan and on a CB-index (CR-index) using different selectivity for a
given dataset. When increasing the selectivity of a range query, the response
time of our method also increased. This is due to the overhead required when
reading the HDFS files and running MapReduce jobs during the index search
process. Note that, the performance of a 3-dimensional query on a CR-index
is similar to the one on a CB-index, but the response time is longer for both
search methods. This is because the R-tree structure is more complicated than
the B+-tree structure.

Fig. 7 and Fig. 8 show the performance of a range query processed at different
data sizes on a CB-index and a CR-index, respectively. When the size of the
dataset is small, the table scan method is more efficient. However, when the size
of the dataset increases our method becomes faster. The experiments show that
the C-index performs better on large datasets, while still providing reasonable
performance on small ones.

5.3 Effect of Cache

In many real systems, cache is used to solve the I/O issue. In Fig. 9 and Fig. 10,
we add a cache policy to the C-index system, such that some index nodes are
stored in the main memory of the computing nodes. Note that, we use the same
query to test the performance on different sizes of datasets. The experiment
shows that the response time of the query is reduced. Since many index nodes
are already cached in the memory during the tree traversal, this reduces the
number of I/O operations.
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Fig. 5. Effect of Selectivity on CB-
index

Fig. 6. Effect of Selectivity on CR-
index

Fig. 7. Effect of Data Size on CB-index
(Range Query)

Fig. 8. Effect of Data Size on CR-index
(Range Query)

Fig. 9. Effect of Cache on CB-index Fig. 10. Effect of Cache on CR-index

6 Conclusion

This paper presents C-index, a generic tree-like index framework for large datasets
in the cloud. Our C-index model is built on the top of the B+-tree or R-tree in-
dexes, and provides efficient data query service for large scale cloud system.
Instead of building index on the whole datasets, in C-index, we dynamically par-
tition the datasets into pieces and build the B+-tree or R-tree indexes for them,
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then publish their information in a meta table. We separate the index operations
from the index storage. This renders the system easy to transplant between differ-
ent storage systems. We propose algorithms to process one-dimensional or multi-
dimensional range queries. To reduce the query process time, we added cache to
reduce the I/O cost. Extensive experiments are conducted on the Hadoop cluster.
The results confirm the effectiveness and efficiency of C-index.
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Abstract. This paper proposes an approach to optimizing structural-join and 
twig queries for XML queries by utilizing the semantics/constraints defined in 
XML Schemas and the existing facilities of relational database systems. In the 
first stage, semantic query transformations that use constraints in the schema 
are utilized to transform given XML queries to equivalent semantic queries. In 
the second stage, the structure of a given XML document is captured and stored 
in a table in a relational database, which is subsequently used during query 
translation and execution. Conducted experiments confirm the performance 
benefits of our approach in optimization of XML queries before and after 
applying semantic query transformations as well as capturing the XML 
document structure. We also report in detail on the results of a comparison 
between the performance of our approach with those of established native and 
modified-relational XML database systems.   

Keywords: XML Data Management, XML Query Processing, Semantic 
Optimization. 

1 Introduction 

XPath queries, often expressed in twig patterns, are used to select certain nodes from 
a given XML document. The query condition is a Boolean expression that may 
involve comparisons between elements and values, and path expressions [10]. 
Structural constraints are represented as structural joins for a containment relationship 
of the XML elements (i.e., ancestor-descendant or parent-child). Reducing the amount 
of intermediate data created during join operations plays a crucial part in improving 
the performance of complex XML structural-join queries [6, 9]. 

In this paper, we discuss a comprehensive query optimization approach which is 
based on a combination of two complementary approaches: the Semantic Query 
Transformation approach (SQT), which utilizes the constraints in XML Schema 
(XDS) to rewrite XML queries into equivalent semantic queries, and the Prefix on 
Demand (PoD) [12,13], which uses a more compact representation of the structure of 
a given XML document as a set of relational tables. By integrating the two 
approaches, query optimization can be significantly improved on the existing database 
system capabilities when dealing with XPath queries with complex twig patterns. As a 
result, our approaches especially the latter reduce the cost of re-engineering these 
system kernels in particular for the relational-based solutions to be more tree-aware.  
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While the authors of [11] propose to eliminate predicates from XPath queries, we 
propose to eliminate the query condition component in the predicates as not all 
predicates can always be eliminated from a given query. In the case when a predicate 
in a query can be eliminated, we adopt a technique proposed earlier in [3,12,17].  

We have evaluated the efficiency of our optimisation techniques using incremental 
XML data sets of different sizes from a well-known XML benchmark, that is, the 
Michigan benchmark [16]. SQT was evaluated in the relational-based solution (PoD) 
which also provides structural query optimisation. SQT itself is also suitable to be 
used on stand-alone native XML implementations. We have compared the query 
performance results to those experimented in eXist, a well-known native XML 
management system [5].  

The paper is organized as follows. Section 2 overviews the related work. Section 3 
illustrates the adopted approaches including semantic query transformation for XPath 
queries (SQT) and Prefix on Demand (PoD). Section 4 presents the framework of 
SQT & PoD Optimizations. In section 5, we report and discuss the results of the 
performance evaluation of the proposed approach and compare it with some others. 
Finally, we summarize our contributions and outline future work in section 6. 

2 Related Work 

Early studies focused on improving XML query runtime by designing new storage 
systems that support the hierarchical data model of the XML documents more 
efficiently. New operators and join algorithms have been designed from scratch in 
these native XML database systems to be more tree-aware [1, 2, 6]. 

Other studies also have developed more cost-effective solutions to harness existing 
relational database technology by shredding a given XML document and storing 
different parts of it in a proper relational schema. The document order and structure 
can be recovered by assigning a unique label for each node in the document [15]. 
Moreover, new operators and join algorithms have also been proposed [9]. However, 
some algorithms may require modifications to the kernel of RDBMS.  

Most of the above solutions have focused on developing effective XML storage 
systems in the absence of a formal document schema (XML Schema XSD). Recently, 
the importance of capturing the document schema has been recognized since it can be 
used in XML query optimisation,  path validations and document presentations [7, 
14]. The existing works in relation to semantic query optimization [2, 18, 19] and the 
satisfiability problem [8] for XML queries have attracted much attention over the 
recent years. However, these works have focused on semantics in Document Type 
Definition (DTD) documents instead of actual XML Schemas (XSD). There is a big 
gap in semantics between DTD and XSD. The DTD lacks support of semantics of 
elements as it simply declares the structure of XML documents. Unlike DTD, not 
only can XML Schema (XSD) support what DTD already defined, it can also support 
the definition of a set of constraints for elements in XML documents.  

Using semantics in XML Schemas for optimization purposes is still a preferred 
solution for query conditions especially with those that apply with both structures and 
values of elements. In a recent study, Le et al [10] proposed semantics transformation 
for XPath queries specified with predicates. However, their main focus was to 
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ε (ϕπ) → W 
           Sx 

eliminate the whole predicate from given XPath queries. As not all predicates can be 
eliminated from XPath queries, we consider semantic optimizations to reduce the size 
of the predicate instead.   

Recent work on semantic query optimization proposed to construct relational tables 
that store semantics extracted from XML documents [20]. The semantics in a table is 
used to optimize a twig pattern query by avoiding patterns that make no contribution 
to the final result. The obvious challenge for this work is that the path referenced by 
IDs cannot be identified easily. Due to this problem, the work in [21] considers an 
extension to using ID references in DTDs to improve the processing of referenced 
paths. In our semantic query transformation, we use semantics in XML Schemas to 
provide a transformation strategy to find opportunities to optimize XPath queries. We 
then enhance the optimization process by applying the captured structure from an 
XML document to translate given queries during the processing stage. 

3 Optimization Approaches 

In this section, we present two approaches to XML query optimization.  The first 
approach called Semantic Query Transformations (SQT) uses the semantics defined 
in the XML schema.  The second approach called Prefix on Demand (PoD) is based 
on structural optimization.  It should be noted that we are using Michigan XML 
Schema and queries throughout this paper. The queries we adopted for semantic query 
transformations focus on the hierarchies; therefore, when transforming the queries; in 
order to guarantee the correctness of resulting data, we made sure that the query 
hierarchy levels are not nested or repeated elsewhere in the data.  

3.1 Semantic Query Transformation Approach 

Semantic query transformations utilize semantics defined in the XML Schema to 
transform any given XPath query to an equivalent XPath query, which is executed 
more efficiently.  The fragment of XPath studied in this work includes (“/”, “//”, “[]” 
or “*”).   To achieve the optimization goal, we remove redundant components from 
the XPath query predicates before they are sent to the database engine for processing.  
Therefore components in the XPath query predicates are first determined for their 
status as explained below. To achieve the status1 determination, we adopted the 
function ε  defined in [10] to first determine the status of the query condition prior to 
making the decision to remove it. The signature of the function is given as follows: 

We now describe how the function ε works. It accepts as input an XPath query ϕπ 
and uses the information extracted from a given XML Schema Sx to produce a status 
list W=[w1 ◊ w2 ◊ … ◊ wm]. The symbol ◊ represents an optional logical operator 
AND or OR and m ≥ 1, where each wj (j=1,…,m) is the status of a query condition 
                                                           
1 Status of query condition is either full-, partial or conflict. 
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that is determined by ε. π = [r1 ◊ r2 ◊… ◊ rn] is the twig-pattern of ϕ where π contains 
one or more sub twig-patterns or rather query condition(s) ri , and n ≥ 1. ϕ is a path 
navigation of information filtered by π. The information extracted from Sx consists of 
a list of unique paths, namely Q and a list of constraints of elements, namely C, 
defined in the XML Schema S [11]. For each member q of Q, q is a full-path from the 
root of the schema to a schema element along the edge of the schema tree where only 
the parent-child relationship is used between the pair of elements. For each member c 
of C, c contains a sub-path of q and may carry a set of constraints and values of 
constraints of a target element2 in c.  The function ε  first combines ϕ with the left part 
of every query condition, which is verified against each unique path q in list Q. This is 
to ensure that no structural conflict can be found in the path in order to avoid 
unnecessary processing later. Ultimately each query condition is awarded with one of 
the three condition statuses (full-, partial or conflict) as follows.  

If a query contains no comparison value and the validation succeeds, the query is 
awarded the full-qualifier status‘FQ’3. If a series of query conditions are awarded ‘PQ’ 
where the comparison values are found to be exactly as described in the schema and they 
are joined by OR logical operator, the status of those ‘PQ’ queries is changed to ‘FQ’. 
When the information of a query condition cannot match the information in list Q or C or 
both, which means a conflict has occurred, and the query condition is awarded ‘CQ’. 

The transformation finally removes all the conditions that are awarded with ‘FQ’ 
and the joins among them are ‘OR’.  The query conditions awarded with ‘PQ’ are 
also removed if they all project the same element and the joins are ‘OR’ among them.  
The query condition awarded with ‘CQ’ is removed only when it is joined by ‘OR’ 
with other conditions.  The twig-pattern or rather the query predicate W is produced, 
only if it passed the determination process, in the form of determined statuses of ‘PQ’, 
‘FQ’ or ‘CQ’ and AND/OR in between each pair of the determined statuses.  

3.2 Structural Optimization Approach in a Relational Based Solution 

Prefixing on Demand (PoD) [12] is a relational-based XML management approach. 
PoD supports query processing for data-centric XML queries in the absence of the 
XML document schema. PoD parses a given XML document and shreds it down to its 
basic components (i.e., elements, attributes…etc.) and stores them in a fixed relational 
schema. It maintains the document order and structure by utilizing a compressed 
Dewey-based labeling technique.  Moreover, PoD captures the document structure 
summary in a small table called XML_Path. Figure 1 shows the relational schema for 
the PoD system.  The id (binary string) is a unique Dewey label for every single node 
in the XML document. The id is represented as two separate Dewey values (PLabel: 
the parent node’s label and the CLabel: the child node’s label). Occurrence (integer) 
indicates the number of instances of the path in the actual database. 

                                                           
2 A target element is the right most-element in an XPath query, e.g., //eNext/sixtyFour where 

sixtyFour is the target element. 
3 A full-qualifier (FQ) is when the values of a comparison element fully match the values of the 

same element in the schema. 
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Fig. 1. Fixed Relational Schema in PoD based on Node Type 

XML queries are translated into optimized SQL queries utilising features in the 
PoD labeling scheme, the structural information in the XML_Path table, and the nature 
of the relational systems. The PoD system first translates the given XML query into a 
query matrix (XPath matrix). The XPath matrix contains all the distinctive path 
expressions in the query, as shown in Table 1. The matrix is used to determine the 
relationships between paths.  

Table 1. XPath Matrix extracted from the XML query 

 P1 … Pn Conditions Result Occurrence Node Type 

P1 -  Relationship    E, A, or T… 

…       : 

Pn   -     

Pi stands for every distinguished path or node in the query; Conditions represent 
the type of restrictions on this path; Result indicates whether this path is part of the 
result set; Occurrence represents the number of instances this node in the actual 
database; Node Type (Element, Attribute, or Text node…etc.) identifies the right 
table which contains the instances of this path.  The matrix will be structurally 
optimized and a join list table (jList) will be extracted from the final XPath matrix. 
jList is used to build the “WHERE” clause of the SQL query; it contains the join 
relationships between the different paths in the query. The join relationship can be 
any of the possible join values as shown in Figure 2. 

 

Path Path Join Relationship Level Path for GC 

P1 P2 : - 

P1 Pk : : 

: : : : 

Pk Pn : : 

The Join Relationships 

P = P1 is Parent of P2; C   = P1 is Child of P2; S = P1 is Sibling of P2; D = P1 is Descendant of P2. 
A = P1 is Ancestor of P2; CA = P1 and P2 are descendants of the same common ancestor node P3. 
VE = P1 has value equivalency condition with P2. 

Fig. 2. The optimized Join List (jList) 

The fourth column in jList is used to provide the path of the common ancestor 
node if the join is based on a common ancestor CA relationship [12]. The jList table is 
ordered by the Join Relationship Priority{VE > S > (A, D) > CA}; the higher the priority 
the more important the join is, and possibly it is more efficient to evaluate first. 

 Path id Level Node Type Occurrence
XML Path 

 Path Expression

Attribute
 id ValuePath id

Element
  id Path id 

Text
id Value Path id



348 D.X.T. Le et al. 

The discussion of the complete details of optimization techniques in PoD systems 
is beyond the scope of this paper. However, we present next the outline of the PoD 
translation mechanism to build an equivalent SQL query.        

3.2.1   Translating XML Queries into SQL Queries 
The PoD system utilises the information in the jList table and XPath_Matrix to generate 
equivalent SQL queries that can run directly in the relational engine. The main part of the 
translation process is to generate the SQL join statements. The translation algorithm, 
omitted due to space limitation, focuses on building the optimised structural-join part of 
any given XML query. For every row in the jList table, the algorithm adds references to 
the proper tables based on the path entry details in each row and the type of the join. The 
following example demonstrates the jList table in PoD and translation to SQL. 

Example 1. The query //eNest[@aLevel=10]/@aUnique1 (QS3 from the Michigan 
benchmark [16]) is a twig query from which we can extract three path expressions: 

 P1 = //eNest; P2 = //eNest/@aLevel and aLevel = 10; P3 = //eNest/aUnique1 (result) 

Applying the PoD technique will produce the jList table given in Table 2; the PoD 
system removed the P1 path since it is not required to produce correct results. 

Table 2. The optimized jList for the query in Example 1 

Path Path Join Relationship Level Path for GC 

P2 10 VE - 

P2 P3 S - 

The translation algorithm would produce the following SQL query: 

SELECT t3.value FROM Attribute t1, XML_Path t2, XML_Path t4, Attribute t3 
WHERE t2.path like '%/eNest/@aLevel' and  t4.path like '%/eNest/@aUnique1' 
     and t2.path_id = t1.path_id and t4.path_id = t3.path_id and t1.value = '10' 
     and t3.plabel = t1.plabel 

4 Integration of SQT and PoD 

The high-level framework of XML query optimization using integrated PoD and SQT is 
shown in Figure 3. On start-up, the PoD module captures the document structure and the 
path summary when loading the initial document into the backend RDB storage. This task 
is shown as 1. Once the PoD completes the task, the schema pre-processing is initiated so 
that all constraints/semantics defined in the schemas are processed. This task is indicated 
with 2. The semantics are stored in the transformer component. The schema pre-
processing component is terminated by now as it is no longer needed. It would be restarted 
if the schema is changed or modified. The transformer (indicated with 3) continuously 
accepts XPath queries from the user and transforms the queries where possible. If a given 
XPath query is valid, the transformer sends its equivalent semantic XPath query to the 
XML database to perform the querying task. This task is indicated with a dotted arrow line  
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running from XML Queries Semantic Transformer to XML Database. If a conflict is 
detected, an informative message is returned to the user by the transformer. This task is 
indicated with a dotted arrow line running from XML Queries Semantic Transformer to 
User XML queries. 
 

 

Fig. 3. Overview of Integration of PoD & SQT 

5 Performance Evaluation 

In this section we discuss the performance evaluation results, and highlight the 
improvements when one or more optimization techniques are applied to the same set 
of queries in different types of databases such as XML Native (eXist) and XML-
enabled database system (PoD).  

In our experiments, we used the PoD system in split mode (PoD-S) (i.e., two-
component labels: Parent id, Child id), which has proven to be very efficient [12]. 
PoD was implemented in MySQL server 5.1. and Apache Java parser was used for 
parsing and loading XML documents. Java was also used for automating the tests.  
For comparison, we tested the native XML management system eXist [5] which 
stores XML documents in their original format. We configured eXist to use Java 
virtual machine of 1 GB. The sample documents were generated using the Michigan 
benchmark [16]. Documents of two different sizes (50MB and 500MB) were tested.  

5.1 Evaluating SQT Approach in Two Different XML Storage Systems  

We ran 8 queries from the Michigan benchmark, shown in Table A1 in the appendix. 
We first executed the original XPath queries in MySQL where PoD was applied, and 
once more after SQT was applied. Figure 4 shows the runtimes of the original queries 
and the semantically optimized ones in both PoD and eXist. The same test was 
repeated for a larger data set as shown in Figure 5. The results show that the query 
runtimes are significantly improved when either, or both, PoD and SQT applied in 
relational database (MySQL) and native XML database (eXist) systems.  In particular,  
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the query performance where both PoD and semantic transformations are applied, 
outperformed the query performance by applying only PoD. On the other hand, the 
original XPath queries performed in eXist  indicated the worst results, however, when 
SQT was applied in eXist, the results outperformed the original XPath queries by 
30% to 300%. The semantic transformations are able to identify the redundant 
components in predicates and remove them from the queries before they are sent to 
process on the database systems. This result demonstrates the potential of SQT as     
an optimization mechanism on top of a native XML management system. 

 

 

Fig. 4 & 5. Query Performance Results Using 50MB & 500MB Data Sets 

5.2 Evaluating SQT Approach Integrated with PoD XML Storage System 

We evaluated a scenario when XPath queries have two predicates, and based on the 
schema semantics either one of them but not both can be removed from the query; 
Table A2 in the appendix shows the details of these queries. By running these queries 
in PoD without SQT being applied, the queries were translated to equivalent and 
structurally optimised SQL statements without removing any predicates since PoD 
does not have a mechanism for semantic optimisation. However, applying the SQT 
approach to remove one redundant predicate at a time produced the same result sets 
but radically different run times as in Table 3.  

Table 3. Query runtimes (in seconds) for the integration test 

 Data Set of (50MB) Data Set of (500MB) 

Query/Config. PoD PoD + SQT1 PoD + SQT2 PoD PoD + SQT1 PoD + SQT2 

AQ1 0.056 0.146 0.036 0.738 1.763 0.425 

AQ2 0.034 0.1 0.001 0.426 1.115 0.013 

The results show that PoD with SQT1 ran slower than PoD alone; SQT1, without 
inside information, removed the cheapest path to evaluate (eOccasional/@aRef), which 
PoD would have chosen as the first path to evaluate in relational systems based on  
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information in the Occurrence field in the XML_Path table. However, PoD with SQT2 
ran better than PoD alone because it chose to remove the other expensive path 
(/@aSixtyFour = 0), and ended up with the cheapest path without an overhead of extra 
paths. This shows the importance of integrating both frameworks to ensure better 
runtime in similar scenarios in which SQT could consult PoD on which option would 
produce better performance in the underlying storage system. 

6 Conclusions 

The evaluation results show that our query optimization techniques significantly 
improved the performance of XML twig queries by simplifying and reducing the 
number of required joins. Moreover, semantic optimization techniques have also 
improved runtime in the native XML system eXist. By comparing our complete 
approach to a mature XML management system, we showed that the relational 
systems can still be used effectively to store XML documents at an affordable cost.  
Future work will focus on developing further XML query rewrite rules based on 
integrating the semantic optimization techniques with the features in the underlying 
XML storage system. We also plan to conduct experiments with other native XML 
mamagement systems to evaluate the query performance of SQT. 
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Appendix  

Table A1. XPath Queries and Semantic XPath Queries 

 

Query 

 

 Original XPath Query 

Semantic Query Transformation  (SQT) 

Semantic Expansion Predicate Elimination (final optimized 

query) 

QS3 //eNest[@aLevel=10]/@aUni

que1 

/eNest/eNest/eNest/eNest /eNest/eNest 

/eNest/eNest/eNest /eNest 

[@aLevel=10]/@aUnique1 

/eNest/eNest/eNest/eNest 

/eNest/eNest /eNest/eNest/eNest 

/eNest/@aUnique1 

QS4 //eNest[@aLevel=13]/@aUni

que1 

/eNest/eNest/eNest/eNest/eNest/eNest

/eNest/eNest/eNest/eNest/eNest/eNest

/eNest[@aLevel=13]/@aUnique1 

/eNest/eNest/eNest/eNest/eNest/eN

est/eNest/eNest/eNest/eNest 

/eNest/eNest/eNest/@aUnique1 

QS9 //eNest[@aLevel=7]/eNest[p

osition()=2]/@Unique1 

/eNest/eNest/eNest/eNest/eNest/eNest

/eNest[@aLevel=7]/eNest[position()=2]/

@Unique1 

/eNest/eNest/eNest/eNest/eNest/eN

est/eNest/eNest[position()=2]/@Uni

que1 

QS10 //eNest[@aLevel=9]/eNest[p

osition()=2]/@Unique1 

/eNest/eNest/eNest/eNest/eNest/eNest

/eNest/eNest/eNest[@aLevel=7]/eNest[

position()=2]/@Unique1 

/eNest/eNest/eNest/eNest/eNest/eN

est/eNest/eNest/eNest/eNest[positio

n()=2]/@Unique1 
QS18 //eNest[@aLevel=13][eNest[

@asixteen=3]/@Unique1 
/eNest/eNest/eNest/eNest/eNest/eNest
/eNest/eNest/eNest/eNest/eNest/eNest
/eNest[./eNest[@asixteen=3]]/@Unique
1 

/eNest/eNest/eNest/eNest/eNest/eN
est/eNest/eNest/eNest/eNest/eNest/
eNest/eNest[eNest[@asixteen=3]]/@
Unique1 

QS19 //eNest[@aLevel=15][eNest[
@asixteen=3]/@Unique1 

/ 
eNest/eNest/eNest/eNest/eNest/eNest/
eNest/eNest/eNest 
/eNest /eNest /eNest/eNest/ 
eNest/eNest 
[./eNest[@asixteen=3]]/@Unique1 

/ eNest/eNest/eNest/eNest/eNest 
/eNest/eNest /eNest/eNest/eNest 
/eNest /eNest/eNest 
eNest/eNest[@asixteen=3]]/@Uniqu
e1 

QS20 //eNest[@aLevel=11][./eNest

[@aSixteen=3]]/@Unique1 

/eNest/eNest/eNest/eNest/eNest/eNest

/eNest/eNest/eNest/eNest/eNest[eNest

/eNest[@aSixteen=3]]/@aUnique1 

/ eNest/eNest/eNest /eNest/eNest 

/eNest/eNest/eNest /eNest 

/eNest/eNes[eNest/eNest/@aSixteen

=3]/@aUnique1 
QS29 //eNest[@aLevel=11][./eNest

[@aFour=3]][./eNest[@aSixty
Four=3]]/@aUnique 

/eNest/eNest/eNest/eNest/eNest/eNest
/eNest/eNest/eNest/eNest/eNest[eNest[
@aFour=3]][eNest[@aSixtyFour=3]]/@a
Unique 

/eNest/eNest/eNest/eNest/eNest/eN
est/eNest/eNest/eNest/eNest/eNest[
eNest/eNest[eNest[@aFour=3]][eNes
t[@aSixtyFour=3]]/@aUnique 

Table A2. XPath Queries and Semantic XPath Queries 

Query  

 

Original XPath Query 

Semantic Query Transformation 

Equivalent Optimised Query Option 1 

(SQT1) 

Equivalent Optimised Query Option 2 

(SQT2) 

AQ1 //eNest[eOccasional/@aRef 

and @aSixtyFour =0] 

//eNest[@aSixtyFour=0] //eNest[eOccasional/@aRef] 

AQ2 //eNest[@aLevel =12 and 
eOccasional/@aRef and 
@aSixtyFour =0] 

/eNest/eNest/eNest/eNest/eNest/eNest/
eNest/eNest/eNest/eNest/eNest/eNest[
@aSixtyFour =0] 

/eNest/eNest/eNest/eNest/eNest/eN
est/eNest/eNest/eNest/eNest/eNest/
eNest[eOccasional/@aRef] 
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Abstract. Semantic entities carry the most important semantics of text data. How-
ever, traditional approaches such as named entity recognition and new word identi-
fication may only detect some specific types of entities. In addition, they generally 
adopt sequence annotation algorithms such as Hidden Markov Model (HMM) and 
Conditional Random Field (CRF) which can only utilize limited context informa-
tion. As a result, they are inefficient on the extraction of semantic entities that were 
never shown in the training data. In this paper we propose a strategy to extract un-
known text semantic entities by integrating statistical features, Decision Tree (DT), 
and Support Vector Machine (SVM) algorithms. With the proposed statistical fea-
tures and novel classification approach, our strategy can detect more semantic enti-
ties than traditional approaches such as CRF and Bootstrapping-SVM methods. It 
is very sensitive to new entities that just appear in fresh data. Our experimental re-
sults have shown that the precision, recall rate and F-One rate of our strategy are 
about 23.6%, 21.5% and 25.8% higher than that of the representative approaches 
on average. 

Keywords: Semantic Entity Identification, New Word Identification, Decision 
Tree, SVM. 

1 Introduction 

In most multimedia applications, it is very important to understand the semantics of 
the input multimedia data. In most semantic models [10] of multimedia data, various 
semantic entities inferring the real semantics of the real world are essential to the 
model, because the semantics of the multimedia data can be modeled as entities and 
their relations in general [2]. As a result, the semantic entity extraction is the funda-
mental basis for multimedia semantic understanding. To resolve the semantic entity 
extraction problem, researchers have proposed different algorithms for different types 
of media. For text data, several named entity extraction algorithms [18,21] have been 
proposed to detect some special semantic entities, e.g. person name, location name 
and organization name. However, most multimedia applications need not only named 
entities but also other more general semantic entities (in bold and italic fonts) such as 
combined nouns, combined nouns and verbs and combined nouns and adjectives as 
shown in following examples: 
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English Examples: 

Our Palestinian brothers should declare an independent state. 
Tel Aviv will continue to abide by its peace treaty with Egypt despite the attack on 

its embassy in Cairo. 
The search for extraterrestrial life has taken another step forward - even if we are 

unlikely to find life as we know it any time soon, if at all. A team led by Swiss astro-
nomers has recently discovered more than 50 exoplanets - planets orbiting stars out-
side the solar system. 

He won three of the four Grand Slam titles this year -- at the Australian 
Open,Wimbledon and US Open -- and is talking about adding to his collection. 

LAKE ARROWHEAD, Calif. (AP) - An 8-year-old boy with severe autism was 
found Tuesday after being lost and alone for more than 24 hours in the San Bernar-
dino Mountains. 

Chinese Examples: 

大概一年前, 郎咸平(Lang XianPing: person name ) 提出中国制造业 (Chinese 
manufacturing industry )危机未除, M2C才是出路。 
加上国家灾后重建配套资金(National post-disaster reconstruction funds)250万

元, 共同修学校综合楼（School building）和食堂综合楼(The canteen integrated 
building)。 
美航母(U.S. aircraft carrier)若参加黄海军演(Yellow Sea military exercises ), 

中国有权攻击。 
老人叫张恒初(Zhang HengChu:person name), 今年已经91岁(91 years old 

:age)了。 
贝塔斯曼书友会(Bertelsmann book club )撤出中国市场(Chinese market )。 
The above examples show the semantic entities our paper intended to extract. 

Phrases in bold and italic fonts are the semantic entities we want to extract.  More 
than half of the above semantic entities are not named entities such as ‘declare an 
independent state’, ‘the search for extraterrestrial life’ and ‘Yellow Sea military exer-
cises’. However, they carry very important semantics of the text. As a result, multi-
media applications will miss important semantics if they use named entity extraction 
algorithms to detect the entities of the text data. 

 

Fig. 1. Strategy Framework 
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In theory, the semantic entity extraction problem can be treated as a general named ent-
ity extraction problem and adopted similar algorithms such as Hidden Markov Model 
(HMM) [1] or Conditional Random Field (CRF) [13]. However, as the diversity of seman-
tic entities is much higher than named entities, the extraction accuracy will be low. 

In this paper, we have proposed a novel strategy to detect semantic entities. The 
framework of the proposed strategy is shown in Fig. 1 The basic idea of the strategy is 
to first extract statistical features for each potential semantic entity text string from the 
data of interest and then feed to a classifier to detect whether the string is a semantic 
entity or not. However, to achieve acceptable performance of this strategy, there are 
two problems to be solved first. 

First, the statistical features used in the strategy must be carefully selected. Only 
with representative features can the classifier achieve good accuracy. In addition, the 
features must be extracted efficiently. Otherwise, the strategy will be running very 
slow because the number of potential text strings is extremely large. To resolve this 
problem, we have proposed a set of statistical features which are both representative 
and easy to be computed. Furthermore, we have proposed a set of novelty features 
which are sensitive to new entities occurring in the fresh data, so that the entities nev-
er shown in the training data can be detected more accurately. 

Second, the dataset for the classifier is highly imbalanced. There are only around 
1% to 5% semantic entities in all potential text strings. Therefore, most existing clas-
sification algorithms cannot achieve acceptable accuracy. To resolve this problem, we 
propose the DT-SVM algorithm that integrates DT (Decision Tree) and SVM (Sup-
port Vector Machine). The proposed algorithm in our strategy is designed to handle 
extremely imbalanced data. 

The main contribution of this paper includes: 1)  the inner, outer and novelty sta-
tistical features are combined in our strategy and proved to be efficient and effective 
to help find semantic entities; 2) a two phase novel classification DT-SVM algorithm 
is proposed and proved to be more effective in dealing with imbalanced dataset com-
pared with the-state-of-the-art techniques; 3) an novel and useful strategy which com-
bines the advantage of features and DT-SVM algorithm is implemented and proved to 
be very effective to find semantic entities. 

The remainder of this paper is organized as follows. Section 2 introduces the re-
lated works. Section 3 gives the detailed definition of the semantic entities in this 
study and also presents our work in detail. Section 4 shows the experimental results 
and analyzes the performance of our strategy. Finally, we conclude the paper and 
point out the future work in Section 5. 

2 Related Work 

Statistical based machine learning methods such as Hidden Markov Model (HMM), 
Decision Tree (DT) and entropy model [1, 15, 4] have been widely used in the re-
search on English Named Entity Recognition (NER) as well as New Word Identifica-
tion (NWI). The experimental results of these methods are quite good on datasets with 
high consistency. However, it may experience performance downgrade on datasets 
with high diversity, such as the web page data. 
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As Chinese NER is more difficult than English NER task, more advanced algo-
rithms should be proposed to achieve better performance. Gao [9] uses statistical fil-
tering as an important step to find the real Chinese NER. Wu [20] combines statistical 
model with back-off model as well as a Chinese thesaurus to help find Chinese NER. 
Takeuchi [17] investigates the identification and classification of technical terms in 
the molecular biology domain by using a combined HMM bigram model. Other me-
thods such as CRF, class-based language model (LM), pattern-based, rule-based me-
thods as well as hybrid methods have also been employed in Chinese NER. Chen [5] 
presents a Chinese NER system which incorporates basic features and additional fea-
tures based on CRF and gets quite fair results on MSRA data sets. Bai [3] creates a 
system for tokenization and named entity recognition of ideographic language. 

The research on Chinese NWI is also one of the most critical issues in Chinese 
NLP. The Chinese NWI research is closely related to Chinese NER and Chinese word 
segmentation research. As Sproat and Emerson [16] find that inefficient new word 
extraction causes over 60% of the word segmentation errors. From then on, many 
innovative algorithms such as statistical information based, class-based LM, user 
behavior based and collaborative methods have been brought forward to improve the 
accuracy of the Chinese NWI. Wu [19] presents a mechanism of new word identifica-
tion in Chinese text where probabilities are used to filter candidate character strings 
and assign part-of-speech (POS) to the selected strings in a ruled-based system. Li 
[14] also uses a statistical learning approach based on SVM classifier employing dif-
ferent features such as the in-word probability of a character, the analogy between 
new words and lexicon words, the anti-word list and frequency documents to achieve 
the state-of-the-art performance. However, it is very time consuming given the com-
plexity of the features. Fu proposes [8] a modified class-based LM approach by turn-
ing the problem into a classification problem with the part-of-speech information to 
classify each unknown word. Zheng[23] adds collaborative filtering to incorporate 
user behaviors into their New Word extraction system. However, these algorithms 
focus on Chinese text data only and its performance on other languages is unclear. In 
addition, some works mentioned above use features with high computation complexi-
ty thus are not suitable for large scale data. 

3 Strategy Details 

The semantic entity extraction task is executed as a scan procedure: the detector scans 
the input text string sequentially with a window, it outputs true when the sub string in 
the scan window is a semantic entity and false otherwise. In this paper, the string in 
the scan window is named as s x , … , x , where x  is a segmented word 
andslies in the sentence ζ  . . . , a , a , s, a , a . . .  , where a is a context word. 
Then, the semantic entity extraction algorithm extracts features from ζ and feed to the 
classifier. 

To achieve accurate semantic entity extraction, there must be a set of features car-
rying abundant information of semantic entities and they can be fast extracted from 
large volume of data. To resolve this problem, we propose several features that are 
suitable for semantic entity extraction. 
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3.1 Features Extraction 

To decide whether s is a semantic entity or not, several types of features must be 
extracted from ζ and feed to the classifier. As discussed above, the feature extraction 
must be of low complexity since there are extremely large number of different s. 
Therefore, we propose the following features which can be fast obtained while still 
carrying abundant information of semantic entities. 

First, the words or phrases composing a semantic entity must have frequent co-
occurrence rather than random. Therefore, any statistical quantities measuring the 
correlations, closeness, or similar properties among the words and phrases of a se-
mantic entity can be helpful for our target. Since these features are extracted from the 
internal components of the semantic entity, they are called “inner statistical features” 
in this paper. 

Second, for the context words  . . . , ,  and  , . . . , especially and 
, may carry important information regarding the boundary of a semantic entity. For 

example,  may have a high chance to be an article if s is a semantic entity. As a 
result, extracting statistical quantities from the context words as features may improve 
the accuracy of semantic entity extraction. Since they are computed by using words 
outside s, they are called “outer statistical features” in this paper. 

Third, some novel semantic entities may appear in new data more frequently while 
some old semantic entities may gradually disappear. For most applications, those 
novel semantic entities are more important than general entities. However, they are 
more difficult to detect because they never occur in the training data. To resolve this 
problem, we propose a novelty feature to measure the novelty of a semantic entity. 

In the following subsections, we will introduce the three types of features in detail. To 
simplify annotations, p x  and p x  are used to represent the probability that word x 
may occur at any position and any document. They can be approximated as follows: p x ∑ ,p x : ∈

 

Where  represents the times xappearing in the whole dataset.  is the 
number of document of the dataset D and : ∈  the number of documents 
carrying x. 

3.1.1   Inner Statistical Features 
The information content I s , mutual information M s [13], correlation C s , TF-
IDF [11] T s , cosine index K s , E index E  and dice index D [23] of sare computed as the most important inner statistical features. 

The information content I s  is computed as the entropy of s: I log  

Where n is the number of word s has. I  can reflect how much information 
content scarries and the importance of s to the current news. Unlike the contribution 
of mutual information and correlation, the information content is calculated to  
determine the information that the whole semantic entity sincludes and the degree of 
confusion it reflects.  
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The mutual information M , [14] of two words ,  is defined as: M , log ,
 

Where ,  means the joint term probability of  and . If  M ,  is 
close to 0, it means  and  are just like independent random variables and have 
little connection. Therefore, only with high M ,  values can the two words have 
correlation. Since the words or phrases composing a semantic entity must appear at 
the same time, they may have higher mutual information than words or phrases co-
occurred randomly. In this paper, the traditional mutual information of two variables 
is extended to measure the mutual information over multiple variables as: M ln ∏  

The mutual information is a feature to measure correlations between two random 
variable from the view point of information theory. From the view point of statistical 
theory, the dependence has similar effect. The dependence of sis defined as: C  

If  C  is larger than 0, then words in s may not be independent and s has high-
er chance to be a semantic entity. 

The TF-IDF T  is a statistical quantity that shows the significance of a word or 
phrase to a document. Therefore, it may also help our semantic entity extraction task. 
In this paper, we use the normalized TF-IDF value so that the feature value can be 
comparable cross document boundary: T  

Where  is the inverse document frequency of s[12]. In addition to the TF-IDF 
value of the whole entity s, the TF-IDF values of its components x , . . . , x  may also 
carry useful information of semantic entities. Therefore, the sum, variance and median of 
TF-IDF values of x , . . . , x  are also computed as the features.  

Moreover, the cosine index K , E index E  as well as dice index D [22] 
are computed as: K n p∑  

E p
 

D n p∑  

Please note that all the formulas use term probability p x  are also applicable to the 
document probability . So the mentioned features over  are also com-
puted in our strategy.  
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All of the above features only use p  and . If there is a table storing p  and  for all  and , these features can be computed with constant 
complexity by look-up in the table. In addition, the table can be computed via term 
frequency of  and , which can be computed by a sequential scan on the whole 
dataset with a scan window of max length s. Therefore, all features can be computed 
at linear complexity with respect to the word length of dataset. 

3.1.2   Outer Statistical Features 
Even though the inner statistical features may identify words and phrases that are 
parts of semantic entities, they may not carry enough information regarding the boun-
dary of semantic entities. As a result, features extracted from the context of a seman-
tic entity are needed for semantic entity extraction. In theory, the above features can 
be used to identify the semantic entity boundary if they are computed at the context of 
s. However, the computation of the above features needs the term frequency table. If 
they are computed at the context of s, one term frequency table must be computed for 
each potential semantic entity string s. As there are too many distinct s, it means ei-
ther extremely large memory space (PB or EB size) is needed or large number of 
scans (millions) on the whole data. This would clearly consume too much time and 
storage. 

To resolve this problem, we propose several outer statistical features that can be 
computed fast enough yet with reasonable memory consumption. They are norma-
lized term frequency mean V , max probability L , outer mutual information M , outer dependance C  and the expand versions of cosine index K , e 
index E as well as dice index D  of . 

First, the context word may have high diversity than semantic entity elements. To 
measure the diversity of a context position i, the normalized term frequency mean  of the context position is used: 1 ∑ ∈

 

Where a  is the context position, ∈  is the set of words that appear at 
the context position i of .  

Also, feature  measures probability of word that appear most at position a : max∈ ,
 ,  is the joint probability that words appear at position together with . The 

outer mutual information between and string  is defined as: , log ,
∈  

The outer dependence between and  is defined as: , log ,
∈  
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Also, the expand versions of cosine index , E index  as well as dice 
index  are computed as: K n p∑ ,∈  

E p ,∈  

D n p∑ ,∈  

The regular form of above features needs computation intensive resources since 
there are a large number of various words appear at position  needed to be consi-
dered. However, only words at or are often believed really useful because they 
are the direct prefix and suffix of s. Moreover, if the scan window is large enough 
then the phrases as ,  or  ,  are included in the phrase term frequency 
tables. Therefore, only features with i 1 are used in our algorithm. 

3.1.3   Novelty Statistical Features 
New semantic entities may be repeated time after time and news after news during a 
period. So the frequencies of these semantic entities are often very large during at that 
time while they are scarcely appearing in the previous period. It implies that the no-
velty statistical features N s  is proportional to the occurrence probability s  in current document and inverse proportional to the historical occurrence 
probability of s as s : N s N 1 s N ss  

Where  is for normalization. The historical occurrence probability of s as s  can be calculated through many different methods, because it is believed 
that different time intervals will provide different effects. In this paper, several time 
intervals such as one day, one week, one month and one year are calculated as histori-
cal data. Meanwhile, several collective periods are also calculated. For example, if we 
have 3 days data, then data of first day, second day, third day, first day plus second 
day, first day plus second day and third day are all calculated as historical data. The 
historical data can be used to calculate several novelty features. These features can 
help to reflect the real novelty of semantic entities. 

3.2 DT-SVM Classification Algorithm 

With representative features, semantic entities can be detected by a sophisticated clas-
sifier. The SVM (Support Vector Machine) algorithm [6] is a widely used classifica-
tion algorithm and can be adopted for semantic entity extraction. However, because 
our methods require the statistical features of all occurred adjacent string combina-
tions in the dataset without considering whether it is a potential entity or not, the  
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distribution of true semantic entities are so sparse (1~3%) and complicated. There-
fore, traditional SVM algorithm may not be able to achieve acceptable performance 
given extremely imbalanced data. 

To resolve this problem, we propose to use a decision tree to filter out most nega-
tive samples before the data are feed to the SVM classifier. The decision tree algo-
rithm is chosen as the filter because it trains fast and is easy to tune between precision 
and recall. In our algorithm, we need to tune the filter to achieve almost 100% recall 
on semantic entities. To do so, we use the following filter training step: (1) train a 
decision tree model via C4.5 algorithm; (2) check all leaf nodes of the tree, mark leaf 
nodes covering only positive samples as “+” state, leaf nodes covering only negative 
nodes as “-” state and other leaf nodes as “0” state. With this filter, the proposed  
DT-SVM works as shown in Fig. 2. 

 

Fig. 2. DT-SVM framework 

 

Fig. 3. DT-SVM Classification Algorithm 

The DT-SVM-based Classification algorithm plays a critical role in our strategy. It 
is designed and employed here for several reasons: 1) decision tree as a basic way of 
classification can ensure reasonable performance on those datasets which are easily 
classified; 2) the SVM methods are ineffective when there is too much noise in the 
unbalanced dataset, and the results will be greatly influenced. Meanwhile, the training 
time will also increase dramatically. Therefore, the decision tree methods with high 
recall rate (nearly 100%), acceptable precision rate and very low computation com-
plexity are used to preprocess the dataset. Since a lot of negative data can be filtered 
and only small part of complex data is left to be treated by SVM, both the efficiency 
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and effectiveness will be improved. 3) SVM is based on the maximum-margin rule so 
that the data with simple properties will contribute little to the whole process and 
usually be treated as distractors. Thus, there is no need to worry about whether the 
deleted negative samples will be useful to the classification algorithm. 

Here, Fig. 3 presents the details of the DT-SVM classification algorithm. In the al-
gorithm, Xk represents the feature vector composed of novel features, inner features 
and outer features. Yk is the classification of Xk. After applying the DT filtering algo-
rithm to remove most useless negative samples and feeding the remaining samples to 
the final SVM classification algorithm. The classifier model can be finally trained. 

4 Experiments 

In this section we evaluate the effectiveness of our strategy. We use both Chinese and 
English text data for comparison, so that we can evaluate the effectiveness of the 
strategy on different languages. The data are news web pages downloaded from Inter-
net. There are 4.1 million Chinese pages and 690 thousand English pages covering 13 
month in the dataset. The dataset is segmented to two parts. First 150 days of data are 
used for training and others are used for testing. For each dataset, the last day’s se-
mantic entities are manually annotated for quantitative evaluation. Other datasets 
containing 210 days of data are used as the background statistical material. 

 

 

Fig. 4. Precision Rate 

We first evaluate the effectiveness of inner statistical features, outer statistical fea-
tures and novelty features. Then, our DT-SVM algorithm along with the standalone 
decision tree algorithm and SVM algorithm are also evaluated and compared to illu-
strate the characteristics of each algorithm. Criteria including precision, recall and F-
One rate [26] are used for comparison. The results are shown in Fig. 4, Fig. 5, Fig. 6. 
In these figures, “NF” stands for the results using only novelty features, “IF” stands 
for the results using only inner statistical features, “OF” stands for the results using 
only outer statistical features, “WF” stands for the results using word features, viz. 
inner and outer statistical features, and “AF” stands for the results using all features, 
viz. inner, outer and novelty statistical features.  

In our experiments, we use C4.5 to implement the DT algorithm. One of the great 
advantages of decision tree is that we do not need to set the parameters manually. 
Therefore, C4.5 can be easily implemented and applied. Meanwhile, grid searching 
which applies 5-fold cross validation is used to find the optimal parameters for  
the SVM algorithm. Specifically, c and gamma are two key parameters for the SVM 
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algorithm where c is the penalty-factor that shows the acceptable error rate and gam-
ma determines the distribution of data when it is mapped to the new feature space. We 
use the grid searching to find the best match of c and gamma. The searching ranges 
for c and gamma are set to a large number N (as 50) and the step is set to a small 
number M (as 0.5). 

 

 

Fig. 5. Recall Rate 

 

Fig. 6. F-One rate 

Fig. 4, Fig. 5, Fig. 6 depict the precision rate, recall rate and F-One rate of semantic 
entities identification on both English text and Chinese text applying different algo-
rithms such as SVM, decision tree, pruned decision tree and DT-SVM. From the fig-
ures, one can find that all three types of features can provide satisfied precision rate 
ranges from 35.28% to 68.3% for NF, 60.2% to 88.2% for IF and 63.7% to 90% for 
OF, recall rate ranges from 27% to 75.98% for NF, 4.8% to 74% for IF and 20.2% to 
75.6% for OF, and F-One rate ranges from 38.18% to 57.16% for NF, 9.06% to 
78.2% for IF and 32.25% to 72% for OF. By using the WF and AF features, the pre-
cision rate, recall rate and F-One rate can improve 5%-25% than using standalone 
features such as NF, IF and OF. In the meantime, the precision rate, recall rate and F-
One rate of AF can improve 5%-10% than using WF. In comparison, DT-SVM strat-
egy can provide precision rate ranges from 87.3% to 92.3% with an average of 89.3%, 
recall rate ranges from 73.5% to 81.8% with an average of 77.6%, F-One rate ranges 
from 81.53% to 84.56% with an average of 82.54% on both English and Chinese text 
using AF features which is better than other strategies such as SVM, DT and pruned-
DT. It is because the highest precision rate, recall rate and F-One rate of those strate-
gies are 81.7%, 50.5% and 57% which are lower than DT-SVM strategy provides. 
Specifically, the average increase on precision rate, recall rate and F-One rate are 
10%, 27%, 25% respectively. 

Based on these results we can conclude that: (1) all the 3 types of features are ef-
fective for the semantic entity extraction task; (2) the combination of these features 
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can provide much better results than using standalone features; (3) our proposed DT-
SVM strategy outperforms standalone decision tree algorithm and SVM algorithm, 
the proposed two-step classification strategy is very effective for handling imbalanced 
classification.  

 

 

Fig. 7. Comparison between DT-SVM, CRF and Bootstrapping-SVM 

To further evaluate the effectiveness of our strategy, we have compared with CRF-
based semantic entity extraction approach [8, 12] which is regarded as one of the most 
effective NER approaches. In this paper, the experiments are conducted on CRF++ 
[12] toolkit. The three key parameters are ‘–a’, ‘-c’ and ‘-f’. Specifically, ‘-a’ is used 
to select the type of algorithm to conduct the experiments. In our experiments, we 
choose ‘CRF-L2’ because it is proved to be better that ‘CRF-L1’[25]. ‘-c’ is used to 
set the hyper-parameter which determines the balance between ‘overfitting’ and ‘un-
derfitting’. We use the cross validation methods to find the optimal ‘-c’. ‘-f’ deter-
mines the cut-off threshold of features. We use the simple parameter searching  
methods which is to set a range and apply the CRF methods to get the results of every 
‘-f’. Then, we select the ‘-f’ that produces the best result. To further demonstrate the 
effectiveness of our strategy in dealing with imbalanced dataset, we have also com-
pared our strategy with Bootstrapping-SVM [24] since the bootstrapping method is 
both efficient and effective to solve imbalanced data problems. The simple bootstrap 
method involves first taking the original data set of N heights, and then sampling from 
it to form a new sample (called a 'resample' or bootstrap sample) which is also of size 
N. Therefore, our process is repeated for a large number of times (typically 1,000 or 
10,000 times), and for each of these bootstrap samples we compute its mean (each of 
these samples are called bootstrap estimates).The precision, recall and F-One rate 
results are shown in Fig. 7 where “Eng-P” stands for the precision rate on English 
Text, “Eng-R” stands for the recall rate on English Text, “Eng-F” stands for the F-
One rate results on English Text, “Chn-P” stands for the precision rate on Chinese 
Text, “Chn-R” stands for the recall rate on Chinese Text and “Chn-F” stands for the 
F-One rate results on Chinese Text.  

Fig. 7 depicts the comparison between DT-SVM, CRF-based approach and the 
Bootstrapping-SVM on the precision rate, recall rate and F-One rate of semantic  
entities identification on both English text and Chinese text. From the figure, we  
can easily find that our DT-SVM strategy outperforms CRF-based approach and 
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Bootstrapping-SVM significantly in both Chinese and English dataset. The precision, 
recall and F-One rate of DT-SVM on English dataset and Chinese dataset ranges from 
87.3% to 92.3%, 73.5% to 81.8% and 81.83% to 84.56% while the highest precision, 
recall and F-One rate of CRF-based algorithms are 53.2%, 61.8% and 57.718%. In the 
meantime, DT-SVM is better than Bootstrapping-SVM in dealing with imbalanced 
dataset. The best precision, recall and F-One rate of Bootstrapping-SVM algorithms 
are 79.3%, 50.5% and 56.992% respectively, and they are much lower than the mean 
values of DT-SVM. On average, the precision, recall and F-One rate of DT-SVM are 
about 23.6%, 21.5% and 25.8% higher than that of the representative approaches such 
as CRF-based and Bootstrapping-SVM algorithms. 

5 Conclusion and Future Work 

In this paper, a novel statistical features based machine learning strategy has been 
proposed to identify semantic entities in the text. We have proposed a set of statistical 
features which are sensitive to new semantic entities and can be obtained efficiently. 
We have also proposed a two-step approach to integrate decision tree and SVM algo-
rithm to handle extremely imbalanced classification problem. Comprehensive expe-
rimental results have shown that our proposed features can identify semantic entities 
effectively and our proposed two-step classification approach can achieve high per-
formance on imbalanced data. The results have also shown that our proposed strategy 
can significantly outperform representative approaches such as CRF and Bootstrap-
ping-SVM on semantic entity extraction as a whole.  

In the future, our research interests will focus on the integration of relationship 
among the semantic entities. Therefore, connected semantic entities can be discovered 
and their relationship can be displayed. 
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Abstract. Answering keyword queries on XML data has been exten-
sively studied. Current XML keyword search solutions primarily focus
on single query setting where queries are answered individually. In many
applications for searching information such as jobs and publications, an
application server often receives a large number of keyword queries in a
short period of time and many of them may share common keywords.
Therefore, answering keyword queries in batches will significantly en-
hance the performance of these applications. In this paper, we investi-
gate efficient approaches for computing multiple XML keyword queries.
We first propose an approach that maximizes the sharing among key-
word queries. We then consider useful data information and propose two
data-aware algorithms: a short eager algorithm and a log based optimal
algorithm. We evaluate the proposed algorithms on real and synthetic
datasets and the experimental results demonstrate their efficiencies.

1 Introduction

Recently, answering keyword queries on XML data has drawn the attention of
web and database communities, because the success of this research will relieve
users from learning complex XML query languages and knowing the underlying
schema of the XML data. Unlike the traditional keyword search for querying
text data, which returns whole documents as search results, more fine-grained
XML fragments are expected to be returned from an XML keyword query due to
the structure and rich semantics of XML data. As such, a family of LCA (Low-
est Common Ancestor) based approaches have been proposed, such as, SLCA
(Smallest LCA)[12,9] and ELCA (Exclusive LCA)[5,13,15]. We notice that most
XML keyword search solutions proposed so far primarily focus on single query
setting where queries are answered individually. In many domain specific ap-
plications for searching information such as jobs, publications, properties and
goods, the application servers often receive a large number of keyword queries in
a short period of time. As the queries are issued for information within a specific
domain, the chance that some queries share a subset of keywords is high.

For example, four keyword queries q1={“keyword”, “search”, “probabilistic”,
“XML”}, q2 = {“rank”, “keyword”, “search”, “XML”}, q3 = {“structured”,
“query”, “probabilistic”, “XML”} and q4 = {“relational”, “database”, “key-
word”, “search”} are submitted to DBLP XML dataset within a short time
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period by different users searching publications. One may choose to compute
each keyword query individually. However, this is not time efficient. Another so-
lution is to cache results for some repeatedly issued keyword queries, which can
save processing time. However, it is not efficient in terms of space consumption.
In addition, due to large amount of results to store, secondary storage may have
to be used, which causes extra I/O cost and will degrade the performance. Then
can we provide efficient solutions for computing multiple XML keyword queries?

In this paper, we aim to answer the above question by exploring the keyword
overlapping information of multiple queries and information about the XML
data. We propose how to efficiently compute results in terms of SLCA - a widely
accepted semantics to model XML keyword search results (see Section 2.1 for the
definition). We explore some nice properties of SLCA and use them for efficient
computation of SLCA results of multiple XML keyword queries. For example,
we have the property that the intermediate SLCA results of a keyword query on
a subset of keywords are used to further compute a keyword query of the full
set of keywords. As a result, we may reuse the SLCA results of keyword query
{“keyword”, “search”} to compute q1, q2 and q4, and even the SLCA results of
keyword query {“keyword”, “search”, “XML”} to compute q1 and q2. Similarly,
we may reuse the SLCA results of keyword query {“probabilistic”, “XML”} to
compute q1 and q3. We also have the property that the SLCA results of keyword
queries on keyword sets K1 and K2 are merged to compute a keyword query
on keyword set K, where K = K1 ∪K2. Therefore, to efficiently compute q1, in
addition to the approach of using the intermediate SLCA results on {“keyword”,
“search”, “XML”}, we may also choose to merge the intermediate SLCA result
sets on {“keyword”, “search”} and {“probabilistic”, “XML”}, or even the SLCA
results of {“keyword”, “search”, “XML”} and {“probabilistic”, “XML”}. These
properties of SLCA are only applicable to keyword search over XML data.

There is a counterpart study on sharing work in keyword queries on relational
databases [6], however, our work substantially differs from that work in that we
use different evaluation scheme due to different data types (XML vs. relational)
and result models (SLCA vs. candidate network). In XML keyword query pro-
cessing, [3] proposes to process multiple keyword queries over XML data stream,
where the traversal of the whole XML document is needed to answer multiple
queries and no index can be used to improve the performance. These weaknesses
will be addressed by our work. Furthermore, we will also explore the usage of
sharing information and available data information to efficiently compute mul-
tiple keyword queries over XML database.

We summarize our contributions in this paper as follows: (1)We study the
keyword overlapping among multiple XML keyword queries and its relationship
to the properties of SLCA results and propose a basic algorithm that maximizes
computations of shared keywords among XML keyword queries (Section 3). (2)
We propose a short eager heuristic algorithm and an optimal algorithm by ex-
ploring useful data information (Section 4). (3) We demonstrate the efficiency
of the proposed algorithms through experimental evaluation (Section 5).
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In Section 2, we discuss SLCA semantics and useful properties for XML key-
word queries and formally define the problem of computing multiple XML key-
word queries. Related work is discussed in Section 6, and conclusions are given
in Section 7.

2 Preliminaries and Problem Definition

2.1 SLCA Semantics

We model XML documents as trees using the conventional labelled ordered tree
model. Each node of an XML tree corresponds to an XML element, an attribute
or a text string. The leaf nodes are all text strings. A keyword may appear in
element names, attribute names or text strings. If a keyword w appears in the
subtree Tsub(v) rooted at a node v, we say the node v contains keyword w. If w
appears in the element name or attribute name of v, or w appears in the text
value of v when v is a text string, we say node v directly contains keyword w.
Node v is regarded as an SLCA result if the subtree Tsub(v) contains all the
keywords, and there does not exist a descendant node v′ of v such that Tsub(v

′)
contains all the keywords. The following two properties of SLCA are useful for
our work of computing multiple XML keyword queries.

Property 1. (Order free)

slca(w1, ..., wk) = slca(slca(wi1 , ..., wim), slca(wj1 , ..., wjn))

where {wi1 , ..., wim} and {wj1 , ..., wjn} are any two subsets of {w1, ..., wk} and
{wi1 , ..., wim} ∪ {wj1 , ..., wjn} = {w1, ..., wk}.

This property allows different ways of SLCA computation. We can first gen-
erate intermediate results using part of keywords (especially the overlapped set
of keywords) and then process the others. As a special case, we have the recur-
siveness property.

Property 2. (Recursiveness)

slca(w1, ..., wk) = slca(slca(w1, ..., wk−1), wk), where k > 2

This property can be used to compute a keyword query by merging the SLCA
results of part of its keywords that have already been computed with the keyword
node lists of other keywords which have not been processed.

2.2 Problem Definition

Before we study the problem of computing the SLCA results for a given set
of XML keyword queries at the minimum cost, we first look how SLCA com-
putation cost is modeled in a single keyword query evaluation setting. Follow-
ing the discussion in [12], the basic approach of SLCA computation is to scan
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and merge the query keyword node lists in which the nodes are encoded by
Dewey encoding scheme. The problem of SLCA computation can be trans-
formed to find the longest common prefix of the Dewey IDs in the different
keyword node lists, which can be computed in a single pass over all keyword
node lists. Generally, the time complexity of SLCA keyword query computation
can be dominated by d

∑k
i=1 li where k is the number of keywords in a query

q = {w1, ..., wk}, d is the depth of XML document and li is the size of the
node list of keyword wi. Therefore, we can model the computation cost C as
C(q) = d

∑k
i=1 li. Given a set of keyword queries {q1, ..., qn}, if we separately

compute these queries one by one, the computation cost could be represented
as C(q1, ..., qn) = d

∑k1

j1=1 l1j1 + ... + d
∑kn

jn=1 lnjn = d
∑n

i=1

∑ki

ji=1 liji , where
wiji (1 ≤ ji ≤ ki) is a keyword in qi and ki is the number of keywords in qi.

One intuitive approach for reducing the cost of answering multiple keyword
queries is to share the computations of overlapped keywords among keyword
queries. To make this happen, selecting the right processing sequence of opera-
tions on keywords of the query is important. Therefore we first define a processing
sequence below.

Definition 1. (Processing Sequence of Single Query) Given a keyword query
q, a processing sequence s of q refers to a set of operations that output the
final SLCA results of q. Following the Property 1 and Property 2 of SLCA,
each operation computes the intermediate SLCA results by merging two or more
keyword node lists or intermediate result node lists.

For example, q = {w1, w2, w3, w4}, we can first compute {w1, w2} and {w3, w4}
by merging keyword node lists w1 and w2, and w3 and w4, respectively, and
then compute {w1w2, w3w4} by merging the node lists w1w2 and w3w4 to get
the SLCA results of q. Here w1w2 and w3w4 are the intermediate SLCA results
of {w1, w2} and {w3, w4}, respectively.

Definition 2. (Execution Plan of Multiple Queries) Given a set of keyword
queries Q = {q1, q2, ..., qn}, an execution plan p of Q is defined as a set of
processing sequences S = {s1, ..., sn}, where si is a processing sequence of qi
(1 ≤ i ≤ n) in Q.

Figure 1 shows a keyword query set {q1, q2}, where q1 = {a, b, c, d}, q2 =
{b, c, d, e}. The list of processing sequences for each query are given. The ex-
ecution plan p1 = {s11, s21} has no shared computations, while the execution
plan p2 = {s12, s21} has shared operations {b, c} and {bc, d}. From the execution
order for p2, we can see that the shared computations are computed only once.

According to Definition 2, the evaluation cost of an execution plan depends on
the processing sequence of each individual query and their shared computations
with other keyword queries. In this paper, given multiple keyword queries Q =
{q1, q2, ..., qn}, our problem is to find the optimal execution plan by minimizing
the cost for evaluating Q.
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Q= {q1, q2},  q1 : {a, b, c, d},  q2 : {b, c, d, e}  
 

sequence id operation(1) operation(2) operation(3) 

s11 {a, b} {ab, c} {abc, d} 

s12 {b, c} {bc, d} {bcd, a} 

s13 {c, d} {cd,a} {acd, b} 

… … … … 

Processing sequence List for q1 

sequence id operation(1) operation(2) operation(3) 

s21 {b, c} {bc, d} {bcd, e} 

s22 {b, c} {bc, e} {bce, d} 

s23 {b, c} {d, e} {bc, de} 

… … … … 

Processing sequence List for q2 

Execution plan 
p1: {s11, s21} 

Execution plan 
p2: {s12, s21} 

q1(a,b,c,d) q2(b,c,d,e) 

a 

bc 

bcd 

b c d e 

q1(a,b,c,d) q2(b,c,d,e) 

a 

ab 

abc 

b c d e 

bc 

bcd 

execution 
order execution 

order 

Fig. 1. Example of Execution Plan

Definition 3. (Optimal Execution Plan) Given multiple keyword queries Q =
{q1, q2, ..., qn}, our problem is to find the optimal execution plan p∗ = {s∗1, ..., s∗n}
where s∗i is a processing sequence of qi such that the total cost

∑n
i=1 C(s∗i ) is

minimal.

3 A Basic Approach

In this section, we propose a basic approach to find an efficient execution plan
by analyzing the keyword sharing information among the given set of keyword
queries Q = {q1, q2, ..., qn}. As explained in the previous section, sharing oper-
ations on overlapped keywords among queries is useful for reducing the cost of
answering Q. Therefore, we first introduce the concept of a sharing factor.

Definition 4. (Sharing Factor) Consider a set of keyword queriesQ= {q1, ..., qn}
(n > 1) that containm distinct keywordsK = {w1, ..., wm}. A sharing factorKs is
a subset of K (i.e., Ks ⊆ K) such that ∃qi, qj ∈ Q (i �= j), Ks ⊆ qi and Ks ⊆ qj.

Definition 5. (Maximal Sharing Factor) Given any two queries qi and qj in Q,
their maximal sharing factor is a set Kmaxs of keywords such that Kmaxs ⊆ qi
and Kmaxs ⊆ qj, and there does not exist K ′

maxs such that Kmaxs ⊂ K ′
maxs,

K ′
maxs ⊆ qi and K ′

maxs ⊆ qj.

Our basic approach is based on finding and using the maximal sharing factors
in Q. Without extra information about the data, making the full use of maximal
sharing factors in Q allows us to maximally reduce the computation cost of Q.
We now briefly describe the basic algorithm as shown in Algorithm 1.

First, for each pair of queries in Q, we compute their maximal sharing factor,
get the set of maximal sharing factors of Q, and then sort this set of maximal
sharing factors in the ascending order of their length and put them in a queue
(Line 2 - Line 6). Next, for each query q in Q, we divide all keywords in q
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Algorithm 1. Query Aware Algorithm

Input: keyword queries set: Q:{q1, ... , qn}
Output: SLCA result for all queries

1: {K} ← ∅
2: for i = 1 → n− 1 do
3: for j = i+ 1 → n do
4: compare qi and qj , K ← maximal common keywords of qi and qj ;
5: add K into {K};
6: ∀ Ki,Kj ∈ {K}, Ki is placed before Kj if the size of Ki is smaller than that

of Kj ;
7: for i = 1 → n do
8: for ∀K, K ∈ {K}, K ⊆ qi do
9: put keywords of K into group Gs(qi);
10: Gu(qi) = qi −Gs(qi);
11: {R} ← ∅
12: while K ← {K}.next(), K �= ∅ do
13: rK ← SLCA result of K;
14: add rK into R
15: for i = 1 → n do
16: merge rK , rK ∈ R,K ∈ Kqi and Gu(qi) to compute SLCA result r of qi;
17: output r;

into two subgroups: the shared group Gs(q) and the unshared group Gu(q) .
Gs(q) can be obtained by merging the set of maximal sharing factors of q, and
Gu(q) can be obtained by Gu(q) = q −Gs(q) (Line 7 - Line 10). After that, we
compute the SLCA results. We take a maximal sharing factor from the queue at
a time and compute and store the intermediate SLCA results for this maximal
sharing factor until the queue becomes empty (Line 12 - Line 14). Finally, for
each query q, we compute its SLCA results by merging the intermediate results
for the maximal sharing factors of q and the keyword node lists for unshared
keywords in Gu(q) (Line 15 - Line 17).

4 Data-Aware Approaches

In the basic approach, we discuss the problem of finding the optimal query ex-
ecution plan by maximally sharing the computations of operations on keywords
among queries. The basic approach can reach the best performance under the
assumption that all keyword node lists have the same size. In some situations,
the size of different keyword node lists may be significantly different, which may
affect the performance of the basic approach. In this section, we propose two
data-aware approaches which take the advantage of some data information. The
first is a short eager heuristic approach, in which the sizes of keyword node lists
are known. The second is a log-based optimal approach which is able to find the
optimal solution when the size information of both the keyword node lists and
the intermediate result node lists are available.
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4.1 Short Eager Approach

In this section, we introduce a short eager algorithm to compute multiple key-
word queries on XML data. In the basic approach, after we find all the maximal
sharing factors among the multiple keyword queries and group all keywords into
the shared group and the unshared group, we compute the result of these max-
imal sharing factors and then these keyword queries. During the procedure, we
process a batch of queries without knowing the size of keyword node lists. If the
keyword size information is available, we can enhance the performance of the
basic approach.

a b 

c ab 

abc 

keyword keyword node lists size / 
Intermediate result node lists size 

a 2000 
b 1800 
c 200 

ab 1500 
ac 150 
bc 50 

a c 

b ac 

abc 

b c 

a bc 

abc 
s1 s2 s3 

Fig. 2. Different processing sequences cause different cost

Figure 2 shows keyword query q : {a, b, c}, the sizes of the keyword node lists
and the intermediate result node lists, and three processing sequences of q. If
we choose processing sequence s1 : ({a, b}, {ab, c}), the cost can be measured by
the sizes of the involved node lists, which is 2000 + 1800 + 1500 + 200 = 5500.
Similarly, the cost of processing sequence s2 : ({a, c}, {ac, b}) is 2000 + 200 +
150 + 1800 = 4150, and the cost of processing sequence s3 : ({b, c}, {bc, a}) is
1800 + 200 + 50 + 2000 = 4050.

One observation from the above example is that evaluating a keyword that
has a short keyword node list first tends to be less expensive compared with
evaluating a keyword that has a long keyword node list first. This heuristic rule
naturally suggests us a short eager approach, which is described in Algorithm 2.

We first generate the set of maximal sharing factors (Line 1) and then divide
keywords into groups (Line 2). Next, we choose to compute the maximal sharing
factor that includes the keyword with the shortest keyword node list at a time
(Line 3 - Line 5). After all maximal sharing factors have been computed, we
compute and output the SLCA results for each query q by merging the interme-
diate results for the maximal sharing factors of q and the keyword node lists for
unshared keywords in Gu(q) (Line 7 - Line 10).
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Algorithm 2. Short Eager Algorithm

Input: n multiple keyword queries: Q:{q1, ... , qn}
Output: SLCA result for all queries

1: generate maximal sharing factors set; (Line 2 to Line 5 of Algorithm 1)
2: divide keywords into shared and unshared groups; (Line 7 to Line 10 of Algorithm

1)
3: {R} ← ∅
4: while K ← {K}.next() do
5: rK ← SLCA result of K;
6: add rK into R
7: for i = 1 → n do
8: if ∀Kqi ,Kqi ⊆ qi, Kqi is already computed then
9: merge rK , rK ∈ R,K ∈ Kqi and Gu(qi) to compute SLCA result r of qi;
10: output r;

4.2 Log Based Optimal Approach

In the short eager approach, we use the size information of keyword node lists
to help decide the processing sequence for each query. The advantage of this
approach will be weakened if there is no significant difference between the sizes
of keyword node lists. In fact, the real size of an intermediate result node list
may not be necessarily always large from merging large keyword node lists.
Sometimes, the size information of intermediate results can be found from the
system log. As such, we come up with a log based optimal approach.

4.2.1 Bounding Minimal Cost of Processing Sequences
Given a keyword query q in the query set Q, there are many possible process-
ing sequences to compute the SLCA results of q according to Definition 1. As
the keyword node lists of unshared keywords in Gu(q) can be processed in a

fixed cost (i.e.,
∑ku

i=1 li, 1 ≤ i ≤ ku and ku = |Gu(q)|) together with the inter-
mediate keyword result node lists of maximal sharing factors, we only need to
consider processing sequences for those operations that only contain the shared
keywords, i.e., the keywords in Gs(q). In general, q can be evaluated by choos-
ing any processing sequence with a specified cost. Given a processing sequence
s1 : {o1, o2, ..., om1} of q, the cost of s1 is

∑m1

i=1 C(oi) where C(oi) is the compu-
tation cost of the oi.

Note,
∑m1

i=1 C(oi) is the maximal cost of s1. If we consider the sharing factors
when we measure the cost of s1, the cost can be decreased when any of its opera-
tions oi is shared with other queries in Q. If oi is shared with other queries by toi
times, then its computation cost can be reduced to C(oi)

toi
because the interme-

diate results of oi can be served to many other queries without computing from
scratch. We can compute the cost of each shared operation. As a result, the total

cost of s1 can be minimized with regards to Q, i.e.,
∑ C(oi)

toi
where operation oi

is shared with other queries by toi times. The minimal cost can be considered
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as the lower bound cost of processing s1. The real cost of processing s1, however,
could be larger because the actual sharing count of oi may be smaller than toi .

To find the optimal execution plan, for each query q in Q, we generate a list
of processing sequences with their corresponding lower bound cost values. They
are sorted in the ascending order of their lower bound cost values. Then the
problem is translated to that for each query q, we choose the first processing
sequence of q in the list and constitute an execution plan to answer all queries
with the optimal aggregated lowest computation cost. We now introduce how to
find the optimal query execution plan in the following section.

4.2.2 Optimal Query Plan
Consider a set of queries Q = {q1, q2, ..., qn}, each with a set of processing se-
quences Si = {si1, si2, ..., simi} where 1 ≤ i ≤ n and mi is the number of
processing sequences of qi. Finding the optimal execution plan of Q is to find a
set of processing sequences {s1x1 , s2x2 , ..., snxn} over {S1, S2, ..., Sn}, which may
approach the minimal total cost, i.e.,

∑n
i=1 C(sixi). However, the actual cost of

qi may be higher than the lower bound C(sixi) because the shared times of
some computations in sixi may not be able to reach the maximal sharing times
that have been used to compute C(sixi) for qi. Therefore, the score function
of overall execution plan is not monotonic, i.e., given a set of keyword queries
{q1, ..., qn}, we have an execution plan p1 which contains a set of processing se-
quences {s11, ..., s1n} for each query. Given another execution plan p2, the overall
real cost of p2 may be less than that of p1 even for all qi, the lower bound score of
s1i is less than the lower bound score of s2i. Therefore, existing methods to find
out the top solution from multiple sorted lists cannot be applied because most
of them deal with monotonic scoring functions. In this section, we introduce our
log-based optimal algorithm on how to efficiently find the optimal execution plan
from multiple processing sequence lists sorted by their lower bound costs.

As shown in Algorithm 3, we first compute and sort the list of processing
sequences for each keyword query (Line 1), and initialize the execution plan
pool P with the plan that has the lowest aggregated lower bound cost, which
is formed from si1 of each keyword query qi (Line 2). Then, we start to process
and expand the execution plan pool P by P.next() to get the next plan p with
the next lowest aggregated lower bound cost in P , and calculate and store its
lower bound cost in σ and its real cost in t (Line 3 - Line 5). After that, we check
whether t = σ, which is the first stopping criteria of our algorithm. The second
stopping criteria is satisfied when the aggregated lower bound cost of the next
plan to be considered is already larger than the real cost of the current plan
stored in p. If the aggregated lower bound cost and real cost of a plan is the
same, we compute the SLCA result for this plan and terminate the algorithm
(Line 6 - Line 8). If t > σ, we remove p from P , and expand P (explained later)
based on p and current real cost t (Line 9 - Line 11). Then we continue the pro-
cess and get the next plan p′ in P with the next lowest aggregated lower bound
cost, and calculate and store its aggregated lower bound cost in σ′ and real cost
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Algorithm 3. Log Based Optimal Algorithm

Input: n keyword queries: q1, ... , qn
Output: SLCA result set R

1: compute n sorted processing sequence lists for n queries: S1, ... , Sn;
2: P ← {{s11, ..., sn1}}; // P is initialized with the first processing sequence for each

query. P is sorted in ascending order by aggregated lower bound cost.
3: p ← P.next();
4: σ ← lower bound cost of p;
5: t ← compute real cost(p);
6: if t = σ then
7: R ← SLCA result of p ;
8: return R; // stopping criteria 1
9: else
10: P ← P − p;
11: P.expand(p, t);
12: while P �= ∅ do
13: p′ ← P.next();
14: σ′ ← lower bound cost of p′;
15: t′ ← compute real cost(p′);
16: if σ′ >= t then
17: R ← SLCA result of p ;
18: return R; // stopping criteria 2
19: if t′ = σ′ then
20: R ← SLCA result of p′ ;
21: return R; // stopping criteria 1
22: if t′ < t then
23: t ← t′, σ ← σ′, p ← p′;
24: P ← P − p′;
25: P.expand(p′, t′);
26: R ← SLCA result of p
27: return R

in t′ (Line 13 - Line 15). We check whether the stopping criteria 2 or criteria 1
is satisfied (Line 16 - Line 21). If so, we compute and output the SLCA results
of the previous plan (criteria 2) or the current plan (criteria 1), and terminate
the algorithm. Otherwise, if the new real cost t′ is smaller than existing t, we
keep p′ in p by replacing p, t, σ with p′, t′, σ′ (Line 22 - Line 23). We remove p′

from P and expand P based on p′ and current real cost t′ (Line 24 - Line 25).
We continuously verify the plans in P until P is empty, and no new valid plan
could be generated. At this point, we compute and output the SLCA result for
the plan p and terminate the process (Line 26 - Line 27).

In Algorithm 3, the function compute real cost(p) is to compute the real cost
of an execution plan, we identify their actual sharing times of each shared opera-
tion. We use the example shown in Figure 1 to describe how to compute real cost
for an execution plan. Independent from the actual execution plans, the aggre-
gated lower bound cost of s11 is o{a,b}+ o{ab,c}+ o{abc,d} because none of ab and

abc is shared; the aggregated lower bound cost of s12 is
o{b,c}

2 +
o{bc,d}

2 + o{bcd,a}
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because the maximal sharing times for both bc and bcd are 2; the aggregated
lower bound cost of s21 is

o{b,c}
2 +

o{bc,d}
2 + o{bcd,e} because the maximal shar-

ing times for both bc and bcd are 2; the aggregated lower bound cost of s23 is
o{b,c}

2 + o{d,e} + o{bc,de} because only the maximal sharing time for bc is 2. For
p1, the real cost of s11 is the same as its aggregated lower bound cost, while the
real cost of s21 is o{b,c} + o{bc,d}+ o{bcd,e}, which is different from its aggregated
lower bound cost. For p2, both the real cost of s12 and the real cost of s21 are
the same as their aggregated lower bound costs. For p3 : {s12, s23}, the real cost
of s12 is

o{b,c}
2 + o{bc,d} + o{bcd,a}, while the real cost of s23 is the same as its

aggregated lower bound cost.
The procedure expand(p, t) is used to expand current execution plan pool

P . We first generate execution plan candidates. Each candidate is obtained by
replacing the current processing sequence of one keyword query at a time with its
next processing sequence. To reduce the size of execution plan pool and avoid
unnecessary computations, for each candidate, we add it to P as a potential
execution plan only when its aggregated lower bound cost is lower than the
current real cost t of p.

5 Experiments

In this section, we present experimental evaluation of the proposed three al-
gorithms: the basic algorithm (BA), the short eager algorithm (SE) and the
log-based optimal algorithm (LBO). We also implement the algorithm for se-
quentially processing the queries without considering sharing (NS). All these
algorithms are implemented in Java on a PC with 3.0 GHz CPU, 3.0 GB mem-
ory and Windows XP SP3.

5.1 Dataset and Query

We test the algorithms on both the real XML dataset - DBLP[1] and the syn-
thetic XML dataset - XMark[2]. The size of DBLP is 909MB and the size of
XMark (the scale factor is set as 6.0) is 698MB. The keywords in these key-
word queries are randomly selected from high frequency keywords so that the
probability of keyword overlapping among these queries becomes higher, and
the keyword node lists with different sizes are maintained. We investigate the
performance of the proposed algorithms by varying the query batch size of the
set of queries and the frequency of sharing keywords.

5.2 Varying the Query Batch Size

We evaluate the algorithms when the query batch sizes are set from 10, 20 to
50.

For algorithm LBO, we do not need to keep the list of all possible processing
sequences and the aggregated lower bound cost values for each query. From our
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Fig. 3. Vary batch size on DBLP and XMark data
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Fig. 4. Varying the sharing keywords frequency on DBLP and XMark data

experiment, we only need to use the first several processing sequences as the list
is sorted in the ascending order of the aggregated lower bound cost values.

Figure 3 shows the performance of NS, BA, SE and LBO algorithms on DBLP
and XMark datasets. If we set the processing time of the NS algorithm as a base,
e.g., 100%, then it is easy for us to see the reduced time costs of other algorithms.
For the DBLP dataset, when the batch size is set to 10, LBO saves 78% of
processing time compared with NS, while SE saves 64% and BA saves 58% of
processing time. When the batch size is 20, LBO can save 80% of processing time,
and SE and BA can save 66% and 55% of processing time respectively compared
with the NS algorithm. When the batch size is 50, the saving ratios of processing
time for LBO, SE and BA are 84%, 77% and 74% respectively. Similarly, for the
XMark dataset, the saving ratios of LBO, SE and BA are (90%, 88% and 81%),
(83%, 79%, 69%), and (74%, 71%, 62%) respectively when the batch sizes are
set to (10, 20 and 50). Under all settings, the LBO algorithm performs better
than the others, followed by SE and BA algorithms. On average, LBO algorithm
can save about 81% of processing time of the NS algorithm, while SE and BA
can save about 74% and 66% respectively.

5.3 Varying the Shared Keyword Frequency

We vary the frequencies of shared keywords and investigate the performance
under two situations. In the first situation, the keywords shared have large sizes
of keyword node lists, and in the second situation, the keywords with the small
sizes of the keyword node lists are shared between queries. Figure 4 shows the
performance under these two sharing situations. The batch size is set to 10.
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We also take the processing time of the NS algorithm as a base, e.g., 100%.
When the shared keywords have larger sizes of keyword node lists (in other words,
these keywords are “popular”), the LBO algorithm can save 83% of processing
time compared with the NS algorithm on the DBLP dataset while the the SE
and BA algorithms can save 76% and 69% respectively. On the XMark dataset,
the saving ratios of the LBO, SE and BA algorithms are 84%, 80% and 76%
respectively. When the sharing keywords have smaller sizes of keyword node
lists, the saving ratios LBO, SE and BA algorithms are 91%, 74% and 64% on
DBLP data set, and 78%, 72% and 62% on XMark data set. On both datasets,
the LBO algorithm achieves the best performance among all algorithms, followed
by the SE and BA algorithms. The LBO, SE and BA algorithms all outperform
the NS algorithm significantly.

6 Related Work

In relational database, [6] studies the multiple query optimazation techniques.
The evaluation of keyword queries in relational database is based on generating
and evaluating Candidate Network(CN), which is an execution plan generated
from the schema. It reduces the computation cost by reusing and combining
the overlapped computations among the large number of CNs. However, the
CN-based approaches in [6] cannot be applied to XML data. The “order free
computation” property of SLCA allows keyword queries to be splitted and com-
puted separately, then the intermediate results of the splitted queries can be
merged to produce the result of original query. This property is implemented in
all our proposed algorithms.

In XML, there are many works discussing efficient keyword search algorithms
on single query setting. Most of existing approaches represented results using
LCA model [12,5,13,15,10,7,14,8]. To compute SLCA, [12] introduces Indexed
Lookup Eager Algorithm, Scan Eager Algorithm and Stack Algorithm. The com-
plexity of Indexed Lookup Eager Algorithm is O(kd|S1|log|S|), where k is the
keyword count in a query, d is the depth of XML document, |S1| is the length of
the shortest keyword inverted list and |S| is the total length of all keywords in-
verted lists. The complexity of both Scan Eager Algorithm and Stack Algorithm
is O(kd|S|). [11] improves the algorithm for specific tree patterns by looking
for “Anchor” nodes. To compute ELCA, the complexity of Dewey Inverted List
algorithm[5] is O(kd|S|). [13] introduces the Indexed Stack (IS) with complexity
of O(kd|S1|log|Smax|), where |Smax| is the length of the longest keyword in-
verted list. [15] then saves the |Smax| factor by introducing Hash Count method.
[4] introduces a bottom-up approach to accelerate top-k results generation. [14]
proposes efficient XML keyword query algorithms based on the set intersection
operation for SLCA and ELCA semantics.

7 Conclusions

In this paper, we have studied the problem of answering multiple keyword queries
on XML data. Based on the properties of SLCA and the analysis of the keyword
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overlapping among multiple keyword queries, we have designed three algorithms:
the basic algorithm, the short eager algorithm and the log-based optimal algo-
rithm. Through the extensive experimental evaluations over real and synthetic
datasets, we have shown that our proposed algorithms can efficiently answer a
batch of keyword queries, and all of them significantly outperform the algorithm
that does not consider the sharing of computations in terms of processing time.
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Abstract. We introduce soft cardinality constraints which need to be
satisfied on average only, and thus permit violations in a controlled man-
ner. Starting from a highly expressive but intractable class, we establish a
fragment that is maximal with respect to both expressivity and efficiency.
More precisely, we characterise the associated implication problem ax-
iomatically and develop a low-degree polynomial time decision algorithm.
Any increase in expressivity of our fragment results in coNP-hardness of
the implication problem. Finally, we extensively test the performance of
our algorithm. The performance evaluation provides first-hand evidence
that reasoning about expressive notions of soft cardinality constraints on
XML data is practically efficient and scales well. Our results unleash soft
cardinality constraints on real-world XML practice, where a little more
semantics makes applications a lot more effective in contexts where ex-
ceptions to common rules may occur.

1 Introduction

Cardinality constraints are a very natural class of constraints that can be ob-
served easily and can express a lot of semantics important to applications such
as consistency management, data integration, query optimization, view main-
tenance and cardinality estimation. Generally speaking, cardinality constraints
capture information about the frequency with which certain data items occur in
particular contexts.

Example 1. Suppose we use XML to store data about teams involved in projects
within a research institute. Figure 1 shows an XML tree representing a small
fragment of such an XML document. The nodes are annotated by their type:
E for element nodes, A for attribute nodes, and S for text nodes. Of course,
in reality there would be far more data stored in the XML document. We use
the simplified example to illustrate how cardinality constraints can express im-
portant semantic properties of XML data. We assume that each project has a
manager and that several research teams (RTeam) and support teams (STeam)
can be involved in a given project. Technicians (Tech) belong to support teams,

X. Lin et al. (Eds.): WISE 2013, Part I, LNCS 8180, pp. 382–395, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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Scientists (Sci) belong to research teams and Engineers (Eng) can belong to
both, support and research teams. Some of the semantic properties which can
be expressed by means of cardinality constraints are:

1. Every scientist is a member of 2, 3, or 4 research teams.
2. Every technician can work in up to 4 different support teams.
3. Every engineer is in 4 dififerent support teams and 1 or 2 research teams.
4. A project cannot have more than one manager.
5. Every support team is involved in 1, 2, or 3 projects.
6. Every research team is involved in up to 2 different projects.
7. A maximum of 2 support teams and 2 research teams should be involved in

a given project.
8. In every team, there should be two employees for each expertise level.
9. Within a given project, an employee cannot belong to more than one group.
10. No more than 5 employees of a given expertise level can be involved in the

same project. ��

E
db

E

A

E

ETech ETech ETech EEng EEng

A
id

A
id

A
id

A
id

A
id

E EEE

S S SS S

Exper·
tise 

Exper·
tise 

E
Exper·
tise 

Exper·
tise 

STeam

High Medium Low Low High

T1 T2 T3 E1 E2

Exper·
tise 

Exper·
tise 

A
id

A
id

A
id

A
id

E EE

S S SS

Exper·
tise 

Exper·
tise 

E
Exper·
tise 

E E E E

Exper·
tise 

A
id

E

S

E

High

Sci

S3
A
id

E

S

E

E
Project 1

E

A A

Manager

M1

High Low Low

E

Sci SciEngEng

Low

S1 S2

Exper·
tise 

Sci

S4

Medium

RTeam

Project 2

... ......

E3 E4

ST1 RT1

Sid RidMid

Fig. 1. Fragment of an XML tree with information on projects and teams

For the effectiveness of XML applications, it is an important problem to iden-
tify useful classes of cardinality constraints. This is challenging, since for semi-
structured XML data more so than for structured data, the more semantics
of application domains can be captured the less efficient reasoning about these
constraints usually becomes (see [1,2,8] among others).

In addition, exceptions to business rules are the common norm for (XML)
data, and are therefore difficult to handle by strictly enforced constraints, which
makes them often impractical to exploit. Indeed, it is often difficult to specify
exact bounds for cardinality constraints. In many cases we only have a good idea
of what rules should apply to most data.

Example 2. The constraints in Example 1 express rules that apply to most
projects in the research institute, but clearly exceptions may occur. For instance,
according to the first cardinality constraint in that example, every scientist is a
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member of 2, 3, or 4 research teams. However, it is likely that some scientists
participate in 5 research teams or more. Nevertheless this will be an exception
to most cases. ��
The previous example motivates the idea to treat cardinality constraints as soft
constraints, which do not strictly enforce the constraint on all data, but on
most data. Under this interpretation, soft cardinality constraints express an ideal
or a preferred situation while still allowing room for violations of the strict
constraints.

Example 3. The first cardinality constraint in Example 1 is better interpreted as
a soft cardinality constraint. We can expect that scientists on average participate
in 2 to 4 research teams, or that the number of researchers working in less than
2 and more than 4 research teams is considerably small. Similar observations
apply to the other cardinality constraints in Example 1, too. ��

Paper Organization. In Section 2 we assemble useful technical notations on
XML trees. In Section 3, we introduce soft cardinality constraints to effectively
deal with the problem that exceptions confirm the rule in practice. Soft cardinal-
ity constraints need to be satisfied on average only, and thus permit exceptions
to the general business rules in a controlled manner. We start by defining a
highly expressive class of soft cardinality constraints. This class can be used to
capture a wide range of interesting semantic properties of XML data, such as
those described in Example 1. It allows data engineers to specify “soft” bounds
on the number of nodes in an XML tree that are equal on some of their subn-
odes. These “soft” bounds can be violated by individual nodes, but should be
respected on average. Bounds can be specified with respect to a context node.
The soft constraints use a very general notion of value equality which is not
restricted to leaf nodes, and an expressive path language to select nodes using
single-label wildcards, child navigation, and descendant navigation from XPath.

In Section 4 we focus on a particular fragment of soft cardinality constraints,
and characterise the associated implication problem axiomatically. In Section 5
we develop a low-degree polynomial time algorithm for deciding implication. The
fragment under investigation is still expressive, allowing for instance to express
most of the cardinality constraints in Example 1. Any increase in expressiv-
ity of our fragment is likely to cause intractability of the implication problem.
There is great potential for practical uses of the proposed decision algorithm. For
example, the process of checking XML data integrity against soft cardinality con-
straints can benefit a lot from the ability to decide implication efficiently. Clearly,
if a set Σ of soft cardinality constraints implies a soft cardinality constraint ϕ
and we have already checked that an XML data tree satisfies Σ then there is no
need to test ϕ anymore, thus saving considerable resources. Section 5 reports on
the outcomes of a performance anaylsis that provides first-hand evidence that
reasoning about our fragment of soft cardinality constraints is practically effi-
cient and scales well. Our results unleash cardinality constraints to application
contexts where a little more semantics makes applications a lot more effective
and where exceptions can be tolerated.
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Related Work. The topic of XML constraints has attracted much attention
over the last decade (see [5,10,11,17] among others). However, as far as we know,
this article is the first to explore the concept of soft constraints in the context
of XML. It is not the first time that cardinality constraints for XML data are
studied [6], and they have a long and successful history in the field of database
design (see [16] for a recent survey). Soft constraints are not new in the context
of database design, where deontic logic has long been used as a tool to model soft
constraints, see [12] for a survey. More recently, soft constraints have also been
studied in the context of the constraint satisfaction problem (see [4,9,13] among
others) where constraints are often soft in the sense that they do not have to
be satisfied for a solution to be acceptable. None of these works, however, deals
with the implication problem for soft constraints on XML data.

2 Basic Terminology

We use the common tree model of XML for our investigation. Let E denote a
countably infinite set of element tags, A a countably infinite set of attribute
names, and let S represent simple text data in XML (PCDATA). These sets are
pairwise disjoint. The elements of L = E ∪A ∪ {S} are called labels. An XML
tree is a 6-tuple T = (V, lab, ele, att, val, r) where V is a set of nodes, and lab
is a mapping V → L assigning a label to every node in V . A node v ∈ V is an
element node if lab(v) ∈ E, an attribute node if lab(v) ∈ A, and a text node if
lab(v) = S. Moreover, ele and att are partial mappings defining the edge relation
of T : for any node v ∈ V , if v is an element node, then ele(v) is a list of element
and text nodes, and att(v) is a set of attribute nodes in V . If v is an attribute or
text node, then ele(v) and att(v) are undefined. The partial mapping val assigns
a string to each attribute and text node: for each node v ∈ V , val(v) is a string
if v is an attribute or text node, while val(v) is undefined otherwise. Finally, r
is the unique and distinguished root node.

A path p of T is a finite sequence of nodes v0, . . . , vm in V such that (vi−1, vi) is
an edge of T for i = 1, . . . ,m. The path p determines a word lab(v1). · · · .lab(vm)
over the alphabet L, denoted by lab(p). For navigation in the XML tree, we use
the path language PL{., , ∗} consisting of words given by the following grammar:
Q → � | ε | Q.Q | | ∗. Here � ∈ L is any label, ε denotes the empty path
expression, “.” denotes the concatenation of two path expressions, “ ” denotes
the single-label wildcard, and “ ∗” denotes the variable length don’t care wild-
card. Let P,Q be words from PL{., , ∗}. P is a refinement of Q, denoted by
P � Q, if P is obtained from Q by replacing variable length wildcards in Q by
words from PL{., , ∗} and single-label wildcards in Q by labels from L. Let Q be
a word from PL{., , ∗}. A path p in the XML tree T is called a Q-path if lab(p)
is a refinement of Q. For a node v of T , v[[Q]] denotes the set of nodes in T that
are reachable from v following any Q-path.

We use [[Q]] as an abbreviation for r[[Q]] where r is the root node. For S ⊆
{., , ∗}, PLS denotes the subset of PL{., , ∗} expressions restricted to the con-
structs in S. Q ∈ PL{., , ∗} is valid if it does not have labels � ∈ A or � = S in a
position other than the last one. Let P,Q be words from PL{., , ∗}. P is contained



386 F. Ferrarotti et al.

in Q, denoted by P ⊆ Q, if for every XML tree T and every node v of T we have
v[[P ]] ⊆ v[[Q]].

If a node u lies on the path from a node v to the root, then u is an ancestor
of v, and v a descendent of u. An independent set J of an XML tree T is a set
of pairwise incomparable nodes, i.e., no node in J is an ancestor of any other
node in J . Every path from a leaf to the root is a branch of T . An independent
set intersects a branch at most once. For a node u of T , a u-independent set J
of T is a set of descendents of u such that each pair of distinct nodes in J has u
as their lowest common ancestor. Clearly, u-independent sets are independent.

Two nodes u, v are value equal, denoted by u =v v, if the subtrees rooted at u
and v are isomorphic by an isomorphism that preserves string values. For nodes
v and v′ of an XML tree T , the value intersection of v[[Q]] and v′[[Q]] is given by
v[[Q]] ∩v v

′[[Q]] = {(w,w′) | w ∈ v[[Q]], w′ ∈ v′[[Q]], w =v w′}.

3 Soft Cardinality Constraints

Now we define a highly expressive class of soft cardinality constraints. The first
source of expressivity comes from the ability to specify soft upper bounds (soft-
max) as well as soft lower bounds (soft-min) on the number of nodes (target
nodes) in an XML tree that are value-equal on some of its subnodes (field nodes).
These soft bounds can be violated by some individual nodes, but they should be
respected in average. There is also the possibility of specifying the soft bounds
w.r.t. a context node. The second source of expressivity results from the gen-
erality of the path language PL{., , ∗} used for the selection of nodes. The final
source of expressivity is due to the use of the robust notion of value-equality
defined in the previous section, which is not restricted to leaf or attribute nodes.

Definition 1. We define a soft cardinality constraint ϕ for XML as an expres-
sion of the form soft-card(Q, (Q′, {Q1, . . . , Qk})) = (soft-min, soft-max) where k
is a non-negative integer, where Q,Q′, Q1, . . . , Qk ∈ PL{., , ∗} such that Q.Q′,
Q.Q′.Q1, . . . , Q.Q′.Qk are valid, and where soft-min ∈ N and soft-max ∈
N ∪ {∞} with soft-min ≤ soft-max. Herein, Q is called the context path, Q′

is called the target path, Q1, . . . , Qk are called the field paths, soft-min is called
the soft lower bound, and soft-max the soft upper bound of ϕ. If Q = ε, we call
ϕ absolute; otherwise ϕ is called relative.

In the sequel, for a soft cardinality constraint ϕ, we denote its context path
as Qϕ, its target path as Q′

ϕ, its field paths as Qϕ
1 , . . . , Q

ϕ
kϕ

and its soft lower
and upper bounds as soft-minϕ and soft-maxϕ, respectively.

Definition 2. Consider a soft cardinality constraint ϕ, an XML tree T , a con-
text node q ∈ [[Qϕ]] and a target node q′0 ∈ q[[Q′

ϕ]]. We set fϕ
T (q, q

′
0) as the

maximum of |{q′ ∈ q[[Q′
ϕ]] | ∃y1, . . . , yk. ∀i = 1, . . . , k. yi ∈ q′[[Qϕ

i ]] ∧ xi =v yi}
where x1, . . . , xk ranges through all xi ∈ q′0[[Q

ϕ
i ]] (with i = 1, . . . , k). That is,

fϕ
T (q, q

′
0) is the maximum number of target nodes q′ in the sub-tree of T rooted
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at the context node q that share with q′0 the same information on their field paths.
We say that T satisfies ϕ as a soft cardinality constraint if

soft-minϕ ≤
1

|U |
∑
q′0∈U

fϕ
T (q, q

′
0) ≤ soft-maxϕ

holds for every context node q ∈ [[Qϕ]] and every maximal q-independent set U ⊆
q[[Q′

ϕ]]. If there is no target node q′0 ∈ q[[Q′
ϕ]] in T for which for all i = 1, . . . , kϕ,

field nodes xi ∈ q′0[[Q
ϕ
i ]] exists in T , then T satisfies the soft cardinality constraint

ϕ by default since it does not apply to T .

Example 4. Following the discussion in Examples 2 and 3 above, the following
expressions formalise the cardinality constraints in Example 1 when interpreted
as soft cardinality constraints over trees of the form illustrated in Figure 1.
1. soft-card(ε, ( .RTeam.Sci, {id})) = (2, 4) or equivalently

soft-card(ε, ( ∗.RTeam.Sci, {id})) = (2, 4).
2. soft-card(ε, ( .ST eam.T ech, {id})) = (1, 4) or equivalently

soft-card(ε, ( ∗.ST eam.T ech, {id})) = (1, 4)
3. soft-card(ε, ( .ST eam.Eng, {id})) = (4, 4) and

soft-card(ε, ( .RTeam.Eng, {id})) = (1, 2).
4. soft-card( , (Manager, ∅)) = (1, 1).
5. soft-card(ε, ( .Steam, {Sid})) = (1, 3).
6. soft-card(ε, ( .Rteam, { ∗.Rid})) = (1, 2).
7. soft-card( , (STeam, { ∗.Sid})) = (1, 2) and

soft-card( , (RTeam, {Rid})) = (1, 2).
8. soft-card( . , ( , { ∗.S})) = (2, 2) or equivalently

soft-card( . , ( , {Expertise.S})) = (2, 2).
9. soft-card( , ( . , {id})) = (1, 1).
10. soft-card( , ( . , {Expertise.S})) = (1, 5).
Note that the soft cardinality constraints in point 1–3, 5 and 6 are absolute while
the soft cardinality constraints in the remaining points are relative. ��

Let Σ ∪ {ϕ} be a finite set of (soft) constraints in a class S. We say that Σ
finitely implies ϕ, denoted by Σ |= ϕ, if every finite XML tree T that satisfies
all σ ∈ Σ also satisfies ϕ. The finite implication problem for the class S is to
decide whether Σ |= ϕ. By Σ∗ we denote the (finite) semantic closure of Σ, i.e.,
the set of all (soft) constraints finitely implied by Σ.

If we want to take advantage of the proposed soft cardinality constraints
in real-world XML applications, then we must be able to reason about them
efficiently. Central to this task is the finite implication problem describe above.
Unfortunately the implication problem for the general class of soft cardinality
constraints introduced in Definition 1, is likely intractable. In fact, as stated in
the next theorem, there are at least three different sources of intractability:
i. the simultaneous use of both soft lower and soft upper bounds (as permitted

in S1 in Theorem 1),
ii. the complete absence of field paths (as permitted in S2 in Theorem 1), and
iii. the simultaneous use of arbitrary length wildcards in both target and field

paths (as permitted in S3 in Theorem 1).
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Theorem 1. The finite implication problem for each of the following fragments
of soft cardinality constraints is coNP-hard.

S1 ={soft-card(ε, (P ′, {P1, . . . , Pk})) = (soft-min, soft-max)

| P ′, P1, . . . , Pk ∈ PL{.}, k ≥ 1, soft-max ≤ 5},
S2 ={soft-card(ε, (P ′, {P1, . . . , Pk})) = (1, soft-max)

| P ′, P1, . . . , Pk ∈ PL{.}, k ≥ 0, soft-max ≤ 6},
S3 ={soft-card(ε, (Q′, {Q1, . . . , Qk})) = (1, soft-max)

| Q′, Q1, . . . , Qk ∈ PL{., ∗}, k ≥ 1, soft-max ≤ 4}.

We note that for each of the classes considered in Theorem 1, the 3-colorability
problem over graphs can be polynomially transformed to the complement of the
implication problem for soft cardinality constraints, but due to space limitations
we omit the formal proof.

To avoid the sources of intractability pointed out in Theorem 1, we will con-
sider a fragment of soft cardinality constraints that provides an optimal balance
with respect to expressivity and efficiency.

Definition 3. We define the fragment Msoft of soft-max cardinality constraints
as follows. Msoft = {soft-card(Q, (Q′, {Q1, . . . , Qk})) = (1, soft-max) | Q,Q′, Q1,
. . . , Qk ∈ PL{., , ∗} but s.t. Q′ or Q1. · · · .Qk ∈ PL{., }}. Since soft-min is always
set to 1, we use the abbreviation soft-card(Q, (Q′, {Q1, . . . , Qk})) ≤ soft-max to
denote the soft constraints in Msoft.

The fragment of soft-max cardinality constraints is still expressive, allowing
for instance to express most of the cardinality constraints in Example 1.

Example 5. The soft cardinality constraints in points 2, 4–7, 9 and 10 in Ex-
ample 4 belong to Msoft. Also the second soft cardinality constraint in point 3
belongs to Msoft. The remaining three soft cardinality constraints can still be
partially expressed as soft-max cardinality constraints if we change the lower
bound soft-min to 1. ��

Note that by Theorem 1, any increase in expressivity of the fragment of soft-
max constraints results in coNP-hardness of the implication problem.

4 Axiomatization

Table 1 shows a set of inference rules which constitutes a finite axiomatization for
the implication of soft-max cardinality constraints. Each inference rule has the
form premises

conclusion condition with premises from Msoft. That is, the path expressions
used in the premises are always chosen such that the respective soft cardinality
constraint lies in Msoft.

Example 6. Let us define the soft-max cardinality constraints σ1 = soft-card( , (
RTeam, {Eng. ∗.S})) ≤ 2 and σ2 = soft-card( . , (Eng, { ∗.S})) ≤ 2, which are
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Table 1. A finite axiomatization for soft cardinality constraints in Msoft

soft-card(Q, (Q′, S)) ≤ ∞
Q′∈PL{., } or

∅	=S⊆PL{., }
soft-card(Q, (ε, S)) ≤ 1

(infinity) (epsilon)

soft-card(Q, (Q′.Q′′, S)) ≤ soft-max

soft-card(Q.Q′, (Q′′ , S)) ≤ soft-max

soft-card(Q, (Q′, S)) ≤ soft-max

soft-card(Q, (Q′, S)) ≤ soft-max + 1

(target-to-context) (weakening)

soft-card(Q, (Q′, S ∪ {ε, P})) ≤ soft-max

soft-card(Q, (Q′, S ∪ {ε, P.P ′})) ≤ soft-max

soft-card(Q, (Q′, S)) ≤ soft-max

soft-card(Q, (Q′, S ∪ {P})) ≤ soft-max

Q′ or

P∈PL{., }

(prefix-epsilon) (superfield)

soft-card(Q, (Q′.P, {P ′})) ≤ soft-max

soft-card(Q, (Q′, {P.P ′})) ≤ soft-max

at least 2 of

Q′,P,P ′∈PL{., }
soft-card(Q, (Q′, S)) ≤ soft-max

soft-card(Q′′ , (Q′, S)) ≤ soft-max
Q′′⊆Q

(subnodes) (context-path-containment)

soft-card(Q, (Q′.P, {ε, P ′})) ≤ soft-max

soft-card(Q, (Q′, {ε, P.P ′})) ≤ soft-max

at least 2 of

Q′,P,P ′∈PL{., }
soft-card(Q, (Q′, S)) ≤ soft-max

soft-card(Q, (Q′′, S)) ≤ soft-max
Q′′⊆Q′

(subnodes-epsilon) (target-path-containment)

soft-card(Q, (Q′, {P.P1, . . . , P.Pk})) ≤ soft-max,

soft-card(Q.Q′, (P, {P1, . . . , Pk})) ≤ soft-max′

soft-card(Q, (Q′.P, {P1, . . . , Pk})) ≤ soft-max · soft-max′
soft-card(Q, (Q′, S ∪ {P})) ≤ soft-max

soft-card(Q, (Q′, S ∪ {P ′})) ≤ soft-max
P ′⊆P

(multiplication) (field-path-containment)

applicable to XML documents that are structured in the way schematised by the
tree in Figure 1. The soft constraint σ1 states that in a given project, it is rare
that more than two research teams have engineers of a same expertise level. The
soft constraint σ2 states that it is unusual that there is more than two engineers
of a same expertise level within a given team. By applying the context-path-
containment rule to σ2 we derive σ3 = soft-card( .RTeam, (Eng, { ∗.S})) ≤ 2.
Then, by applying the multiplication rule to σ1 and σ3 we derive ϕ = soft-card( ,
(RTeam.Eng, { ∗.S})) ≤ 4, which expresses that it is infrequent to find more
than 4 engineers of a same expertise level if we look at all the engineers in all
the research teams involved in a given project. ��

We omit the tedious, but not very difficult proof of the soundness of the
inference rules. Our next goal is to demonstrate that the set R of inference
rules in Table 1 is complete for the implication of soft-max constraints in the
class Msoft. Completeness means we need to show that for an arbitrary finite
set Σ ∪ {ϕ} of soft-max constraints in the class Msoft, if ϕ is not derivable from
Σ by R, then there is some XML tree T that satisfies all members of Σ but
violates ϕ. That is, T is a counter-example tree for the implication of ϕ by Σ.

In a first step, we represent ϕ as a finite node-labeled tree TΣ,ϕ, which we call
the ϕ-tree.

Definition 4. (ϕ-tree). Let Σ ∪ {ϕ} be a finite set of soft-max constraints in
the class Msoft. Let LΣ,ϕ denote the set of all labels � ∈ L that occur in path
expressions of members in Σ ∪ {ϕ}, and fix a label �0 ∈ E − LΣ,ϕ. First we
transform the path expressions occurring in ϕ into simple path expressions in
PL{.}. For that purpose we replace each single-label wildcard “ ” by �0 and each
variable-length wildcard “ ∗” by a sequence of l + 1 labels �0, where l is the
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maximum number of consecutive single-label wildcards that occurs in any soft
constraint in Σ ∪ {ϕ}. This transformation turns Qϕ into Oϕ, Q

′
ϕ into O′

ϕ, and
each Qϕ

i into Oϕ
1 for i = 1, . . . , kϕ. The path expressions after the transformation

do not contain any more wildcards (neither single-label nor variable-length ones).
Let p be an Oϕ-path from a node rϕ to a node qϕ, let p

′ be an O′
ϕ-path from a

node r′ϕ to a node q′ϕ and, for i = 1, . . . , kϕ, let pi be a Oϕ
i -path from a node rϕi to

a node xϕ
i , such that the paths p, p′, p1, . . . , pkϕ are mutually node-disjoint. From

the paths p, p′, p1, . . . , pkϕ we obtain the ϕ-tree TΣ,ϕ by identifying the node r′ϕ
with qϕ, and by identifying each of the nodes rϕi with q′ϕ.

The marking of the ϕ-tree TΣ,ϕ is a subset M of the node set of TΣ,ϕ: if for
all i = 1, . . . , kϕ we have Qϕ

i �= ε, then M consists of the leaves of TΣ,ϕ, and
otherwise K consists of all descendant nodes of q′ϕ in TΣ,ϕ.

We use ϕ-trees to calculate the impact of soft-max constraints in Σ on a
possible counter-example tree T for the implication of ϕ by Σ. To distinguish
soft-max constraints that have an impact from those that do not, we introduce
the notion of applicability. Intuitively, when a soft-max constraint is not appli-
cable, then we do not need to satisfy its soft upper bound in a counter-example
tree as it does not require all its field paths.

Definition 5. (Applicability). Consider a ϕ-tree TΣ,ϕ, and letM be its mark-
ing. A soft-max constraint σ is said to be applicable to ϕ if there are nodes
wσ ∈ [[Qσ]] and w′

σ ∈ wσ[[Q
′
σ]] in TΣ,ϕ such that w′

σ[[P
σ
i ]] ∩ M �= ∅ for all

i = 1, . . . , kσ. We say that wσ and w′
σ witness the applicability of σ to ϕ.

Then, we reverse the edges of the ϕ-tree and add to the resulting tree down-
ward edges for the applicable members of Σ. Finally, each upward edge receives
a label of 1 and each downward edge resulting from σ ∈ Σ a label of soft-maxσ.
This final directed graph GΣ,ϕ is called the cardinality network. A downward
edge resulting from σ tells us that under each source node there can be at most
soft-maxσ target nodes.

Definition 6. (CardinalityNetwork).We define the cardinality networkGΣ,ϕ

of ϕ and Σ as the node-labeled directed graph obtained from TΣ,ϕ as follows: the
nodes and node-labels of GΣ,ϕ are exactly the nodes and node-labels of TΣ,ϕ, re-
spectively. The edges ofGΣ,ϕconsist of the reversed edges from TΣ,ϕ. Furthermore,
for each soft-max constraint σ ∈ Σ that is applicable to ϕ and for each pair of
nodes wσ ∈ [[Qσ]] and w′

σ ∈ wσ[[Q
′
σ]] that witness the applicability of σ to ϕ we

add a directed edge (wσ , w
′
σ) to GΣ,ϕ. We refer to these additional edges as wit-

ness edges while the reversed edges from TΣ,ϕ are referred to as upward edges of
GΣ,ϕ. This is the case since for every witness wσ and w′

σ the node w′
σ is a descen-

dant of the node wσ in TΣ,ϕ, and thus the witness edge (wσ , w
′
σ) is a downward

edge or loop in GΣ,ϕ. We now introduce weights as edge-labels: every upward edge
e of GΣ,ϕ has weight ω(e) = 1, and every witness edge (u, v) of GΣ,ϕ has weight
ω(u, v) = min{soft-maxσ | (u, v) witnesses the applicability of some σ ∈ Σ to ϕ}.

The weight of a path t in the cardinality network is defined as the product

of the weights of its edges, i.e., ω(t) =
n∏

i=1

ω(vi−1, vi), or ω(t) = 1 if t has no
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edges. The distance d(v, w) from a node v to a node w is the minimum over the
weights of all paths from v to w, or ∞ if no such path exists. When the target
node q′ϕ of constraint ϕ can be reached from its context node qϕ along a path of
weight at most soft-maxϕ in the cardinality network GΣ,ϕ then there exists no
counter-example tree T .

Example 7. Figure 2 shows the cardinality network GΣ,ϕ obtained for Σ =
{σ1, σ2} and ϕ, where σ1, σ2, and ϕ are the soft-max constraints used in Exam-
ple 6. Note that the distance d(qϕ, q

′
ϕ) = 4 and soft-maxϕ = 4. Thus, there is no

counter-example tree T , which is correct since ϕ is indeed implied by Σ. ��
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Fig. 2. Cardinality Network

The result below prove the following crucial observation. If ϕ is not derivable
from Σ by R, then every path from qϕ to q′ϕ in GΣ,ϕ has distance at least
soft-maxϕ + 1.

Lemma 1. Let Σ ∪ {ϕ} be a finite set of soft-max cardinality constraints in
the class Msoft. If the distance d(qϕ, q

′
ϕ) ≤ soft-maxϕ in the cardinality network

GΣ,ϕ, then ϕ is derivable from Σ by R.

The strategy to prove this lemma is to encode an inference by R by witness
edges of the cardinality network. We omit this proof as it is technical and lengthy.

If Σ ∪ {ϕ} is a finite set of soft-max constraints in the class Msoft such that
ϕ is not derivable from Σ by R, then the previous lemma allows us to construct
a finite XML tree T which satisfies all soft-max constraints in Σ but does not
satisfy ϕ. This fact proves the following important result.

Theorem 2. The inference rules in Table 1 are complete for the implication
of soft-max constraints in Msoft.

5 An Algorithm for Deciding Implication

Our Algorithm 1 for deciding the implication of soft-max constraints is similar to
the corresponding algorithms in [11,6] for deciding the implication of the strictly
less expressive classes of numerical keys and (strict) cardinality constraints, re-
spectively. However, the construction of the cardinality network GΣ,ϕ, which is
central to the algorithms, requires considerably more effort for (strict) cardinality
constraints as studied in [6] as well as for the soft-max cardinality constraints as
studied here. This effort results in an increase in the worst-case time complexity
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of the algorithm compared to numerical keys. Nevertheless, Algorithm 1 enables
us to conclude that the implication of soft cardinality constraints in Msoft can
be decided in low-degree polynomial time in the worst case.

The correctness of Algorithm 1 is due to the fact that for Σ ∪ {ϕ} a finite
set of soft-max cardinality constraints in Msoft, Σ |= ϕ holds if and only if
d(qϕ, q

′
ϕ) ≤ soft-maxϕ in the cardinality network GΣ,ϕ. This fact can be easily

proved from the results in the previous section.

Algorithm 1. Soft-max constraint implication

Input: a finite set Σ ∪ {ϕ} of soft-max cardinality constraints in Msoft

Output: yes, if Σ |= ϕ; no, otherwise
1: Construct GΣ,ϕ for Σ and ϕ;
2: Find the shortest path P from qϕ to q′ϕ in GΣ,ϕ;
3: if ω(P ) ≤ soft-maxϕ then return(yes); else return(no).

Interestingly, the algorithm has the same worst-case complexity as the algo-
rithm for the class of cardinality constraints in [6], which is clearly less expressive
since it does not allow variable length wildcards to appear in the field paths, and
does not cater for soft bounds. In fact, if Σ∪{ϕ} is a finite set of soft-max cardi-
nality constraints in Msoft, then the implication problem Σ |= ϕ can be decided
in time O(|ϕ| × l × (||Σ|| + |ϕ| × l)), where |ϕ| is the sum of the lengths of all
path expressions in ϕ, ||Σ|| is the sum of all sizes |σ| for σ ∈ Σ, and l is the
maximum number of consecutive single-label wildcards that occur in Σ.

It is important to note the blow-up in the size of the counter-example with
respect to ϕ. This is due to the occurrence of consecutive single-label wildcards.
If the number l is fixed in advance, then Algorithm 1 establishes a worst-case
time complexity that is quadratic in the input. In particular, if the input consists
of (numerical) keys, as studied in [10,11], then the worst-case time complexity
of Algorithm 1 is that of the algorithm dedicated to (numerical) keys only [10].

6 Experimental Evaluation

We have amply tested our decision algorithm and analysed its performance. We
compare the performance against the implementation presented in [7] which is
optimised for deciding implication of the strictly less expressive class of XML
keys from [10]. The performance results were obtained in a fairly modest Intel
Core i7 2.8 GHz machine, with 4 GB of RAM, running a Linux kernel 2.6.32. We
compiled our C++ implementation of the algorithms using the standard g++
compiler from the GNU Compiler Collection 4.6.3.

Test Cases. To generate realistic sets of soft constraints to test our algorithm,
we generated soft-max constraints applicable to large XML documents from [15]:
321gone.xml and yahoo.xml (auction data), dblp.xml (bibliographic information
on CS), nasa.xml (astronomical data), SigmodRecord.xml (articles from SIG-
MOD Record), and mondial-3.0.xml (world geographic db).
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We started by writing, for each document in the collection, a corresponding set
of around 10 appropriate (in the context of the document) soft-max cardinality
constraints. On adapting the strategy from [7], we generated large sets of soft-max
cardinality constraints as follows. Firstly, using the manually defined sets of soft-
max constraints as seeds,we computednew implied soft-max constraints by succes-
sively applying the inference rules from the axiomatization of soft-max cardinality
constraints shown in Table 1. Each constraint generated by this method was added
to the original set. We applied themultiplication, target-to-context, prefix-epsilon,
subnodes, subnodes-epsilon, superfield, context-path containment, target-path con-
tainment, and field-path-containment rules whenever possible, since those are the
rules which can produce implied soft-max cardinality constraints with correspond-
ing non trivial cardinality networks. Secondly, we defined some non-implied (by the
soft constraint defined previously) soft-max cardinality constraints. We did that
by taking non-implied soft cardinality constraints ϕ, building their correspond-
ing cardinality networksGΣ,ϕ, adding several witness edges to them while keeping
the weights ω(P ) > soft-maxϕ, for P the shortest path from qϕ to q′ϕ, and finally
defining new non-implied soft-max cardinality constraints corresponding to those
witness edges. This process gave us a robust collection of soft-max cardinality con-
straints to thoroughly test the performance of the implication algorithm1.

Tests Results. To have a base line for determining how much the increase
in expressivity of the considered class of constraints affects the performance
of the decision algorithm, we first measured the performance of the algorithm
in [7] which is optimised for deciding implication of the strictly less expres-
sive class of XML keys from [10]. For this we used the same sets of XML keys
with simple non empty field paths in PL{.} and context and target paths in
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Fig. 3. Performance of the Decision Algorithms for the Implication Problem

1 All sets of constraints generated to test the performance of the decision algorithms
as well as the full set of results from those experiments and the binary codes, can be
downloaded from http://emir-munoz.github.com/xml-constraints

http://emir-munoz.github.com/xml-constraints
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PL{., ∗} than in [7]. We then ran our algorithm for soft-max constraints using
the same sets of XML keys but treating them as soft-max cardinality constraints
with soft-max = 1 (i.e., “soft keys”). This allowed us to quantify the gain pro-
duced by the optimization of the algorithm for XML keys presented in [7] and
produced a base line to measure the effect of introducing single label wildcards
in the soft-max cardinality constraints. Finally we measured the performance of
the algorithm for soft-max cardinality constraints over the set of full soft-max
constraints obtained with the process described at the beginning of this section.

The results are shown in Figure 3. The x-axis corresponds to the number of
(soft) constraints in Σ, and the y-axis corresponds to the average running time
required to decide whether Σ implies a given (soft) constraint ϕ. More precisely,
let time(Σ,ϕ) be the running time required to decide Σ |= ϕ and let Φ be a
set of (soft) constraints such that Σ ∩ Φ = ∅, the running time shown in Fig-
ure 3 corresponds to

(∑
ϕi∈Φ time(Σ,ϕi)

)
/|Φ|. In our experiments the sets Φ

were composed of 20 fixed (soft) constraints. We tested the scalability of the
algorithms by adding, in each iteration, 5 new (soft) constraints to the corre-
sponding Σ sets. Each of the experiments was executed 5 times. The resulting
error bars are include in the graph. They are consistent with time variations
commonly produced by the scheduling of the operating system and the use of
the time() function to measure the experiments [14].

From the experiments it is clear that the implication algorithm is practically
efficient and scales well in all three cases. Notably, the extra price to pay for the
added expressivity provided by the class of soft-max cardinality constraints is in
the order of just 5 milliseconds for a considerable big set of 150 constraints.

7 Conclusion

We have introduced an expressive class of soft cardinality constraints that is
sufficiently flexible to advance XML data processing in important areas of XML
application such as data exchange and integration, where exceptions to strict
rules are the common norm and are therefore difficult to handle by strict con-
straints. The flexibility results from the right balance between expressivity and
efficiency of maintenance. While slight extensions result in the intractability of
the associated implication problem, we have shown that our class is finitely ax-
iomatizable, robust and decidable in low-degree polynomial time. Thus, our class
forms a precious class of soft cardinality constraints that can be utilised effec-
tively by data engineers. Indeed, the performance tests presented in this paper
for its associated implication problem, clearly indicate that it can be maintained
efficiently by database systems for XML applications.

Future work can go into various directions. XML practice may well warrant
the study of other soft classes of cardinality constraints that require different
paradigms to specify soft bounds and to select and compare nodes. It would be
interesting to investigate soft cardinality constraints with regard to data clean-
ing, where one of the most important questions is how to model the consistency
of the data; for instance exploring conditional XML constraints in connection
with the idea of conditional functional dependencies [3]. Finally, it would also
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be interesting to explore practical applications of the decision algorithm for the
implication problem in areas such as cardinality estimation and optimization of
XPath queries, XML constraint mining and validation of XML documents.
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Abstract. Radio Frequency Identification (RFID) is widely used to track and
trace objects in supply chain management. However, massive uncertain data pro-
duced by RFID readers are not suitable for directly use in RFID applications. Fol-
lowing our thorough analysis of key features of RFID objects, this paper proposes
a new framework for effectively and efficiently processing uncertain RFID data,
and supporting a variety of queries for tracking and tracing RFID objects. In par-
ticular, we propose an adaptive cleaning method by adjusting size of smoothing
window according to various rates of uncertain data, employing different strate-
gies to process uncertain readings, and distinguishing different types of uncertain
data according to their appearing positions. We propose a comprehensive data
model, which is suitable for a wide range of application scenarios. In addition,
a path coding scheme is proposed to significantly compress massive data by ag-
gregating the path sequences, the positions and the time intervals. Experimental
evaluations show that our approach is effective and efficient in terms of the com-
pression and traceability queries.

1 Introduction

Radio-frequency identification (RFID) is a wireless communication technology that is
increasingly useful for identifying objects. RFID uses radio-frequency waves to trans-
fer identifying information between tagged objects and readers without line of sight,
thus enabling automatic identification [1,2]. In recent years, RFID technology has been
widely used in supply chain management [3,4], where products are distributed through
multi-enterprises such as manufacturers, dealers, wholesalers, retailers, and customers.
With RFID technology, tracking applications of products can automatically analyze
recorded identification events to discover the current location of an individual item.
They can also retrieve historical information, such as previous locations, time of travel
between locations, and time spent in storage. Such technological advances will rev-
olutionize our ability to monitor the world around us, allowing critical decisions and
required interventions to be made in a timely fashion.

X. Lin et al. (Eds.): WISE 2013, Part I, LNCS 8180, pp. 396–409, 2013.
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While RFID provides promising benefits in many applications, there remains signif-
icant challenges to be overcome before these benefits can be realized. Central to these
challenges is the uncertainty of the data collected by the underlying RFID networks. As
RFID devices are intrinsically sensitive to environmental factors such as signal inter-
ference and malfunction of reading components, RFID data are typically incomplete,
imprecise, and even misleading [5,6]. Obviously, when such data are used directly in
monitoring and tracking applications (e.g., product recall), the quality of the applica-
tions can be a significant concern. Currently, most of existing approaches use different
types of data cleaning strategies to process uncertain RFID data, such as the window-
based smoothing filtering, rule-based inference algorithms, probabilistic model-based
approaches, and path-oriented queries over RFID data [3,7,4,8]. However, these ap-
proaches do not consider features of RFID applications such as temporal and spatial
relationships of objects. For example, most of current path-oriented queries cannot be
directly processed on uncertain RFID data without pre-processing in complex cases of
RFID environments. As a result, it is difficult to employ these methods for storing and
processing uncertain data for tracking RFID objects’ movements.

In this paper, we propose a framework to process uncertain RFID data. According to
key features of RFID applications, we present a comprehensive data model for storing
uncertain RFID data, and employ an adaptive strategy to adjust sizes of smoothing
windows for capturing suitable rates of different RFID readings. We further develop
inference rules for different types of uncertain data, and propose a path coding scheme
for compressing massive data by efficiently aggregating the path sequence, the time
interval and the position. In addition, we propose an approximation approach for query
processing. The main contributions of our work are summarized as follows. Firstly, we
classify different types of uncertain RFID data, including ghost, missing, redundant,
inconsistent, and incomplete data. Based on such classification, we employ an adaptive
strategy to determine suitable rates of different uncertain RFID readings by adjusting
the size of smoothing windows. In addition, we develop a set of inference rules for
processing different uncertain RFID data. Secondly, we propose a path coding scheme
to significantly compress massive data by aggregating the path sequence, the position
and the time interval. The scheme also expresses object movements with cyclic or long
paths, and comprehensively integrates objects with group and individual movements.
Thirdl, we conduct extensive experimental evaluations for our model and the proposed
algorithms. Experimental evaluations show that our approach is effective and efficient
in terms of compression and object traceability.

The rest of the paper is organized as follows. Section 2 presents the related back-
grounds. Section 3 introduces an adaptive RFID data cleaning model. Section 4 de-
scribes an inference algorithm for RFID data streams, and the experimental evaluation
is reported in Section 5. Finally, Section 6 is dedicated to related work and Section 7
concludes the paper and discusses some future research directions.

2 Background

In this section, we first describe a scenario and data characteristics in a supply chain
management. We then propose a system framework and show how to use our new data
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models and architecture to efficiently manage, query and analyze uncertain data col-
lected from RFID data sources.

2.1 RFID-based Supply Chains

Figure 1 shows the whole process of an RFID-based supply chain. Each product item is
tagged with an electronic product code (EPC) in the production line and related product
specifications are written into an RFID tag. Products with tags are then packed into
cases, Which are packed into pallets at the supplier warehouses. After that, pallets are
loaded onto trucks, which then depart to dealers. At zones of retail stores, all pallets
are unloaded from the trucks, and all cases are unpacked from the pallets. Eventually,
product items are purchased by consumers.
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Fig. 1. An RFID-enabled supply chain

2.2 Uncertain RFID Data

From the scenario introduced in the above, we can have several observations. First,
tracking and tracing objects in a supply chain generates a huge amount of data con-
taining the movement information associated with the tagged objects. Second, due to
the impact of context factors, such information is often imprecise and unreliable. For
example, it has been proved that the communication between a tagged object and an
RFID reader is sensitive to environment settings such as the distance between the tag
and the reader, as well as the orientation between the tag and the reader antenna. We
can further summarize the basic characteristics of RFID readings in the following.

Temporality and Spatiality. RFID data is generated dynamically and is associated with
timestamp when readings are made. In addition, tagged objects are typically mobile and
go through different locations during their life cycle. Temporal and spatial information
is important for tracking and monitoring RFID objects. For example, using timestamp,
it is possible to track how long it takes an aircraft part to move from the warehouse to
the maintenance venue.

Implicit Inferences. RFID data always carries implicit information such as changes
of state and containment relationships among objects. To use RFID data, applications
require other information, such as environmental situations to make proper inferences.
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Limited Active Lifespan. RFID data normally has a limited active life period, during
which a given system actively updates, tracks, and monitors the data. For example, in a
supply-chain management system this period starts when the manufacturer delivers the
products and ends when customers purchase the products.

We represent a raw RFID data record as a tuple for supporting data cleaning. Our
model incorporates RFID data’s application information, including tagID, time, and
location. These original data tuples form a spatial-temporal data streams DS.

Definition 1. (RFID reading) An observed raw RFID reading is defined as a tuple
dsi = (di, ti, li), where di, ti, li denotes the ‘tagID’, ‘timestamp’, ‘location’.

Definition 2. (RFID data streams) An RFID data stream is a spatial-temporal se-
quence of tuples DS =< ds1, ds2, ..., dsk >, where each tuple dsi ∈ DS is repre-
sented as dsi = (di, ti, li), where di, ti, li denotes the ‘tagID’, ‘timestamp’, ‘loca-
tion’.

Definition 3. (Problem statement) Given a stream of raw RFID readings DS =<
ds1, ds2, ..., dsk >, which could be noisy, we aim to derive a clean data steam to sup-
port path-oriented queries.

2.3 Overview of System Framework for Processing Uncertain RFID Data

Our data processing framework is shown in Figure 2, where RFID readers read EPC
tags from multi-streams. A smoothing window is first specified by analysing the uncer-
tainties of existing RFID readings. Next, missing readings are inferred by related algo-
rithms proposed in this paper. What is more, redundant readings need to be temporarily
stored in databases because they may be helpful to infer missing readings. Apart from
incomplete data (generated by fake or stolen object) and missing data, uncertain data
also includes ghost data that needs to be cleaned. To distinguish ghost and inconsistent
readings, we need to get and store more readings in RFID database because these data
record EPC, position and timestamp of RFID objects. Repairing processing modifies
inconsistent data by aggregating time interval, position and path information. Finally,
query processing focuses on tracking and tracing objects according to data lineage.

3 Adaptive RFID Data Cleaning Model

In this section, we first introduce an adaptive smoothing window to process uncertain
data, and then define the basic cleaning rules to detect and correct error readings.

3.1 Smoothing Window

Data smoothing is a data cleaning technology to correct error readings in data streams
due to interference and noise from the network environment. More precisely, smoothing
applies cleaning operations to data streams through a time window. If there is some data
lost within the widow, new data will be interpolated to compensate the missing readings.
On the other hand, if there are some abnormal readings appearing in the window, they
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Fig. 2. A system view of our proposed framework to process RFID data

will be removed by cleaning operations like spatial aggregation. To illustrate the idea
of the adjustable strategy on the data streams, we show a simplified diagram in Figure
3. Stream A (small window) should have a large window whenever missing readings
frequently happen (e.g., from point p1 to point p2). However, stream C (large window)
should have a smaller window whenever ghost, redundant and inconsistent readings
frequently happen (e.g., from point p2 to point p3). Stream B (medium window) might
be “neutral” such that it tends to balance the two types of readings (e.g., point p2).

Missing readings

Compute 
presence 
of objects

Stream A (small window)

Stream B (medium window)

Stream C (large window)

Ghost, redundant readings

p1 p2 p3

Fig. 3. Three different smoothing windows for reading RFID objects

According to the rate of missing data from a certain data stream with a small window
(e.g., stream A), the small window may be increased to a suitable size. Similarly, the
window of stream C may be decreased to a suitable size according to the rate of ghost,
redundant and inconsistent data from a certain data stream with large window. The
strategy is to use different sizes of windows, which can adjust the rate of uncertain
data over multi-streams obtained by different antennae configurations of RFID readers.
Here we employ a formula to adjust the size of smoothing windows in the following:
sw = adj ∗ (m ∗ (acra− ra1)−n ∗ (acra− ra2)), where sw is the size of smoothing
windows for reading EPC tags at the current position; acra is the acceptable rate of
uncertain data; ra1 is the rate of the latest referable ghost and redundant data at the
current position; ra2 is the rate of the latest inconsistent and missing data at the current
position; adj is the adjustable interval time; m and n are parameters to adjust ra1 and
ra2 for the size of smoothing windows respectively.
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3.2 Inference Rules for Processing Uncertain Data

Our cleaning rule consists of three parts: pattern, condition and action. First, a pattern
represents an ordered data list in the input data stream. For example, two consecutive
readings A and B in a data stream are represented as (A, B), which means A and B are
adjacent within the data stream. Second, a condition specifies the existential semantics
of the patterns. For example, if two duplicate readings A and B in a data stream are
coming, it is true that A’s location is the same as that of B. Finally, action part of the
cleaning rule indicates the designed operations to be performed when the condition is
satisfied. For example, if data stream B is duplicate with respect to A, then a Delete
operation will be applied to remove data stream B.

Definition 4. (Cleaning rule) A cleaning rule is defined as Pattern-Condition-Action
(PCA) rule:
CLEANING RULE<rule-id>
PATTERN <pattern >CONDITION <condition>
ACTION<action >
If some patterns appearing in data streams and conditions are satisfied, then an action
will be performed to add or drop data.

With our rules-based cleaning approaches, observed raw RFID data could be con-
verted into application logic data. We now apply the cleaning rules to process erro-
neous data in data streams. The erroneous data are characterized into four types of data:
(1) missing data—no tags are detected; (2) inconsistent data—multiple possible read-
ings are recorded; (3) ghost data—impossible readings are recorded; and (4) redundant
data—a reading is recorded for several times. We assume that data is represented by a
standard pattern (o, p, t1, t2), where o denotes an object’s EPC, p denotes position, t1
and t2 denote time interval [time 1, time 2] when object o is read at position p. Due
to the constraint of space, we here discuss how to deal with missing data, inconsistent
data and redundant data.

– Missing data. Figure 4(a) shows a scenario of inferring missing data. Suppose an
object o1 moves through three consecutive positions (where readers are installed)
p1 → p2 → p3. However, the reader at p2 does not detect object o1 due to noise.
To infer the position of o1, we can make use of spatial relationship among readers
or the containment information of objects. For example, if object o1 moves from
p1 to p3, it must pass p2. Similarly, if items are contained in a box and the box
is contained in a pallet, these items would move with the pallet together. Thus it
is possible to infer missing data in certain positions if other readings in the same
containment are recorded.

– Inconsistent data. In Figure 4(b), o1 goes from p1 to p3 passing through p2 but it
is also read by a near reader placed in another position p2’. Similarly, we may infer
missing data, which refers the relationships of the readers or the position informa-
tion of related objects. Another rule will store the parent position pa of p2 and p2’
if o1 cannot refer related information. As a result, o1 should be stored as (o1, pa,
t2, t3).
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– Redundant data. In Figure 4(c), an object may be frequently read within several
smoothing windows, but the object does not change its position during the period.
For example, o1 is read twice within different smoothing windows from the times-
tamp t2 to the timestamp t2’. In general, we may simply clean the redundant data.
However, o1 may be missed at the next position, so inferring the position of o1
needs the redundant readings within the nearest smoothing window.
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Fig. 4. Inferring missing and redundant data

4 Inference Algorithm

In this section, we first present a temporal-spatial-based data modeling of RFID data,
and then introduce an inference algorithm for RFID data streams.

4.1 Data Model

Figure 5 presents a model of uncertain RFID data. The proposed data model extends
the traditional ER model, and introduces the following new entities for RFID data:
READER, OBJECT, BUSINESS, POSITION, SEQ and PATH. From this entity model,
we can induce dynamic relationships between entities. For example, there are three dy-
namic relationships that can be generated from the model: READING can be inferred
from entities READER and OBJECT; relation STAY can be acquired from entities OB-
JECT, PATH and SEQ; relation REA_BUS can be generated from entities READER,
BUSINESS and POSITION.

One of the main advantages in our model is that the model abstraction integrates the
practical RFID application logic into the data model and can effectively support query
operations such as RFID object tracking and monitoring. For example, RFID readers
read EPC-tagged objects and store raw data as (EPC, reader_id, timestamp), where
EPC is a unique ID of a tag and reader_id is a unique RFID reader ID at the position of
EPC and timestamp is the time instant of reading EPC. With the model, we obtain the
position of EPC by connecting REA_BUS, which expresses positions and businesses
(e.g., unloading situation) of readers. We can further transfer raw data into the STAY
table for expressing an RFID tag moving through a position within a time interval.
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Fig. 5. Data Model

4.2 RFID Data Path Coding Scheme

A path coding scheme represents the movement of a tag. With current data models,
the movement information including RFID readings at each position is stored in the
database in terms of stay records. In particular, a stay record takes the form of (EPC, po-
sition, tin, tout), where tin and tout are the timestamps of the first detection and the
final detection of the tag. The existing coding techniques called path (sequence) store
and compress data into SEQ(sqid, postionid, tin, tout) by aggregating the path se-
quence, the position and the time interval. To effectively support path queries and re-
duce the data volume, we extend this method by employing (EPC, sqid) instead of
(EPC, position, tin, tout) in STAY. As our new aggregation approach is able to re-
solve two main problems, namely the cyclic path and long path, it significantly reduces
redundant data and the volume of RFID data storage.

Aggregating Time Intervals. Some users may not concern about concrete timestamps
of objects. For example, users may only want to know that the stay time of object a
is from t1’ to t2’. Moreover, users may increase the time interval from t1’ to t3’. As
a result, though a is read at the timestamp t1 and object b is read at the timestamp t2,
their stay times may have the same the interval [t′1, t

′
2].

Aggregating Positions. Similarly, some users may not concern about concrete positions
of objects. For example, if a customer buys a computer, it is enough for the customer
to know the logistic position storing the computer rather than the concrete warehouse
of the logistic position. Therefore, an object at a position can be aggregated into its
parent’s position as a single reading, in spite of multi-readings at different positions.
For example, although in a warehouse w1, object a is read at position p1 and object b is
read at position p2, their positions can be represented as warehouse w1.

Aggregating Path Sequences. As a group of objects has the same path, we can fur-
ther compress the path expression as the main path by aggregating the same child path
sequences. For example, if object b is moving from the path sequence sq1 to sq3, we
denote the path sequence sq13 to express from sq1 to sq3. As a result, the path sequence
of b can be denoted as (b, sq13) by aggregating sq1 and sq2. In general, the aggregation
is used to compress paths of group of objects. If a large number of objects do not follow
the same path sequences, it is unnecessary to aggregate path sequences.
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Algorithm 1. Cleaning data (R, TV,AT,AP )

Input: R: READING; TV: threshold value; AT: time interval; AP: position
Output: Cleaned data

1. for ∀ record ri ∈R do
2. if ri ∈ root node without references then delete tuple ri

3. else if ri with unchanged position then delete tuple ri with later timestamp
4. if ri /∈ root node then remark tuple ri as a non-cloned fake
5. else if ri with complete path at root node then remark tuple ri as a cloned fake
6. if ri /∈ a node then remark tuple ri as a missing object
7. for i = 1 to number of ri_paths do
8. W ← weight( the ith path from parent to child of missing node)
9. if W > TV then insert ri missing node to STAY

10. else aggregate higher AT and AP
11. end for
12. if ri ∈ two nodes with a same timestamp then remark tuple ri as an inconsistent object

13. end for

4.3 The Algorithm

We propose an algorithm for dealing with uncertain data according to our analysis from
Figure 4. The algorithm 1 first visits records in table READINGS, and cleans ghost and
redundant data according to appearing positions of records’ EPC. Then, the algorithm 1
further processes missing and inconsistent data with the given threshold value according
to the weights of paths from parent nodes to child nodes in the directed graph. Finally,
EPC’s node is inserted into table STAY.

5 Experimental Evaluation

In this section, we present our experiments to empirically validate the effectiveness and
efficiency of the proposed framework.

5.1 Experimental Setting

All the experiments were conducted on a computer with Core i2 2.00GHz, 2GB RAM,
running Windows 7. Since there is no well-known RFID data set, we generate synthetic
data sets and formulate 7 queries (1 tracking query, 4 tracing queries, and 2 aggregate
queries). The related parameters are listed in the Table 1.

We first generate stay records instead of raw RFID data to reflect the environment
for a real-life food distribution. The objects are generated at root nodes such as import
markets and agricultural input suppliers. Then, they move to the next position by a
group of objects or single object in RFID applications. We consider the grouping factor
to generate stay records using a directed graph for object movements, and analyze how
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Table 1. Experimental parameters

Parameter Statement
G The size of the groups at each level of the directed graph
M The rate of missing data in the whole data
RG The rate of redundant and ghost data in the whole data
L The path length
P The level of the position aggregate
AT The level of the time interval aggregate
AP The level of the position aggregate
S The data size

the query performance is affected by the grouping factor. Each node in the directed
graph represents a set of objects in a position, and an edge represents the movement of
an object between positions. In general, objects at locations near the root of the directed
graph move in larger groups, while objects near the leaves move in smaller groups. The
size of the groups at each level of the directed graph is denoted as G, where G is the
number of objects that move together in the directed graph, and SEQ corresponds to the
object movements indicated by the edges in the directed graph. We randomly generated
data according to a set of directed graphs with a given level of G.

Since the majority of uncertain data is missing data, we consider the effect of the rate
of missing data on the whole RFID data collected. We also consider the influence of the
rate of redundant and ghost data. In addition, users need to specify aggregate levels
of the position and the time interval. Moreover, we test the performance over different
sizes of data.

5.2 Data Cleaning and Compression

We evaluate the data cleaning and compression under M = (0.5, 0.25, 0.1, 0.5 and
0.025), RG = (0, 0.333, 0.5, 0.666 and 0.75), and S = (3.8k, 31.7k, 135k, 427.5k, and
975k). The tuples are generated by 1k, 2.5k, 5k, 7.5k, 10k objects respectively.

Since the rate of missing data is opposite with the rates of redundant and ghost data,
we set several sets of rates denoted as (M = 0.5, RG = 0), (M = 0.25, RG = 0.333),
(M = 0.1, RG = 0.5), (M = 0.05, RG = 0.666), and (M = 0.025, RG = 0.75). The rate
of missing data declines from 0.5 to 0.025, and the rates of redundant and ghost data
raise from 0 to 0.75. We generate data for 10k objects. Figure 6 shows that the sizes
of non-cleaned data linearly increase. The linear results show that the high RG might
significantly increase the size of READING, and this will increase system overloads.
However, the smaller RG might indicate that missing data are too much and it is difficult
to infer what is missing according to related data. Hence, RG should be adjusted to a
smaller value for better query performance, and M should be adjusted to a suitable
value.

The above experiments do not consider aggregation factors. Since our algorithm au-
tomatically aggregates the path sequences, the levels of the positions and the time in-
terval need to be specified by users. Here we need to consider the following scenario
in a typical supply chain: moving an object within a short time interval from a position
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to another position is likely impossible (i.e., objects normally travel between different
organizations). In this case, a level of a position should correspond to a suitable level
of time intervals. Figure 7 shows that path data sizes decrease with increasing AT and
AP under S = 10k, P = 3-22, M = 0.1, and RG = 0.5. Decreasing path data sizes also
efficiently decreases the overloads for path queries.

5.3 Query Processing

Since non-cleaned data are unsuitable for comparisons of query processing perfor-
mance, we employ our algorithm to clean data, then aggregate data to execute the
queries. We formulate 7 queries to test various features which are shown in Table 2.
Q1 tests the performance of tracking query; Q2-Q3 and Q6-Q7 are tracing queries; and
Q4-Q5 are aggregate queries. Specially, Q6 queries incomplete data, and Q7 queries
objects with a cyclic and long path.

As EPC and path sequences of objects are stored in the table STAY (STAY only
stores object path sequences), Q1 and Q2 do not need to join multi-tables to obtain
path information. Though Q3 needs to join two tables to obtain path information, SEQ
(SEQ only stores the check-in and check-out time intervals of positions in spite of object
EPCs) may be significantly compressed. Queries Q4 and Q5 need to join two tables to
aggregate the object total numbers at certain positions, but similar data in two tables
can be compressed via aggregation. Therefore, the compression rate may efficiently
improve overloads of aggregate queries. Since fakes are related to three tables STAY,
SEQ and PATH (PATH only stores the path graph for all objects with respect to all
positions), Q6 needs to join the three tables to distinguish non-cloned fakes and cloned
fakes.

Since readings of EPC-tagged objects are within continuous time intervals without
the same timestamps in RFID applications, our method proposes rough time intervals
and positions to ignore concrete timestamps and positions by aggregating time intervals
and positions. This can significantly improve efficiencies of storage and queries. Figure
8 shows the execute time under S = 10k, G = 200, and P = 3-22. We set four sets of
different aggregate levels (AT = 0 and AP = 1; AT = 60 and AP = 2; AT = 3600 and AP
= 3; AT = 21600 and AP = 4) to evaluate Q1-Q7.
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Table 2. Test queries

Query Description
Q1 Tracking an object
Q2 Tracing an object without conditions
Q3 Tracing an object with conditions
Q4 Counting objects at a position without a time interval
Q5 Counting objects at a position within a time interval
Q6 Tracing fakes
Q7 Tracing objects with a cyclic and long path
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Figure 9 shows the execute time of Q1-Q7 under G = 200, S = 10K, AT = 3600,
and AP = 3, and different path lengths. The execute time of Q3-7 increases when the
path length increases. This is because shorter paths include a large number of same
path information, which is compressed by aggregating. Longer paths include a large
number of different path information, which cannot be compressed by aggregation.
Since the objects with 10-22 length are rare (see discussions in Section 5.2), the trends
for increasing the execute time shows a slow growth. Similarly, different path lengths
have little influence for Q1 and Q2.

6 Related Work

In this section, we briefly discuss some of the research work related to managing uncer-
tain data in RFID supply chain management.

Previous works process raw RFID data by resolving inconsistencies. Inconsisten-
cies have two major aspects: database repairing and consistent query answer (CQA)
[9]. The existing repairing models can be classified into (a) the minimal distance-based
repair of the inconsistent database generates the maximum consistent subset of the in-
consistent database [10]; (b) the priority-based repair prefers more reliable data sources
according to different reliabilities of conflicting data sources [11]; (c) the attribute-
based repair minimizes attribute modifications [11]. Probabilistic consistent query an-
swering (PCQA) [12] utilizes all-possible-repairs semantics and is extended to process
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uncertain data over Internet of Things (IoT) [13]. However, these works cannot be di-
rectly used in complex cases of an RFID supply chain environment.

Inference rules are widely used to process uncertain data. For example, Spire system
[14] uses a time-varying graph model to estimate the most likely location and contain-
ment of an object from raw RFID data streams. In addition, the work in [15] proposes
a scalable and distributed stream processing system to estimate an object’s location and
a probabilistic data stream system called Claro [8] uses continuous random variables to
process uncertain data streams. However, these works do not consider all types of data
such as inconsistent and incomplete data.

Oriented-path queries require performing multi-self-joining of the table involving
many related positions. Gonzalez et al. [4,16] focus on groups of objects and uses com-
pression to preserve object transition relationships for reducing the join cost of pro-
cessing path selection queries. Lee et al., [7] focus on individual objects and proposes
a movement path of an EPC-tagged object, which is coded as the position of readers
and the order of positions denoted as a series of unique prime number pairs. However,
their approaches do not code longer paths and cyclic paths. Ng [2] uses finite contin-
ued fraction (rational numbers) to represent respective positions and their orders, whose
paths may be long and cyclic. However, rational numbers notably increase the volume
of data. All the methods have not adequately considered uncertainties of RFID data.

7 Conclusion

Effectively processing uncertain RFID data still remains a challenge. In this paper, we
have studied the main problems related to cleansing uncertain data collected in a supply
chain network and particularly focused on processing ambiguous and imprecise RFID
data. We have designed and implemented a novel framework, which improves the exist-
ing techniques for modeling, cleansing and querying RFID data. Based on the proposed
model, data can be efficiently stored and compressed by aggregating positions and time
intervals. Experimental evaluations show that our model and algorithms are effective
and efficient in terms of the storage, tracking and tracing. Our future work aims to
construct the main path for moving objects tracking.
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Abstract. In modern communication environments, the ability to pro-
vide access control to services in a context-aware manner is crucial. By
leveraging the dynamically changing context information, we can achieve
context-specific control over access to services, better satisfying the se-
curity and privacy requirements of the stakeholders. In this paper, we
introduce a new Context-Aware Access Control (CAAC) Framework that
adopts an ontological approach in modelling dynamic context informa-
tion and the corresponding CAAC policies. It includes a context model
specific to access control, capturing the relevant low-level context infor-
mation and inferring the high-level implicit context information. Using
the context model, the policy model of the framework provides support
for specifying and enforcing CAAC policies. We have developed a proto-
type and presented a healthcare case study to realise the framework.

Keywords: Context-Awareness, Context-Aware Access Control, Con-
text Model, High-Level Context, Access Control Policy.

1 Introduction

The rapid advancement of computing technologies has led to the computing
paradigm shift from fixed desktop to context-aware environments, as described
by Weiser [12]. Such a shift brings with it opportunities and challenges. On the
one hand, users demand access to services in an anywhere, anytime fashion.
On the other hand, such access has to be carefully controlled due to the ad-
ditional challenges coming with the dynamically changing environments, so as
not to compromise the relevant security and privacy requirements. Such new
challenges require new Context-Aware Access Control (CAAC) approaches. In
general, the information about the changing environment, called context infor-
mation [7], needs to be taken into account when making access control decisions.

A number of context-sensitive access control approaches have highlighted the
importance and use of context information in the access control processes (e.g.,
[3],[5],[6],[8],[11]). However, the existing approaches to access control have only
considered specific types of context information. There is still a lack of a general
context model specific to access control, to capture the basic context informa-
tion, and infer richer information from other information in a comprehensive
manner. In addition, an appropriate access control policy model that incorpo-
rates contexts into access control decision making is required.

X. Lin et al. (Eds.): WISE 2013, Part I, LNCS 8180, pp. 410–420, 2013.
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Towards this goal, in this paper we introduce a new Context-Aware Access
Control (CAAC) approach to provide context-aware access control support for
software services. It makes the following key contributions.

First, we propose a context model, in order to represent and capture dif-
ferent types of context information in a systematic way; and to reason about
high-level implicit context information that is not directly available but can be
derived from other information. The context model uses the ontology language
OWL, extended with SWRL for inferring implicit context with user-defined rules.
Second, we introduce a policy model for defining and enforcing access control
policies that take into account relevant contexts from the context model. The
policy model also uses OWL and SWRL. The main novel point in our policy
model is that it provides context-aware access control decisions. In particular, it
has reasoning capability which grants the right access to the appropriate parts
of a resource (fine-grained access control to resource) by the appropriate users,
considering the different granularity levels of the resource. Other than the above
two major contributions, we have developed a prototype framework implementing
the approach and carried out a case study in the healthcare domain.

The rest of this paper is organized as follows. Section 2 presents an application
scenario to motivate our work. Section 3 discusses the design of our context
model for access control. Section 4 presents a policy model for context-aware
access control. The applicability of our approach is investigated in Section 5.
Section 6 discusses related work. Finally, Section 7 concludes the paper.

2 Motivation and General Requirement

Motivating Scenario. Let us consider an application scenario from the health-
care domain, requiring context-aware access control.

Scene #1: The scenario begins with patient Bob who is in the emergency
room due to a heart attack. While not being Bob’s usual treating physician, Jane,
a medical practitioner of the hospital, is required to treat Bob and needs to access
Bob’s emergency medical records from the emergency room.

Scene #2: After getting emergency treatment, Bob is shifted from the emer-
gency room to the general ward of the hospital and has been assigned a registered
nurse Mary, who has regular follow-up visits to monitor his health condition.
Mary needs to access several types of Bob’s records (daily medical records and
past medical history) from the general ward.

Basic Analysis. The context information describing the context entities rel-
evant to access control in the above scenario includes: the identity/role of the
Users, the location of the Users, the relationship between the User and Patient,
the health status of the Patient, etc. To provide fine-grained access control and
grant the right access to the appropriate parts of a resource by the appropri-
ate users, the resource (patient medical records) needs to be considered in a
hierarchical manner. Furthermore, access to the resource and its components at
different levels of granularity can be managed in a service oriented manner, i.e.,
service wrapper operations can be defined them and invoked by the users as
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Table 1. An Informal Access Control Policy for Our Example Application

No Policy
1 A medical practitioner, who is a treating physician of a patient, is allowed to read/write

the patient’s emergency medical records in the hospital. However, in an emergency situation
(like the above), all medical practitioners should be able to access the emergency medical
records from the emergency room of the hospital.

permission allows. For example, the write operation on the emergency medical
records can be defined as writeEMR(). In this way, fine-grained access control to
resources can be easily realized by managing the access to the service operations.

Concerning the above two scenes, one of the relevant access control policy is
shown in Table 1. The policy is based on a set of constraints on the user role and
service (a service can be seen as a pair <a, r> with r being a requested resource
and a being the action/operation on the resource), and the policy refers to need
to be evaluated in conjunction with the relevant contexts.

General Requirement. As different types of contexts are integrated into the
access control processes, some important issues arise.

(R1) Representation of context entities and information: What access
control-specific context entities and information should be considered as
part of building a context model specific to CAAC? Furthermore, how to
model and capture the context entities and information in an effective way?

(R2) Inferring high-level context information: How to express user-defined
reasoning rules, in order to capture knowledge which is only implicitly
present, thereby extending the context model?

(R3) Enforcement of access control policies: How to specify and evaluate
the access control policies based on the relevant contexts to realize a flexible
and dynamic access control scheme?

3 Context Model - COAC Context Ontology

Many researchers have attempted to define the concept of context. According to
Dey [4], the context entities are Person, Place and Object and he defines context
as any information that can be used to characterize the situation of an entity.
We specialize Dey’s definition of context to cover access control applications.

Definition: Context Information and Context-Awareness. Context In-
formation used in an access control decision is defined as any relevant information
about the state of a relevant entity or the state of a relevant relationship between
different relevant entities at a particular time. Context-awareness relates to the
use of this context information for access control decision making.

Experience from existing research (e.g., [9]) shows that ontologies are very
suitable for modelling context for pervasive computing applications. To meet
requirements (1) and (2), we in this section propose an ontology-based context
model, named Context Ontology for Access Control (COAC).
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Fig. 1. COAC Upper Context Ontology - Context Entity and Context Information

Design Considerations. Our COAC ontology, representing context entity and
information as ontology elements, is capable of: representing general (upper) con-
cepts, representing domain-specific concepts, and supporting reasoning according
to user-defined rules (to obtain high-level context information).

To model context information, we adopt the OWL language, which has been
the most practical choice for most ontological applications because of its consid-
ered trade-offbetweencomputational complexity andexpressiveness [9].Ontology-
based reasoning using Description Logic (DL) may not always be sufficient to in-
fer the high-level implicit contexts. The expressivity of OWL can be extended by
adding SWRL rules to an ontology. We express the user-defined reasoning rules
using the SWRL rule language which provide the ability to infer additional infor-
mation in our COAC context ontology.

Upper Context Ontology. Our COAC Upper Ontology is the main ontology
having classes modelling context entities and context information and relation-
ships between classes (object and data type properties).

The main part of the upper ontology is shown in Figure 1. We classify the
access control-specific context entities into two groups: core and environmental.
User,Resource, and resourceOwner are the core entities as they are core concepts
of access control. To offer the advantages of the RBAC role, which regulates
access to services based on user roles rather than individual users, our model
also has Role as a core entity. A hasRole object property is used to relate User
and Role classes for representing the fact that a user has a role. User is linked to
Resource by the hasReqRes object property for capturing a user’s access interest
in a resource. The relationship between a Resource and its Owner is captured by
the property isOwnedBy. The Relationship between Persons is another class of
core entity, has its own characterizing context information. An object property
hasRelationship is used to link the Persons and the Relationship. Following Dey’s
general context entities [4], we consider Role and Relationship as special Objects.

The environmental entities are the other entities that are relevant to the access
request. They include EnvPerson (a person who is neither a User nor an Owner
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Fig. 2. Domain-Specific (a) Role Ontology (left), (b) Resource Ontology (right)

but relevant), Place, and Device. The Device is the communication device that
the User uses to issue the access request, and consequently the User is linked to
Device through hasDevice. Furthermore, a Person is at a particular place and
therefore is connected to Place with an object property hasPlace.

Focusing on the context information types that are relevant to making access
control decisions, we have classified the context information into six categories,
represented by six context information types (see Figure 1)): RelationshipInfo,
StatusInfo, ProfileInfo, LocationInfo, TemporalInfo, and HistoricalInfo classes.

Based on the motivating scenario, we further classify relationship information
into different types. For example, the Person-Centric relationship is a relation-
ship information type, which contains a data type property (xsd:string type)
named interRelationship. It indicates the interpersonal relationship between the
Persons concerned such as “doctor-patient”. Due to page limit, the complete
descriptions of other context types are not included in this paper.

Domain-Specific Context Ontologies. In the context of the motivating sce-
nario, we define the domain-specific ontologies for the healthcare domain on the
basis of the COAC upper ontology. In particular, we focus on the representation
of the relevant Role and Resource ontologies due to space limitation.

The Role can be categorized as InDomainUser orOutDomainUser (Figure 2(a)
shows a part of the Role ontology). This categorization is to facilitate different
fine-grained control for different types (roles) of users. Additionally, this improved
structure is beneficial from the reasoning viewpoint, as some services only relevant
to the introduced generalizations of these roles, i.e., InDomainUser and OutDo-
mainUser in the example. In the healthcare application, we model InDomainUser
roles, relying on the Australian Standard Classification of Occupations (ASCO) of
the health professionals. The NursingProfessional, MedicalPractitioner, andOth-
erProfessional are subclasses of InDomainUser; theGeneralPractitioner and Spe-
cialistPractitioner are in turn subclasses ofMedicalPractitioner; etc. Besides, some
other members such as GuestResearcher, HealthTrainer, etc, are not healthcare
members but need to access some of the patient information, and therefore classi-
fied under OutDomainUser. This superclass-subclass hierarchy can facilitate ac-
cess control in a way similar to the RBAC’s senior-junior role concept [10]. For
example, a user playing the role MedicalPractitioner can access a patient’s daily
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Table 2. User-Defined Reasoning Rules

No Rule (C1 ∧ C2 ∧ ... ∧ Cn → C1 ∧ C2 ∧ ... ∧ Cr , where each Ci is a rule concept.
Rule #1(a) Owner(?o) ∧ StatusInfo(?hs) ∧ has(?o, ?hs) ∧ ProfileInfo(?hp) ∧ has(?o, ?hp) ∧

bodyTemperature(?hp, “normal”) ∧ heartRate(?hp, “abnormal”) → healthSta-
tus(?hs, “critical”) // Rule #1(b) ... ∧ ... → healthStatus(?hs, “normal”)

Rule #2(a) User(?u) ∧ Role(?rol) ∧ hasRole(?u, ?rol) ∧ swrlb:equal(?rol, “MedicalPracti-
tioner 1”) ∧ Resource(?r) ∧ hasReqRes(?u, ?r) ∧ Owner(?o) ∧ isOwnedBy(?r, ?o)
∧ Relationship(?re) ∧ hasRelationship(?u, ?re) ∧ hasRelationship(?o, ?re) ∧ Rela-
tionshipInfo(?rel) ∧ has(?re, ?rel) ∧ ProfileInfo(?pp) ∧ has(?u, ?pp) ∧ userIden-
tity(?pp, ?uID) ∧ roleIdentity(?pp, ?rolID) ∧ ProfileInfo(?sp) ∧ has(?o, ?sp) ∧ con-
PeopleID(?sp, ?cpID) ∧ conPeopleRoleID(?sp, ?cpRID) ∧ swrlb:notEqual(?cpID,
?uID) ∧ swrlb:notEqual(?cpRID, ?rolID) → interRelationship(?rel, “nonTreating-
Physician”) // Rule #2(b) ... ∧ ... → interRelationship(?rel, “treatingPhysician”)

medical records, which means a user playing the role GeneralPractitioner or Spe-
cialistPractitioner, is also permitted to access the patient’s daily medical records.
However, the converse is not true.

The different components at various granularity levels of a patient’s medical
record (Resource) are individually identifiable, so as to achieve fine-grained con-
trol over access to them. As such, there is the healthcare Resource (patient data)
hierarchy in the domain ontology (Figure 2(b) shows a part of the Resource on-
tology). In formulating the structure of the patient medical record, we follow
the Health Level Seven (HL7) standard. Emergency Medical Records (EMR,
at granularityLevel 0) includes a patient’s complete medical records: a patient’s
Daily Medical Records (DMR, at granularityLevel 1), which includes Physiolog-
ical Records (PR), Physician Prescriptions (PP), Daily Observations Reports
(DOR), etc., at granularityLevel 2; a patient’s Past Medical History (PMH);
Identification Records (IR); Demographic Records (DR); and so on. The granu-
larityLevel is an important data type property (xsd:int type) in our model that
regulates access to different parts of a resource individually. In the motivating
scenario (Scene #1), for example, Jane can access Bob’s EMR, i.e., including all
other sub-components of the EMR, while Mary can only access DMR.

Context Reasoning. Our COAC ontology is extended with user-defined rea-
soning rules (specified in the SWRL language) to infer high-level implicit con-
texts (requirement (2)). This aims to improve the request for specific services
through automated inference of implicit contexts from limited contexts.

A user-defined reasoning rule has the form: C1 ∧ C2 ∧ ... ∧ Cn → C1 ∧
C2 ∧ ... ∧ Cr, where C1, C2, ... Cn are the input concepts (body of the rule)
and C1, C2, ... Cr are the resultant/derived concepts (head of the rule).

Example Rules. The SWRL Rule #1(a) in Table 2 states that if the patient’s
bodyTemperature is “normal” and its heartRate is “abnormal” then his health-
Status is “critical”. Rule #2(a) in Table 2 states that if a User (playing the
MedicalPractitioner role) has requested access to a Resource which is owned by
an Owner (a Patient) and the Owner is not connected with the MedicalPracti-
tioner through a interRelationship then the association between the User and
Owner is a “nonTreatingPhysician” relationship. Note that this rule has used
the required (basic) information, the user’s personal profile information and the
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Table 3. An Example Access Control Policy

AccessPolicy (hasSubject, hasObject, hasAccessPerm, hasAction, hasAccessConds)
{
Subject.Role.roleID = “MP00X”; & // MedicalPractitioner’s role identity
Object.granularityLevel = 0; & Object.privacyAttribute = 1; & // Emergency Records (EMR)

AccessCond.intRelationship(User, Owner) = “anyPhysician”; &
AccessCond.healthStatus(Owner) = “critical”; &
AccessCond.locAddress(User) = AccessCond.locAddress(Owner) = “ER00X”; &

→ AccessPermission.permission = “granted”; &
Action.actionType = “read” or “write”.

}

patient’s social profile information. For the scenario (Scene #1), based on the
context ontology, this rule can determine that Jane and Bob has a “nonTreating-
Physician” relationship, because Jane is not assigned as the treating physician of
patient Bob. Similarly, the SWRL rules can be used to derive Location-Centric
relationships (e.g., colocatedRelationship between User and Owner).

4 Policy Model - CAPO Policy Ontology

The access control policies specify whether a subject is permitted or denied access
to a set of target objects for their specific action or sequence of actions, when a
set of conditions are satisfied. We refer to the user’s role rather than explicitly
name each user to reflect the way users can be grouped as the subject.

Various policy languages have been proposed in the literature. Our goal in
this research is to provide a way in which CAAC policies can be specified by
incorporating dynamic contexts. To be of practical use, it must be expressive
enough to specify the policies in an easy and natural way. In particular, it needs
to use the concepts from the context model, to specify under which conditions
the requested resource is accessible. To do so, we use the same ontology-based
languages (the OWL and SWRL) as the policy language. In the following, we
present the two main parts of our policy model, supporting the requirement (3).

Policy Specification. Our context-aware policy ontology (CAPO), as depicted
in Figure 3, has the following concepts: AccessPolicy, Subject, Role, Object, Ac-
cessPermission, Action, and access conditions (i.e., AccessCond). Our policy
model also uses the concepts (ContextInfo, shown in shaded ellipse) from the
COAC context model, to identify and capture the relevant contexts at runtime.

AccessPolicy

ContextInfo
Subject

hasSubject

hasAction

hasAccessPermuses

Access
Permission

Action

Object

hasObject

Role

hasRole

granularityLevel

privacyAttribute

permission (=1)

roleID

actionType

AccessCond

hasAccessConds

...

Fig. 3. CAPO Policy Ontology

A CAAC Policy captures the
who/what/when dimensions which
can be read as follows: an AccessPol-
icy specifies that a Subject (who is
playing a Role) has AccessPermis-
sion (“granted” or “denied”) to which
parts (privacy attributes) of an Ob-
ject (at which levels of granularity) for
a specific Action (“read” or “write”)
or sequence of actions under which
context-dependent access conditions.
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Table 4. A Simplified Version of an Access Query

AccessPolicy(?policy) ∧ Subject(?subject) ∧ Role(?role) ∧ Object(?resource) ∧ Ac-
tion(?action) ∧ AccessPermission(?permission)∧ AccessCond(?condition)∧ ContextInfo(?context)
∧ swrlb:equal(?condition, ?context) → sqwrl:select(?role, ?resource, ?permission, ?action)

Table 5. Access Query Result

?role ?resource ?permission ?action
1 MP00X(MedicalPractitioner) EMR granted read
2 MP00X(MedicalPractitioner) EMR granted write
3 MP00X(MedicalPractitioner) DMR granted read

Let us consider an access control policy for the medical practitioners (Policy
#1 in our application scenario). The access decision is based on the following pol-
icy constraints: who the user is (subject’s role), what resource being requested
(object’s privacy attribute and granularity level), and when the user sends the
request (the interpersonal relationship between user and owner, their locations,
the health status of the patient). The template of the policy in a readable form is
shown in Table 3 and the specific policy states that all medical practitioners can
access a patient’s complete medical records when his health status is critical.

One of the main features of our policy model is its ability to specify access
permissions at different levels of resource granularity. For example, in the above
policy, all medical practitioners can access a patient’s emergency records (EMR)
at granularity level 0 (highest level), which means they also can access all other
records at the lower granularity levels (i.e., all the sub-components of the EMR).

Policy Evaluation. During the evaluation phase, an access query is used to
process the user’s access request. We use the SWRL rules to evaluate the policies.
In particular, the query language SQWRL, which is based on OWL and SWRL,
is adopted to process service access requests.

To determine the access permissions on the requested services, an Access
Query is formulated based on the access control policies, by capturing the policy
constraints and relevant contexts that are currently in effect.

A Service Access Request is defined as a tuple, <pass, service>, where pass is
the user’s access pass (identity, password), and service is the (action, resource)
pair. When a service access request comes, the user is first identified based on
his provided pass. Then, the policy ontology identifies the relevant access control
policies. It also identifies the low-level and high-level context information using
the context ontology. Then the defined access query is used to process the user’s
request to access the services using both the policy constraints and the relevant
contexts. For the application example (Scene #1), a simplified version of the
access query (see Table 4) is used to match the relevant policy constraints against
the relevant contexts, in order to determine whether the access is granted (if
matching result is true) or denied (otherwise). Table 5 presents query results.
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5 Prototype Implementation and Case Study

Framework Prototype. We have developed a prototype implementing CAAC
approach in J2SE. We have used the Protégé-OWL API to implement the on-
tologies. We have used Java and the Jess Rule Engine to implement a con-
text reasoner for executing the SWRL rules. We have implemented a set of
APIs, which can support the software engineers to develop CAAC applica-
tions using this framework. The ContextManager provides functionalities to
manipulate the context ontologies (capturing low-level context facts and infer-
ring high-level contexts). We have developed a number of context providers and
the context reasoner as parts of the ContextManager. The PolicyManager al-
lows CAAC application developers to add, edit and delete access control policies.
The CAACDecisionEngine checks the user’s request to access the software ser-
vices/resources and makes access control decisions using the relevant context in-
formation. In addition, the query manager (part of the CAACDecisionEngine)
allows application developers to add, edit and delete the access queries.

Application Prototype. Following the motivation scenario, we have devel-
oped a demo CAAC application, called Patient Medical Record Management
(PMRM), as an example of how to realise CAAC decisions. The application al-
lows different users to invoke different operations on the requested services to
access specific patient records in a context-aware manner.

For Scene #1, when Jane wants to access the requested service writeEMR(),
a service AccessRequest is submitted to the CAACDecisionEngine for eval-
uation. The defined query (see Table 4) is used to retrieve the access control
decision (access permission is “granted” or “denied”).

The COAC ontology contains the relevant low-level context facts (from the
context providers). It also captures the relevant high-level implicit contexts us-
ing the context reasoner based on the basic information in the ontology and
the reasoning rules (e.g., Rule #1(a) and Rule #2(a) in Table 2). The CAPO
ontology captures the relevant policy constraints (e.g., the policy in Table 3)
applicable to the requested service, i.e., (action, resource) pair. The relevant
contexts and the policy constraints, captured at the time of access request,
are provided to the CAACDecisionEngine as part of the request processing.
The current contexts are then matched against the constraints of the policy
as part of making the access control decision. Based on this information, the
CAACDecisionEngine returns an access control decision for the submitted ac-
cess request. One of the entries in the access query results (Line #2 of Table 5)
satisfies Jane’s AccessRequest. That is, if Jane and Bob both are located in the
“emergency room” of the hospital and Bob’s current health status is “critical”
and the interpersonal relationship between Jane and Bob is “any physician”,
then Jane is authorized to access the service writeEMR(), because the available
contexts and policy constraints indicate that the access conditions are satisfied.
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6 Related Work and Discussion

Several research efforts (e.g., [1],[5],[8],[11]) have adopted and extended the Role-
based Access Control (RBAC) approach for access control to software services.
Some of these efforts (e.g., [1]) incorporate specific types of contexts such as
location and time. Kulkarni et al [8] have proposed a context-aware RBAC (CA-
RBAC) model for pervasive applications. They consider user and resource at-
tributes as the context constraints. He et al [5] have considered access control for
Web service based on the user role and presented a CAAC policy model consid-
ering the user, resource and environment concepts. These approaches consider
specific types of contexts which are not general enough in dynamic environments.
In contrast, we have proposed a general and extensible ontology-based context
model, in which we introduce several additional general concepts for context
modelling, including resource owner and relationship between different persons.
Toninelli et al [11] have proposed a semantic CAAC approach which provides
resource access permission on the basis of context (resource availability, roles
of user, location and time). It includes an ontology-based framework with con-
text and policy models. Similar to the above approaches, however, its context
model does not consider several concepts which are important for access control
in today’s dynamic environments, including owner, relationship between user
and owner, the derived entity status (e.g., health status) information, etc. In
addition to these concepts, our approach also supports resource hierarchy, and
consequently user’s access to resources at different levels of granularity.

A number of further research efforts (e.g., [2],[3],[6]) have extended the Attrib-
ute-based Access Control (ABAC) approach to provide access control to software
services in a context-aware manner. Corradi et al [2] have proposed a CAAC
model for ubiquitous environments, where permissions are directly associated
with contexts: user location, user activities, user device, time, resource availabil-
ity and resource status. Hulsebosch et al [6] have proposed a context-sensitive
access control framework based on the user’s location and access history. These
approaches also have limitations in considering a limited set of contexts. A recent
CAAC framework for the Web of data is grounded on two ontologies which deal
with the core access control policy concepts and the context concepts [3]. Even
though it does consider three important dimensions of context: user, device and
environment, it does not have the capability of inferring high-level implicit con-
texts. These attribute-based approaches have major limitations when applied
in large-scale domains because of the huge number of attributes involved. In
addition, they do not directly treat roles as first class entity.

7 Conclusion

In this paper, we have introduced a new ontology-based approach to context-
aware access control for software services. It includes an extensible context model
specific to access control, and a reasoning model for inferring high-level implicit
contexts based on user-defined rules, and an access control policy model incorpo-
rating context information from the context model. In order to demonstrate the
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practical applicability of our approach, we have developed a prototype frame-
work implementing the approach. We have also developed a context-aware access
control application in the healthcare domain and have presented a healthcare
case study. The case study has shown that our framework is effective in practice.
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Abstract. Trees are capable of portraying the semi-structured data which is 
common in web domain. Finding similarities between trees is mandatory for 
several applications that deal with semi-structured data. Existing similarity me-
thods examine a pair of trees by comparing through nodes and paths of two 
trees, and find the similarity between them. However, these methods provide 
unfavorable results for unordered tree data and result in yielding NP-hard or 
MAX-SNP hard complexity. In this paper, we present a novel method that en-
codes a tree with an optimal traversing approach first, and then, utilizes it to 
model the tree with its equivalent matrix representation for finding similarity 
between unordered trees efficiently. Empirical analysis shows that the proposed 
method is able to achieve high accuracy even on the large data sets. 

Keywords: Semi-structured Data, Unordered Tree, Similarity Measure, Matrix 
Representation. 

1 Introduction 

The web domain consists of heterogeneous data in various forms such as HTML, 
XML, image, videos and text. Some of these data are naturally represented as tree 
data structures. Comparing the tree-structured data is important as it enable searching 
for interesting information among the abundant data efficiently. Many researchers 
confirm the significance of unordered tree data representation and their comparisons 
[1, 2]. An unordered tree does not have left-to-right fixed order among siblings node 
and only preserves the ancestor-descendant or parent-child relationship. Especially in 
the web domain where the data source is heterogeneous, the unordered tree represen-
tation gives more freedom for flexible matching and concise representation. 

A large number of tree mining methods have been developed for finding similari-
ties [3]. Majority of them are for ordered trees and very few are available for unor-
dered trees due to the complexities involved with the unordered tree processing.  
Existing similarity methods examine a pair of trees by comparing through nodes and 
paths of two trees, and aggregate the similarity between them [4]. Some similarity 
measure methods use tree level information by considering their common nodes in the 
corresponding levels and giving different weight in different levels, but it fails to 
reserve the child-parent relationship among tree nodes [5]. Higher order models such 
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as Tensor Space Model (TSM) have also been used for representing tree data and 
finding similarities, though these techniques suffer from high dimensionality as well 
as complexity problems [6]. Tree edit distance methods are also commonly used in 
measuring similarity between the tree data. These methods measure the distance be-
tween two trees in terms of minimum cost to transform one tree into another tree by 
applying edit operations such as deletion, insertion and substitution [3]. The edit  
distance computing algorithms for ordered tree data are known to exhibit O(n3) com-
plexity, where n is the maximum number of nodes in two input trees [7]. The tree-edit 
distance based methods for unordered trees show NP-hard complexity [8, 9]. A few 
methods have been developed by reducing the tree edit distance problem to the max-
imum clique problem [10, 11] or proposing variants of the tree edit distance problem 
[12]. However, they still suffer from high complexity for large unordered tree struc-
ture [10]. Other examples of unordered tree matching methods are tree pattern  
matching [13], maximum agreement subtree [14], largest common subtree [15], and 
smallest common supertree. These methods also suffer from the complexity problem. 
In summary, existing methods provide unfavorable results for unordered tree data and 
result in yielding high complexity. 

We propose a novel idea of representing the trees with matrix data structure using 
tree encoding, and then comparing two matrix structures using efficient cosine simi-
larity measure. An optimal traversing adapting a well known optimization problem 
called “Simple Assemble Line Balancing” is used to provide tree encoding for unor-
dered tree data. A matrix based representation called “Augmented Adjacency Matrix” 
is proposed to represent the tree data based on the encoding information. The empiri-
cal analysis shows that the proposed method performs well with high accuracy and 
outperforms benchmarking methods for the large size data. The proposed method is 
able to achieve O(n2) complexity due to its incorporation of matrix data for compari-
son. This is remarkable as the existing similarity methods for unordered trees mostly 
give NP-hard and MAX-SNP hard complexity [8, 9]. 

2 The Proposed Similarity Measure Method 

The proposed unordered tree similarity method includes three steps. Firstly, the tree 
data is encoded with an optimal traversing approach. Secondly, an equivalent matrix 
representation is obtained for each tree structure utilizing the tree encoding with other 
tree information. Thirdly, cosine similarity measure is used to calculate the similarity 
between two matrices representing unordered trees. 

2.1 Step 1: Tree Encoding Using an Optimal Traversal Approach 

Tree Traversal. A tree traversal is a systematic approach of visiting each node once 
in a tree by following certain strategy and returns a list containing the node sequence 
traversed along the way. The depth-first search (DFS) and breadth-first search (BFS) 
are two commonly used traversing algorithms that rely on the fixed ordering among 
sibling nodes. A DFS algorithm starts from root node and explores each branch as far 
as possible before backtracking. They can be classified as pre-order, in-order and 
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post-order, based on the sequence of visiting nodes on right or left order. A BFS algo-
rithm, also known as level order traversal algorithm, starts visiting a tree from its root 
node and then follows a strategy for traversing other nodes in the order of their level 
from left to right [16]. These strategies are able to represent ordered trees efficiently; 
however, they face challenges when applied for unordered tree traversal as there is no 
fixed order among sibling nodes. To our best knowledge, these are the only two strat-
egies that have been used for representing and canonization of unordered trees [17]. 

 

Fig. 1. The Simple Assemble line balancing problem, first diagram replicates an assembly line 
(a), second one representing optimal sequence of operations on various machines (b) 

 

Fig. 2. Optimal Tree Traversal 

Optimal Tree Traversal. In this paper we introduce an optimal tree traversal method 
for representing unordered tree. This method is inspired by a well-known optimiza-
tion problem known as “Simple Assemble line balancing” from the “Operation  
Research” paradigm [18]. In manufacturing, the line balancing problem is used to 
minimize the cost of production by balancing the machine sequences of an assembly 
line based on their operating time and finds the optimal sequence that will support 
minimum operation or cycle time. Fig. 1(a) illustrates a scenario where the nodes are 
representing various machines in an assembly line and the numerical values outside 
the nodes stand for the operation time requiring for each machine. Fig. 1(b) shows  
the optimal sequence of completion tasks according to the assembly line problem. In 
the proposed method we metaphor the assembly line as the unordered tree; a machine 
as a tree node; and the optimal sequence as the optimal tree traversal. The weight of a 
node is calculated by counting the number of occurrences of each node under its par-
ent node. The traversal process begins at the root node. The children nodes are visited 
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only after their parent nodes are visited. This is done to ensure that the ancestral or-
dering constraint is preserved. The objective of the traversal approach is to minimize 
the overall traversal time and return an optimal node sequence for the unordered tree. 

Problem Definition. Let tree T = (V, E) be an unordered labeled tree where V = (v0, 
v1, …, vn) denotes the set of nodes that presumes a partial order  due to the ancestral 
relation (i.e., i  j → i > j where i and j are node indices and i is ancestor of j). If func-
tion tr: T→T* that passes over the tree, listing all nodes that met along the way, then 
it is called tree traversal. T* is n-dimensional vector, representing the list of nodes in 
the order of traversal according to the specified traversal strategy, (v0, vi, …, vn) = V ∈ 
T*, where, v0 is the root node. By using the working principle of line balancing prob-
lem, we define the general traversal function to an optimization problem for achieving 
the optimal node traversal sequence. Let the set of nodes V = (v0, v1, …, vn), traversed 
in a sequence by using the line balancing principle, be called the optimal tree traversal 
if the traversal function tr does not violate the ancestry relationship given by the un-
ordered tree and ensures minimum computational cost as well as traversal time. 

Tree Encoding. After receiving the optimal sequence for traversing all tree nodes, 
each node will be encoded according to its order in this sequence. For instance, in Fig. 
2, the traversal will start from the root node Va and the optimal sequence is Va-Vc-Ve-
Vb-Vf-Vd. The encoded values for the nodes in the tree will be 1-2-3-4-5-6 for Va-Vc-
Ve-Vb-Vf-Vd respectively. 

2.2 Step 2: Tree Modeling with the Augmented Adjacency Matrix Representation 

Adjacency matrix has been used for representing trees and graphs by modeling the 
adjacency information regarding parent-child relationship [19]. Let the adjacency 
matrix A model the tree T (V, E) as followings. 

 
,true,      ( )

false,    otherwise

i j
ij

v v E T
A

∈
= 


 (1) 

A tree data is a hierarchical representation that includes the inherent implicit rela-
tionships and semantics of various nodes. The traditional adjacency matrix fails to 
represent the label information, level information, encoding information, and ancestry 
relationships. To overcome these limitations the following Augmented Adjacency 
matrix is proposed to model tree data more accurately. 

Augmented Adjacency Matrix. This is a square matrix that utilizes the level, encod-
ing and weight information of a tree to represent the cell values. 

Encoding information: By using the optimal traversing sequence, we obtain the en-
coding values of the tree nodes according to the order they are visited. The root node 
becomes the first row and column to be represented in the matrix and the other nodes 
are arranged in the optimal order achieved by the optimal traversal. This encoding 
value also integrates with the level value between two nodes. 
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Level information: The level information in a tree represents the ancestry relationships 
of the nodes. This structural information is important for finding similarity between 
trees [5]. The nodes appearing high on tree carry more influence than nodes appearing 
near the leaf nodes. Consequently, the level assignment is bottom-up; the lowest leaf 
node is assigned the level 1 and the higher value is assigned to the root node level. 
The following rules are applied to assign a value to two nodes, Vi and Vj, incorporat-
ing the level information.  

1. If an ancestor-descendant relationship exists between two nodes Vi and Vj, where Vi 
is the ancestor of Vj, or if the encoding value of Vi is less than the encoding value 

of Vj then the level value of cell Cij is: 
( )

( )

j

i

level V

level V
. The function level outputs the 

level value of a node. 
2. If an ancestral relationship does not exists between two nodes Vi and Vj, or if the 

encoding value of Vi is greater than the encoding value of Vj then the level value 
for cell Cij will be 0. 

Weight information: In this method, nodes carry a weight displaying how frequently 
the node occurs under its parent node. The node weight is added to the corresponding 
level value. Additionally, a value of 1 is added to each diagonal cell of the adjacency 
matrix to represent the existence of corresponding node on that tree. 

 

 

Fig. 3. Augmented Adjacency Matrix 

We illustrate the process of modeling the tree with the augmented adjacency matrix 
and populating the matrix values. Fig. 3 illustrates the traditional adjacency matrix 
and the augmented adjacency matrix for a given tree. The example tree has three le-
vels, and the root node level is considered as the highest one. The encoding value of 
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nodes is received from Fig. 2 by using the optimal traversal. The traversal sequence is 
Va-Vc-Ve-Vb-Vf-Vd and the encoding values for these nodes are 1-2-3-4-5-6 respective-
ly. The level information of corresponding nodes is calculated, and the node weights 
are added to the level values. For instance, consider the calculation of the cell value, 
C23, showing the relation between Va-Vc. The encoding value of Va = 1 which is less 
than the encoding value of Vc = 2 that means Va is ancestor of Vc. According to rule 1, 

the level value of C23 is
( ) 2

( ) 3

c

a

level V

level V
= . The weight of Vc is 4. The final cell value 

will be 2/3+4. The rest of the cell values are being calculated in the same way. 

Table 1. The proposed similarity measure algorithm 

Algorithm : Measuring Similarity

Input: Unordered trees Ta and Tb 

Output: Measurement similarity between tree pair 
1. Model the tree Ta with the Augmented Adjacency 

Matrix A'; 
2. Model the tree Tb with the Augmented Adjacency 

Matrix B'; 
3. if |B'|>|A'| then 

Add (|B'| ─ |A'|) rows and columns of zeros 
at the right end and bottom of the matrix A'; 

else  
Add (|A'| ─ |B'|) rows and columns of zeros 
at the right end and bottom of the matrix B'; 

end if 
4. Calculate  similarity between two trees  using  

1 1

2 2

1 1 1 1

( ', ')
' '

' '

n n

xy xy
x y

n n n n

xy xy
x y x y

Cos A B
A B

A B

= =

= = = =


=

 
  

2.3 Step 3: Measuring Similarity 

Let A' and B' represent Augmented Adjacency Matrices of the corresponding trees. If 
the two trees differ in size, extra columns and rows with zero elements are added to 
the smaller matrix for making the size of both matrixes equal. A matrix can be consi-
dered as a n×n dimensional vector. The value of each cell of a matrix is a dimension 
of the vector, starting from the first row to the end row; the n×n dimensional vector is 
represented. Similarity between two matrices can be calculated by using cosine simi-
larity. Table 1 illustrates the similarity process. 

It is expected to achieve a polynomial time complexity with the proposed method 
detailed in Table 1. The method consists of three steps. The complexity of the first 
step is O(n2), same as the line balancing optimisation problem. The complexity of the 
second step is known to be O(n2) for modelling the adjacency matrix based on tree 
encoding information. The final step comprises cosine similarity calculation, too 
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small to count in; consequently it can be ignored during complexity analysis. The 
overall complexity is O(n2) where n is the maximum number of nodes in the input 
trees pair. 

3 Experimental Results 

The proposed similarity measure method is evaluated on two datasets including the 
bill of material (BOM) data that has the similar structure as XML documents [20] and 
the Glycan structures obtained from the KEGG/Glycan database [21]. The proposed 
method is implemented on Matlab and experiments are performed on a PC with RAM 
size 8.00 GB and a processor Intel Core i7. 

Performance on the BOM Data: The BOM data set consists of 404 sample BOMs 
with 50,000 nodes and 12,000 unique nodes. The dataset includes trees with maxi-
mum and minimum depth of 8 and 4 respectively, whereas the maximum and mini-
mum breadth is 10 and 6 respectively. The well known evaluation metrics such as 
precision, recall, F-score and AUC are calculated. To calculate these measures, posi-
tive and negative samples were needed. For this purpose, a tree pair in the data set is 
regarded as positive if the distance score is smaller than a given threshold. Otherwise 
it is regarded as negative. The threshold value is determined empirically. Fig. 4(a) and 
(b) show the performance of the matrices with varied threshold values.  As expected, 
data in Fig. 4(a) shows that with the increase in threshold, matching accuracy is 
improved yielding the best matches showing increase in precision, however it reduces 
the number of matches resulting the fall in recall. Considering the tradeoff between 
precision and recall, the proposed method produces the best result when the threshold 
is set in the range between 0.6~0.65 (Fig. 4(a)). For thresholds below the value of 0.3, 
AUC score is less than 0.5, indicating the random classification (Fig. 4(b)). The 
threshold value higher than 0.5 gives a good quality solution yielding higher AUC. 

We performed a scalability test by varying the BOM data set of different size re-
porting the CPU time and memory usage. Fig. 4(c) reveals that the method is able to 
provide the O(n2) complexity, confirming the theoretical complexity analysis. The 
memory usage does not change with the increased data size, as the proposed method 
just needs to keep a pair of trees in the memory at a time  

Performance on the Glycan Structures: We used the Glycan data for comparing sca-
lability of the proposed method with the state-of-the-art similarity measure methods 
such as CliqueEdit, UwCliqueEdit, and DpCliqueEdit [11]. It is to be noted that none 
of these available methods empirically analysis their accuracy. They conduct the CPU 
time analysis to show the complexity. We compare our proposed method based on 
CPU time with these methods. For analysis, tree pairs are selected randomly from the 
data set with a specified range of the total number of nodes (i.e., sum of the numbers 
of nodes in two trees) and the average CPU time per pair is measured. 
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Fig. 4. Evaluation metrics with varied thresholds (a, b) and scalability test (c)  

Results in Table 2 show that our proposed method performs well for almost all siz-
es of trees. Although the proposed method does not give best result for the smaller 
tree node sizes, between the ranges of 55~59 and 75~79, but several other methods 
perform worse than our method. After reaching the range 80~84, our method outper-
forms others due to the use of optimal traversal. Overall the average performance of 
all subsets of datasets (the last row) indicates that our method outperforms all me-
thods, some with very large margin. The CliqueEdit, UwCliqueEdit, and DpCliqueE-
dit [11] methods implement several heuristics to cut the CPU expense, but provides 
no results about accuracy of the matching process. We provide the accuracy test for 
our proposed method on the BOM dataset. Results ascertain that the proposed method 
is able to achieve high accuracy and polynomial complexity. 

Table 2. Average CPU time (sec) per glycan pair is shown for each case. Boldface indicates the 
best results for each case and the highlighted cell indicates the worst results for each case. 

Total # 

nodes 

Clique 

Edit 

UwClique 

Edit 

DpClique 

Edit-A 

DpClique 

Edit-B 

DpClique 

Edit-C 

DpClique 

Edit-D 

DpClique 

Edit-E 

Proposed 

Method 

55~59 1.987 0.433 8.968 0.108 0.088 0.086 0.096 0.374 

60~64 2.746 4.949 1.78 0.167 0.163 0.149 0.177 0.47 

65~69 64.29 9.303 39.46 0.381 0.364 0.328 0.357 1.513 

70~74 58.69 0.099 1.337 0.545 0.436 0.463 0.501 1.517 

75~79 2.441 0.918 4.051 0.953 0.752 0.754 0.781 1.547 

80~84 7.150 6.570 44.63 2.516 2.268 1.620 1.653 1.55 

85~89 237.7 28.03 21.11 3.205 3.205 2.413 2.490 1.641 

90~94 303.2 1211 1710 38.81 26.30 8.165 9.475 1.761 

Average 84.78 157.66 228.92 5.84 1.75 1.75 1.94 1.29 

4 Conclusion 

The unordered tree data represents information inherent in many domains naturally. 
This presses the need of developing an efficient method of measuring similarity  
 

(a)                                     (b)                                                (c)  
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between trees especially when we are living in the big data era. This paper proposes 
an efficient method of measuring similarity between unordered trees. The proposed 
method introduces an augmented adjacency matrix structure for modeling the tree 
data. The matrix representation enables efficient computation of pair of trees for find-
ing similarity. An optimal traversal of the tree is obtained using a line of balance op-
timization problem. The encoding values of the nodes with this optimal traversal are 
utilized in representing the tree with the matrix structure.  

Empirical analysis shows that the proposed method is able to achieve improved 
complexity in comparison to existing methods even for large datasets. Results also 
showed that an improved complexity is achieved with high accuracy. The proposed 
method is able to achieve polynomial complexity whereas the existing methods for 
calculating similarity amongst unordered trees suffer from the high complexity prob-
lem and are NP-hard or MAX-SNP hard.  

Our future plan is to work on the detail of the optimal traversal approach to improve 
the overall performance. We plan to apply heuristics to improve the scalability fur-
ther. We also plan to do more experiments to analyze effectiveness and versatility of 
the proposed method. 

Acknowledgements. We would like to thank Tatsuya Akutsu and Tomoya Mori for 
providing us the objective codes of their algorithms [22], [11] and Carol 
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Abstract. Keyword search has been widely used in information retrieval sys-
tems, such as search engines. However, the input retrieval keywords are so am-
biguous that we can hardly know the retrieval intent explicitly. Therefore, how to
inverse keywords into semantic is meaningful. In this paper, we clearly define the
Semantic Inversion problem in XML keyword search and solve it with General
Conditional Random Fields. Our algorithm concerns different categories of rele-
vance and provides the alternative label sequences corresponding to the retrieval
keywords. The results of experiments show that our algorithm is effective and
12% higher than the baseline in terms of precision.

1 Introduction

As a widely accepted tool, Keyword Search has been extensively used to search infor-
mation from all kinds of databases, such as document corpus, relation databases, and
semi-structure databases. However, the main weakness of Keyword Search is its ambi-
guity. Given a Keyword Search that consists of only keywords, it is hard to know what
the users really want to search. For example, a user wants to find a paper published
by IJCAI. The paper is written by Pineau and is about some technique based on point.
For the above information requirement, a proper keyword search may be ’Point based
Pineau IJCAI’. However, most all existing works compute results by statistical infor-
mation of keywords without understanding the semantics under these keywords. In fact,
if the system knows that ’Point based’ is part of the paper’s title(sometimes users may
hardly remember the whole title, so only type in part of it), ’Pineau’ is the author, and
’IJCAI’ is the title of a proceeding. As we see, if we can recognize the inner semantic
of users’ input, user’s search intent will be much more explicit.

Recent work have started to help users to construct semantic queries. [1] extracts
structural semantic in graph data, and provide the top-k matching subgraphs accord-
ing to the query. [2] proposes an automatic keyword query reformulation approach
which extracts information in dataset offline and generates semantic of query online.
[3] presents a novel system guiding users through a process of increasing semantic to
specify their query intention. Pandey and Punera analyze user’s search intent by extract-
ing template structure of search queries[4].
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These work fully proved that deeper semantic respect to keywords can greatly help
our retrieval. However, different from all methods above, our algorithm mainly con-
centrate on tagging the keywords with labels in XML database, and gives users top-k
matching label sequence according to keyword sequence. Since XML labels can be well
semantical, users can affirm what they really need by selecting proper labels. Here we
present our main contributions to keyword search on XML database.

The Semantic Inversion for Keyword Search

Given keyword sequence, our algorithm recognize it into label sequence, so as to un-
derstand the semantic of the keywords. We call this recognition ’Semantic Inversion’.
In our algorithm, alternative label sequences are provided after keywords are typed in.
Users select the best labels matching their keywords, in order to clarify their retrieval
intention. As semantic becomes so important in retrieval, Semantic Inversion can be a
promising way to optimize the keyword search.

Model the Semantic Inversion with CRF

If the Semantic Inversion problem were difficult, it could hardly be useful for retrieval.
Fortunately, we find out that the Semantic Inversion is similar with the Part of Speech
Tagging(POS) and other sequential learning problems. So existing models may be use-
ful. Conditional Random Fields has been proved efficient in sequential learning and
results of our experiments also prove that CRFs can solve the Semantic Inversion prob-
lem outstandingly.

Quantize the Relevance by Weighing Diverse Features

Existing algorithms aiming to compute the relations in keyword field always concen-
trate on one or few factors (LCA of keywords, co-occurrence between keywords, etc.).
In our algorithm, keyword-keyword, label-label, keyword-label, different categories of
relevance are weighed to quantize the relevance between keyword sequence and label
sequence jointly. As we will discuss in later part of this paper, our learning algorithm is
to find the best parameters for optimizing the weight of various features.

In this paper, we discuss keyword search only in XML domain. The rest of the paper
is organized as follows. Section 2 presents the definition of Semantic Inversion for key-
word search. Section 3 introduces general CRFs which we have applied to our problem.
Details of features and the algorithm are provided in Section 4. The following two parts
shows the experiments and several related work. Finally, we close with conclusion in
Section 7.

2 Semantic Inversion

In this section, we provide the concept of Semantic Inversion in XML domain, and why
Semantic Inversion is able to improve keyword search.

Definition 1 (Label): Given a set of XML files and a word, a tag is the label of the
term if the content of the tag contains the word. A single word may have many probable
labels.
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For instance: the label of word ’Pineau’ is ’author’, and the label of words (appearing
together) ’Torran Dubh’ can be ’conflict’ or ’caption’.

In XML files, the label can be regarded as the semantic of its content,so we will not
distinguish ’semantic’ and ’label’ in later parts.

Definition 2 (Label Sequence): Given a search keyword sequence S consists of a se-
quence of words, the corresponding label sequence is composed of labels respect to
each word in keyword sequence. Apparently, a label sequence can be recognized as
various probable label sequences, which express diverse semantic.

For instance: the label sequence of the word sequence ’Point, based, Pineau, IJCAI’
can be ’title, title, author, booktitle’.

Definition 3 (Semantic Inversion): Given a set of XML files and search keyword se-
quence S = {w1, w2, · · · , wk}, the problem of semantic inversion is to find sequential
label(s) L = {l1, l2, · · · , lk} which maximizes Sim(S,L), where Sim(S,L) is a func-
tion to evaluate the fitness or relevance of S and L. The answer sequences (label se-
quences) are given in descending order of Sim(S,L). In our algorithm, the CRF model
uses conditional probability Pr(y|x) as the relevance function Sim(S,L).

Semantic Inversion is quite useful in keyword search. We state it in three aspects:

Semantic Inversion Can Help the Search Engine to Improve Accuracy. Traditional
search engine may also recognize the word ’Pineau’ in the query ’Point, based, Pineau,
IJCAI’ as a person’s name, but after Semantic Inversion, ’Pineau’ can be recognized
as a author’s name, rather than director’s, politician’s or others’. As a result, the mis-
understanding of the search engine can be greatly reduced, so the search accuracy is
improved.

Semantic Inversion Can Help Users Prevent Ambiguity. If the words in query have
diverse semantic, Semantic Inversion can provide alternative label sequence. Since tags
in XML is semantical and easy to understand, users can clarify their needs by just
selecting the proper label sequence.

Semantic Inversion Can Reduce the Search Time. When the label sequence is se-
lected, the search range has been greatly narrowed. Search engines only need to search
from pages relevant to labels so the search time is greatly reduced.

3 General CRFs

CRFs(Conditional Random Fields) have been widely used by sequential algorithms,
especially in sequential tagging problems, CRFs outperform other models. This sec-
tion will briefly review CRFs and the General CRFs which have been applied in our
algorithm.

3.1 Conditional Random Fields

Assume x = x1, x2, · · · , xn is the input keyword sequence and y = y1, y2, · · · , yn is
the label(the semantic) sequence. x and y have the same length. CRF(Conditional Ran-
dom Fields)[5] models the conditional probability Pr(y|x) by using a Markov random
field for the structured y, and find the best yi to maximize Pr(yi|x).
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For the keyword sequence x and the semantic sequence y, the global feature vector
of CRF is the sum of all the local feature functions:

F(y,x) =

n∑
i=1

f(y,x, i) (1)

CRF computes the conditional probability with parameter vector w by

Pr(y|x,w) =
ew·F(y,x)

Zw(x)
(2)

where

Zw(x) =
∑
y′

ew·F(y′,x) (3)

For the given keyword sequence, the most probable label sequence maximize the
conditional probability, Since Zw(x) does not depend on y, we can also say:

ŷ = argmax
y

w · F(y,x) (4)

3.2 Learning Algorithm

Training a CRF is to learn λ for maximizing the log-likelihood of a given training set
T = {(xk,yk)}Nk=1. Meanwhile, we need to penalize the likelihood with a spherical
Gaussian weight prior[6] to prevent from overfitting. So the gradient is:

∇Lw =
∑
k

[F(yk,xk)− EPr(y′|xk,w)F(y
′,xk)]

− w

σ2

(5)

The Learning Algorithm seeks the zero of the gradient. In other words,∇Lw = 0.

3.3 Linear-Chain CRFs and General CRFs

Linear-chain CRFs performs well in sequential learning problems such as NP
chunking[7], Part of Speech tagging[5], Opinion Expression Identification[8] and
Named Entity Recognition[9]. To solve this kind of problems, the Markov field of y
should be a linear chain, and the transition features are just between the adjacent yi. In
those applications, we suppose labels are sequential and use Linear-chain CRFs to con-
centrate on the dependence of the adjacent labels(or adjacent segments, Semi-Markov
CRF[10]).

However, the problems of retrieval are quite different. Several labels appear together
to express one subject jointly. Of course, labels are not sequential. We need to structure
y to describe the relevance of all pairs of labels, rather than only the adjacent ones. That
is general CRF. In general CRFs, the structure of labels can be a complete graph. For
its complexity, general CRFs are not so commonly used as Linear-chain CRFs.
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4 The Approach

Semantic Inversion can be naively solved by the random select algorithm and the greedy
algorithm. Random select algorithm gives the answer randomly selected from all candi-
date answers. Greedy algorithm recognize each keyword xi as the label which xi most
frequently appears in. However, both algorithms fail to consider the relevance between
labels and the relevance between adjacent keywords.

To fully considerate all categories of relevance, we employ the general CRFs to
model the relevance and then proposed an algorithm to solve Semantic Inversion. The
algorithm weighs keyword-label relevance, label-label relevance and adjacent keywords’
relevance, and uses Gradient Descent algorithm to learn best parameters for the model.

4.1 Features

In this section, we concentrate on features used in the general CRF. We need to extract
textual features for quantize of relevance keywords and labels beforehand. In our algo-
rithm, there are three categories of features for one keyword sequence-label sequence
pair(x,y): f for keyword-label relevance, g for label-label relevance, h and h′ for the
relevance between adjacent keywords.

Feature f(xi,yi) expresses the dependence between the keyword and the label in
position i. They appear in the same position, which indicates we try to recognize the
keyword xi as the content of label yi. How frequently xi appears under the label yi
should be our first consideration. We measure this kind of dependence like:

f(xi, yi) =
p(xi, yi)

p(xi)
(6)

where p(xi, yi) is the frequency that keyword xi appear in the content of label yi,
and p(xi) denotes the frequency of keyword xi. Since the frequency of the labels could
be different one another, we will not consider this factor in feature f .

Feature g(yi,yj) expresses the relevance of two labels. Existing methods(such as
SCLA[11]) measures it mainly based on XML files’ tree-like structure. We measure
this relevance based on co-occurrence. The knowledge base can be seen as a set of in-
stances(people, cities, films, etc.), and labels which often appear commonly to describe
the same instances should be deeper relevant.

g(yi, yj) =
p(yi, yj)

p(yi)p(yj)
(7)

where p(yi, yj) is the frequency that label yi and label yj appear together in one
instance, p(yi) denotes te frequency of label yi and p(yj) for yj , respectively. In general
CRFs, this transform feature should be calculated between each pair of labels, which
differs from the Linear-chain CRFs.

Feature h(xi,xi+1,yi,yi+1) and h′(xi,xi+1,yi,yi+1) measure the relevance of
the adjacent keywords. Here we also use the co-occurrence of keywords to measure it:

h0(xi, xi+1) =
p(xi, xi+1)

p(xi)p(xi+1)
(8)
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where p(xi, xi+1) denotes keyword xi and keyword xi+1 appear in the content of
one label.

Adjacent keywords could probably express the similar semantic.h(xi, xi+1, yi, yi+1)
describes the contribution for recognizing adjacent keywords into the same label:

h(xi, xi+1, yi, yi+1) =

{
h0(xi, xi+1), yi = yi+1

0, yi �= yi+1

(9)

If an alternative label sequences inverses the adjacent keywords into different labels,
we also need to penalize. h′(xi, xi+1, yi, yi+1) is the penalty according to the relevance
of the keywords.

h′(xi, xi+1, yi, yi+1) =

{
0, yi = yi+1

h0(xi, xi+1), yi �= yi+1

(10)

All the features can be extracted quite easily. For Semantic Inversion, the joint in-
formation is contained in feature g and sequential information is concluded in feature
h and h′. Feature f is the basic and the most natural features for our problem. We put
these three sorts of features into general CRF, then learn the parameters.

The total weighed features are

w ·F(y,x) =w1

∑
i

f(xi, yi) + w2

∑
i

∑
j

g(yi, yj)

+ w3

∑
i

h(xi, xi+1, yi, yi+1)

+ w4

∑
i

h′(xi, xi+1, yi, yi+1)

(11)

where the parameter vector w = [w1, w2, w3, w4] is what we need to learn from the
general CRF. Then we can use the equation (2) and (3) to calculate the probabilities of
each alternative label sequence.

4.2 Parameter Learning

First, we find out all the keywords and the labels in the Training Data and find out all
probable labels of each keyword. Then

5 Experiments

In our experiments, the Test Algorithm gives the best 10 probable label sequences for
each keyword sequence.
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Algorithm 1. The Learning Algorithm

1: Learn(TrainingData = {< x,y >})
2: Find out all the keywords and the labels in TrainingData, and all probable labels for each

keyword.
3: Calculate the features f, g, h, h′

4: Initialize CRF
5: repeat
6: Calculate ∇L by Equation (5)
7: Modify w by ∇L: w′ = w +∇L
8: until ||∇L|| < threshold
9: return CRF

10: End Learn

5.1 Data Source and Extraction

We use Wikipedia dataset for our experiments. Wikipedia dataset contains over 1,000,000
XML documents, involving all fields of knowledge. We randomly select 50,000 docu-
ments of them, and no fields are selected particularly.

We extract the ‘keyword sequence - label sequence’ pairs from the infobox of each
XML file. The infobox of Wikipedia is the ideal source of our experiments for its neat
‘attribute - content’ format. We randomly select attributes as the labels, and extract part
of the respective content as the keywords. For each label, selected keywords will not be
more than 4. The total length of the label sequence will not be more than 6.

5.2 Evaluation

As we discussed before, our algorithm learns from the training set T = {(x1,y1),
(x2,y2), · · · } which consisting of several ‘keyword sequence - label sequence’ pairs.
The algorithm modified the four parameters (w1, w2, w3 and w4) and imply them into
the test set. We evaluate how the answer(label sequences) our algorithm gives resemble
the correct (label) sequence. Here the correct sequence is the sequence of the labels,
the content of which keywords are exactly contained in.

The test contains only the keyword sequence. For each keyword sequence, we gen-
erate all probable label sequences. Label sequences with too low

∑
i

f(xi, yi) feature

(in other words, keywords appear too few times in these labels) will be taken out. The
algorithm will grade all the probable label sequences by computing the conditional
probability Pr(y′|x).

For each x in the test set S, we concentrate on the best label sequence(with the high-
est conditional probability) ŷ, and compare it to the correct sequence y. The accuracy
is calculated by:

Acc =

∑
x∈S

Match(ŷ,y)∑
x∈S

Length(x)
(12)
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and

Match(ŷ,y) =
∑
i

eq(ŷ,y, i) (13)

Another concentration is the accuracy of the best sequence within top-N sequences(In
our experiments, N = 4, 7, 10). In the real occasion, the search engine should provide
users with several alternative results within the first page so that users can choose the
best one for their own. Since some input keyword sequences are originally ambiguous,
the Top-N accuracy can sometimes be more convincing.

Algorithms sorts the label sequences by the conditional probability, and the set
TopN(x) contains the top-N sequences. The Top-N accuracy is calculated by:

AccN =

∑
x∈S

max
y′∈TopN(x)

Match(y′,y)∑
x∈S

Length(x)
(14)

In the other hand, we want to know how the algorithm ranked the real correct se-
quence. If the algorithm is efficient, the rank of correct label sequence should be small.
We also evaluate the algorithm by how frequently the correct label sequence appear in
Top-N(N = 1, 4, 7, 10) answers(label sequences). This could show whether the correct
sequence has been highly scored.

5.3 Results and Discussion

We use the cross-validation to evaluate the experiments. All the ‘keyword sequence -
label sequence’ pairs are split into 10 parts. At each time, 9 parts are used for learning
and one part for testing. The code is written by C++. The programs are performed on a
server with 4 core processors and 16GB memory.

Accuracy of the First Answer. Our algorithms(73.2%) outperforms the baseline algo-
rithms(38.1% for Random Select Algorithm and 61.2% for Greedy Algorithm), which
confirms our assumption that fully consideration of various categories of relevance can
improve the quality of semantic reversion.

Accuracy of Top-N Answers. Figure (a) shows the accuracy of the Top-N answers,
N = 1, 4, 7, 10. This accuracy is calculated by Equation (11). Users can select the best
answer from the N answers our algorithm gives. The best accuracy of Top10 answers
can be over 90%! That is to say: Users can lead the search engine to understand the
precise semantic by no more than 10% extra work. That is quite exciting.

The Rank of the Correct Answer. Figure (b) shows how our algorithm ranks the
correct answer. Nearly half of the correct answers are ranked at the first place. Over
80% of cases, the real correct sequence has been ranked before 10 and will be shown
within the first page of the results. If so, the only thing users need to do is selecting.
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(a) Accuracy of Top-N Answers (b) The Rank of the Correct Answer

6 Related Work

In this section, we will present some related work around the utilization of Conditional
Random Fields and algorithms for the keyword search on structured database.

Semi-Markov Conditional Random Fields[10] split the sequence into several seg-
ments. Their goal is to find the best segmentation maximizing the conditional prob-
ability which is defined by the CRF model. Semi-CRFs perform very well in NER
problems[12]. For our problem, Semi-CRF can easily find the phrases and the names
contained in input sequence, but will not fully describe the joint semantic of the labels
because Semi-CRFs are mainly based on the Linear-chain CRFs.

On structured data, there is a work focusing on Keyword Query Reformulation[2].
The reformulated queries provide alternative descriptions of original input, so as to bet-
ter capture users information need and guide users to explore related items in the target
structured data. The data are modeled with a heterogenous graph, and a probabilistic
generation model is utilized for query reformulation. Its aim is to help users to claim
the semantic clearly.

In the field of RDF, recent work provides QUICK[3], a novel system for helping
users to construct semantic queries in a given domain. QUICK works with the schema
graph and the query templates. Users can conveniently express their search intent by in-
creasingly selecting the semantic and the structure provided by QUICK. What is more,
an online system with a user-friendly interface has been established based on QUICK.

7 Conclusions and Future Work

In nowadays keyword search, good search systems should understand users’ intent
deeply. How to recognize and represent the keyword semantic becomes more and more
important. In XML data, labels are naturally semantical, so recognizing the keywords
into XML labels is what we need to concentrate on. In this paper we define this pro-
cess as Semantic Inversion and model it with general conditional random fields. From
our experiments, our algorithms can efficiently recognize the keywords into labels and
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top-k label sequences also provide users with the chance to reclaim their real search
intent.

In the future, we want to construct a semantical knowledge base and establish a
better XML retrieval system based on Semantic Inversion. We also hope to expand the
Semantic Inversion to other structured data, such as RDF. If semantic can be simply and
accurately inversed into other explicit forms, keyword search will surely improve.
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by National Natural Science Foundation of China and Project 2009AA01Z136 sup-
ported by the National High Technology Research and Development Program of China
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Abstract. The state-of-the-art in domain-specific Web form discovery
relies on supervised methods requiring substantial human effort in pro-
viding training examples, which limits their applicability in practice.
This paper proposes an effective alternative to reduce the human effort:
obtaining high-quality domain-specific training forms. In our approach,
the only user input is the domain of interest; we use a search engine and
a focused crawler to locate query forms which are fed as training data
into supervised form classifiers. We tested this approach thoroughly, us-
ing thousands of real Web forms from six domains, including a repre-
sentative subset of a publicly available form base to validate this ap-
proach. The results reported in this paper show that it is feasible to
mitigate the demanding manual work required by some methods of the
current state-of-the-art in form discovery, at the cost of a negligible loss in
effectiveness.

Keywords: deep web, hidden web, domain-specific search, query form
discovery.

1 Introduction

Form discovery is an essential step in many important applications, such as Deep
Web crawling [21, 25], Web information integration [12, 18, 26] and vertical
search engines [1, 5]). Form discovery can be divided into two main tasks: (i)
locating HTML pages containing forms on the Web, and (ii) identifying among
those forms which are relevant to the application at hand, for instance, based on
relevance to a domain of interest. The state-of-the-art in form discovery relies on
supervised machine-learning methods, and thus require considerable involvement
from the human expert in order to operate. More automatic methods could
opportunely be employed as direct replacement or as complement for existing
methods of form discovery, which heavily depend on the human expert.

It could be argued that one could leverage publicly available form bases [3, 4]
as training examples. However, such bases are composed of forms that belong to
a predefined set of domains, written mainly in English. They are of no avail for
other domains and/or languages, for instance. Moreover, there are no guaranties
that these bases will remain publicly available in the future. Finally, as we show

X. Lin et al. (Eds.): WISE 2013, Part I, LNCS 8180, pp. 441–453, 2013.
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in this paper, the form bases are not perfect, and a small fraction of the forms
in them are misclassified, which would lead to poor training examples.

In this paper, we combine and evaluate several heuristics for pre-query dis-
covery of domain-specific structured forms on the Web. In other words, we are
interested in rule-based strategies that do not require form submission (i.e., that
use the pre-query approach [22]) for the discovery of domain-specific forms that
contain an implicit schema providing hints about the structure of their underly-
ing data sources (i.e., structured forms). Domain-independent form discovery [21]
and the discovery of unstructured forms are outside the scope of this paper.

Individually, each heuristic we evaluate is either borrowed or inspired by pre-
vious work. The novel aspect in this paper is the way in which we combine the
referred heuristics and the purpose to which we employ them. The final goal
of this work is to mitigate the demanding manual work required by the cur-
rent state-of-the-art in form discovery, and thus relieve the human expert from
tiresome work while discovering domain-specific structured HTML forms. We
achieve our goal through the automatic creation of training bases for two state-
of-the-art form classifiers. To the best of our knowledge, this is the first work
on automatically training Web form classifiers. The main contributions of this
paper are:

– The proposal, combination and evaluation of several heuristic-based methods
for pre-query discovery of domain-specific structured HTML forms on the
Web; and

– Substantial empirical evidence that it is feasible to automatically train two
supervised form classifiers that compose the current state-of-the-art in form
identification, at the cost of a relatively small loss in effectiveness.

The remainder of the paper is organized as follows: Section 2 discusses the
related work and Section 3 explains the two form bases we use in our experiments:
one of which was collected by us, while the other is a publicly available form
base. Sections 4, 5 and 6 propose, combine and evaluate several heuristic-based
methods for the automatic creation of training examples for two state-of-the-art
form classifiers. Section 7 concludes this paper.

2 Related Work

Many methods for domain-specific form discovery were developed in the last
years. These methods can be functionally organized into five groups, namely: (i)
Deep Web crawlers, (ii) form classifiers, (iii) form crawlers, (iv) form rankers,
and (v) form clusterers. One of the main distinctions among these broad groups
is their primary goal: while form crawlers aim at locating forms, form classifiers,
form clusterers, and form rankers aim at identifying forms. Deep Web (DW)
crawlers aim at providing both location and identification of forms. Refer to [22]
for an in-depth discussion on the subject.

In short, all of these groups of related work directly or indirectly rely on
significant human intervention to locate and/or identify domain-specific rele-
vant forms on the Web. DW crawlers require knowledge bases that are hard
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Fig. 1. Dependency of domain-specific structured form discovery groups of techniques
on the human expert and on each other

to be automatically built; form classifiers demand laborious manual training;
form crawlers are built on top of form classifiers; finally, form rankers and form
clusterers indirectly, although not necessarily, depend on form crawlers.

Figure 1 illustrates how the referred groups of related work depend on the
human expert and on each other. The arrows denote the dependencies, pointing
to the dependent on the relations. The dashed arrows represent optional (but
desirable) dependencies.

There are two exceptions to this “heavy” dependency scenario: (i) the DW
crawler created by Bergholz and Chidlovskii [11], which requires from the hu-
man expert only a small set of keywords related to the domain of interest (i.e.,
the domain in which the discovery should occur); and (ii) the form ranker cre-
ated by Lin and Chen [20], which requires from the human expert only the
identification of Google Directory categories related to the domain of interest.
Nevertheless, both of these works apply only to unstructured or keyword-based
forms, which are outside the scope of this paper. Moreover, the DW crawler of
Bergholz and Chidlovskii is not fully reproducible, since it is based on the Xelda
Server [6], a proprietary solution from Xerox for which there are no published
details.

3 Experimental Setting

We start with our form locator, which was inspired by that of Bergholz and
Chidlovskii [11]. The main difference between their solution and ours is that
theirs uses a Web Directory as the source of relevant URLs to crawl, while ours
uses a general-purpose Web search engine (e.g., Google, Yahoo!, Bing, etc.). Like
theirs, our form locator performs limited-depth in-site crawling1, since there is
evidence that the vast majority of query forms can be found up to three links in
depth from the home page of a Web site [11–13].

1 In-site crawlers are restricted to (i.e., follow only) the links that point to pages that
belong to the same site.
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Table 1. The forms located by our proposal

Domain Located Query On-topic

Airfares 502 353 240

Autos 504 286 155

Books 504 344 161

Car Rentals 501 318 183

Hotels 501 398 280

Jobs 503 331 282

The input to our form locator is a small set of manually defined keywords
that describe the domain of interest. This input is sent directly as a query to
a general-purpose Web search engine and the resulting URLs are used as seed
URLs (i.e., the initial set of URLs) by our limited-depth in-site crawler, which
collects some of the forms it can find in a Web site.

The Small Test Set. Table 1 provides the details about the experimented
domains, their descriptions and their respective located forms, which were man-
ually classified by function and by domain. The keywords sent to the search
engine were, literally, the names of the domains of interest, exactly as they are
shown in Table 1. The Query column indicates the number of query forms found
among the ones located for each domain. The On-topic column indicates the
number of all forms (i.e., query and non-query forms) that belong to their re-
spective domains. Notice that we considered as on-topic only the forms that were
written in English (i.e., forms from the domains of interest but written in any
languages other than English were considered misidentified).

For clarity, hereafter we refer to the set of forms we collected and verified
as the small test set, to distinguish it from the random sample of the publicly
available set of forms discovered by the DeepPeep search engine [2, 3].

The Big Test Set. The big test set is a manually classified random sample con-
taining more than 10,000 forms from the DeepPeep form base after filtering for
the removal of replicas. We identified replicated forms observing two renderable
properties of forms (i.e., properties that can be rendered by a web browser). More
specifically, we considered replicas the forms that present: (i) identical render-
able texts (i.e., the form itself minus its HTML tags); and (ii) the same number
of renderable fields (i.e., all fields except the hidden ones). There is no point in
allowing replicas in the test base, since it is likely that the more disparate the
forms of the test base, the more accurately is measured the effectiveness of the
form identifier tested against it.

The big test set is detailed in Table 2. The Total column indicates the total
number of forms present in the DeepPeep base as it was downloaded from the
Web site [2] of one of its authors. The Distinct column indicates the number
of distinct (i.e., non-replicated) forms found on the same base. The Sample col-
umn indicates the sizes of the random samples, which were built according to
a confidence level of 95% and a confidence interval of 2%. The semantics of the
columns Query and On-topic are the same of Table 1.



Automatically Training Form Classifiers 445

Table 2. Statistics about the Big Test Set

Domain Total Distinct Sample Query (Error) On-topic (Error)

Airfares 3,641 1,955 1,307 1,264 (3.3%) 1,240 (5.2%)

Autos 9,972 7,565 2,111 1,846 (12.6%) 956 (54.8%)

Books 2,035 1,809 1,305 1,266 (3.0%) 1,130 (13.5%)

Car Rentals 2,515 1,995 1,316 1,140 (13.4%) 906 (32.2%)

Hotels 20,303 13,417 2,361 2,172 (8,1%) 1,490 (36.9%)

Jobs 14,958 11,573 2,261 1,896 (16.2%) 1,088 (51.9%)

The form discoverer of the DeepPeep Project is supposed to retrieve only
domain-specific query forms [10]. In other words, no non-query form was ex-
pected to be found in the big test set. Also, among the forms attributed to a
domain in the big test set, only the ones that actually belong to that domain
were expected to be found. Therefore, since we found both non-query forms and
forms that do not belong to their respective domains in the big test set, it was
possible to attribute an error-rate to the DeepPeep form discoverer with respect
to both identifications by function and by domain. These error rates are shown
in Table 2 between parentheses in the cells of the columns Query and On-topic,
respectively. We did not analyze in details the forms that the DeepPeep’s discov-
erer misidentified, but we are convinced that such bad behavior was caused by
two main reasons. First, it had to identify forms from domains that present vo-
cabulary overlap (i.e., they share words of their characteristic vocabularies [9]).
Second, it had to identify forms from the domain of interest, but that were
written in a language other than English.

Evaluation Metrics. The measures used to assess the quality of the methods
were the same described by Barbosa and Freire [9], namely: Recall (R), Precision
(P), F1, Accuracy (A) and Specificity (S), which are defined in terms of the
number of true positive (TP ), true negative (TN), false positive (FP ), and false
negative (FN) classifications produced by a method:

R =
TP

TP + FN
P =

TP

TP + FP
S =

TN

TN + FP

A =
TP + TN

TP + TN + FP + FN
F1 =

2 ∗R ∗ P
R+ P

4 Identifying Forms by Function

As customary in this field [11, 14, 15, 23, 24], we worked with three form features
in order to perform form identification by function: (i) the use of the HTTP Get

submission method; (ii) the absence of password fields; and (iii) the presence of
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Table 3. Effectiveness of GFC on the big test set with automatic training

Scenario R P F1 S A

Baseline (manual training) 0.907 0.986 0.945 0.867 0.904

Automatic (trained for Airfares) 0.858 0.959 0.906 0.677 0.840

Automatic (trained for Autos) 0.855 0.963 0.906 0.713 0.841

Automatic (trained for Books) 0.851 0.967 0.905 0.744 0.840

Automatic (trained for Car Rentals) 0.858 0.959 0.906 0.677 0.840

Automatic (trained for Hotels) 0.849 0.968 0.905 0.750 0.839

Automatic (trained for Jobs) 0.849 0.968 0.905 0.750 0.839

the word “search” in the body of a form. These features were combined in the
following seven heuristics, which identify any given form as a query form if it:

1. uses the HTTP Get submission method;
2. does not present a password field;
3. presents the word “search”;
4. is identified as a query form by heuristics #1 and #2;
5. is identified as a query form by heuristics #1 and #3;
6. is identified as a query form by heuristics #2 and #3;
7. is identified as a query form by heuristics #1, #2 and #3.

4.1 Reducing the Manual Effort in Identifying Forms by Function

We now report on an experiment to assess whether our proposed heuristic-based
method for form identification by function can mitigate the manual work required
from the human expert while discovering forms, using the state-of-the-art form
classifier GFC [9]. It should be noted that GFC requires dozens to hundreds of
training examples.

Direct classification against the small and the big test sets showed that heuris-
tic #6 is the most effective, so this is the one we use. As positive examples, we
used forms from the small test set identified as query forms, while the negative
examples were other forms of the same test not classified as query forms. As
the baseline, we manually train GFC using randomly chosen query forms from
all domains of the big test set. We used 220 positive examples and 220 negative
examples in each execution (c.f. [9]), and we report the average scores of 100
executions. In all our experiments, there is no overlap between the training and
test sets.

The evaluation was done on the big test set (recall Table 2), and the results
are shown in Table 3. We report the results of the automatic method by domain,
since a different classifier was used in each case. The results provide empirical
evidence that GFC is virtually as effective when trained using our heuristic-
based method, relatively to when it receives manual training. Indeed, the losses
summed up to approximately 4% in F1 measure.
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5 Identifying Forms by Domain

We developed three heuristics for form identification by domain. The first heuris-
tic is able to recognize at least some of the words that characterize the attribute
labels frequently present in the forms of the domain of interest [16, 17], by means
of measuring the frequencies of the renderable words present in domain-specific
query forms and selecting the most frequent ones.

Algorithmically, the main steps of the first heuristic are detailed as follows,
where 0 ≤ α ≤ 1 is a manually defined threshold:

1. Locate a set of forms from the domain of interest using the method presented
in Section 3;

2. Identify the query forms among the ones located in step #1, using the
method presented in Section 4;

3. Compute occurrence statistics for the words that compose the renderable
texts of the query forms identified in step #2;

4. Return the set of words that occur in at least α of the query forms identified
in step #2 (i.e. the vocabulary that characterizes the domain of interest).

Once the vocabulary for the domain of interest is defined, the second heuristic
is used to identify any given form as belonging to the desired domain or not.
The rationale of the second heuristic is straightforward: a form is considered
as belonging to the domain of interest if it contains at least N of the words
present in the vocabulary that characterizes the domain of interest, where N is
a manually defined input parameter.

Finally, the third heuristic ranks forms (inspired by Kabra et al. [19]), and
uses the top-F most relevant ones as training examples for a form classifier. The
ranking of forms by relevance is based on the presence of the top-W most frequent
words in the domain vocabulary domain (as per heuristic 1). The rationale that
substantiates the ranking-based training is straightforward: the more relevant
words a form contains in its renderable text, the more relevant it will be as a
training example.

We experimented with different values for α, N , F and W , and set them to
α = 0.29, N = 2, F = 100 and W = 5, based on empirical evidence.

5.1 Experiments

In order to test if our proposed heuristic-based method for form identification
by domain is effective in reducing the training effort for form discovery, we
performed experiments with the state-of-the-art form classifier DSFC [9], which
also requires dozens to hundreds of manually labeled forms as training examples.
We report the effectiveness of DSFC for binary classifications for each of the
domains. We use two scenarios, differing in the mix of positive and negative
training examples.

In the first scenario, which we call pure-domain, all negative examples come
from an extraneous domain (biology in this case). In the second scenario, which
we call mixed-domain, the negative examples come from any of the domains
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Table 4. DSFC’s results in the pure-domain scenario

Manual Training Automatic Training
Domain

R P F1 S A R P F1 S A

Airfares 0.991 0.438 0.608 0.767 0.801 0.867 0.759 0.809 0.938 0.925

Autos 0.988 0.483 0.649 0.868 0.882 0.910 0.826 0.866 0.969 0.960

Books 0.982 0.591 0.738 0.891 0.903 0.937 0.907 0.922 0.980 0.973

Car Rentals 0.988 0.279 0.435 0.703 0.732 0.772 0.433 0.555 0.845 0.835

Hotels 0.982 0.333 0.497 0.531 0.618 0.590 0.660 0.623 0.915 0.844

Jobs 0.973 0.479 0.642 0.839 0.857 0.700 0.938 0.802 0.991 0.944

Table 5. DSFC’s error rates in the pure-domain scenario

Manual Training

Airfares Autos Books Car Rentals Hotels Jobs

Airfares 0.8% 2.7% 1.7% 65.3% 39.2% 6.6%

Autos 7.5% 1.1% 6.3% 40.1% 4.8% 15.3%

Books 4.4% 5.6% 1.7% 8.6% 5.7% 31.7%

Car Rentals 72.3% 21.0% 1.5% 1.1% 30.3% 16.8%

Hotels 93.0% 22.8% 11.2% 78.3% 1.7% 26.0%

Jobs 20.5% 11.2% 11.5% 31.3% 9.5% 2.6%

Automatic Training

Airfares Autos Books Car Rentals Hotels Jobs

Airfares 13.2% 0.1% 0.9% 14.2% 12.3% 1.5%

Autos 1.1% 8.9% 2.2% 4.1% 2.8% 5.6%

Books 0.3% 0.1% 6.2% 0.1% 0.0% 9.3%

Car Rentals 5.5% 1.6% 1.7% 22.7% 8.6% 5.9%

Hotels 27.9% 0.4% 1.5% 7.1% 40.9% 1.6%

Jobs 0.4% 0.5% 2.4% 1.1% 0.1% 29.9%

in Table 1 (e.g., the negative examples for the Airfares domain would come
from Autos, Books, and so on). Biology was chosen as the extraneous domain
for the first scenario as its vocabulary has a relatively small overlap with the
other domains, which are all business-related. Thus, the two scenarios emulate
the best-case and worst-case for our method, in a sense.

The Pure-Domain Scenario. For this experiment, the results for the man-
ually trained baseline are the average of ten runs. In each run, 220 random
forms from the domain of interest and 220 random forms from the Biology do-
main present in the DeepPeep form base (c.f. the methodology in Barbosa and
Freire [9]). As for the automatic training, the positive and negative examples of
forms employed to automatically train DSFC came from the small test set. More
concretely, for each domain of interest, the positive training examples were the
forms that the method identified as belonging to the domain of interest and the
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Table 6. DSFC’s results in the mixed-domain scenario

Manual Training Automatic Training
Domain

R P F1 S A R P F1 S A

Airfares 0.971 0.898 0.933 0.978 0.977 0.867 0.790 0.827 0.948 0.933

Autos 0.993 0.937 0.964 0.991 0.991 0.884 0.964 0.922 0.994 0.979

Books 0.991 0.981 0.986 0.996 0.996 0.986 0.978 0.982 0.995 0.994

Car Rentals 0.970 0.805 0.880 0.971 0.971 0.843 0.835 0.839 0.974 0.957

Hotels 0.973 0.870 0.919 0.964 0.965 0.710 0.918 0.801 0.982 0.922

Jobs 0.975 0.930 0.951 0.988 0.986 0.927 0.992 0.958 0.998 0.987

Table 7. Manually trained DSFC’s error rates in the mixed-domain scenario

Manual Training

Airfares Autos Books Car Rentals Hotels Jobs

Airfares 2.8% 0.0% 0.3% 7.3% 2.7% 0.4%

Autos 0.1% 0.6% 0.1% 1.9% 0.8% 1.4%

Books 0.0% 0.1% 0.8% 0.0% 0.0% 1.4%

Car Rentals 6.6% 2.3% 0.2% 2.9% 2.6% 1.8%

Hotels 0.8% 0.9% 0.3% 3.9% 2.6% 2.8%

Jobs 0.3% 0.7% 2.7% 1.0% 0.9% 2.5%

Automatic Training

Airfares Autos Books Car Rentals Hotels Jobs

Airfares 13.2% 0.7% 0.2% 6.8% 13.9% 0.5%

Autos 0.0% 11.5% 0.0% 1.4% 0.5% 0.8%

Books 0.0% 0.8% 13.2% 0.0% 0.0% 1.4%

Car Rentals 7.8% 2.8% 0.0% 15.6% 13.4% 0.4%

Hotels 5.0% 0.0% 0.0% 2.4% 28.9% 0.7%

Jobs 0.0% 0.0% 0.2% 0.0% 0.2% 7.2%

negative examples were the forms that the method identified as not belonging
to the domain of interest.

Table 4 report the effectiveness of DSFC in this experiment. A closer look at
shows that although the automatic training has lower recall values (losing by
5% to 40%, for an average loss of 19%), it has far superior precision (winning
by 53% to 98%, for an average improvement of 74%). Consequently, the gains in
F1 (28% on average) and Accuracy (15% on average) are significative.

Table 5 shows error rates of the identifications based on the vocabularies that
characterize the domains named in the first column. The columns present the
error rates of the identifications of the on-topic forms of the big test set related to
the domains named in the first line of each column. More concretely, the results
of manual training presented in Table 5 shows that the classifier misclassified:
(i) 0.8% of the forms of the Airfares domain when it used the vocabulary of
the Airfares domain; (ii) 2.7% of the forms of the Autos domain when it used
the vocabulary of the Airfares domain; (iii) 7.5% of the forms of the Airfares
domain when it used the vocabulary of the Autos domain; and so on.
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The Mixed-Domain Scenario. For this experiment, the results of the man-
ually trained classifier correspond to the average of ten runs executed for each
domain. In each run, 220 random forms from the domain of interest and 45 (i.e.,
220/5) random forms from each of the other five domains present in the big
test set composed the positive and negative training examples, respectively. As
for the automatic training of DSFC, all examples came from the small test set,
with the positive examples belonging to the domain of interest and the negative
examples belonging to all the domains, with equal distributions.

Tables 6 and 7 report the effectiveness of DSFC in this scenario. As with
the pure-domain case, the automatic training has worse recall than the manual
training approach (varying from 0.5% to 27%, for an average loss of 11.2%) but
better precision overall (up to 6.7% better), except for Airfares (loss of 12% in
precision). In the end, the F1 score for the automatic approach is on average 5.5%
worse, and the overall accuracy is almost 2% worse. Nevertheless, the automatic
approach slightly outperformed the manual approach for the Jobs domain both
in the F1 and Accuracy scores.

6 Further Discussion

This section discusses some of the harder questions raised during the devel-
opment of this work. It provides interesting information that more completely
characterizes the contributions of this paper.

What is the minimum number of forms that have to be located through
the search engine so that our proposal presents its best results? Our
proposal relies on the ability of the search engine to return a significant number
of relevant URLs in response to a keyword-based query consisting of descriptive
keywords for the domain of interest. Since forms are sparsely distributed on the
Web [7, 8], it is reasonable to expect that there are domains for which search
general engines may be unable to find a significant number of relevant URLs.

We simulated such a pessimistic scenario by restricting the number of rel-
evant forms used in the pure-domain scenario of the experiment discussed in
Section 5.1. For each domain, we executed several slightly modified executions
of that experiment: the first one used only 10 relevant forms, the second one used
20, the third one used 30, and so on, up to the total of relevant forms located by
our form locator. In all executions the number of irrelevant forms was left intact
(i.e., the number of irrelevant forms used in each run was the total number of
irrelevant forms located by the form locator).

The results showed that our method for form identification by domain achieves
its best results when at least approximately 150 relevant forms are found among
the approximately 500 forms located per domain. This is empirical evidence that
our discoverer works reasonably well in the domains where it can locate at least
approximately one relevant form for each three located forms.
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What is the impact on the effectiveness of the discovery process when
different keywords are sent to the search engine? Arguably, the results
of our approach are highly dependent on the query sent to the search engine.
In order to asses how the results vary depending on the keywords sent to the
search engine, we performed two experiments that were executed in the first
scenario for form identification, again on the pure-domain setting described in
Section 5.1.

The first experiment assessed the impact of the use of “special terms” as
keywords to be sent to the search engine together the domain name. The exper-
imented special terms (i.e., words supposed to give a hint to the search engine
that Web sites that present query forms are desired) were: “online” and “search”.
The results show that the use of special terms do not consistently affect the ef-
fectiveness of our method for form identification by domain: in most cases, the
results are similar, but in some cases the method become completely ineffective.
We omit the numbers here in order to save space.

In the second experiment, we sent to the search engine different descrip-
tive keywords for the experimented domains (e.g., “car” and “vehicles” for the
Autos domain, “employment” and “careers” for the Jobs domain, etc). The
Car Rentals domain was not experimented because we could not define rea-
sonable alternative keywords for it. The results (omitted here in order to save
space) show that different descriptive keywords lead our method to achieve sig-
nificantly different results, often worse than the ones achieved using the names
of the experimented domains, as described in the previous sections.

7 Conclusion

The very nature of the Web (i.e., it is huge, dynamic and decentralized in a way
that pages are freely and autonomously added, deleted, or modified) compels
Web processing methods to evolve from manual to completely unsupervised. Ap-
proaches for domain-specific structured form discovery are no exception, but the
state-of-the-art in form discovery, directly or indirectly, still relies on significant
human intervention. Consequently, novel methods that mitigate the demand-
ing manual work required by the current state-of-the-art in form discovery are
welcomed.

This paper proposes, combines and evaluates a group of heuristic-based domain-
specific structured form discovery methods that require almost no involvement
from the human expert in order to operate, pushing the state-of-the-art in form
discovery towards the evolutionary goal of complete unsupervised execution. The
only manual input needed by our methods is the definition of a few keywords that
appropriately describe the domain of interest (i.e., the domain in which the form
discovery should occur).

Our experiments ran on six domains and employed real Web data composed
of thousands of forms, including a representative subset of the publicly available
DeepPeep form base [2, 3]. Somewhat surprisingly, the automatic training in the
pure-domain scenario led to better results than manual training. In the mixed-
domain scenario, automatic training led to classifiers that were very effective
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(F1 >= 0.8) but poorer than manual training for the domains that present
vocabulary overlap. Of course, in a real application, the actual mix of domains
will sit somewhere between the two scenarios described above. Thus, overall, it is
fair to expect that automatic training will be slightly less effective, but requiring
no human effort in training.

Our form locator is able to locate a significant number of relevant forms from
all the experimented domains, providing enough data to our heuristic-based
form identification methods. Moreover, the form locator relies on a commercial
search engine, and the best results were not dependent on using obscure or
highly specific search keywords. Also, the number of hits needed for the method
to work was fairly small. Thus, the observed results show that the heuristic
approach described in this paper is able to effectively replace manual training
for the cutting-edge form classifiers GFC and DSFC.

There are opportunities for future work. To start with, it would be interesting
to further investigate the performance of the classifiers in detail. Also, it would
be good to understand why adding some keywords hurts the performance of the
form locator, and whether there are ways to find other keywords that would ac-
tually help. Finally, our approach could be extended into a “query-by-example”
method, where the user could give a sample of some data of interest, and the
system would locate forms containing more similar data.
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Abstract. Unsupervised information extraction has been studied a lot
in the past decade. However, not much attention has been paid to its
wrapper maintenance. In this paper, we study wrapper construction and
verification problem based on the given schema and template which is in-
duced from unsupervised page-level wrapper induction system. We model
the verification problem as a constraint satisfaction problem (CSP) for
leaf node label assignment with respect to constraints specified by a finite
state machine (FSM) which is constructed from previous learned schema
and template. If there exists no solution to the CSP, i.e. no valid label
sequence exists, we say the test page fails the verification; otherwise, we
rank all valid label sequences by measuring the fitness of each label se-
quence for extraction. We evaluate the FSM based approach with XML
validation via false positive rate and false negative rate and measure the
extraction performance through extraction accuracy. The experimental
result shows the proposed method can effectively filter invalid pages (zero
false positive rate) and rank the correct label sequence with the highest
score with 96.5% accuracy.

Keywords: Unsupervised Information Extraction, Wrapper Induction,
Wrapper Verification, Extractor.

1 Introduction

Wrapper Induction (WI) which aims to generate rules for Web data extrac-
tion is a key for information integration systems. Many WI approaches have
been surveyed in [2] with different extraction targets (field-level, record-level
or page-level), with various automation degree (supervised, unsupervised), and
with different wrapper representations (HTML tokens, DOM tree paths, etc.).
Although many researches focused on WI, the development of tools for wrapper
maintenance that following up the correctness of the generated wrapper over
time has received less attention.

For supervised WI, wrapper maintenance can be divided into two main tasks:
wrapper verification and wrapper re-induction. Wrapper verification remedies
the cases when the wrapper seems to work normally but the extracted data are
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invalid, while wrapper re-induction repairs the wrapper by gaining new labeled
training data in order to learn new extraction rules. Example of such wrapper
verification systems are RAPTURE [5] and DataProlog [7].

For unsupervised WI, the first thought is that we do not need wrapper verifier
because unsupervised induction can be used to learn new wrappers each time.
However, unsupervised web data extraction usually takes longer time (several
seconds) than pure extraction module based on the induced schema and tem-
plate (several milliseconds). Meanwhile, schema matching is quite challenging
for two schemas without labels. If no good schema-matching algorithm is avail-
able, we cannot use the extracted data directly. Thus, extraction modules for
unsupervised IE systems are still a necessity.

Nevertheless, the construction of an extraction module for page-level WI sys-
tems (e.g. RoadRunner [3], EXALG [1] and FivaTech [4]) is not an easy task
and is much sophisticated than record-level extraction module (e.g. WIEN [5]
and STALKER [8]). For record-level WI systems, the job of the extractor is to
repeatedly match all the occurrences of the record template in the input testing
page. As for page-level WI systems, the job of the extractor needs to align the
whole page with the complete page template that contains sets and optional.
The difficulty of matching optional and sets with similar templates in a new
page makes the alignment especially complex and requires not just template
information but also the data content to assist the comparison.

In this paper, we propose a page-level schema/template verification approach
that detects changes of a website and extracts the embedded data from new
pages based on existing schema and template induced by the unsupervised WI
system FivaTech. Instead of dealing with every node in the DOM tree of a new
page, only leaf nodes (with their respective DOM tree paths) are processed to
verify if the new page complies with the finite state automata built from the
existing schema. That is, there exists a sequence of label assignments for all leaf
nodes such that transitions among labels comply with the state transitions of
the FSM. Finally, we find the best label sequence by measuring the fitness score
of every possible sequence of label assignments such that the data field will be
extracted respectively.

The paper is organized as follows. Section 2 presents background of this re-
search. Section 3 introduces some preliminaries for the definitions of page-level
wrapper induction. Section 4 describes our proposed wrapper verifier. Section 5
presents the experimental results. Finally, section 6 concludes our work.

2 Background

While WI has been widely studied from various aspects, wrapper maintenance
has not been well studied yet. In fact, most wrapper maintenance researches
focus on record-level wrappers. Their wrapper verifiers only check the validity
of extracted data to remedy the situations when the wrappers work normally
while the extracted data are invalid. For example, based on WIEN approach [5],
Kushmerick [6] introduced RAPTURE which uses nine features: digit density,
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letter density, upper-case density, lower-case density, punctuation density, HTML
density, length, word count, and mean word length to measure the similarities
between data observed by the wrapper and that expected.

Similarly, Lerman et al. introduced DATAPROG [7] for the verification of
STALKER [8]. They use examples of previously extracted data in order to ac-
quire semantic descriptions of the data. Two types of features are used to describe
the data: extraction patterns learned by DATAPROG and global numeric fea-
tures. The wrapper verifier checks the correctness of the data extracted for each
data field by statistically comparing two distributions that describe the field in
both the training examples and the new test examples. If the distributions are
statistically the same, the wrapper is judged to be correct; otherwise, it is failed.

For both RAPTURE and DATAPROG, if the extraction process failed due to
template change, the verification of the semantic of data is not necessary. There-
fore, Pek et al. [9] combine template and content verification for record-level
data extraction and verification. The method uses three features for wrapper
validation: the extraction path based on HTML tree structure, the number of
children per parent node, and the number of possible data nodes that could be
extracted by this extraction path. The DOM-tree based feature is considered as
a complementary to RAPTURE to advance the verification during extraction.

In spite of these researches for record-level wrappers, there is no literatures
or studies on page-level wappers construction or verification to our knowledge.
Most wrapper induction focus on record-level extraction, where the wrappers
can rely on pattern match for data extraction. As for page-level data extraction,
the wrappers need to align the whole test page with the induced page template
and schema, which is almost as complex as wrapper induction. In addition,
some researchers might consider unsupervised wrapper induction and schema
matching as a solution for maintaining the consistency of the extracted data.
However, due to limited label information with schema matching, alternative
approach based on page-level wrapper is more reliable.

3 Problem Definition

Deep Web pages are generated by a CGI program which embeds a data instance
x (taken from a database) into a predefined template T where all data instances
conform to a common schema Ω. In this paper, we follows the definition of the
structured data used in EXALG [1] where basic data are allocated in leaf nodes
while composite data (e.g. tuple, set, option, etc.) are allocated in internal nodes.
Figure 1(a) shows an example schema with 5 basic data and 6 composite data,
including 1 set (denoted by {}), 2 options (denoted by ()?) and 3 tuples (denoted
by <>).

The page generation process can be viewed as an encoding process (denoted
by λΩ(T, x)) which embeds a data instance x into the template T , while wrapper
induction is a reverse engineering which decodes from the pages to its template
and schema. Figure 2 shows a page template tree with embeded schema informa-
tion (e.g. schemaType, virtual optional, sid template id, etc.) from Figure 1(a) to



Page-Level Wrapper Verification for Unsupervised Web Data Extraction 457

Fig. 1. (a) A sample schema and (b) The same schema tree with augmented leaf
templates t1, t2 and t3 defined by Figure 2

Fig. 2. A page template tree with embeded schema from Figure 1(a)

define the generation of HTML pages. In principle, all HTML tags are template
patterns, while leaf text can be either template (embraced by CDATA in Fig-
ure 2; e.g. t1=“Avg. Customer Review:”, t2=“List Price:” and t3=“You save:”
at lines 12, 19 and 23, respectively) or data strings (embraced by <text> tags
of basic types).

Given a page template tree with embeded schema induced from page-level WI
system as shown in Figure 2, the task of wrapper verification is to decide whether
an input page follows the template and schema, and to extract the embedded
data if the answer is “yes”.
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4 Page-Level Wrapper Verifier

Our page-level template and schema verifier contains three modules: path-guided
semantic comparison, finite-state-machine (FSM) construction for structure ver-
ification and most possible path selection for extraction. Note that if no path
can be found, the test page is considered invalid for the current template and
schema. In such a case, wrapper re-induction can then be executed to learn new
template and schema.

4.1 Path-Guided Semantic Comparison

To extract data from a test page, we need to match the test page against the
template tree. To avoid recursive comparison and backtracking for mismatch, we
use a path-guided approach and compare leaf texts in the new page with data
items or leaf templates that have identical path in the template tree. To be more
specific, each leaf text x with path p is a candidate instance of basic identifiers
and leaf template that have the same path p.

For example, given a text string “A A CD” with path /html/body/table/tr/td,
we will compare it with leaf identifiers β5 and t1 according to the template tree
in Figure 2. As another example, for the leaf text “Toddler Favorites” with path
/html/body/table/tr/td/b’, we will compare it with basic identifiers β4 and β7 as
well as leaf template t2 and t3. Note that if a leaf text has no candidate identifiers,
it means the test page does not comply with the current page template tree and
there is no need to continue the verification process.

We define node similarity between a leaf text in the test page and a candidate
leaf template or basic identifier as follows. For leaf template candidate, the node
similarity is 1 if the leaf text is identical with the text of the leaf template or 0
otherwise. For basic candidates, we use five features to characterize text strings
for similarity measure of the given leaf text and its candidate basic identifier.
These features are defined and illustrated with string s = ”Op 123-900” as
follows:

– LetterDensity: density of letters in the string; e.g. LetterDensity(s)=0.2.

– DigitDensity: density of digits in the string, e.g. DigitDensity(s)=0.6.

– PunDensity: density of punctuations in the string, e.g. PunDensity(s)=0.1.

– CapitalStartTokenDensity: density of tokens that begins with upper letter,
e.g. CapitalStartDensity(s)=1/2.

– IsHttpStart: whether the string begins with ”http” or not, e.g. IsHttpStart(s)
=0.

Similar to Rapture, we assume that each instance of a basic identifier βc ∈ S
follows a multivariate normal distribution with mean vector μc and variance
vector σc estimated from training examples. Therefore, we can estimate the
probability of a leaf node x = (x1, . . . , xd) to be an instance of this basic identifier
as follows:
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p(x|βc) = N(x|μc,σc) =
1√

(2π)dΠd
j=1σj

exp{−1

2
Σd

j=1(
xj − μj

σj
)2} (1)

where d is the number of features. We also use this probability for candidate
selection. If the probability is greater than a threshold θ, we consider the basic
ID as a candidate for this leaf node; otherwise we remove this basic ID βc from
the CandidateSet. The selection of the threshold is studied in the experiment.

Note that instead of finding the best id for each leaf node, we only filter
impossible IDs for each leaf node. The reason is that if we choose the id with
the maximum probability for each leaf value, we would take only content into
consideration; yet the relation between leaf nodes is ignored. Therefore the best
id for each leaf node will be decided by the schema as shown next.

4.2 Finite State Machine Construction

To verify whether a test page complies with the schema induced from the old
pages, we need to ensure the occurrence order of assigned identifiers/labels for
the leaf nodes follow the schema. Therefore, we make use of the schema tree
with augmented template leaf nodes (see Figure 1(b)) and transform it into a
finite state machine (FSM) with only leaf nodes. The FSM can then be used to
guide the assignment of identifiers/labels for all leaf texts in the new page. As
an example, Figure 3 is the FSM for the augmented schema tree in Figure 1(b).

Fig. 3. A finite automata generated from Figure 1(b)

Constructing an FSM from an augmented schema includes 3 main steps:

Step 1: Create a directed binary tree of basic transitions where each left link
points to the first child and each right link points to the next sibling (Figure
4(a)).

Step 2: Create auxiliary transitions from leaf nodes to internal nodes for set
and optional data types as follows.
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Fig. 4. Generating a finite automata from the augmented schema tree in Figure 1(b)

1. For each “option” node x, find the last leaf node before x, denoted by y,
and the next node of x ’s right most descendant leaf node, denoted by z.
The so called last node and next node is ordered by preorder traversal
such that y denotes the right most descendent leaf node of x ’s left sibling
or x ’s parent’s left sibling if x is the first child and z denotes the first node
following all the leaf nodes in x ’s subtree. For example, the transition
from β5 to O8 is added due to optional node O6 since β5 is the last leaf
before O6 and O8 is the next node of β7, the last descendant leaf of O6.
Similarly, the transition from β7 to SE is added since SE is the next of
the last descendant leaf β11 (See deep-blue dotted lines in Figure 4(b)).
Note that if z is also optional, then additional transition will be added
from y to the next node of z ’s rightmost descendant leaf node until non-
optional node is encountered. For example, the transition from β5 to SE

is added since O8 is optional.

2. For a “set” type node x, we need to add a transition from the right most
leaf node b of x to the set node x to allow repetition. If any ancestor of b
is an option type node, an additional transition from l, the last leaf node
before the ancestor node, to x needs to be added. The node l denotes the
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right most leaf node of the option node’s left sibling1. This is similar to
the skip link added for option nodes, but this transition is added to allow
repetition for set nodes. Again, if any ancestor of l is an option node,
we will repeat the process to add proper links from leaf nodes to some
internal nodes. For example, the set node in Figure 4 will generate three
transitions from β11, β7 (the last leaf node before O8) and β5 (the last
leaf node before O6) to set1 (See light-blue dotted lines in Figure 4(b)).

Step 3: Delete internal nodes such that only leaf nodes of basic type and tem-
plate nodes are reserved. This will be done as follows.

1. For each node v with auxiliary transitions from some leaf f created at
step 2, we create a transition from f to the first leaf under v or v itself
if it is leaf. For example, transitions from β5, β7, and β11 to set1 will be
directed to β4 (the deep-blue dotted lines in Figure 4(c)).

2. For each sibling link from v to r : (i) if v is a leaf and t is an internal,
we create a transition from v to the first leaf under r ; or (ii) if v is an
internal and r is a leaf, we create a transition from r ’s previous node
(i.e. the right most leaf under v) to r ; or (iii) if both are internal, we
instead create a transition from r ’s previous node (i.e. the right most
leaf under v) to the first leaf under r. For example, sibling link from β5

to O6 demonstrates case 1 with a new link from β5 to t1, the first child
under O6. Also, sibling from tuple3 to O8 illustrates case 3 with the new
link from β7 (the previous node of O8) to t2, the first child under O8.

3. Remove all internal nodes and their transitions. Just keep leaf nodes.

Once the FSM is constructed, we then model the task of assigning labels to all
leaf nodes as a constrained satisfaction problem where each leaf node is a variable
with a set of basic/template identifiers as its domain and the transitions among
states in the generated FSM are binary constraints that enumerate possible value
pairs for two consecutive variables (leaf nodes). Therefore, we apply constraint
propagation to reduce the number of candidate IDs for each node. For example,
the only candidate β10 for node 6 with path “/html/body/table/tr/td/span”
implies the previous label could only be t2 and the next label could be t3. Such
arc consistency checking can reduce the number of candidates for each leaf node
and improve the efficiency of label sequence enumeration without backtracking.
In this particular example, one complete sequence of label assignment after arc
consistency checking is β4, β5, t2, β10, t3, β11 as shown on the right most column
of Table 1.

4.3 Finding the Most Possible Label Assignment

If there exists more than one label sequence that complies with the generated
FSM, we would need to decide which label sequence can be used to extract the

1 If the option node is the first child, then l will be the right most leaf node of its
parent’s left sibling.
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Table 1. Data extraction and verification for new page

No. Leaf Node Path CandidateSet State

0 S0

1 Toddler Favorites /html/body/table/tr/td/b β4, β7 β4

2 A A CD /html/body/table/tr/td β5 β5

5 List Prices: /html/body/table/tr/td/b β4, β7, t2 t2
6 6.29 /html/body/table/tr/td/span β10 β10

7 You save: /html/body/table/tr/td/b β4, β7, t3 t3
8 0.62 /html/body/table/tr/td/font β11 β11

9 EOF SE

data2. Two possible measures are considered here. The first one is based on
node similarity as discussed in section 4.1. The second one is based on transition
probability between labels. The transition probability can be obtained based
on the extracted data at earlier time. For example, given the extracted data
sequence:

“β4, β5, t1, β7, β4, β5, t1, β7, β4, β5, t2, β10, t3, β11”,

we could accumulate the transition counts for each state pair. For state pairs
without transition occurence, we give a small value η to differentiate it from
zero probability which denotes no transition is allowed. For example, β7 has
possible transitions to β4, t2, and SE with 2, 0, 0 counts in the above sequence,
respetively. By adding a small value η, the transition probabilities are 2/(2+2η),
η/(2+2η), η/(2+2η), respectively.

Now to make use of the above transition probabilities and the node similar-
ity defined above, we enumerate every possible label and evalute the sequence
probability SP (X,L) for a page X with n leaf nodes x1, x2, ..., xn and label
assignment L= S0, l1, l2, ..., ln, ln+1(SE) as follows:

logSP (X,L) = logTP (S0, l1) +Σn
i=1TP (li, li+1) +Σn

i=1 logP (xi|βli) (2)

5 Experiments

In the following, we make use of Rapture dataset for the experiment. For each
website with n collected pages, we choose two web pages with different keywords
to build the schema and template using FivaTech. We then test these n webpages
to see if they pass or fail the FSM-based verification, and manually examine each
webpage to see if they comply with the induced schema/template (valid) or not
(invalid). The process is repeated n/2 times for each website.

We evaluate the performance via false positive rate (i.e. the percentage of
invalid pages which pass through the verifier) and false negative rate (i.e. the
percentage of valid pages that fail the verification) to compare the proposed
method with XML validation as described below.
2 If some leaf node of the test page is left with no candidate label, then the schema is
considered not complete and needs to be re-induced.
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5.1 Baseline - XML Validation

We use XML validation as the baseline for comparison. XML validation is a
module to check whether an XML file conforms to some XML DTD. We first
transform the training HTML pages into XML files, and then summarize an
XML schema representation, i.e. XSD (XML Schema Description) from these
XML files through the XML2XSD function supported by .NET Framework. For
validation, the XML validation module takes the XSD file of the template and
the XML file of the new page as inputs, and checks whether the XML file is valid
with respect to the XSD file.

Note that XSD considers sibling tags with the same tag name as repeated
elements even if they contain different subtrees, leading to incorrect schema. In
some sense, XML validation only ensures that every path of the test page is a
valid one in the old pages. Thus, we might expect a high false positive rate and
low false negative rate (≈0) for XML validation.

5.2 Verification Effectiveness Evaluation

We first compare the false positive rate from invalid pages (i.e. type I error) for
the proposed methods on Rapture dataset. In our experiment, we did not find
any invalid page that can pass through our FSM verification even with a zero
threshold θ which is used to control the least probability of a leaf node to be an
instance of a basic identifier. All invalid pages would be left with no candidate
during arc consistency checking as shown in Fig. 5. Therefore, we obtain zero
type I error rate for all possible threshold θ. On the other hand, XML validation
has constant type I error 20.2% (i.e. 79.8% specificity) since the parameter θ is
used only for FSM verification.

Next, we compare the false negative rate from valid pages (i.e. type II error).
The result is shown in Fig. 6. As expected, XML validation has zero type II error,
i.e. all valid pages will pass through the validation, while FSM-based approaches
also has zero type II error if no threshold θ is set. As the threshold θ increases,

Fig. 5. False positive rate for FSM-based and XML-based approaches
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Fig. 6. False negative rate for FSM-based and XML-based approaches

type II error increases (around 8.6% to 8.7%) since larger θ will filter more
candidate basic identifiers, leaving less chance for valid pages to pass through
the verification. Since the threshold θ is a mechanism to filter the number of
candidates for each leaf node in the DOM-tree, we can ignore this filtering if
verification time is not too long.

5.3 Extraction Effectiveness

Next, we evaluate the effectiveness of data extraction for pages that pass through
the FSM verification. This is equivalent to check whether the correct label se-
quence can be ranked highest when more than one valid label sequence are
available. We compare the proposed label sequence evaluation in Eq. 2 with in-
dividual effect based state transition probability (the first two terms of Eq. 2)
and leaf node similarity (the last term of Eq. 2). The performance is measured
by accuracy, the number of correctly extracted page divided by the total number
of test pages.

As shown in Fig. 7, leaf node similarity alone performs the best with 99.73%
accuracy rate, while state transition probability also has a good performance
with 96.53% accuracy. The composite of these two factors has a less accuracy
at 99.54%. Meanwhile, when the probability threshold for filtering candidate
labels is increased, all accuracy rates increased slightly except for state transition
probability. For leaf node similarity, the accuracy is 99.89%, while for state
transition probability the accuracy is around 96.23%.

5.4 Page Selection for Wrapper Induction

With this page-level schema/template verification, we can effectively add more
pages that fail the verification to induce a more general schema/template. That
is, we can use verifiers to select only essential pages to induce schema/template,
reducing the time cost for induction on unnecessary pages. In some situations,
the verifier can also be used to detect bugs in the induced schema/template.
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Fig. 7. Best label sequence selection for extraction effectiveness

Fig. 8. Percentage of pages that pass through verification with various training pages
for wrapper induction

To demonstrate this idea, we collect search result pages for nine web sites (as
shown in Table 2) by submitting the same query to each search form and obtain
an average of 20 pages for each website. We use both randomly selected pages
and specific pages for training set, respectively.

For randomly selected pages, we choose k input pages for each web site for
wrapper induction (k=2, 3, 4, 5) and test the generated wrapper to see how
many pages from the same website can pass through the generated extractor. The
process is repeated five times for each web site for a given k. For XML validation,
the coverage is 82% when two pages are used for wrapper induction. The ratio
increases to 94% when five pages are used. This shows that although all pages
are generated by the same CGI program, there are still many schema variations
that are not detected using five pages. Figure 8 shows the percentage of pages
that comply with the induced wrapper for schema verification. If we use only two
pages to induce the wrapper, only 57% pages can pass through FSM verification.
The ratio increases to 82% when five pages are used for wrapper induction.
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Table 2. Number of valid pages with respect to specific training pages

Website # of Pages first+second first+midst first+last first+second+last

BingS 17 16 16 16 16
BookD 23 2 15 15 15
iWatch 18 2 13 13 14
Acm 11 2 3 2 4
YahooS 21 4 10 7 18
CuisineNet 35 32 32 3 34
Dogtoy 17 16 16 2 17
Tradekey 21 3 20 20 20
Tradingpost 19 2 15 15 15

Avg # pages 20.2 8.8 15.6 10.3 17.0

Pass rate N/A 40.1% 72.57% 53.3% 81.17 %

This experiment also echos the high false positive rate of XML validation as the
XSD schema generated by XML allows more (both valid and invalid) pages to
pass the validation.

For specific pages, we try three different combinations of input including {first,
second}, {first, midst} and {first, midst, last} for wrapper induction. The first
and second pages are commonly chosen for training input since they are the ear-
liest pages one could obtain and often contain additional information than other
pages. As shown in Table 2, the percentages of pages that could pass through
verification based on two the first and midst pages are higher (72.57%) than
average (57.44%). If we use three pages first, midst, last, the average percentage
of pages that pass through FSM verification increases to 81.17%. Hence, the
wrapper verifier could be used to test whether the induced template and schema
are complete or not.

6 Conclusions

In this paper, we solve the problem of page-level wrapper maintenance, which
is a problem that has not been studied thoroughly. To solve this problem, we
reduce the full schema tree verification to label assignment problem for leaf
nodes and exploit finite state machine and constraint satisfaction problem (arc
consistency) to verify if the order of label assignments for leaf nodes complies
with the schema.

For performance evaluation, we use XML validation which induces a general
XSD as a baseline for comparison. The experiments show that the proposed
FSM-based approaches have much better effectiveness than XML validation.
XML validation, with high pass rate, has zero false negative rate for valid pages
but high false positive rate for invalid pages; while the proposed FSM-based
approaches guarded by leaf node evaluation and transition probability, with
low pass rate, has zero false positive rate for invalid pages and acceptable false
negative rate for valid pages.
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Abstract. In this paper, we propose a novel blending ranking model,
named Co-Learning ranking, in which two ranked results produced by
two basic rankers interact with each other adequately and are combined
linearly with a pair of appropriate weights. Specifically, in the interaction
process, a reinforcement strategy is proposed to boost the performance
of each ranked results. In addition, an automatic combination method
is designed to detect the better-performance ranked result and assign
a higher weight to it automatically. The Co-Learning ranking model is
applied to the document ranking problem in query-based retrieval, and
evaluated on the TAC 2009 and TAC 2011 datasets. Experimental results
show that our model has higher precision than basic ranked results and
better stability than linear combination.

Keywords: Co-Learning Ranking, Interactive Learning, Automatic
Combination, Ranked Result.

1 Introduction

Ranking, which is to sort a group of objects with certain feature, is applied
widely in natural language process and information retrieval. In recent years,
kinds of supervised and unsupervised ranking methods have been widely studied.
However, neither supervised nor unsupervised methods are able to work well for
all types of ranking tasks. Therefore, it opens a new idea that build a blending
ranking model by integrating different ranking results produced by different
basic rankers. In fact, this issue has already attracted some researchers. One
alternative strategy is learn-then-combine methods [1, 2, 3], which composites
different ranked results after their interactive learning with each other. In this
paper, we are interested in this strategy which includes two ideas as follows.

First, different ranked results can learn with each other. Namely, each result ad-
justs itself and improves its performance by providing reliable and valuable infor-
mation to others. This idea has been successfully applied in the multi-documents
automatic summarization problem [1, 2, 3]. Second, top N instances from each
ranked result are more valuable than the rest. This idea was both employed in
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learn-then-combinemethods [1, 2, 3] and other methods[4, 5]. For example, Zheng
Chen et al. utilized the best k collaborators of a query sentence to finish the in-
teraction ranking process [4]. The user study report [10] also supported this idea.
It pointed out that 62% of search engine users only click on the first page’s items,
and 90% of users click on the first three pages’ items.

In this paper, we think both the interactive learning process and the top
N instances are important for blending ranking. However, some drawbacks in
the learn-then-combine methods proposed in [1, 2, 3] made them unfit for all
kinds of ranking tasks. In detail, similar values between different documents are
involved into the interactive learning process to adjust each basic ranker’s score.
This method may work well on document ranking tasks, but is not fit for other
nun-textual ranking tasks, such as ranking people based on social relationship.
Therefore, we design a novel interactive learning strategy, which is not based on
the ranking target’s type(document or others). In addition, it is not appropriate
to combine two ranked results linearly with a given weight after their interactive
learning with each other. The reason is obvious: the performance of each result
after learning is changing with ranking task. Therefore, one method is necessary
to automatically detect the performance of different ranked results after learning.

Along these lines, we proposed a novel blending ranking model, which tries to
blend any two kinds of ranked results within two steps as follows. This ranking
model is called Co-Learning ranking.

• Interactive Learning Process: two ranked results interact with each other
and adjust each one’s result with guidance of information provided by the
top N instances from the other.

• Automatic Combination Process: based on the interactive learning pro-
cess, detect the performance of each ranked result and grant a matching
weight to each one.

In step (1), Spearman Ranking Correlation Coefficient (SRCC) [6] is employed
to guide the interactive learning process. Its basic idea is that higher rank cor-
relation score between two sequences denotes closer relationship between them.
In this paper, we employ the basic idea of SRCC but improve it (called iSRCC)
for measuring the relationship between two top N ranked instances sequences.
In step (2), we design a simple and effective detecting strategy to detect the
performance of different ranked results.

Compared with the basic rankers and linear combination methods (used as
the ranking criterion), the Co-Learning ranking model only concerns about the
basic ranked score of each instance, and ignore the instance’s category (i.e.,
document, picture or people). Therefore, it can be widely used in various ranking
tasks, such as document retrieval, meta-search engine, pattern recognition and
so on. Furthermore, this model can detect the performance of different ranked
results without supervise. Therefore, it will be work well on different pairs of
basic ranking algorithms by adjusting combination weight automatically. These
pairs could be supervise-unsupervise, like Profile-ListNet [4], or query dependent-
query independent, like cosine-LexRank [1].
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In this paper, we apply this model into the task of query-based document
retrieval and design a novel Co-Learning ranking algorithm. In this algorithm,
two ranked results interactively learning with each other and then to be auto-
matically combined. At last, we show its efficacy on TAC datasets.

The remainder of this paper is organized as follows. Section 2 describes the
approach in detail. Section 3 demonstrates evaluation methodology by related
experimental results. Section 4 discusses conclusion and future work.

2 Co-Learning Ranking Framework

Set I = {i1, i2, ..., in} as the instances to be ranked. R1 and R2 are two ranked
results of I, which are independently produced by two different basic rankers f1
and f2. Ri = {(Idj , valuej)|0 < j <= n}, (i = 1, 2) is two-tuples. Idj denotes
the jth instance in I, and valuej denotes the jth instance’s score calculated by
the basic ranker.

The goal of Co-Learning ranking is to seek a blending ranking model which
is able to boost the final performance by considering the two ranked results.

2.1 Co-Learning Ranking Framework

We develop a Co-Learning ranking framework. For an instances set I, from a
global view, two ranked results R1 and R2 produced by f1 and f2 are not good
enough. However, this pair of results can improve themselves by exchanging in-
formation with each other. Especially, the top N instances in each result may
be more important because they often attract much more attention than the
rest in real ranking tasks [5]. Therefore, in the Co-Learning ranking framework,
R1 and R2 can adjust themselves for many times with the guidance of iSRCC
value u between top N instances in two results. The iSRCC value u is produced
by a ranking reinforcement strategy. This process is called Interactive Learn-
ing Process. Until nothing can be exchanged between them, a blending result
is produced with a weight-decision function h. This function h is formed by
automatically detecting each result’s efficacy. This process is called Automatic
Combination Process. The Co-Learning ranking framework is as follows:

The termination condition I(O) can be defined depending on different appli-
cation occasions. For instance, the top N instances in two results are not changed
any more or the interaction times touch the upper limit.

2.2 Interactive Learning Process

Spearman Ranking Correlation Coefficient. We aim to conduct a frame-
work which could ignore the mechanism of the basic ranking algorithms. Thus,
the basic ranked results and the correlativity between them are very important.
The SRCC is employed to measure the correlation between two results. Formula
(1) presents a simple way to calculate the SRCC value between two sequences :

ρ = 1− 6
∑n

i=1(xj − yj)
2

n(n2 − 1)
(1)
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1 f1 and f2 are employed to rank the instance set I to get ranked results R1, R2;
2 Normalize R1 and R2;
3 repeat
4 Select the top N instances I2 from R2, calculate the iSRCC value u1 as

guidance to adjust R1: Adjust R∗
1 = F (u1, R1, R2);

5 Select the top N instances I1 from R1, calculate the iSRCC value u2 as
guidance to adjust R2: Adjust R∗

2 = F (u2, R2, R1);
6 R1 = R∗

1 ;
7 R2 = R∗

2 ;

8 until I(O);
9 Calculate the combination weights w1 and w2;

10 Combine the two ranked results R1 and R2 with automatic combination
weights w1 and w2: R(xi) = w1R1(xi) + w2R2(xi), i = 1, 2;

where xj and yj are the rankings of the j
th variables in two sequences respectively.

The ranking is generated by sorting variables with their scores. SRCC between
two sequences is denoted as ρs, where ρs ∈ [−1, 1]. (Here assuming there are no
same score for all variables in each group.)

Ranking Reinforcement Strategy. We improve the SRCC to work better on
the interactive learning process. The ranking reinforcement strategy is designed
with following considerations.

• In the framework, the top N instances from one result could guide the adjust-
ment of the other. Hence, we set an interaction degree between two results as
the sum of ranking differentia between the top N instances from one result
and the instances with same Id from the other, other than the differentia
between all pairs of instances.

• The interaction degree between the top N instances in R1 and the same ones
in R2 is considered as an indicator which states how many information R2

can learn from R1, and vice versa.
• In each interactive learning process, both ranked results should keep more
than 50% ranking results of themselves.

Based on the considerations above, formula (2) evolved from formula (1) is
employed to measure the interaction degree between the two ranked results:

ui = 1− 12
∑N

i=1(xj − yj)
2

n(n2 − 1)
(2)

where N denotes the number of top N instances, xj and yj denote the ranking
of jth instance in R1 and R2, n denotes the size of each ranked result.

ui is called as iSRCC value. When N ∈ [0, 0.1n], ui ∈ [0.5, 1].
Based on the iSRCC value u1 and u2, R1 and R2 adjust themselves as follows:

R∗
1.valuej = u1 ∗R1.valuej + (1− u1) ∗R2.valuej (3)
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R∗
2.valuej = u2 ∗R2.valuej + (1− u2) ∗R1.valuej (4)

According to formulas (2) (3) (4), a reinforcement strategy based on the im-
provement of SRCC is designed.

Through the interactive learning process, the two cooperators will come into
agreement gradually. Until nothing exchanges with each other, this process is
ended. Because the adjustment is guided by the positive instances from two
sides, both ranked results are boosted after the process.

2.3 Automatic Combination Process

Though the performance of each ranked result is improved by the interactive
learning process, the final result generated by linearly combining the two results
with appointed weights is still not the best option. Reasons are obvious: differ-
ent ranking tasks employ different ranking functions, but well knowing about
every pair’s performance is difficult. Moreover, it is still not sure about how
much each ranked result is improved through the interactive learning process.
So it is also hard to assign them appropriate weights. In addition, we note that
the ranked result with slighter adjustment implies better performance because it
only needs less information to improve itself. Along these lines, we design an au-
tomatic combination strategy, which can detect the performance of each ranked
result via the interactive learning process. Explicit description of the automatic
combination strategy is presented as follows.

The iSRCC value ui(i = 1, 2) between two ranked results are changing with
the interaction process, so a stronger fluctuate of ui denotes a bigger adjustment
of ith result. Usually it further implies worse performance of ith ranked result
compared with the other one.

Upon the discussion above, a simple but effective detecting method is proposed
as follows:

wi = max(ui)−min(ui) (5)

where max(ui) and min(ui) are the maximum value and the minimum value of
ui. w1 and w2 are a pair of weights to combine the two ranked results.

Combination weights wi ∈ [0, 1](i = 1, 2) are normalized as follows:

w∗
i =

wi

w1 + w2
(6)

Then, the final result produced by linearly combining the two learning-after
results with w∗

1 and w∗
2 is shown as follows:

R.valuej = w∗
1 ∗R1.valuej + w∗

2 ∗R2.valuej (7)

Besides, there are some smooth measures for w∗
1 and w∗

2 :

• If the two weights are equal, then their contributions are regarded as same,
i.e., if w1=w2=0, then w∗

1= w∗
2=0.5.

• In order to let each ranked result hold some right in the final decision making,
i.e., if 0 ≤ w∗

i ≤ 0.1, then w∗
i = 0.1; if 0.9 ≤ w∗

i ≤ 1,then w∗
i = 0.9, i = 1, 2.

Based on the detecting method above, a dynamic combination strategy is
formed.
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2.4 Application Scenario

Co-Learning ranking framework has many applications. How to using it will
depend on the specific situation of task. Here we are interested in the task of
query based document retrieval. The basic ranker can be a complex search engine
or just a simple classifier [1] or a learn-to-rank function [8, 9].

Given a document set D, a query sentence q and a basic ranker f , the score
of each document d in D can be calculated by the basic ranker f . As the ba-
sic ranker’s performance is not satisfactory, it is needed to select a method to
blending different ranked results. Here, two critical steps are involved, namely
document ranking based on query sentence and the results blending of different
basic rankers. In this paper, we focus on the blending step mainly, by employing
Co-Learning ranking framework.

With two basic rankers f1 and f2, the Co-Learning ranking framework pro-
posed above is instantiated as a Co-Learning ranking algorithm. It blends two
basic ranked results in query-based document retrieval. The algorithm is detailed
in Algorithm 1.

input : document set D and a query sentence q
output: Final ranked result R.

1 Rank D with f1 and generate ranked result R1;
2 Rank D with f2 and generate ranked result R2;
3 Normalize R1 and R2:

Ri.valuej =
Ri.valuej−min(Ri.valuej)

max(Ri.valuej)−min(Ri .valuej)
, i = 1, 2; j = 1, 2, . . . , n;

4 repeat
5 Calculate the iSRCC value u1 of R1 with formula (2);
6 for i =1 to n do
7 Adjust R1 with formula (3);
8 end
9 Calculate the iSRCC value u2 of R2 with formula (2);

10 for i =1 to n do
11 Adjust R2 with formula (4);
12 end
13 R1 = R∗

1 ;
14 R2 = R∗

2 ;

15 until u1, u2 don’t change any more or the iteration times (M) touch the upper
limit ;

16 Detect the performance of each ranked result, namely calculate w1 and w2

with formula (5);
17 Normalize w1 and w2 with formula (6);
18 for i =1 to n do
19 Generate final result R with formula (7);
20 end

Algorithm 1. Co-Learning ranking
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The most confidential documents number N can be defined upon the docu-
ment set size n and the number of the documents that most relevant to query
sentence q.

3 Experiment and Analysis

3.1 Datasets and Basic Rankers

We take TAC 2009 [11] and TAC 2011 [12] datasets as experimental analysis
data. Both corpuses contain 880 documents and 44 query sentences. For each
query sentence, 20 of 880 documents in each set are most relevant.

In this paper, each dataset is divided into two parts: training corpus and
testing corpus. There are 660 documents and 220 documents in the two corpuses
respectively. For each query sentence, 5 of 220 documents in the testing corpus
are most relevant. The training corpuses are used for training the basic rankers.
The testing corpuses are used for testing the performance of each basic rankers
and different kinds of combination methods, including linear combination and
Co-Learning ranking method. As the testing result is a binary judgement (i.e.,
relevant or irrelevant), we employ Mean Average Precision (MAP) [7] as the
performance evaluation.

In this experiment, we select two kinds of unsupervised models as the weak
basic rankers and list as follows.

• Random Projection (f1): RP model allows to substantially reducing the
n-dimensional document space into a random d -dimensional subspace where
d� n, while still retaining a significant degree of its structure.

• LDA (f2): LDA model is a topic mixture proportions, each document is
drawn from some latent topics with multinomial distribution, and each topic
is drawn from a list of words with multinomial distribution.

The two models are quite different from each other. Both can be used in query
based retrieval task. When applied in the two datasets, their MAP values are
poor, as shown in the third line of Table 1.

3.2 Impact of Interactive Learning Process

In order to evaluate the impact of interactive learning process on the performance
of difference pairs of combination, the MAP of the two learned and ranked results
are shown in Table 1. Here, we tried different values of N (i.e., N=5, 10, 15 )and
tested on the two datasets. The results are shown in Table 1.

As is shown in Table 1, both ranked results are boosted after the interactive
learning process. Specially, the weaker result always can be significantly boosted,
on both TAC 2009 and TAC 2011 sets. In addition, when setting N = 15, both
basic rankers have the biggest improvement. This clearly proves our theoretical
analysis.

For further evaluating how much each query task is improved through the in-
teractive learning process, we show the before learning and after learning results
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Table 1. MAP of two basic rankers and MAP of them after interactive learning process

N
TAC 09 TAC 11

RP LDA RP LDA

Before learning 0.210 0.581 0.147 0.691

5 0.419 0.605 0.415 0.708

10 0.599 0.620 0.570 0.713

15 0.647 0.627 0.642 0.714

Fig. 1. MAP of RP and RP* in 44 queries over TAC 2009 and TAC 2011

produced by RP basic ranker. Here, we set N=10 and test it on TAC 2009 and
TAC 2011 datasets respectively. The results are shown in Fig.1 (RP* denotes
the RP result after learning, RP denotes its original result).

From Fig. 1, we obverse that, each query result has a significant improvement
after the interactive learning process. Some of them even reach to 100%. That
means, the effectiveness of our proposed reinforcement strategy for the weaker
ranked result is evidently.

3.3 Stability of Co-Learning Ranking

In order to test the impact of automatic combination process on the final result,
we applied the two ranked results on two corpuses and observe the variety of
MAP with N changing. As comparison, we also measured the MAP of linear
combination ranking (e.g., R(xj) = λR1(xj)+(1−λ)R2(xj)) with varied λ. The
results are shown in Fig.2(a) (b).

From Fig. 2, we can see, compared with the linear combination, the varieties
of Co-Learning ranking result are much small (less than 3%). In the linear com-
bination method, the performance greatly relies on the combination weight. Its
MAP value shows widely changes (more than 40%). Therefore, the Co-Learning
ranking method shows its stability significantly. That is to say, no matter what
the value of N is and how much difference between two original ranked results,
the final results are always very promising.
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Fig. 2. (a) MAP of Co-Learning ranking with N changing from 5 to 20; (b) MAP of
linear combination ranking with w changing from 0.1 to 0.9

In addition, the final results are also better than each basic ranker’s result. For
example, on data set TAC 2009, it is boosted 7% compared with LDA original
result and boosted 44% compared with RP original result. It achieves a much
better performance than the RP original ranked result when it is applied in the
corpuses alone.

Generally speaking, the best performance of Co-Learning ranking is almost
equal to the best of linear combination method, while the worst performance of
Co-Learning is much better than the one of the later. In short, the Co-Learning
ranking shows its strong stability and better performance, fitting for more uni-
versal and expandable scenarios.

4 Conclusions and Future Work

In this paper, we propose a Co-Leaning ranking framework, which can be ap-
plied into various applications. In the framework, first, the two ranked results
learn interactively with each other and adjust themselves under the guidance of
the proposed reinforcement strategy. Then, an automatic combination method
is put forward to detect the performance of two ranked result and to assign a
pair of matching weights to them. The proposed framework is applied into the
query-retrieval task as a scenario. Experimental results show that the proposed
framework can significantly outperform their original version and has much bet-
ter stability than the linear combination method.

As future work, we plan to focus on the following issue: (1) Study the blending
of supervised algorithm with unsupervised algorithm and applied it into other
ranking tasks. (2) Try to employ other automatic combination strategies.
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are very grateful for these generous supports.



Co-Learning Ranking for Query-Based Retrieval 477

References

1. Wei, F., Li, W., Liu, S.: iRANK: A Rank-learn-combine Framework for Unsuper-
vised Ensemble Ranking. J. Am. Soc. Inf. Sci. Tec. 61(6), 1232–1243 (2010)

2. Wei, F., Li, W., He, Y.: Co-feedback Ranking for Query-focused Summarization.
In: The ACL-IJCNLP 2009 Conference Short Papers, pp. 117–120. ACL Press,
Singapore (2009)

3. Wei, F., Li, W., Wang, W., He, Y.: iRANK: An Interactive Ranking Framework and
Its Application in Query-focused Summarization. In: The 18th ACM Conference on
Information and Knowledge Management, pp. 1557–1560. ACM Press, New York
(2009)

4. Chen, Z., Ji, H.: Collaborative Ranking: a Case Study on Entity Linking. In: The
Conference on Empirical Methods in Natural Language Processing, pp. 771–781.
ACL Press, Edinburgh (2011)

5. Xia, F., Liu, T.Y., Li, H.: Statistical Consistency of Top-k Ranking. In: Advances
in Neural Information Processing Systems, vol. 22, pp. 2098–2106 (2009)

6. Spearman, C.: ‘Footrule’ for Measuring Correlation. British Journal of Psychology,
1904-1920 2(1), 89–108 (1906)

7. Baeza-Yates, R., Ribeiro-Neto, B.: Modern Information Retrieval. ACM Press, New
York (1999)

8. Cortes, C., Mohri, M., Rastogi, A.: Magnitude-preserving Ranking Algorithms. In:
The 24th International Conference on Machine Learning, pp. 169–176. ACM Press,
Corvallis (2007)

9. Qin, T., Zhang, X.D., Tsai, M.F., Wang, D.S., Liu, T.Y., Li, H.: Query-level Loss
Functions for Information Retrieval. J. Inform. Process. Manag. 44(2), 838–855
(2008)

10. iProspect Search Engine User Behavior Study (April 2006),
http://www.iprospect.com/

11. TAC 2009 Update Summarization Task,
http://www.nist.gov/tac/2009/Summarization/

12. TAC 2011 Update Summarization Task,
http://www.nist.gov/tac/2011/Summarization/

http://www.iprospect.com/
http://www.nist.gov/tac/2009/Summarization/
http://www.nist.gov/tac/2011/Summarization/


Fine-Grained Access Control

for RDF Data on Mobile Devices�

Owen Sacco1, Matteo Collina1,2, Gregor Schiele1, Giovanni Emanuele Corazza2,
John G. Breslin1, and Manfred Hauswirth1

1 DERI, National University of Ireland, Galway
{owen.sacco,gregor.schiele,john.breslin,manfred.hauswirth}@deri.org

2 University of Bologna, Italy
{matteo.collina,giovanni.corazza}@unibo.it

Abstract. Existing approaches for fine-grained access control for RDF
data suffer from high overhead, making them ill-suited for mobile de-
vices. This makes it difficult to develop mobile applications that manage
personal RDF data in a privacy preserving manner. In this paper we pro-
pose a new approach to realise fine-grained access control for mobile de-
vices. We show how fine-grained privacy settings for personal information
stored in mobile devices can be described using the Privacy Preference
Ontology (PPO) – a light-weight vocabulary for defining fine-grained
privacy preferences. Moreover, we introduce a two stage privacy preser-
vation approach for efficient filtering of personal information on mobile
devices. Our approach combines (1) an efficient query-based analysis
stage with (2) a result filtering stage based on the privacy preferences
described using PPO.

Keywords: Semantic Web, Access Control, Mobile, Privacy, PPO,
PPM, Gambas.

1 Introduction

Web information systems are getting mobile. Due to more powerful mobile de-
vices like smartphones and tablets, users increasingly let them manage and pub-
lish their personal data like social network information or sensor readings. This,
in combination with the increasing popularity of Linked Data technologies like
RDF and SPARQL, has led to the need to develop efficient data storage systems
(i.e. RDF stores) for mobile devices. However, current storage systems such as
RDF on the Go [6] do not offer efficient support for fine-grained access control
for the data contained in them. This makes it difficult to develop mobile applica-
tions that manage personal RDF data in a privacy preserving manner. Existing
approaches for access control for RDF data either suffer from high overhead,
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making them ill-suited for mobile devices – or do not provide fine-grained con-
trol, i.e. the ability to control access at the level of individual triples (e.g. by
filtering triples resulting from SPARQL queries).

In our previous work [10,8], we presented a Privacy Preference Ontology
(PPO) – a light weight vocabulary for defining privacy preferences for RDF
data – and a Privacy Preference Manager (PPM) [9] enforcing them. However,
this system induces large overhead on mobile devices.

In this paper we propose a new approach for fine-grained RDF data access
control that is specifically designed for mobile devices. Our approach allows users
to specify privacy preferences and enforces them when RDF data is accessed. It
is co-located with the data and executed entirely on the user’s mobile device.
No external server support is needed, giving the user full control over his/her
data at any time without trusting an external party. Our approach is based on
RDF and SPARQL, modelling privacy preferences with RDF and checking them
with SPARQL queries. This allows us to reuse the full power of RDF/SPARQL
support in the existing RDF store on the mobile device without the need to add
an additional reasoner or specific parser to process language specific rules. At the
same time we retain the expressiveness of access control policies. Our approach
does not assume any special support from the RDF store and can be used on
top of any RDF store that offers support for SPARQL. To filter RDF triples
we introduce a novel two stage approach that combines (1) an initial efficient
query analysis stage that extracts the necessary metadata about the query and
the (2) filtering phase that filters the result set without having to access the
store for additional metadata (about the query). Our evaluation shows that this
improved filtering algorithm results in a 10 times increase in system performance
compared to our previous approach.

The paper is structured as follows: Section 2 presents our scenario, our privacy
preference ontology PPO and privacy preference manager PPM. Based on this,
Section 3 presents the current PPM filtering algorithm which was not published
in our previous work. Then, we introduce our new improved filtering algorithm
in Section 4. Section 5 presents evaluation results. Finally, Section 6 gives an
overview of related work before we wrap up the paper with future work and a
conclusion in Section 7.

2 Access Control for RDF Stores on Mobile Devices

Consider two friends Alice and Bob who want to exchange personal data with
their smartphone devices. Each device by default denies access unless otherwise
instructed by its user. Alice uses her smartphone, contacts Bob’s smartphone
and asks for his location. Bob receives a notification that Alice has requested
to access his location. Bob grants Alice access and this privacy preference is
stored in his smartphone. Alice can now retrieve and view Bob’s location on her
smartphone. Other data is still not accessible. Next time Alice requests to view
Bob’s location, if the request matches Bob’s stored privacy preference, then she
is automatically granted (or denied) access. Otherwise, Bob is notified about
Alice’s new request and decides whether to grant her access or not.
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To realise this example we propose an access control system for RDF stores
on mobile devices. By storing the data directly on the users’ mobile devices,
users can have full control over their data without trusting any external server
or provider. However, the access control algorithms must be executed on the
mobile device, too and thus they must be very efficient to respond in a timely
fashion and not waste battery life.

Our approach models access control policies for RDF data using the Privacy
Preference Ontology (PPO). PPO is non-domain specific and can model privacy
preferences for any RDF scenario. In this section, we provide an overview of
PPO and we explain how we model privacy preferences using it. Subsequently,
we describe how the Privacy Preference Manager (PPM) enforces such privacy
preferences by filtering out RDF data based on them. The PPM is datastore
independent and therefore can be easily customised to provide fine-grained access
control to any datastore.

2.1 Privacy Preference Ontology (PPO)

PPO1 [8,10] is a light-weight Attribute-based Access Control (ABAC) vocabulary
that allows users to describe fine-grained privacy preferences for restricting or
granting access to non-domain specific Linked Data elements, such as Social
Semantic Data. Considering that PPO is described in RDF(S), it does not require
a specific parser or reasoner but it retains the expressivity of fine-grained access
control policies similar to rule-based approaches. Among other use-cases, PPO
can be used to restrict part of FOAF2 profile records to users that have specific
attributes. It provides a machine-readable way to define settings such as “Grant
read access to my location only to Alice”.

As PPO deals with RDF(S)/OWL data, a privacy preference defines: (1) the
resource, statement, named graph, dataset or context it must grant or restrict
access to; (2) the conditions refining what to grant or restrict (for example
defining which instance of a class as subject or object to grant); (3) the access
control privileges (including Create, Read, Write, Update, Delete and Append);
and (4) an AccessSpace, defined by either an agent or a SPARQL query that
specifies a graph pattern that must be satisfied by the requesting user.

Example. Figure 1 illustrates Bob’s privacy preference that restricts his loca-
tion only to Alice. The location is modelled as an instance of type SpatialThing3

which includes longitude and latitude. Hence the privacy preference is applied
to any resource of this type – in our case, Bob’s location. In this example Alice
is granted the read access to Bob’s location.

1 PPO – http://vocab.deri.ie/ppo#
2 Friend-of-a-Friend (FOAF) – http://www.foaf-project.org
3 WGS84 – http://www.w3.org/2003/01/geo/wgs84_pos#

http://vocab.deri.ie/ppo#
http://www.foaf-project.org
http://www.w3.org/2003/01/geo/wgs84_pos#
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PREFIX ppo: <http :// vocab.deri.ie/ppo#> .

PREFIX wgs84: <http :// www.w3.org /2003/01/ geo/wgs84_pos #>

<http :// bob.com/PrivacyPref #1> a ppo:PrivacyPreference ;

ppo:hasCondition [ ppo:classAsSubject wgs84:SpatialThing ];

ppo:assignAccess acl:Read;

ppo:hasAccessSpace [

ppo:hasAccessAgent <http :// alice.com/me> ].

Fig. 1. Bob’s privacy preference to grant Alice his location

2.2 Privacy Preference Manager (PPM)

The PPM [9] is an access control manager that allows users to create privacy
preferences for RDF data. The manager also filters the requested data by re-
turning only a subset of the requested data containing only those triples that
are granted access as specified by the privacy preferences. The PPM was de-
veloped as a Web application – either as a centralised Web application or in a
federated Web environment. The privacy preferences are stored separately from
the data and can only be accessed by the PPM.

Although the PPM is suited for Web environments, it is not originally designed
for operating on mobile devices due to their limited resources – such as processing
power, memory resources and battery life. To port the PPM to mobile devices we
modified the enforcing algorithm substantially to reduce the number of querying
operations needed for filtering. In addition we designed a new filtering algorithm
that extends our previous one to further reduce the number of queries.

3 PPM Access Control Filtering Algorithm (PPF-1)

The original PPM access control filtering algorithm (called PPF-1 in this paper)
consists of (1) a matching part which maps the triples in the requested result
set to the specific privacy preferences that apply to the triple; and (2) a filtering
part that filters the result set by checking which triples a requester is granted
access. This algorithm was not published in our previous work and therefore in
this section we provide a detailed overview.

Initially, PPF-1 expects a list of requested triples and a set of privacy pref-
erences. With these, PPF-1 first matches the triples to their corresponding pri-
vacy preferences; then, it checks what the requester can access and grants the
requester a filtered result set.

Algorithm 1 illustrates the matching between triples and privacy preferences.
This part iterates through every triple in the result set and for every triple
it checks all the privacy preferences to match which ones apply to the triple.
The algorithm checks whether each privacy preference applies to: (1) the named
graph in which the triple resides; (2) a resource in the triple; and (3) a rectified
statement – i.e. the triple’s subject, predicate and object.
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Data: resultSet and privacyPreferencesList
Result: (1) protectedTriplesList; (2) unprotectedTriplesList ;

(3) accessAgentsList ; and (4) accessPrivilegesList.
List<PrivacyPreference> pList ← privacyPreferencesList;
List<Triple> rs ← resultSet;
Triple t ← new Triple();
PrivacyPreference p ← new PrivacyPreference();
forall the t ∈ rs do

forall the p ∈ pList do
if p.Match(t) then

pURI ← p.getPrivacyPreferenceURI();
aURI ← p.getAgentURI();
privilege ← getAccessPrivilege();
protectedTriplesList.add(t, pURI);
accessAgentsList.add(aURI, pURI);
accessPrivilegesList.add(privilege, pURI);

else
unprotectedTriplesList.add(t);

end

end

end
Algorithm 1: Privacy Preferences and Triples Matching

The algorithm checks whether each privacy preference has a condition that
specifies: (1) the resource must be the subject of the triple; (2) the resource must
be the object of the triple; (3) the subject of the triple must be an instance of a
certain class; (4) the object of the triple must be an instance of a certain class;
(5) contains a particular predicate; and (6) contains a particular literal.

For most of these checks, the values in both the requested triples and in the
privacy preferences are tested to check whether they are both the same. However,
for testing whether a subject or object of the triple are instances of a particular
class, the algorithm queries the store each time a privacy preference (for each
triple) is tested. The algorithm constructs a query that gets the class type of the
subject or object. If the class type matches with the restricted class then the
algorithm returns true. Otherwise it fetches the endpoint URI of the datastore in
which the class types for the subject or object are specified. The endpoint URIs
are mapped to the subjects and objects. Once the class type is retrieved, the
algorithm returns whether they match (true) or not (false). Once all the triples
are iterated, the filtering part filters the protected triples.

The filtering algorithm checks that for each triple in the protected triples
list, the agent has been granted access by matching the privacy preference URI
bound to the triple with the URI bound to the agent. If these match, then the
triple is added to the access triples list. Once completed, the filtering algorithm
sends back the access triples list that represents the filtered result set.
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4 Extended Access Control Filtering Algorithm (PPF-2)

PPF-1 has a major performance bottleneck in the privacy preference matching
phase: for each restricted triple PPF-1 executes a query on the RDF store to
test whether the subject or object is of a particular class type. This may result
in a large overhead since executing a query can be expensive – specifically on
mobile devices with restricted resources. To increase efficiency, the number of
necessary store accesses for identifying the class of a resource must be reduced
without losing PPF-1’s fine-grained control over data access.

In this section we introduce an extended filtering algorithm (called PPF-2)
that fulfils these requirements. The main idea of PPF-2 is to identify the class
of a resource by analysing both the requested query and the ontologies used by
the data. To reduce the effort of analysing the used ontologies, we perform an
ahead-of-time indexing phase for the ontologies at the system start time. This
index is later used to identify the given classes. With this ahead-of-time indexing
in place, the actual filtering process becomes a two stage algorithm, as follows:
(1) analysis of the query to derive the resources’ classes (Stage 1); (2) filtering
of the triples (Stage 2), using the knowledge derived in Stage 1.

In the following we describe how we realise Step 1. Stage 2 is similar to the
filtering done in PPF-1 and thus not explained again.

4.1 Knowledge Extraction from the Ontology and Query

Our solution is based on a query analysis step that allows to identify the classes
of each resource based on the attributes that are used in the query. The query
analyser parses the SPARQL query and for each resource it extracts inbound and
outbound properties. Inbound properties are extracted from the triples in which
the resource is the object. Outbound properties are extracted from the triples
in which the resource is the subject. Based on these properties it is possible to
identify the classes of a resource by looking at the ontologies data. Our approach
uses a closed-world assumption, i.e. we assume that the filtering algorithm knows
every ontology on which a privacy preference can be defined. This assumption is
valid because: if an ontology is unknown when the privacy preference is defined,
then the PPM can retrieve it before any actual query is run.

Similarly to accessing the store, querying the ontologies is a slow process.
This can be improved by indexing the ontologies (once) before any actual query
is run. The index is built by leveraging two relationships for properties defined
in RDF Schema 4: rdfs:domain and rdfs:range. The first is used to state that
any resource that has a given property is an instance of a class, while the second
is used to state that the values of a property are instances of a class. Thus, both
of them can be used to derive the actual class(es) of a resource.

Example. Figure 2 shows a SPARQL query usable to extract the location
(given as latitude and longitude) of a given user and the noise level at this loca-
tion. The ?user is modelled as a gambas:User, a subclass of foaf:Agent. The

4 RDF Schema – http://www.w3.org/TR/rdf-schema/

http://www.w3.org/TR/rdf-schema/


484 O. Sacco et al.

PREFIX gambas: http ://www.gambas -ict.eu/ont/

PREFIX wgs84: http ://www.w3.org /2003/01/ geo/wgs84_pos #

SELECT ?lat ?long ?noise

WHERE {? user <gambas:userLocation > ?location .

?location <wgs84:lat > ?lat .

?location <wgs84:long > ?long .

?location <gambas:noiseLevel > ?noise}

Fig. 2. A SPARQL query example where the resources’ class can be uniquely deter-
mined by the query analysis step

?location is a gambas:Place, a subclass of dol:Location 5, which has an at-
tached wgs84:lat (latitude) and wgs84:long (longitude). In order to derive the
classes of the variables in the query of Figure 2, the algorithm proceeds as fol-
lows for the ?user resource: (1) extract the <gambas:userLocation> property;
(2) access the index on rdfs:domain using the property as key; (3) access the
linked classes set, which contains only the gambas:User class. A similar approach
can be applied to the ?location resource.

In the following section we will show a comparison of the performances of this
modification versus the base case.

5 Evaluation

In order to evaluate the performance gain achieved by our extended filtering
algorithm, we conducted a number of experiments on a Google Nexus 7 device
running Android 4.2.2. Our system is implemented in Java. We compared two
configurations with a PPM running on top of an RDF On the Go data store
[6]. In the first configuration the PPM is using our previous filtering algorithm
PPF-1. In the second one, the PPM is using our new filtering algorithm PPF-2.

The evaluation dataset was composed of 15000 triples, containing data about
seven real-world user profiles. Using this dataset we executed a sample query on
a user’s topic interests and filtered the intermediate results with both algorithms
(PPF-1 and PPF-2). Since we are mainly interested in the overhead induced by
access control instead of query execution, we measured the execution time for
filtering, omitting the time needed to execute the sample query on the dataset.
The latter time depends only on the underlying RDF store and thus is the same
for both filtering algorithms. To characterise the filtering performance in sce-
narios with different complexity, we varied both the number of triples in the
intermediate result and the number of checked privacy preferences. Each exper-
iment was repeated ten times. We started measuring after an initial preheating
phase consisting of ten filtering runs. This reduced the variance introduced by
the Android Just-in-Time optimiser. Moreover, each experiment was executed

5 DOLCE – http://ontologydesignpatterns.org/wiki/Ontology:DOLCE%2BDnS

Ultralite

http://ontologydesignpatterns.org/wiki/Ontology:DOLCE%2BDnS_Ultralite
http://ontologydesignpatterns.org/wiki/Ontology:DOLCE%2BDnS_Ultralite
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Fig. 3. Performance with varying size of
result set

Fig. 4. Performance with varying number
of privacy preferences

independently in a separate Android App, with no other running App and with
all synchronisation services disabled – further reducing variances.

Figure 3 shows the execution time for filtering an intermediate result set
of varying size (10, 100, and 1000 triples) using a single privacy preference.
As can be seen, PPF-2 clearly outperforms PPF-1 by at least a factor of 10,
confirming the effectiveness of the predefined index technique (see Section 4).
Even for an intermediate result set of 1000 triples (representing the result of a
query matching a comparatively large number of the 15000 triples in the RDF
store), PPF-2 requires only approximately 0.7s to check access and filter the
result set. In comparison, PPF-1 requires nearly 8s, making it unsuitable for
many scenarios, e.g. interactive systems. The time required for filtering a mid
size intermediate result set of 100 triples is around 0.02s for PPF-2 (compared
to approximately 1.4s for PPF-1). Filtering a small intermediate result set of
only 10 triples is nearly not measurable with both algorithms.

Figure 4 shows the execution time for filtering an intermediate result set
of fixed size (1000 triples) using a varying number of privacy preferences (1,
100, and 1000 preferences). Again, PPF-2 clearly outperforms PPF-1 for all
measurement points, reducing the absolute time for filtering triples with 100
privacy preferences to around 1s, down from 8.7s. Interestingly, the results for
filtering with one privacy preference are quite similar (0.7s for PPF-2, down
from 7.5s) due to fixed (i.e. size-independent) execution efforts. For 1000 privacy
preferences, PPF-2 can still outperform PPF-1 by a factor of approximately 2.5
but both algorithms may still be too slow to be used in time critical scenarios
(with PPF-1 requiring around 11.6s and PPF-2 around 4.6s).

Note that the presented results are only valid for situations in which the
original query contains knowledge that can be used for filtering optimisation.
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This may not always be the case. Therefore we also conducted experiments
with an unbound query that requested all triples in the RDF store. This query
contains no knowledge for PPF-2. In this case PPF-2 is reduced to PPF-1. It
must access the store for each triple check and thus cannot perform better than
PPF-1. This is confirmed by our measurements, since the results for PPF-1 and
PPF-2 are the same in this case.

6 Related Work

Access control privileges for RDF data can be modelled using the Web Access
Control (WAC) vocabulary6. However, this vocabulary is designed to specify
access control to entire RDF documents rather than to specific data contained
within the RDF document. Privacy policies can be modelled using the Plat-
form for Privacy Preferences (P3P)7. It specifies a protocol that enables Web
sites to share their privacy policies with Web users expressed in XML. P3P does
not ensure that Web sites act according to their publicised policies and it does
not enable end users to define their own privacy preferences. The authors in [5]
propose a privacy preference formal model consisting of relationships between
subjects and objects in Social Semantic Web applications. However, the pro-
posed formal model does not provide fine-grain access control for RDF data.
Similarly, the authors in [7] also propose an access control model for semantic
networks. However, they do not cater for RDF data in mobile devices. RelBac
[4] is a relational access control model that provides a formal model based on re-
lationships amongst communities and resources. It is also not intended for RDF
data stored in mobile devices.

The authors in [1] propose an access control framework for Social Networks by
specifying privacy rules using the Semantic Web Rule Language (SWRL). How-
ever, this work does not support processing SWRL rules on mobile devices and
requires a specific parser to process the SWRL syntax. The authors in [3] com-
pare 12 rule-based languages for enforcing access control. Most of them require
defining a large amount of rules for defining access control policies. Moreover,
these require specific reasoners and parsers; apart from a system to enforce them.

Finally, the authors in [2] propose an access control vocabulary that is similar
to our PPO and a manager similar to our PPM. However, their model applies
only to named graphs. Although they provide support for mobile devices, the
access control policies are sent to a central server and processed on this server.
Our approach supports access control filtering directly on mobile devices.

7 Conclusion and Future Work

Access to personal data on mobile devices must be controlled tightly and effi-
ciently. In this paper we presented our approach for fine-grained access control

6 WAC — http://www.w3.org/ns/auth/acl
7 P3P — http://www.w3.org/TR/P3P/

http://www.w3.org/ns/auth/acl
http://www.w3.org/TR/P3P/
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for RDF data on mobile devices. It allows users to fully control access to their
data directly on their mobile devices, increasing their trust in the system. As
we have shown, Linked Data technology like RDF and SPARQL can be used
– even on mobile devices – to realise access control for RDF data. By using
RDF to model our privacy preferences and a SPARQL engine to check them, no
special rule language and reasoner components are necessary. Instead, the store
managing the user data can be used to realise the access control on this data.
Our experiments show that to be efficient such a system should combine multi-
ple techniques, e.g. pre-indexing, query analysis as well as result filtering. Our
work can be extended in several directions. Firstly, an evaluation of the impact
of the proposed index on a combination of different types of privacy preferences
is needed. Secondly, access space queries remain problematic, as they need to
be tested on the store. It should be possible to address this in a similar manner
as PPF-2 by analysing and building indexes for access space queries prior to
executing the filtering algorithm.
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Abstract. WISE 2013 Challenge is designed to be a competition of
technologies and systems for challenging problems of web information
system engineering over real-life web data. The challenge has two tracks,
namely entity linking track (T1) and Weibo prediction track (T2). The
design of both tracks and results are summarized in this report.

1 T1: Entity Linking Track

WISE 2013 Challenge T1 task1 is to label entities within plain texts based
on a given set of entities. The set of entities used for labeling are extracted
from the Wikilinks dataset2. In this challenge, the attendants are given a test
corpus (in English) of plain texts, and a list of entities (distinct Wikipedia URLs
extracted from the Wikilinks dataset). Attendees are required to automatically
label the mentioned entities or concrete concepts within the given test corpus,
using the given Wikipedia URLs. Results will be evaluated based on the recall
and precision of entities and concrete concepts that have been correctly labeled.

The Wikilinks dataset contains around 3 million entity names (Wikipedia
URLs) and their 40 million mentions. Since a certain percentage of Wikipedia
URLs in the current Wikilinks dataset are in wrong format, a revised version
of the dataset is used1. The attendants are however allowed to use any other
datasets, as long as the linked entities in the submitted results are from the
provided dataset.

Attendees need to find solutions to automatically detect mentions of entities,
and link the detected mentions to entities in the given entity file. Detection of
proper nouns such as Shanghai, Google Translate, IBM, is relatively easy. For
concepts (that typically as classes of entities), attendants are suggested to ignore
those common concepts such as trip, book, hotels, because they will be excluded
from evaluation whether they are correctly labeled or not. However, concrete
concepts such as Chinese characters, guidebooks, online travel agencies will be
considered for evaluation. It is sometimes not that easy to distinguish between
common concepts and concrete concepts. The attendants are suggested to label

1 http://deke.ruc.edu.cn/wisechallenge/
2 http://www.iesl.cs.umass.edu/data/wiki-links
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a concept as concrete as possible. For example, the concept online travel agencies
will be better than travel agencies. If a concrete concept has a linking entity, the
label to a relatively general concept will be treated as a negative label.

1.1 Evaluation

Attendees are expected to submit results of a solution in a single file, with each
line representing a label of a mention to an entity in the following format:

file ID mention start pos entity URL mention

The test files are labeled manually by experts, to generate a set of labels as
ground truth. Note that both proper nous and concrete concepts are labeled
in the ground truth label set. We further generate a subset of ground truth
which contains only labels of proper nouns. It is called proper nouns label set.
The submissions will be evaluated based on the percentage of the correct labels
covering the full ground truth label set, and the percentage of the correct labels
covering the proper nouns label set. Therefore, each run will be evaluated using
two scores, one for the recall of both concrete concepts and proper nouns, and
the other for the recall of proper nouns only. In addition, the precision of both
concrete concepts and proper nouns is also considered.

1.2 Results

Finally, 13 runs from 6 teams are submitted. Among them, three teams achieved
the best performance in 3 measures respectively. They are listed in Table 1.
Details of the techniques of winners will be discussed in their papers respectively.

Table 1. Best results of the entity linking task

team Recall of PN + DC Recall of PN Prec. of PN + DC

Northeast University, China 0.475 0.449 0.140

Beihang University 0.442 0.456 0.278

University of Brasilia 0.401 0.387 0.425

2 T2: Weibo Prediction Track

WISE 2013 Challenge T2 task3 is based on a dataset collected from Sina Weibo,
the dominant micro-blog service (http://weibo.com) in China. In this challenge,
the attendees are required to build a system for predicting Weibo users’ age
range.

The original dataset was crawled from Sina Weibo via the open API Sina pro-
vided4. The dataset distributed in WISE 2013 Challenge is preprocessed by the

3 http://www.wise2013.org/wise2013challenge.html#T2
4 http://open.weibo.com/

http://www.wise2013.org/wise2013challenge.html#T2
http://open.weibo.com/
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following steps: 1) user IDs are anoymized; 2) user name mentioned in tweets is
removed, and also re-tweet content; 3) original tweets are them segmented into
words, and each Chinese word are mapped to a unique integer. After all pre-
processing steps, there are only alphanumeric contents in the dataset. The final
dataset released in the track consists of three files: 1) user Info: it includes basic
information about users (anonymized user ID, tags, jobs, personal description,
age, gender, education etc.); 2) tweets: it includes basic information about tweets
(user ID, timestamp, segmented tweet content); 3) user birthday: It includes the
user’s birthday (only provided in training dataset). All the birthday information
is obtained from Sina, and may contain noisy data inevitably (some user may
fill in the incorrect birthday for privacy concern). It should also be noted that
the dataset is not complete, yet is only a sample of the whole dataset in the Sina
micro-blogging service.

Attendees are required to build a system for predicting Weibo users’ age range.
There are four age ranges (1, 2, 3, and 4) in total. Each represents by an integer
number. Specifically, range 1 represents the age interval [0-18], range 2 represents
the age interval (18-24], range 3 represents the age interval (24-35], and range 4
represents the ages above 35. Every user’s age falls into one of the four ranges,
and the goal of this task is to achieve high prediction accuracy.

2.1 Evaluation

Attendees are expected to submit results in a single plain text format with
17519 rows, in which each row contains 2 fields (separated by a tab): the user id
and the predicted range value. A small dataset with the same setting (without
user birth file) is provided for testing purpose. Each submission is evaluated by
Micro-averaged F-Measure.

2.2 Results

Finally, submissions from 6 teams are received. Among them, two teams achieved
the best performance in terms of F-Measure. Both teams tried diversed classifi-
cation models, and the highest reported accuracy are tied on 83%. And we finally
select the team from Renmin University of China as the winner as they tried a
wider range of models that offer more insight into this task, and the runner-up
is East China Normal University. Details of the techniques of these teams will
be discussed in their papers respectively.

Acknowledgement. This work is partially supported by National 863 High-
tech Program (Grant No. 2012AA011001).
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Abstract. The WISE 2013 conference proposed a challenge (T1 Track)
in which teams must label entities within plain texts based on Wikilinks
dataset which comprises 40 million mentions over 3 million existed enti-
ties. This paper describe a straightforward two-fold unsupervised strat-
egy to extract and tag entities, aiming to achieve accurate results in the
identification of proper nouns and concrete concepts, regardless the do-
main. The proposed solution is based on a pipeline of text processing
modules that includes a lexical parser. The solution labelled 8824 texts,
and the results achieved satisfying precision measures.

Keywords: Information extraction, Text analysis, Entity extraction,
Wikilinks.

1 Introduction

With the rise of the Semantic Web, the need for built-in mechanisms for defin-
ing relationships between data becomes even more relevant [1]. Nevertheless, to
identify relations within a myriad of information is still a challenge. For large
corpus of data, it is impractical to manually label each text in order to define
relations to extract information.

Automatic extraction of information from textual corpora is a well-known
problem that has long been of interest in Information Extraction (IE) research.
Named entity recognition (NER) is one of the first steps in many applications
of IE and other applications of Nature Language Processing. A NER system
allows the identification of proper nouns in unstructured text. The NER problem
usually involves names, localizations, dates and monetary amount, but it can be
expanded to involve the concrete concept identification as well [2]. After entity
recognition, entity matching is the task of identifying to which entity from a
knowledge base a given mention in free text refers [3].

This paper is focused on the Entity Linking Track (T1), a challenge to create
an automatic system that identifies entities within simple texts and relate them

� This research has been partially supported by the CAPES and FINEP grants.The
authors also thank the Electronic Warfare Education Center of Brazilian Army.
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to the respective URLs of Wikipedia’s set of entities provided by WISE. The
Wikilinks dataset consists of over 3 million lines, where each line represents
an entity and its over 40 million mentions. Attendees need to automatically
detect proper nouns and concrete concepts. We present a straightforward two-
fold unsupervised strategy to extract and tag entities, aiming to achieve accurate
results in the identification of proper nouns and concrete concepts, regardless the
domain. The proposed solution is based on a pipeline of text processing modules
that includes a lexical parser. This general solution may be applied in any text
corpus when an entity set is known. Even if there is no performance requirement
in this track, the large number of entities and plain text to be processed in a
short period is a constraint itself.

This paper is organized as follows: In Section 2, we provide a formal descrip-
tion of Data. After that, the problem definition and approach of the solution
are described in Section 3. Section 4 reports on our experimental results and
evaluation and Section 5 closes the paper with conclusions and a discussion of
future work.

2 Formal Description of the Data

In order to supply a theoretical analysis of the data, we use a similar formaliza-
tion as the one used in [5] and later in [4], for a Disambiguation to Wikipedia
(D2W) problem.

Consider we are given a file f , containing a list of entities and its mentions,
where each line represents a Wikipedia URL. Consider we are given a plain text
document d with a set of named entities N = {n1, . . . , nN}. We use the term
named entity (NE) to denote the occurrence of a proper name or a concrete
concept inside a plain text. Our purpose is to produce a mapping from the set
of named entities to the set of Wikipedia entities (URLs) W = {e1, . . . , e|W |}.
It is possible for a NE to correspond to a entity that is not listed within f ,
therefore a null entity is added to the set W . Each Wikipedia entity has a set
of mentions M = {m1, . . . ,mN} associated to itself in the file f . According to
[4], to match the named entities with the Wikipedia entities may be expressed
as a problem of finding a many-to-one matching on a bipartite graph, with NEs
forming one partition and Wikipedia entities the other partition. We denote the
output matching as a N -tuple Γ = (e1, . . . , eN) where ei is the more precise
match, or the disambiguation, for NE ni.

A local NE approach matches each named entity ni apart from the others. The
match is defined by some parameters. Let φ(ni, ej) be a score function reflecting
the likelihood that the entity ej ∈ W is the more precise match for ni ∈ N .
Previous research considers that to identify all named entities based on a local
approach can be expressed as optimization problem, as the one presented in the
following:

Γ ∗
local = argmaxΓ

N∑
i=1

φ(ni, ei) . (1)
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Local approaches define a φ function to establish which one is the most accu-
rate matching, by assigning higher scores to entities with content similar to that
of the input document. Global approaches work in a more complex manner, by
matching the entire set of NEs simultaneously, aiming to improve the coherence
among the linked entities [4]. We intend to show that even a simpler approach,
such as local matching, provides sound results that may be competitive with the
state-of-the-art global oriented approaches. By keeping it simple, it is possible
to reach very interesting results with limited resources.

3 Problem Definition and Approach

The entity linking method we propose here for entity recognition and extraction
follows the basic framework for any IE system, summarized by [6]. The solution
may be described in five main steps: (1) The entity file and the text corpus are
pre-processed to load the database and to remove formatting issues, respectively;
(2)Each plain text of the corpus is tokenized and grammatically annotated with
its POS tag; (3) Each sentence is analyzed to detect proper nouns and concrete
concepts, and the NEs are extracted using a set of rules; (4)The solution will
identify to which URL from the Wikilinks entity file, those NEs in plain text
refers; (5) All the chosen NEs and their respective entities are compiled in a
result’s file. A more detailed description of these steps is reported in the following
topics and summarized in the overview of the architecture in Fig. 1.

Fig. 1. Overview of the System Architecture. Each internal box represent a process.
The external elements are an example of the solution applied to a single sentence.
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Pre-processing. TheWikilinks entity file is processed and, as a result, database
tables are created. All the entities and their respective mentions are organized in
two separate tables. In addition, each entity is processed to create an auxiliary
table, containing the tokens of the core words of the entity, which will be used
as one of the matching parameters.

Tokenization. The pre-processed texts are divided into tokens and they go
through an automatic grammatical tagging for its appropriate part-of-speech.
An automatic tagger tool grammatically annotates each mention, and for each
token it is assigned the most common Part-Of-Speech (POS), according to the
Penn Treebank tag set[7]. The POS result is persisted in the database and will
be used in the sentence analysis and extraction. The tokenization is done to the
complete plain text.

Sentence Analysis and Entity Extraction. The Sentence Analysis step
aims to identify proper noun groups and concrete concepts based on parsing. It
is not the purpose of this research to perform a complete, detailed parse tree
for each sentence. Instead, the system needs only to perform a partial parsing.
We analyzed the grammatical structure of proper nouns and concrete concepts
and proposed a couple of regular expressions, regex, to guide the solution to find
these terms within the plain text. This technique identify these fragments de-
terministically based on purely local syntactic cues. For this reason, its coverage
is limited. We defined a group of regular expressions based on the word level of
the English Penn Treebank POS tag set. The description of the occurrences is
shown next. The result of each sentence analysis is a set of NEs in the plain text
that correspond either to a proper noun or to a concrete concept.

Regular Expressions to identify Proper Nouns and Concrete Concepts

(REGEX #1: Proper Nouns) p+n? (REGEX #2: Concrete Concept) a?n+

p:[/NNP, /NNPS] a:[/JJ]

n:[/NN, /NNS] n:[/NN, /NNS]

Entity Matching. The goal of entity matching is to determine whether the
NE refers to which Wikilinks entity. To accomplish that goal, we defined a score
function φ(ni, ej) to reflect the likelihood that the entity ej ∈ W is the more
precise match for ni ∈ N . We calculate 4 parameters, varying from 0 to 1, being
1 the perfect match. We estimate the weight of each parameter and choose the
entity with the highest overall score to be linked in the NE. There are four
parameters for our solution:A: Match within the core words; B: Match with the
phrase context; C: Number of mentions of the entity; D: Match with the text
context. The final score function is defined by the equation

φ(ni, ej) = αA+ βB + γC + δD . (2)

The parameter C is independent of the word received and gives a sense of
the size of the entity. All the constant (α, β, γ, δ) weights were calibrated by
specialists.



Entity Extraction within Plain-Text Collections WISE 2013 Challenge 495

Design of Solution. The object of the present work is to achieve high precision
level in labelling entities within plain texts. To achieve this goal, we developed a
solution as illustrated in Fig. 1. The algorithms were implemented in Java, C#
and Python. The processed data was loaded to a Postgrees database. The parser
used by the algorithms was the extension of the Tree Tagger toolkit1. The texts
were executed in a Dell PowerEdge R710 with 16 x Quad-core Intel Xeon E5630
2.53 GHz, Cache 12MB and 141 GB RAM.

4 Experiments and Evaluation

The test corpus dataset provided by WISE 2013 Challenge contain 8.824 files
to be analyzed, with a total size of 19.2 MB of text. The smaller file is 573
bytes, whereas the biggest is 3.182 bytes. The number of lines of text within
the corpus is 522.600. The average number of lines per text is 58. The minimum
number of lines from a text has 6 lines. The maximum number of lines on a text
is 250. We chose randomly a representative sample of the texts and a set of 3
specialists analyzed the samples and manually label proper nouns and concrete
concepts that they think were relevant entities in each of the texts, in a process
similar to the one executed by WISE 2013 Challenge Committee. The equation
was calibrated according the comparison between the specialist answer and the
solution answer.

The evaluation of the corpus text was made based on the WISE 2013 Guide-
lines, in which all proper nouns should be identified in the results. In addition,
the evaluation ignored common concepts (usually common nouns) and focus on
the concrete concepts. The results show a recall of proper nouns and concrete
concepts of 40,1%. The recall of proper nouns only was 38,7%. The overall pre-
cision of the solution was 42,5%, the best results in the challenge. The f-measure
was 41,27%, showing the strength of our solution.

In some of the texts, the automatic solution identified and linked some con-
crete concepts that were not predicted by the specialists. This results showed
that our algorithm returned a large number of the relevant results (recall) and
returned substantially more relevant than irrelevant results.

5 Conclusions

In the WISE 2013 Challenge T1: Entity Linking Track, we were asked to identify
and link entities within plain text with the Wikilinks dataset. In this paper, a
synthesis formalization of the problem and an overview of the architecture and
the steps developed in the solution were presented. We successfully achieved
the basic requirement to identify the proper nouns and concrete concepts from
8824 plain texts, with competitive precision and recall evaluation measures. The
architecture is very scalable and we assumed that basic semantic relations can
be inferred from matching given lexical-syntactic patterns. The contributions of

1 http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/

http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/
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this paper can be noted as: a) developed an EI system to label automatically
the English texts by WIKI entities with reasonable precision; b) proposed an
algorithm to implement a local approach disambiguation with no training data
requirements or restrict domain limitations.

During the development of the EI system, we overcame various difficulties such
as the non-specific domain limitation, the ambiguity around concrete concepts
and proper nouns and the lack of training data. As part of future works, we
intend to implement the proposed solution to a specific domain, such as the
energy industry, to evaluate if a controlled vocabulary it is possible to achieve
even higher precision and recall measures.

Even the proposed solution is used for the entity extraction within plain-
text collections, it still has great potential application in industry for exam-
ple to extract the keywords from daily operation schedules and system log to
avoid possible accidences in the important equipment etc. This opens a new line
or research in both Nature Language Processing and Data Mining in energy
industry.
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Abstract. WISE 2013 Challenge T1 is to label entities within plain
texts based on a given set of entities. The set of entities used for labeling
is extracted from the Wikilinks dataset. For the given test corpus (in
English) and a list of entities, the challenge will automatically label the
mentioned entities or concrete concepts within the given test corpus. In
this report, we present ELS, which is an efficient entity linking system
that can detect the entities effectively. Firstly,we convert each file into a
list of tokens. In order to make sure the labeled concepts are concrete,the
windows model is designed to extend the tokens. As the same entity may
be linked by different URLs,we select the optimal linking via edit dis-
tance. Finally, we conduct extensive experiments to verify the efficiency
of our proposed ELS.

Keywords: entity, entity linking, Wikilinks.

1 Introduction

TheWiki is a website which allows people to add, modify, or delete the content via
a web browser usually using a simplified markup language or rich-text editor [1].
At present, the wiki website contains a large amount of entities and corresponding
explanations. For the given list of entities which are extracted from the Wikilinks
dataset, the WISE Challenge T1 is to label entities within plain texts using the
given Wikipedia URLs. For example, for the test sentence “getting ready for a
trip through China”, we should first label China as an entity and then provide its
linking URL in the Wikipedia, such as http://en.wikipedia.org/wiki/China.

The entities are usually nouns,and the most simple way to label entities is to
detect the proper nouns such as Shanghai, Google Translate, IBM. However, this
challenge suggests to ignore the common concepts such as trip, book, hotels. The
concrete concepts such as Chinese character, guide books, online trave agencies
are more significant. It is sometimes not that easy to distinguish between com-
mon concepts and concrete concepts, so the challenge requires to label a concept
as concrete as possible. For example, the concept “online travel agencies” will
be better than “travel agencies”.

To achieve high performance of entity linking, the ELS system is built in the
report. We use the Java programming language to write ELS for both efficient
execution and reusability. All the given entities are stored in the MySQL [2]
database. For the given test corpus, we can label the entities by matching them
with the entities in the database. Furthermore, the windows model is designed
to make the labeled entities more concrete.

X. Lin et al. (Eds.): WISE 2013, Part I, LNCS 8180, pp. 497–502, 2013.
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The rest of this report is organized as follows. Section 2 is the preparatory
stage which describes the storage of the given list of entities. Section 3 describes
the design and implementation details of our system. A performance evaluation
is presented in Section 4. And finally, Section 5 concludes the whole report.

2 Storage of the Given Entities

Based on the given list of entities, the most direct approach for entity linking is
string matching. For example, if a single word or phrase exists in the given list
of entities, we can see it as the new mention of the matched entity. Based on
this consideration, it is necessary to organize the given entities in proper data
structures to guarantee the match efficiency.

By parsing the given list of entities in the Wikipedia, 5,599,138 entities are ex-
tracted. It’s important to note that the same entity may have multiple mentions.
All these mentions are considered as the entities used for matching.

Due to the large amount of the entities, MySQL database is used to store and
manage them. The most simple way is to store all the entities and correspond-
ing Wikipedia URLs in the same data table. However, the big table is hard to
maintain and the key word searching in it is time consuming. In the report, all
the given entities are hashed to relatively small tables. The organization of the
tables is shown in Figure 1.

MySQL Database

Table-a Table-b Table-c Table-z

Fig. 1. The data tables used for maintaining the given entities

In the report, 27 tables are created. And according to the first letter of the
entities , the entities are inserted into different tables. For example, we insert
the entity whose first letter is “a” or “A” into Table-a shown in Figure 1. By the
same way, other entities are inserted into the corresponding tables from Table-b
to Table-z. Additionally, in the given list there are some entities which start
with the number or special symbols, such as 1.98 Beauty Show,@Home. For this
kind of entities, we insert them into the table of Tableother. Taking Table-a as
an example, its table schema is shown in Table 1. The column of “entityname”
stores the concrete entities in the given list and the column of “url” stores the
corresponding URLs. The entities and corresponding URLs are stored as varchar
in the MYSQL database and the engine type of the table is MYISAM.
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Table 1. The table schema of Table-a

Field Type Null Key

url varchar(3100) NO

entityname varchar(300) NO

3 System Design and Implementation

The goal of the report is to build a system which can label the entities in the
test corpus. This section will give the concrete design and implementation of the
proposed ELS entity linking system.

3.1 Preprocessing

For each test file in the test corpus, we will first convert it into a single string.
Furthermore, we encapsulate each word in the string on the Class of Token. The
class diagram of Token is shown in Figure 2. There are three member variables
in the class. The variable of startpos is used to store the start pos of the word
in the string; The variable of name is used to store the content of the word; and
partofspeech is used to store the part of speech of the word. For example, for
the test string “getting ready for a trip through China”, the values of the word
“China” are 33, China, and noun.

+getter()
+setter()

-startpos : int
-name : string
-partofspeech : string

Token

Fig. 2. The class diagram of Token

Following the encapsulation, the test file is converted into a list of Tokens.

3.2 The Windows Model for the ELS Entity Linking System

According to the requirement of the WISE Challenge, the concrete concept is
better than the common ones. For the given test corpus, to make the labeled
entities concrete, the windows model shown in Figure 3 is designed.

For the input list of tokens, the labeling starts from the first token, such
as the token 1 in Figure 3. It is possible that several consecutive tokens stand
for a single concept. For example, the concept “geography book” contains two
tokens. We think the concept which contains more tokens will be more concrete.
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Table-a Table-b Table-c Table-z

token 1 token 2 token 3 token 4 token 5 token n 

window

token 1 token 2 token 3 token 4 token 5 token n 

window

token 1 token 2 token 3 token 4 token 5 token n 

window

(a)

(b)

(c)

Fig. 3. The windows model for the ELS entity linking system

Based on this idea, we set a window to extend the tokens. Supposing that the
current token is token 1, we do not match the content of token 1 with the
entities in the database directly. Instead, more tokens involved in a window (the
tokens in the red rectangle in Figure 3) are considered. For all the tokens in the
window, we will find the matched longest token substring starting from token
1. For example, if the substring {token 1, token 2, token 3} is matched with
an entity in the database, then the substring will be returned as the concrete
concept. After the matching, the window will slide to the right. The current
window is shown in Figure 3(b). If the matched longest substring is {token 1,
token 2}, then the next window is shown in Figure 3(c). In the windows model,
the bigger the window is, the more concrete the concept will be.

To improve the precision of the labeled entities in the test corpus. Two addi-
tional tools are used to filter some unreliable entities. The first one is the stop
word list. All the words in the word list will not be labeled as an entity in any
case. The second one is OpenNLP [4] by which the part of speech of a word
can be easily labeled. For a single word, if the part of speech is not noun or
verb-noun, we do not label it as an entity.

3.3 Entity Linking

The final step of the system is to link the labeled entity with the corresponding
URL in the Wikipedia. According to the entity list given byWISE 2013, the same
entity may be linked by different Wikipedia URLs. Therefore, it is necessary to
select the optimal one as the final linking result.

For the given entity e and its corresponding URLs set U = {url1, url2, ..., urln},
the edit distance f(e, urli) is used to measure the distance between e and urli.
The final linking URL of e is computed by Equation 1.

linkurl(e) = armmin
i∈U

f(e, urli) (1)
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Here, the edit distance measures distance as the number of operations required
to transform a string into another. More details are referred to [3].

3.4 The Overall Algorithm

The overall entity labeling and linking algorithm is shown in the following. We
first convert file into a list of tokens tokenarray (line 1). For each window ex-
tended by tokens,we find the matched longest token substring as entity (line
4). If the entity is not Null,we can get its corresponding URLs set US (line 6).
Finally we select the optimal one as the final linking linkurl and write the result
to file (line 7,8).

Algorithm 1 The overall algorithm

Require: windowsize,file
1: converted file into tokenarray
2: while tokenarray.hasNextWindow() do
3: windowtokens ← NextWindow(tokenarray,windowsize)
4: entity ← getmaxMatch(windowtokens)
5: if entity �= NULL then
6: US ← entity.getURLset()
7: linkurl ← entity.getoptimalone(US)
8: writetofile(entity, linkurl)
9: end if
10: end while

4 Performance

In order to evaluate the performance of our system,1500 files were randomly
selected from the test corpus for testing. These selected files are labeled manually
by experts, to generate a set of labels as standard result. Total of 34,399 entities
are labeled. We get the result in a single file, with each line representing a label
of a mention to an entity in the following format:

file id mention start pos entity URL mention

Figure 4 shows recall-windowsize and precision-windowsize plots. Recall refers
to the proportion of the entities labeled correctly in standard result. Precision
refers to the proportion of the entities labeled correctly in all entities labeled.
For example,when the window size is 3,our approach labels a total of 116,501
entities, of which 16,335 are correctly labeled. The recall is 0.4748(16335/34399)
and the precision is 0.1402(16335/116501). It’s easy to note that both recall and
precision are increasing along with the window size,for the bigger the window
is, the more concrete the concept will be. For example, the concrete concept
“online travel agencies” will be detected when the window size is 3 or more.
However,when we set the window size is 2,this concrete concept will be ignored.
Instead,we will get two common concepts,“online”and “travel agencies”.
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Fig. 4. The result of testing

5 Conclusion

In this report, we present ELS, the system for labeling entities and linking with
the Wikipedia URLs. In the ELS system, the MySQL database is used to main-
tain all the given entities. Specially, to improve the query efficiency, the given
entities are inserted into 27 different tables according their first letters. For the
input test corpus, we convert each file into a list of tokens and then label the
entities by matching them with the entities in the database. Based on the list
of tokens, the windows model is designed to make sure the labeled concepts are
concrete.

For each labeled entity, several different Wikipedia URLs may be related. In
the report, the edit distance is used to compute the distance between the labeled
entity and each related Wikipedia URL. We select the URL which has minimum
distance with the labeled entity as the final link.

Acknowledgments. This report is supported by the 863 Program under (Grant
No. 2012AA011004), the National Natural Science Foundation of China (Grant
No. 61003060) and the Fundamental Research Funds for the Central Universities
(Grant No. N110404010).

References

1. Wikipedia, the free encyclopedia, http://en.wikipedia.org/wiki/Wiki
2. MySQL, http://www.mysql.com/.
3. Wagner, R.A., Fischer, M.J.: The string-to-string correction problem. Journal of the

ACM 21(1), 168–173 (1974)
4. OpenNLp, http://opennlp.apache.org/

http://en.wikipedia.org/wiki/Wiki
http://www.mysql.com/.
http://opennlp.apache.org/


Combining POS Tagging, Lucene Search

and Similarity Metrics for Entity Linking

Shujuan Zhao1, Chune Li1, Shuai Ma1,�, Tiejun Ma2, and Dianfu Ma1

1 SKLSDE Lab, Beihang University, China
2 University of Southampton, UK

{zhaosj@act.,lichune@act.,mashuai@,madf@}buaa.edu.cn,
tiejun.ma@soton.ac.uk

Abstract. Entity linking is to detect proper nouns or concrete concepts
(a.k.a mentions) from documents, and to map them to the corresponding
entries in a given knowledge base. In this paper, we propose an entity
linking framework POSLS consisting of three components: mention de-
tection, candidate selection and entity disambiguation. First, we use part
of speech tagging and English syntactic rules to detect mentions. We
then choose candidates with Lucene search. Finally, we identify the best
matchings with a similarity based disambiguation method. Experimental
results show that our approach has an acceptable accuracy.

Keywords: Entity Linking, POS Tagging, Lucene Search, Similarity
Metrics, Mention Detection.

1 Introduction

Entity linking is to detect proper nouns or concrete concepts (a.k.a mentions)
from documents, and to map them to the corresponding entries in a given knowl-
edge base (KB) [1]. The research has attracted a lot of interests since its inven-
tion, due to the rapid expansion of Web information that leads to a great need of
extracting useful knowledge from the Web. Moreover, the structured Web knowl-
edge, i.e. Wikipedia1, is increasingly becoming mature, which makes it possible
to dig out more detailed information. For example, question answering tasks
first find the expansion terms or synonyms of questions by linking user queries
to Wikipedia, and then search answers with these synonyms [2]. However, link-
ing entities manually is tedious and requires a lot of efforts. Our goal is to link
mentions automatically in documents to Wikipedia URLs to significantly reduce
manual efforts. Thus we propose an entity linking framework POSLS, which com-
bines Part-Of-Speech tagging [3], Lucene search [4] and similarity metrics [5] for
entity linking, and we correlate a target mention with its corresponding unique

� Contact author, and Shuai is supported in part by NGFR 973 grant 2014CB340300
and 863 grant 2011AA01A202, SKLSDE Lab grant SKLSDE-2012ZX-08, and the
Fundamental Research Funds for the Universities.

1 http://www.wikipedia.org/
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KB entry. Specifically, the KB here contains 2,860,422 entries, and each entry is
associated with two columns: entity names (in forms of Wikipedia URLs) and
the collected mentions associated with the entities.

Given a corpus of plain texts and a KB as inputs, our approach first utilizes
the Stanford’s POS tagging technique [3] to analyze categories (verb, noun or
adjective etc.) of every word, after which proper nouns are detected. Moreover,
most of the concrete concepts could be identified based on the relationships of
adjacent words. Next, the candidate URLs (entities) corresponding to a mention
are to be detected. In order to speed up the search process, we treat each entry
of the KB as a document and index them in Lucene search engine [4]. After
querying the mention using Lucene, we further decide the best matching URLs,
by comparing the similarity between the detected mentions and the given entity
mentions in the KB for candidate URLs with similarity metrics, e.g., q-grams and
edit distance (see [5] for a survey). Meanwhile, we also utilize history information
for the disambiguation of some proper nouns in the process.

In conclusion, our main contributions are (1) an entity linking framework
combining existing techniques, such as POS Tagging, Lucene search and simi-
larity metrics, (2) a set of English syntactic rules for entity detection, and (3)
an entity disambiguating method based on similarity metrics.

Organization. The paper is organized as follows. Section 2 depicts the related
work. Section 3 describes how our framework POSLS works for entity linking.
Section 4 contains an experimental analysis, followed by the conclusion section.

2 Related Work

The challenges of entity linking lie in mention detection and entity disambigua-
tion. As to detecting mentions, Medelyan et al. [6] proposed an n-gram method,
using a sliding window on the input article and comparing every n-gram with
stop words omitted (stop words appear frequently and have no special mean-
ings, such as “a” and “the”). Mihalcea and Csomai [7] constructed a controlled
vocabulary composed of Wikipedia article titles and surface forms (anchor texts
that refer to other Wikipedia links), to which is referred in mention detection.
However, it is costly and time-consuming to prepare a vocabulary bank and use
n-gram searching when the input document is large. Mendes et al. [8] firstly used
LingPipe Extract Dictionary-Based Chunker [9] and then exploited POS tagger
of LingPipe to get rid of mentions that were made of verbs, adjectives, adverbs
and prepositions. Our approach is similar, but we first make the POS analysis,
and then take advantage of English syntactic rules to find mentions that are
primarily nominal phrases.

For entity disambiguation, the key is to compute the relevance with certain
similarity metrics to get the top match results. [10] built a vector space based on
a bag-of-word model and made use of the cosine similarity, and [11] further used
the category feature of Wikipedia attributes. Other better methods may con-
sider overlap (Jaccard Cofficient) between the first paragraph of the Wikipedia
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article and input document [7] and the edit distance between titles and men-
tions [12], or apply intricate interlinks of articles to compute the relevance score
of URLs [13]. Generally, pure similarity comparing methods get an ordinary per-
formance in specific domains. Nowadays, similarity metrics combining machine
learning [12, 14] or graph model [13] usually obtain a good performance. How-
ever, preparing a representative training set is costly and constructing graph
is time-consuming. Here we utilize similarity metrics [5] and previous detected
mentions in a document to find the best matchings.

3 POSLS: An Entity Linking Framework

Given a corpus of documents and a knowledge base with Wikipedia URLs and
their mapping mentions, our entity linking framework POSLS automatically
detects mentions (proper nouns and concrete concepts) in these documents, and
links them to best matching KB entries. The final output contains documents
IDs, offsets of the detected mentions in the documents, detected mentions and
their matching URLs in KB.

Table 1. English Syntactic Rules for Concrete Mentions

No. Rules Meanings Explanations

R1 (NN| NNP| NNS|
NNPS)+

mentions composed of nouns noun phrases: one or more sin-
gular, plural or proper nouns

R2 (JJ| JJS)+ ·R1 mentions starting with ad-
jectives and ending with
nouns

one or more adjectives fol-
lowed by R1

R3 R1· ‘of’ · S∗ ·R1 mentions with “of”, such as
“History of China”

noun phrases followed by “of”,
an arbitrary string and R1

R4 R1· T · R1 mentions with the geni-
tive marker, e.g., “Stan-
ford’s POS tagging tech-
nique”

noun phrases followed by T
and R1

Symbols ∗, +, | and · denote any number of occurrences, one or more occurrences,
alternation and concatenation, respectively. NN: singular noun or mass; NNP: proper
singular noun; NNS: plural noun; NNPS: proper plural noun; JJ: adjective; JJS: su-
perlative adjective; S: characters; T: the generative maker ’s or ’.

3.1 Detecting Mentions

The first step is to detect possible mentions appeared in the input documents. We
utilize the Stanford’s POS tagging technique [3], which further uses the Penn
Treebank Tag set [15] to get proper nouns and acquire concrete concepts, in
terms of a set of English syntactic rules expressed in regular expressions, shown
in Table 1. The rules are reasonable for mentions that are nominal phrases.
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The four rules could embody necessary possible concepts appeared in English
articles. Experiments also show that the method could detect mentions with a
high recall. Besides, we ignore common single words, such as “trip” and “school”,
from a list of 1500 most frequently used nouns2.

3.2 Searching Candidates

The second step is to find a list of URL candidates from the given KB for each
mention. Ambiguity is common in English because of polysemy, difference of
contexts and morphological diversity (acronym, abbreviation and alterable or-
der) [16]. For instance, “tree” may refer to “plant tree” or “tree data structure”;
although “China” could be a country name, it could also refer to “the history
of China” or “the culture of China” in different contexts. In the meanwhile, the
acronym “KB” might have various linkings, which could refer to “Knowledge
Base”, “Kilobyte”, or even a bank of Iceland –“Kaupthing Bank”.

Realizing that the KB entries are excessive, we make use of Apache Lucene,
a fast retrieval software library, to select matching URL candidates. We first
tokenize URLs and entities in the KB, and build an inverted index for each
token by treating each line as a small document. Different weights are set to
tokens appeared in left and right columns under the assumption that there are
almost no errors in the URL fields. Detected mentions in first step are sent to
Lucene as queries, and the software ranks the given results based on the TF/IDF
relevance between the mention and each line. We choose the top 40 as candidates.

3.3 Entity Disambiguation

The last step is to determine the best matching URL from the candidate set for
each detected mention. Considering that the KB has provided mapping pairs
between the URLs and entity mentions, we compare the similarities between
the detected mentions and the provided entity mentions in the KB. Due to the
diversity of expressions, there may be more than one collected entities, separated
by “##”, that corresponds to the same URL. We utilize similarity metrics, e.g.,
q-grams, edit distance and Jaro-Winkle [5], for entity disambiguation.

The method works as follows. For each candidate URL, we first get its pro-
vided mapping mentions in the KB. We then compare them with the detected
mention based on similarity metrics. Meanwhile, we record the current most sim-
ilar URL and its similarity value, which are updated constantly. When a URL
has a similarity between its some given mention and the detected mention that
is larger than the threshold, it becomes a possible mapping. Then we compare
the similarity value with the current stored value. If the new value is higher, we
update the most similar result and maximum similarity accordingly. In addition,
we notice that one entity mention may appear in several KB entries, caused by
the morphology of English. Therefore, when two URLs have the same mapping
entity mention, we further compute the similarity of URLs and the detected

2 http://www.talkenglish.com/Vocabulary/Top-1500-Nouns.aspx



POSLS: An Entity Linking Framework 507

mention. The one with a higher similarity becomes the most similar URL. Fi-
nally, the most similar URL is treated as the best matching. Moreover, we make
use of history information to match some proper nouns which are parts of the
other nouns. For these proper nouns, we just copy their corresponding complete
mapping results directly. Though we mentioned that similarity metrics generally
have an ordinary performance in entity linking, it is not true for the situation
that the KB already gives the matching entries of URLs and entity mentions.

4 Experimental Study

The testing dataset is a corpus of domain-independent articles for entity link-
ing, provided by the WISE challenge 2013. With the given correct answers, we
evaluate the performance of our English syntactic rules and POSLS framework.

4.1 English Syntactic Rules Evaluation

By comparing with the correct answers, we tested our mention detection method
with four datasets, each consisting of 100 or 200 articles. The results have a high
average recall of 0.749, as shown in Table 2.

Table 2. English Syntactic Rules Results Evaluation

Group # of articles Recall

1 100 0.75603
2 100 0.73036
3 200 0.75294
4 200 0.76595

4.2 The POSLS Framework Evaluation

The POSLS method is implemented in JAVA, and all experiments are conducted
on a dual core computer with 4G memory. We conducted a series of experiments
on several data sets with the edit distance, q-gram and jaro-winkler metrics. The
results are shown in Tables 3 and 4 with 100 and 600 testing articles, respectively.
The results are computed by using exact equality of the detected mentions and
standard answers (redirecting URLs are treated as correct for they refer to the
same Wikipedia articles). In addition, if we consider those correct linkings (not
listed in given answers), the following results could be much better.

From the experiment results, we can see that the edit distance similarity has
the best performance in precision and recall, while the q-gram metric has the
the best performance in efficiency. In general, our POSLS framework has an
acceptable precision and recall.
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Table 3. POSLS Results Evaluation with Different Similarity Metrics (100)

Similarity Functions Precision Recall F-measure Time

Edit Distance 0.2972973 0.5306122 0.3810793 84959ms
Q-gram 0.2701950 0.4948080 0.3495496 86345ms
Jaro-Winkler 0.2116380 0.4740260 0.2926271 82861ms

Table 4. POSLS Results Evaluation with Different Similarity Metrics (600)

Similarity Functions Precision Recall F-measure Time

Edit Distance 0.2720268 0.4491751 0.3388446 454381ms
Q-gram 0.2418758 0.4110738 0.3045528 466615ms
Jaro-Winkler 0.1916144 0.4035235 0.2598420 421335ms

5 Conclusion

In this paper, we propose an entity linking framework POSLS which combines
POS tagging, Lucene search and similarity metrics. First, we built a set of En-
glish syntactic rules according to POS tags to detect proper nouns and concrete
concepts. Then a group of candidates were selected, using Lucene search. Fi-
nally, we introduced a similarity based entity disambiguation method. We also
experimentally verified the effectiveness and accuracy of the POSLS framework.

There is much to be done in the future. More sophisticated English syntactic
rules are to be developed to improve the mention detection quality. Further, we
are exploring new techniques to improve the efficiency and accuracy.
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Abstract. User age information plays a crucial role in many real applications 
such as precise marketing, directional promotion and personalized recommen-
dation. In this paper, we focus on predicting user age range in Sina Weibo. To 
protect user privacy, we only have user basic profile information and user pub-
lished messages (tweets), which are all mapped to integers. From these mea-
ningless integers, we have to seek out underlying features or structures. 
Through analysis, we extract significant features related to age. In order to eva-
luate the correlation between user basic information and age ranges, we choose 
mutual information as measurement. To handle the problem of high dimensions 
and data sparsity caused by traditional word vector model of tweet contents, we 
propose aggregated tweet features corresponding to different age ranges. Using 
these features, we compared many classification algorithms. Finally, the model 
based on decision tree can achieve best prediction accuracy up to 83%. 

Keywords: microblog, feature extraction, age prediction, classification. 

1 Introduction 

Sina Weibo is the largest micro-blog service provider in China which has more than 
500 million registered users and 46.2 million active users per day. Users provide some 
basic information when registering. Users build up social network through following 
actions. In Sina Weibo, a user can follow any other user he or she is interested in and 
other users can also follow him or her without his or her permission. Users can pub-
lish their own tweets or retweet from other users they follow. 

User demographic prediction has been an interesting research problem in Mi-
cro-blog. Among the many demographic characteristics, age prediction arises consi-
derable attention. It is proved that with correct prediction we can do better on precise 
marketing, directional promotion, personalized recommendation and so on. Thus help 
companies achieve profitable growth at lower cost. There are many such researches 
on Twitter [1] which is the most famous micro-blog service provider around the 
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world, but few on Sina Weibo, and there are also many differences between Twitter 
and Sina Weibo which is more in line with Chinese people’s habits.  

In this paper, we focus on the prediction of users’ age ranges in Sina Weibo with 
user basic information and user published messages. To protect users' privacy, all the 
information we have has been mapped to meaningless integers. On the whole it is a 
classical classification problem. To predict user age range, we first extract significant 
features from a mass of integers. For assessing correlation between user basic infor-
mation and age ranges, we choose mutual information as measurement. Meanwhile, 
considering the high dimension and data sparsity caused by traditional word vector 
model when processing user published messages, we propose new aggregated features 
corresponding to four different age ranges. They well capture the information we need 
and avoid the problems caused by word vector model. 

Using these features, we compare many traditional classifiers, such as, decision 
tree, naïve bayes, SVM and some complex classifier, like Deep Belief Network [2] and 
so on. Finally, we choose decision tree as the prediction model which can achieve the 
better performance than others and the accuracy is up to 83%. 

The rest of the paper is organized as follows. Section 2 defines the task and de-
scribes the dataset. In section 3, we show the feature extraction and selection proce-
dure. Section 4 shows all the models we have tried and experiment details. In Section 
5 we conclude our work. 

2 Dataset and Task Description 

The dataset we use in this paper is from WISE challenge 2013 Track 21. The informa-
tion we have can be divided into three parts - user basic information, user published 
message and user birthday. User basic information includes features such as anony-
mized user ID, tags, job, education, user self-description and gender. To protect user 
privacy, values of all these features are mapped into integers without real meaning. 
User basic information covers 1126049 users, among which 980392 users have pub-
lished message (for simplicity, we call each message a tweet). Users' tweets contain 
tweet timestamps and tweet contents with each term mapped to an integer. In the 
training set, all users have their birthday information. 

The target of our work is to predict user's age range according to user basic infor-
mation and users' tweets. There are four ranges represented by an integer from one to 
four. Table 1 shows the specific age scope per range. 

Table 1. Age Ranges 

Range Scope 
1 [0 ∼18] 
2 (18 ∼ 24] 
3 (24 ∼ 35] 
4 > 35 

                                                           
1 http://www.wise2013.org/wise2013challenge.html#T2 



512      Y. Li et al. 

 

Since the training dataset contains user birthday, we can easily get user age through 
simple calculation. It turns out to be a supervised classification problem, where each age 
range corresponds to a class label. To simplify expression, we will use Range to denote 
age range in this paper. Since all the information is preprocessed and mapped to integ-
ers, we have to find the underlying features or structures hidden in the numbers. 

3 Feature Extraction 

In this section we introduce how to construct features and how to extract useful 
features from the provided dataset. The features are grouped into two categories - 
ones related to user basic information and the other related to tweet contents. 

3.1 User Basic Information Features 

In this section, we make use of the attributes (features) in the given dataset of user 
basic information to construct useful features. Attributes in basic information part are 
listed in Table 2.  

Table 2. User Basic Information 

Attributes Explanation 
Tags User labels, represented by integers separated by blank space 
Jobs Occupational information, represented by integers separated by blank space 

Education Educational information, represented by integers separated by blank space 
Description Self-introduction, represented by integers separated by blank space 

Gender User gender, 1 for male and 2 for female 

 
Based on the attributes shown in Table 2, we extract 25 features shown below with 

detailed explanations. 
 Existence of tags: binary value of 0 or 1, indicating whether user basic informa-

tion contains tags. 
 Length of tags: the number of tags. 
 Tag terms' correlation with each age range: since we will train a prediction 

model through supervised learning process, we can use some kind of assessment 
to evaluate the correlation between user tag words (terms mapped to integers) 
and each range. Here we use mutual information to evaluate. Mutual Information 
(MI) is an useful measure in Information Theory. Equations (1) and (2) show the 
definition of mutual information. Here we use y to represent Range, y∈{1, 2, 3, 
4}, ti to represent term in tags. H(x) means the joint entropy. The probability of 
p(x, y) can be got using maximum likelihood estimation. 

,  ,∈ ,  

(1)

, , ,  (2)
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By evaluating correlation using mutual information, we construct four features 
related to four different ranges based on tag information. 

 Existence of jobs: binary value of 0 or 1, indicating whether user basic informa-
tion contains job information. 

 Length of jobs: the number of job terms 
 Job terms' correlation with each age range: similar to tags, four features are 

constructed to express correlation between each job term and each range. 
 Existence of education: binary value of 0 or 1, indicating whether user basic 

information contains education information. 
 Length of education: the number of terms used in the education information. 
 Education terms' correlation with age range: similar to tags, four features are 

constructed to express correlation between education term and each range. 
 Existence of description: binary value of 0 or 1, indicating whether user basic 

information contains self description. 
 Length of description: the number of terms used in description. 
 Description terms' correlation with per age range: similar to tags, four fea-

tures are constructed to express correlation between each description term and 
each range. 

 Gender: 1 indicates male and 2 indicates female. 

3.2 User Tweet Features 

This section shows features we extract from user tweets. User tweets have two dif-
ferent kinds of attributes which are displayed in Table 3. 

Table 3. User Tweet Information 

Attribute Explanation 
Timestamp Time at which user published tweet 

Tweet Content each term is mapped to integers 

Based on the attributes shown in Table 3, we extract 9 features as follows.  

 User tweet quantity: the number of tweets a user published. 
 User retweet ratio: By examining the tweet content of different users, we find a 

frequently occurred integer "92725" in tweets. Although the total percentage of 
the tweets containing "92725" is not very large, it surprises us that it usually ap-
pears at the very beginning of the tweet, accounting for 92.94% of the tweets 
containing this number. Associating with Sina Weibo's retweet mechanism, we 
make a reasonable guess that integer "92725" may map to user's retweet action. 
Based on this assumption, for each user who published tweets, we have the ratio 
of the number of tweets with integer "92725" to the total number of tweets , 
which we call retweet ratio. 

 Tweet timestamp: time point when user published one tweet. 
 Average tweet length: From the intuitive point of view, user average tweet 

length can reflect user's obsession and the willingness to express oneself on 
Weibo, which may reflect one's age. 
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 Average time gap of tweet publication: It is the average time gap between two 
sequential tweet timestamps. Shorter time gap means more frequent tweet pub-
lication actions.  

Till now, we extract features only considering tweet statistical information. Tweet 
content is not included yet. The simple way to extracting features from tweet content 
is to build the bag-of-words model, representing users with the tweet word vectors. 
However, the number of unique integers in tweet contents is more than 100 thousand 
(147779 in total). If we use word vector model, the vector dimension is so high that it 
is out of processing ability. Meanwhile, we experience severe data sparse problem. 

In order to avoid the problems we mentioned above and make full use of the tweet 
contents at the same time, we propose four aggregated features related to four distinct 
age ranges. We find the most representative terms among four ranges, which is only a 
small subset of the whole term set. Meanwhile, the aggregated features decrease the 
high dimensions while containing necessary information. 

To find the representative tweet terms per age range, we turn to frequent itemset 
mining algorithm, FP-Growth [3], to find the frequent terms occurred in tweets of 
each age range users. As a result, four different representative term sets are con-
structed, which we call Representative term sets. Based on these sets, we obtain four 
features for each user. 

 Number of representative tweet terms in each age range: It is the number of 
user tweet terms included in the representative term set for each age range. 

Above are all 34 features we extract from the given dataset. However, we still need 
to do feature selection to eliminate irrelevant features. Since we do not want to spend 
too much time on it, we only take some basic statistical experiments to verify whether 
the features really have some correlation with user age. By experiments, we at least 
wipe out tweet timestamp and keep the rest 33 features for classification. 

4 Predicting User Age Range 

We choose several different classification methods to construct our prediction models. 
We also generate different training and test datasets with different sizes to evaluate 
the performance of different classifiers. The methods we have taken are listed in Ta-
ble 4, which shows the result on training dataset of 800000 users and test dataset of 
80000 users. Among them, Deep Belief Network (DBN) is one of the deep learning 
algorithms that stand out in machine learning recently. Although DBN has an out-
standing accuracy on a small training set of 5000 users, its accuracy decreases sharply 
as training examples increase. Thus even DBN has a great ability on feature learning, 
it is not suitable in this situation.  

Table 4. Method Comparasion 

Methods Explanation Precision 
C4.5 Decision Tree Classification Algorithm 0.83 
SVM Support Vector Machine 0.65 
NB Naive Bayes 0.60 

DBN Deep Belief Network 0.63 
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Based on this result, we finally choose decision tree as classification method, as 
others have similar or poorer effect compared with decision tree. Here we select C4.5 
decision tree algorithm [4] for prediction.  

To compare the effects of different size of training dataset, we construct different 
training dataset by randomly selection from the whole training dataset. The number of 
users in each test dataset is 10% of the corresponding training dataset. As the size of 
training set increases, the accuracy of the model increases, too. Table 5 shows the 
results of experiments. Up to now, the best accuracy we can achieve is 83%. 

Table 5. Prediction Model's Performance 

Methods Training sets size Precision 
C4.5  20000 0.64 
C4.5  50000 0.75 
C4.5 200000 0.77 
C4.5 500000 0.79 
C4.5 600000 0.80 
C4.5 800000 0.83 

5 Conclusions 

In this paper, we build a model to predict user age range by extracting user features 
from dataset with limited semantics. To tackle the high dimension and data sparsity 
caused by word vector model when featuring user messages, we propose new features 
corresponding to different age ranges which make full use of tweet contents and avoid 
the severe problems mentioned above. By contrasting various models' performance, 
we construct a decision tree model using C4.5 algorithm and achieve accuracy of 
83%. 
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Abstract. In this report, we present our work on WISE 2013 Challenge
Track II to predict the age range of Weibo users. In this challenge, a
dataset consisting of Sina Weibo user information was presented. The
goal of the challenge is to predict users age range. With personal infor-
mation and original tweets for over one million users as training data, we
analyze and process the dataset, and experiment a series of prediction
methods including SVM, decision tree etc. The result shows that ensem-
ble classifiers based on AdaBoost achieves the best prediction results in
this challenge.

Keywords: WISE challenge, classification, AdaBoost.

1 Introduction

Sina Weibo (http://weibo.com) is one of the most popular micro-blog services
in China[1]. In this challenge, we are given a dataset consisting of Weibo users
with personal information. The goal of the challenge is to predict the age range
of a Weibo user.

Parsing the original data is needed firstly. Files of data where Chinese words
have been mapped to numbers were too large and interspersed, so we remap the
numbers in every attributes together. As thus we can use these unique numbers
directly rather than separate by the attribute name. Feature selection begins
after finding that the number of features is over 300 thousand and most of the
words are rarely used. The lengths of job, education and other attributes of
different users are regarded as features here. Entropies of different attributes in
each age class can help in the feature selection process. The remainder of this
paper proposes several prediction methods and models that have been applied
during the experiment. Three categories of prediction approaches are introduced
including building classifiers, classifying via regression and ensemble classifiers.
The result suggests that adaptive boosting methods can greatly improve the
performance and achieve higher accuracy in prediction. The conclusion is given
in the last section.

X. Lin et al. (Eds.): WISE 2013, Part I, LNCS 8180, pp. 516–521, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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2 Dataset Description and Data Preprocessing

The WISE 2013 Challenge Track II Dataset includes five data files with trainID-
BIRTH.txt, trainInfos.txt and traintweets.txt being training set, while testIn-
fos.txt and testtweets.txt being the testing set.

The data formats of each data file are listed:

– trainIDBIRTH.txt: userid birthdate
– trainInfos.txt and testInfos.txt: userid tags jobs education description
– traintweets.txt and testtweets.txt: userid timestamp1,tweet1 timestamp2,

tweet2 timestamp3,tweet3. . .

In the dataset, only original tweets are preserved and segmented. Note that
contents with Chinese are preprocessed by mapping each Chinese character to
a unique number. So there are only alphanumeric contents in the dataset that
has been optimized and preprocessed. The size of training data is 1126049. The
size of testing data is 17519.

In trainIDBIRTH.txt, users’ IDs and birthdates are listed, where we can get
the age of each user first. In trainInfos.txt, each line is corresponding to one user
and his or her personal information(user ID, tags, jobs, personal description,
age, gender and education) is included.

We write Java programs to parse the original data files, namely trainID-
BIRTH.txt, trainInfo.txt and traintweets.txt. The age is calculated using the
birthdate of the corresponding user. The user ages are split into following four
age ranges.

– Range 1: age younger than or equal to 18 years old;
– Range 2: age older than 18 but younger than or equal to 24 yesrs old;
– Range 3: age older than 24 but younger than or equal to 35 yesrs old;
– Range 4: age older than 35 years old.

The class is equivalent of the age range of the user.
As for text, different elements from different attributes can have the same

number since contents in Chinese are preprocessed by mapping each Chinese
word to a unique number. However, the same number from different attributes
should not be treated as the same. We remap these numbers into a new vector
space.

After the remapping process, we generate the following statistics.

3 Feature Creation and Selection

3.1 Feature Creation

We first use the bag-of-words model to generate features. It is commonly used in
methods of document classification where the occurrence of each word is used as
a feature for training a classifier. We can apply this method to different attributes
mentioned above and all the words have already been remapped.

However, this method should not be completely applied in our problem be-
cause of the following reasons:
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Table 1. Remapping Data

Attribute Range Total Number

tags 0-58944 58945

jobs 58945-80747 21803

education 80748-94027 13327

description 94028-218885 124881

tweet 21886-391821 172936

1. The number of features is over 300 thousand thus is already too large to
handle. The training process can be extremely time-consuming and memory-
consuming.

2. According to the statistics, over 90 percent of the words are used by only
a small portion of the users and only a little part of the vocabulary are
frequently used.

According to our dataset, the tweets posted by different micro-blog users may
have various lengths. It proves true for personal information provided by users,
too. For example, younger users, especially teenagers, have a tendency to provide
little information in their jobs column since most of them do not have a job. We
retrieve the lengths of job, education and other attributes of different users and
regard them as features.

3.2 Feature Selection

As mentioned above, only a small part of words are frequently used. We employ a
larger threshold for tweet words while for others, we suggest a smaller threshold.
Next, we calculate the number of word occurrences in data from four classes (age
ranges) for every word. Entropy is defined as:

H(x) = −
n∑

i=1

p(xi) log p(xi) (1)

Then, we calculate the entropies of different tags. Similarly, we get entropies
of jobs, education, etc. as well. According to information theory, lower entropy
suggests that only certain group of users have a high probability to use the
corresponding word. Thus, we use features that have low entropies.

We also apply forward search algorithm to further reduce the number of fea-
tures in order to find a good feature subset. Also, Principle Components Analysis
(PCA) can reduce dimensionality but our experiments show that it will make
the performance of our classifier worse.

4 Age Range Prediction Methodology

4.1 Classification

In our age range prediction approach, we define four classes {1, 2, 3, 4} where
class 1 is defined as age range 1 (less than 18) and class 2 is defined as age range



Predicting Users’ Age Range in Micro-blog Network 519

2 (larger than or equal to 18 but less than 24) and so on. The object is to learn
a model f such that f: X ⇒ {1, 2, 3, 4}. In this section, we introduce a series
of classifiers we used, including Naive Bayes and Support Vector Machine with
different kernels.

Naive Bayes classifiers[2] are simple classifiers based on Bayes’ theorem. Al-
though strong independence assumptions almost never hold true in the real
world, Naive Bayes classifiers can be trained efficiently in supervised learning.

A support vector machine[3] constructs a hyper plane or set of hyper planes
in a high- or infinite-dimensional space, making the separation easier in that
space. The mappings used by SVM schemes are designed to ensure that dot
products may be computed easily in terms of the variables in the original space,
by defining them in terms of a kernel function selected to suit the problem. We
use two kinds of kernel functions: polynomial kernel and Gaussian radial basis
function. The formulas can be written as:

Polynomial kernel:
k(xi, xj) = (xT

i .xj + 1)d (2)

Gaussian radial basis function:

k(xi, xj) = exp(−γ|xi − xj |2) (3)

Since we wish to solve a multiclass classification problem, we reduce the single
multiclass problem into multiple binary classification problems. Using the one-
versus-one approach, classification is done by a max-wins voting strategy, in
which every classifier assigns the instance to one of the two classes, then the
vote for the assigned class is increased by one vote, and finally the class with the
most votes determines the instance classification.

4.2 Classification via Regression

Because we can use a regression model to predict the age of micro-blog users,
we can solve the classification problem in a regression approach. The problem
can be solved in two steps:

Step1: build a model f such that f: X ⇒ Y where Y is the predicted age.
Step2: calculate the class label L such that:

Y ∈ [0, 18]⇒ L = 1
Y ∈ (18, 24]⇒ L = 2
Y ∈ (24, 35]⇒ L = 3
Y ∈ (35,+∞)⇒ L = 4

We again use SVM to perform the regression task. Same to SVM classifiers, a
non-linear function is produced by linear learning machine mapping into high di-
mensional kernel induced feature space. The capacity of the system is controlled
by parameters that do not depend on the dimensionality of feature space.
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4.3 Ensemble Classifiers

We use machine learning meta-algorithm such as bagging and boosting to train
weak classifiers and then add them to a final strong classifier. The combination
of weak classifiers can improve the performance of our classification model.

A random forest[4] is a classifier consisting of a collection of tree-structured
classifiers. It constructs a multitude of decision trees at training time and outputs
the class that is the majority of the classes output by individual trees. The
method combines the bagging method and the random selection of features in
order to construct a collection of decision trees with controlled variation.

The Adaboost[5] algorithm maintains a set of weights over the original train-
ing set and adjusts these weights after each classifier is learned. On each round,
the weights of each incorrectly classified example are increased, and the weights
of each correctly classified example are decreased.The new classifier focuses on
the examples which have been classfied incorrectly.

We employ AdaBoost in conjunction with Decision Tree learning algorithms
to improve the performance.

5 Experiments and Results

In this section, we report our results regarding the performance of Naive Bayes
Model, Support Vector Machine with polynomial kernel, Support Vector Ma-
chine with Gaussian radial basis kernel, Classification via Support Vector Re-
gression, Random Forest Model and AdaBoost Decision Tree.

We employ accuracy to evaluate the performance of our prediction models.
Recall that for classification tasks, the terms true positives, true negatives, false
positives, and false negatives compare the results of the classifier under test
with trusted external judgments. The terms positive and negative refer to the
classifier’s prediction (expectation), and the terms true and false refer to whether
that prediction corresponds to the external judgment (observation). The term
accuracy is defined as:

Accurary =
tp+ tn

tp+ tn+ fp+ fn
(4)

The accuracies of different models are shown in the table.

Table 2. Accuracies

Model Accuracy(%)

Naive Bayes 58.6

SVM with polynomial kernel 75.43

SVM with RBF kernel 78.65

SVM Regression 76.42

Random Forests 65.25

AdaBoost Decision Tree 83.2
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From the statistics, we observe that simple model such as Nave Bayes is least
accurate. This is because the Nave Bayes model has a relatively large bias against
the real model but the training time is the shortest among all models.

Support Vector Machine can efficiently perform non-linear classification thus
yield a much better result than Nave Bayes model. It is also suggested that using
Gaussian radial basis kernel to map inputs into high-dimensional feature spaces
has a slightly better performance than polynomial kernel. Using Support Vector
Machine for Regression can improve performance, too. The main drawbacks of
Support Vector Machine are that the training process consumes much larger
memory space and longer time, especially when the parameter C is relatively
large. The trained models have a smaller bias but a larger variance on different
testing sets.

Since single strong classifiers do not enjoy a satisfying accuracy, we continue
to use ensemble classifiers. Random Forests are applied to construct trees con-
sidering randomly selected features. Although the model enjoys a good accuracy
in training, it has a tendency to over-fit when different testing tests are used.
However, AdaBoost Decision Tree works well and is less susceptible to the over-
fitting problem than other learning algorithms in our experiments. Although a
single Decision Tree model does not produce a high accuracy, it is still useful in
the final linear combination of classifiers.

6 Conclusions

In this paper, we introduced several approaches based on machine learning tech-
niques to predict Micro-blog users’ age range in WISE 2013 Challenge. The
dataset provided by the WISE 2013 Challenge Committee was optimized and
processed. A series of features were generated from the dataset. We presented
and analyzed prediction models and it was suggested that ensemble classifiers,
especially using adaptive boosting methods, can greatly improve the perfor-
mance and achieve higher accuracy in prediction. Therefore, we can come to the
conclusion that the approaches we presented were valid and effective.
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