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Abstract. This paper investigates authenticated key exchange proto-
cols over signed quadratic residues group QR

+
N , which is originally used

for encryption schemes. The key technical tool developed by Hofheinz
et al. is that in group QR

+
N the strong Diffie-Hellman (SDH) problem is

implied by the factoring assumption.
To apply group QR

+
N to authenticated key exchange protocols in the

enhanced Canetti-Krawczyk (eCK) model, we extend Hofheinz et al.’s
technique and introduce a new proof approach called k-th power.

The k-th power proof approach is almost generic, i.e., applying it to
many, if not all, existing authenticatedDiffie-Hellman key exchange proto-
cols in eCK model under gap assumption immediately produces protocols
in eCK model under factoring assumption if they work over QR+

N .
As one application of k-th power approach, we show that FS protocol,

in which k is a constant, is provably secure in eCK model under factoring
assumption if it works over QR

+
N .

Our technique also applies to other protocols, e.g., UP,HMQV and its
variants, in which k is a non-constant, but at the cost of degrading a
factor in the reduction.

Keywords: Authenticated key exchange, Factoring assumption, QR
+
N ,

eCK model.

1 Introduction

Key exchange protocols enable two parties, Alice (A) and Bob (B), to establish
a shared session key via an unsecured channel. The classic Diffie-Hellman (DH)
key exchange protocol is as follows: Let G = 〈g〉 be a cyclic group of prime order
q. The exchange messages are X = gx, Y = gy and the final session key is usually
of the form H(gxy). It is well known that DH protocol is only secure against a
passive attacker and vulnerable to the active man-in-the-middle attacker. Sub-
sequently, a lot of work has been dedicated to the design of authenticated key
exchange protocols which are secure against the active attacker.

1.1 Signed Quadratic Residues

Hofheinz et al. introduced a group called signed quadratic residues (QR
+
N ). The

group is useful for cryptography because it is a “gap group”, in which the
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membership in the group can be publicly verified while the computational prob-
lem, i.e., computing square roots, is equivalent to factoringN . Then, they showed
that in the QR

+
N group, the strong Diffie-Hellman (SDH) problem [1] is implied

by the factoring assumption.
As one application of QR

+
N group, Hofheinz et al. re-analyzed the Hybrid

ElGamal encryption scheme which was originally over prime order subgroups of
Z∗
p, and showed that the Hybrid ElGamal over QR+

N is CCA secure in random
oracle model under factoring assumption. Since the security proof of Hybrid
ElGamal does not use knowledge about the order of underlying group, the scheme
itself remains unchanged.

1.2 Problems with Authenticated Key Exchange Protocols over
QR

+
N Group

It is natural to ask whether QR
+
N group can be used to design authenticated key

exchange protocols under factoring assumption, especially in a strong security
model, e.g., eCK model. A natural example is as follows. The key derivation
function is

k = H(Z1, Z2, Z3, Z4, X, Y, Â, B̂), where Z1 = Ba, Z2 = Y a, Z3 = Bx, Z4 = Y x

(1)
The protocol is clearly provably secure in eCK model under SDH assumption
if the underlying group is a cyclic group of prime order q. On the other hand,
the scheme is secure under factoring assumption if it works over QR

+
N group as

the security proof does not use knowledge about the order of underlying group.
However, the protocol requires 5 exponentiations which is unsatisfactory.

In the following, we provide some more efficient examples and their proof
strategies in eCK model, and discuss the possibility of basing them on QR

+
N

group. Assume that the owner of Test session is Â and its peer is B̂. Assume
that the adversary can reveal the static private key of party Â and no reveal
query against the ephemeral private key of Test session is allowed, i.e, in the
proofs the simulator sets the outgoing message of Test session to be X = U
and the static private key of the peer B = V , where (U, V ) is a computational
Diffie-Hellman (CDH) problem instance.

Example 1: HMQV protocol. The first example is HMQV protocol [10].
The key derivation function is

k = H(Z,X, Y, Â, B̂), where Z = (Y Be)x+ad, e = h(Y, Â), d = h(X, B̂) (2)

In the security proof, with value Z, which is provided by the adversary, the
simulator runs the adversary once again (forking lemma) and gets another Z ′.
Then, SIM computes

(
Z̄ =

Z/(Y Be)ad

Z ′/(Y Be′ )ad

) 1
(e−e′)

=

(
(Y Be)x

(Y Be′)x

) 1
(e−e′)

=
(
Bx(e−e′)

) 1
(e−e′)

= Bx = V u

(3)
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Example 2: FS protocol. The second example is FS protocol [4], which is
most efficient one among FS protocol family (example 2, [4]). The key derivation
function is

k = H(Z1, Z2, X, Y, Â, B̂), where Z1 = (Y B)x+a, Z2 = (Y Bc)x+ac (4)

where c is a constant, e.g., c = 2. In the security proof, with Z1, Z2, which is
provided by the adversary, SIM computes

(
Z̄ =

Z2/(Y Bc)ac

Z1/(Y B)a

) 1
(c−1)

=

(
(Y Bc)x

(Y B)x

) 1
(c−1)

=
(
Bx(c−1)

) 1
(c−1)

= Bx = V u

(5)
Example 3: UP protocol. The third example is UP protocol [15]. The key
derivation function is

k = H(Z1, Z2, X, Y, Â, B̂),

where Z1 = (Y Be)x+a, Z2 = (Y B)x+ad, e = h(Y ), d = h(X) (6)

In the security proof, with Z1, Z2, which is provided by the adversary, SIM
computes

(
Z̄ =

Z1/(Y Be)a

Z2/(Y B)ad

) 1
(e−1)

=

(
(Y Be)x

(Y B)x

) 1
(e−1)

=
(
Bx(e−1)

) 1
(e−1)

= Bx = V u (7)

Note that the proofs of all the examples above are involved in the computation of
the inverses of the exponents 1

(e′−e) ,
1

(c−1) and 1
(e−1) respectively, which requires

the knowledge about the order of the group. However, since the order of QR
+
N

group is unknown these protocols can not be trivially moved to QR
+
N group.

1.3 Our Contributions

The crux of the problem is that the inversion computation in the exponent is
difficult in QR

+
N group with unknown order. To tackle this problem, we introduce

a new proof approach called k-th power, which does not require the inversion
computations in exponents. The k-th power approach extends the key technical
tool developed by Hofheinz et al. which reduces the factoring problem to SDH
problem in QR+

N (Theorem 2,[6]).
The k-th power proof approach is almost generic, i.e., applying k-th power

technique to many, if not all, existing authenticated Diffie-Hellman key exchange
protocols under gap assumption immediately produces protocols under factoring
assumption if they work over QR

+
N .

As one application of k-th power approach, we show that FS protocol [4], in
which k is a constant, is provably secure in eCK model under factoring assump-
tion if it works over QR

+
N .

Our technique also applies to other protocols, e.g., UP[15],KFU1[9],HMQV[10]
and its variants FHMQV,SMQV [13, 14], in which k is a non-constant, but at
the cost of degrading a factor in the reduction.
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1.4 Related Work

Cash et al. [3] introduced the “Twin Diffie-Hellman (TDH)” technique and
showed that SDH assumption is implied by the standard CDH assumption. How-
ever, to apply TDH technique [12, 7–9], they have to modify the protocol at a
cost of doubling computational overhead. In comparison, our technique directly
yield a security proof under factoring assumption without modifying the proto-
col.

Boyd et al. [2] and Fujioka et al. [5] proposed authenticated key exchange
protocols which can be instantiated under factoring assumption. However, their
protocols are based on the generic CCA encryption scheme and thus clearly less
efficient.

2 Preliminaries

Let the value κ be the security parameter. We write [N ] = {1, ..., N}. For group
elements g,X , we denote by loggX the discrete logarithm of X to the base g.

2.1 Factoring Assumption

A prime number P is called safe prime, if P = 2p + 1 for some prime number
p. We assume that N = PQ where P,Q are safe prime numbers, and thus N
is a blum integer number. Let RSAgen(1κ) be an algorithm that generates such
elements (N,P,Q). For any probabilistic polynomial time (PPT) algorithm A,

Pr[A(N) = {P,Q}] ≤ ε(κ)

where (N,P,Q)←R RSAgen(1κ), and ε(κ) is negligible.

2.2 Signed Quadratic Residues

The set QRN of quadratic residues modulo N is defined as QRN := {x ∈ Z∗
N :

∃y and x = y2}. Since Z∗
N
∼= Z2 × Z2 × Zpq , QRN ∈ Z∗

N is cyclic group of order
pq. By JN , we denote the subgroup of Z∗

N with Jacobi symbol 1.
For x ∈ ZN we define |x| as the absolute of x, where x is represented as

a signed integer in the set {−(N − 1)/2, ..., (N − 1)/2}. We define the group
of signed quadratic residues as QR

+
N = {|x| : x ∈ QRN}, where the group

operation is defined by g ◦ h = |gh mod N |. As all the computations will take
place in QR+

N , we will omit the absolute values and simply write xy or x · y for
x ◦ y. The following facts have been noted in [6].

1. (QR+
N , ◦) is a group of order φ(n)/4, where φ(n) is Euler’s totient function.

2. QR
+
N = J+N where J+N = JN

⋂
[(N − 1)/2]. Thus, given only N the member-

ship in QR
+
N is efficiently recognizable.

3. If QRN is cyclic, so is QR+
N .
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2.3 Strong Diffie-Hellman (SDH) Assumption

Let G = 〈g〉 be the cyclic group whose order is not necessarily known. Define
CDH(X,Y ) := g(loggX)(loggY ) where X,Y ∈ G. For our purpose, we consider
group QR

+
N . For any probabilistic polynomial time algorithm A,

Pr[ADDHg,X (·,·)(N, g,X, Y ) = CDH(X,Y )] ≤ ε(κ)

where X,Y ← QR+
N , and ε(κ) is negligible. DDHg,X(·, ·) denotes that A has

oracle access to DDH, which given a two-tuples (Ŷ , Ẑ) in QR
+
N , outputs 1 if

Ŷ loggX = Ẑ and 0 otherwise.
The following theorem (Theorem 2,[6]) shows that in the QR

+
N group, the

SDH problem is implied by the factoring assumption.

Theorem 1 ([6]). If the factoring assumption holds then the strong DH as-
sumption holds. In particular, for every SDH problem adversary A, there exists
a factoring adversary B with roughly the same complexity as A.

3 Our New Techniques and Applications

Before introducing our new idea, we recall the key technical tool developed by
Hofheinz et al., which proved that in QR

+
N group SDH problem is implied by

the factoring assumption (Theorem 2,[6]). We sketch the main idea as follows.
For our convenience, the notations are slightly changed.

Factoring−→SDH. A factoring algorithm B, which uses a SDH adversary A, is
constructed as follows. B chooses uniformly u←R (Z∗

N )+\QR
+
N and sets h = u2.

Then, B chooses x, b ∈ [N/4] and sets

g = h2 X = hgx B = hgb

This implicitly defines loggX = x + 1
2 mod ord(QR+

N ), and loggB = b + 1
2

mod ord(QR
+
N ).

B can implement the SDH oracle, i.e., answers A’s oracle queries X̂, Ẑ ∈ QR+
N

(the membership is efficiently recognizable) by checking X̂2b+1 ?
= Ẑ2, which is

equivalent to X̂ loggB
?
= Ẑ.

Finally, A output Z = g(loggX)(loggB) = g(x+1/2)(b+1/2) = h2xb+x+b+1/2, from
which B can extract v = h1/2 with the knowledge about x, b. Now, with two
non-trivial different square roots u, v of h, B can factor N by gcd(u− v,N) (or
gcd(u+ v,N)).

Our New Technique. However, the situation for authenticated key exchange
protocols is different. Since the secret values Zi(i = 1, 2, ..m) of key derivation
function H(·), where m is the number of the secret values, are usually a com-
bination of the static/ephemeral public keys of two parties, and thus are not
usually of the form CDH(X,B) from which v = h1/2 is extracted. In particular,
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it is hard to compute CDH(X,B) from Zi(i = 1, 2, ..m) if the inversion compu-
tations in exponent are required because the order of QR

+
N group is unknown.

For example, in order to compute CDH(X,B) from Z1, Z2 the simulator of FS
protocol requires the computation of the inverses 1

(c−1) in the exponent.

To tackle this problem, we extend Hofheinz et al.’s technique and introduce
a new proof approach called k-th power. We sketch the main idea in the termi-
nology of authenticated key exchange protocol. Assume that the Test session is
Πs∗

Â,B̂
. Assume that the adversary queries the static private key of Â and does

not query the ephemeral private key of Test session.
B chooses uniformly u ←R (Z∗

N )+\QR+
N and sets h = u2. Then, B chooses

x, b ∈ [N/4], and an additional value k , which is related to the protocol (e.g.
k = c− 1 for FS protocol), and sets

g = h2k X = hgx B = hgb

This implicitly defines loggX = x + 1
2k mod ord(QR

+
N ), and loggB = b +

1
2k mod ord(QR+

N ). B sets the outgoing message of Test session and the static

public key of B̂ to be X,B respectively.
Now, B can keep the consistency of the oracle queries against session Πs

B̂,D̂
.

Take FS protocol as an example: upon receipt of queries (X̂, Ẑi(i = 1, 2)), B
computes Z̄1 = Ẑ1/(X̂D)

y
, Z̄2 = Ẑ2/(X̂Dc)

y
where Y = gy is maintained by B,

and hence

(X̂D)loggB=Z̄1 ⇐⇒ (X̂D)2k·loggB=Z̄1
2k ⇐⇒ (X̂D)(2kb+1)=Z̄1

2k

(X̂Dc)c·loggB=Z̄2 ⇐⇒ (X̂Dc)2k·c·loggB=Z̄2
2k ⇐⇒ (X̂Dc)c·(2kb+1)=Z̄2

2k

Thus, B can check the correctness of the value Ẑi(i = 1, 2) by checking whether

(X̂D)(2kb+1) ?
= Z̄1

2k
and (X̂Dc)c·(2kb+1) ?

= Z̄2
2k
.

Finally, A output Zi(i = 1, 2, ..m) from which B can extract the value
of the form Z̄ = CDH(X,B)k, e.g., for FS protocol Z̄ = CDH(X,B)k =
CDH(X,B)(c−1). While it is difficult to the compute inversion operation 1

k in
exponent, since

Z̄ = CDH(X,B)k = g(loggX)(loggB)k = g(x+1/2k)(b+1/2k)k = h(2k·xb+x+b+1/2k)k

B can extract v = h(1/2k)k = h1/2 with the knowledge about x, b. Thus, with two
non-trivial different square roots u, v of h, B can factor N by gcd(u− v,N) (or
gcd(u+v,N)). No inversion computations in exponents are required throughout
the proof.

Applications. The k-th power proof approach is almost generic, i.e., applying
k-th power technique to many, if not all, existing authenticated Diffie-Hellman
key exchange protocols under gap assumption immediately produces protocols
under factoring assumption if they work over QR+

N .
Note that the value k varies with the protocols and should be set to be some

value σ whose inversion operation 1
σ in exponent is required.
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Applying k-th power technique to protocols with constant σ, e.g., in FS pro-
tocol σ = (c−1), immediately produces protocols provably secure in eCK model
under factoring assumption if they work over QR

+
N .

For protocols with non-constant σ, e.g., UP[15] in which σ = e − 1, our
technique also works but at the cost of degrading a factor in the reduction.

4 Authenticated Key Exchange Protocols Based on
Factoring Assumption

In this section, we discuss the protocol with constant k and defer the discussion
on the protocols with non-constant k to Section 5.

4.1 The Scheme with Constant k

FS protocol over QR
+
N . A typical example with constant k is FS protocol,

which is most efficient one (example 2, [4]) among FS protocol family. Setting
c = 2 results in an efficient protocol with 3 exponentiations. FS protocol was
originally described in a cyclic group of known prime order q and provably secure
in eCK model under gap assumption. Here we present the protocol over QR

+
N in

Fig. 1 which is provably secure in eCK model under the factoring assumption.
Our proof technique also applies to other protocols of FS protocol family with
the different choices of the value k.

Let the value κ be the security parameter. Let N = PQ be a RSA modulus
generated by RSAgen(1κ). Let QR+

N = 〈g〉 be a cyclic group of order pq. Let
H : {0, 1}∗ → {0, 1}l(κ) be a hash function.

The party Alice(Â)’s static private key is a ∈ [N/4] and its static public key is
A = ga ∈ QR

+
N . Similarly, the party Bob(B̂)’s static private key is b ∈ [N/4] and

its static public key is B = ga ∈ QR
+
N . We omit writing explicitly “ mod N”

for calculations modulo N .

4.2 Security

Theorem 2. Suppose that the factoring assumption holds for RSAgen, H is a
hash function modeled as random oracle, then the proposed protocol in Fig. 1
is a secure authenticated key exchange protocol in the eCK model described in
Appendix A.

Proof. The first condition of Definition 3 follows immediately from the correct-
ness of our protocol. That is, if two parties complete matching sessions, then they
compute the same key. The proof for second condition of Definition 3 consists
of showing that the probability that the adversary distinguishes a real session
key from a random string is not more than 1

2 plus a negligible fraction. Since all
exchanged information and identities are included in H(·) which is modeled as a
random oracle, the probability that a non-matching session has the same session
key with the Test session is negligible. Thus, the only way that the adversary
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Â B̂

(A = ga) (B = gb)

x ∈ [N/4], X = gx y ∈ [N/4], Y = gy

X−−−−−−→
Y←−−−−−−

Z1 = (Y B)x+a Z1 = (XA)y+b

Z2 = (Y Bc)x+ac Z2 = (XAc)y+bc

sk = H(Z1, Z2, X, Y, Â, B̂) sk = H(Z1, Z2, X, Y, Â, B̂)

Fig. 1. FS protocol over QR
+
N

M succeeds is Forging attack, in which the adversary M computes the values
Z1, Z2 itself and then queries H with (Z1, Z2, X, Y, Â, B̂).

To show that the success probability of Forging attack is negligible, we will
construct a factoring problem solver SIM that uses an adversary M who suc-
ceeds with non-negligible probability in the attack. Assume that there are n
honest parties Û1, Û2, ..., Ûn, and at most m sessions are activated.

– Input to SIM. The input to SIM is a factoring problem instance N = PQ.
The goal of SIM is to compute P or Q.

According to freshness definition, there are two complementary cases that the
adversary chooses the Test session: Test session without a matching session and
Test session with a matching session.

4.2.1 Test Session Has No Matching Session
It suffices to discuss the following two subcases that: the adversary issues either
CASE 1: a StaticKeyReveal query on party Â or CASE 2: EphemeralKeyReveal
query on the Test session.

CASE 1: SIM chooses i, j ∈ {k|Ûk}, and s∗ ∈ [m]. We denote Ûi, Ûj by Â, B̂
respectively. With these choices, SIM guesses that the adversary M will select
the session Πs∗

Â,B̂
as the Test session.

SIM chooses uniformly u ←R (Z∗
N )+\QR

+
N and sets h = u2. Then, SIM

chooses b ∈ [N/4] and computes g = h2k, B = hgb, where k=c-1 . This implicitly

defines loggB = b + 1
2k mod ord(QR+

N ). SIM sets the static public key B for

B̂, and random static key pairs for the remaining parties (including Â). SIM
interacts with the adversary M as follows. Without loss of generality, we assume
that B̂ is the responder.

– H(Z1, Z2, X, Y, Ûi, Ûj): SIM maintains an initially empty list H list with

entry of the form (Z1, Z2, X, Y, Ûi, Ûj , h). SIM simulates the oracle in usual
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way except for queries of the form (Z1, Z2, X, Y, Ûi, Ûj) with Ûi = D̂, Ûj = B̂,

i.e., we assume that B̂ is the responder communicating with a peer D̂. SIM
responds to these queries in the following way:
• If (Z1, Z2, X, Y, D̂, B̂) is already there, then SIM responds with stored
value h.
• Otherwise, if there are the entries of the form (X,Y, D̂, B̂, ∗) in Llist

(maintained in the Send query), SIM computes Z̄1 = Z1/(XD)
y
, Z̄2 =

Z2/(XDc)
y
, and hence

(XD)loggB=Z̄1 ⇐⇒ (XD)2k·loggB=Z̄1
2k ⇐⇒ (XD)(2kb+1)=Z̄1

2k
(8)

(XDc)c·loggB=Z̄2 ⇐⇒ (XDc)2k·c·loggB=Z̄2
2k ⇐⇒ (XDc)c·(2kb+1)=Z̄2

2k

(9)
Thus, SIM can check the correctness of the value Zi(i = 1, 2) by check-

ing whether (XD)(2kb+1) ?
= Z̄1

2k
and (XDc)c·(2kb+1) ?

= Z̄2
2k
. If the

equalities hold, it returns from Llist the stored value SK to the adver-
sary M , stores the new tuple (Z1, Z2, X, Y, D̂, B̂, SK) in H list.
• Otherwise, SIM chooses h at random, sends it to the adversary M and
stores the new tuple (Z1, Z2, X, Y, D̂, B̂, h) in H list.

– StaticKeyReveal(Ui):
• If Ui = B̂, then SIM aborts.
• Otherwise, SIM returns the corresponding static private key to the ad-
versary M .

– EstablishParty(Ûi): The adversary can arbitrarily register a user on behalf
of the party Ûi. This way, the adversary totally controls the party Ûi.

– EphemeralKeyReveal(Πs
Ui,Uj

):

• If Πs
Ui,Uj

is the Test session Πs∗

Â,B̂
, then simulator fails.

• Otherwise, SIM returns the stored ephemeral private key to the adver-
sary M .

– Send(Πs
Ûi,Ûj

,m): SIM maintains an initially empty list Llist with entries

of the form (X,Y, Ûi, Ûj , SK). SIM simulates the oracle in usual way except

for Test session and the sessions of party B̂. SIM responds to these queries
in the following way:
• If Πs

Ûi,Ûj
is the Test session Πs∗

Â,B̂
, SIM chooses x ∈ [N/4], returns

X∗ = hgx to the adversary M .
• If Ûi = B̂, SIM chooses y ∈ [N/4] and returns Y = gy to the adversary
M . (For convenience, we assume that B̂ is the responder, and denote Ûj

by D̂ and m by X .)
∗ SIM looks in H list for the entry of the form (∗, ∗, X, Y, D̂, B̂, ∗). If
finds it, SIM computes Z̄1 = Z1/(XD)

y
, Z̄2 = Z2/(XDc)

y
. Then,

SIM can check the correctness of the value Zi(i = 1, 2) by checking

whether (XD)(2kb+1) ?
= Z̄1

2k
and (XDc)c·(2kb+1) ?

= Z̄2
2k
.

· If the equality does not hold, SIM chooses SK randomly and
stores the new tuple (X,Y, D̂, B̂, SK) in Llist.
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· Otherwise, SIM stores the new tuple (X,Y, D̂, B̂, h) in Llist

where the value h is the last element from H list.

∗ Otherwise (no such entries exist), SIM chooses SK at random and
stores the new tuple (X,Y, D̂, B̂, SK) in Llist.

– SessionKeyReveal(Πs
Ûi,Ûj

):

• If Πs
Ûi,Ûj

is the Test session Πs∗

Â,B̂
, then simulator fails.

• Otherwise, SIM returns the stored value SK in Llist to the adversary
M .

– Test(Πs
Ûi,Ûj

):

• If Πs
Ûi,Ûj

is not the Test session Πs∗

Â,B̂
, SIM aborts.

• Otherwise, SIM randomly chooses ζ and returns it to the adversary M .

Finally, if the adversary M provides a correct guess at Z1 = (Y ∗B)loggX
∗+loggA,

Z2 = (Y ∗Bc)loggX
∗+cloggA where X∗ is the outgoing message of Test session, and

Y ∗ is the incoming message from the adversary, SIM proceeds with following
steps:

Z̄1 = Z1/(Y
∗B)loggA (10)

Z̄2 = Z2/(Y
∗Bc)cloggA (11)

Z =
Z̄2

Z̄1
=

(Y ∗Bc)loggX
∗

(Y ∗B)loggX
∗ = B(c−1)loggX

∗
= BkloggX

∗
(12)

Hence,

Z = BkloggX
∗
= gk(loggB)(loggX

∗) = gk(b+
1
2k )(x+ 1

2k ) = hk(2kbx+b+x+ 1
2k ) (13)

From (13), SIM can extract v = h(k/2k) = h1/2 with the knowledge about
x, b. Thus, with two non-trivial different square roots u, v of h, SIM can factor
N by gcd(u− v,N) (or gcd(u+ v,N)).

CASE 2: The setup of SIM is identical to that of CASE 1 except that SIM

chooses a, b ∈ [N/4] and computes g = h2k, A = hga, B = hgb, where k=c(c-1) .

SIM sets the static public key A,B for Â and B̂ respectively, and random static
key pairs for the remaining n− 2 parties.

– H(Z,X, Y, Ûi, Ûj): SIM simulates the oracle in usual way except for queries

with Ûi = Â or B̂, or Ûj = Â or B̂. For these queries the action of SIM

is similar to that of CASE 1 for queries of the form (Z,X, Y, Ûi, Ûj) with

Ûi = D̂, Ûj = B̂.
– StaticKeyReveal(Ui):
• If Ui = B̂ (or Â), then SIM aborts.
• Otherwise, SIM returns the corresponding static private key to the ad-
versary M .
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– EstablishParty(Ui): The action of SIM is identical to that of CASE 1.
– EphemeralKeyReveal(Πs

Ui,Uj
): SIM returns the stored ephemeral pri-

vate key to the adversary M (including that of the Test session).
– SessionKeyReveal(Πs

Ui,Uj
): The action of SIM is identical to that of

CASE 1.
– Send(Πs

Ui,Uj
,m):

• If Πs
Ui,Uj

is the Test session Πs∗

Â,B̂
, SIM chooses x ∈ [N/4], returns

X∗ = gx instead of X∗ = hgx. Otherwise,
∗ If Ui = B̂ (or Â), the simulation is similar to that of CASE 1 for
party B̂.
∗ Otherwise, (Ui �= B̂ and Ui �= Â), since SIM knows the static private
key it follows the protocol specification.

– Test(Πs
Ui,Uj

): The action of SIM is identical to that of CASE 1.

Finally, if the adversary M provides a correct guess at Z1 = (Y ∗B)loggX
∗+loggA,

Z2 = (Y ∗Bc)loggX
∗+cloggA where X∗ is the outgoing message of Test session, Y ∗

is the incoming message from the adversary, SIM proceeds with following steps:

Z̄1 = Z1/(Y
∗B)loggX

∗
(14)

Z̄2 = Z2/(Y
∗Bc)loggX

∗
(15)

Z =
Z̄2

Z̄1
c =

(Y ∗Bc)cloggA

(Y ∗B)cloggA
= Bc(c−1)loggA = BkloggA (16)

Hence,

Z = BkloggA = gk(loggA)(loggB) = gk(a+
1
2k )(b+ 1

2k ) = hk(2kab+a+b+ 1
2k ) (17)

From (17), SIM can extract v = h(k/2k) = h1/2 with the knowledge about
a, b. Thus, with two non-trivial different square roots u, v of h, SIM can factor
N by gcd(u− v,N) (or gcd(u+ v,N)).

4.2.2 Test Session Has a Matching Session
It suffices to consider the following four subcases.

CASE 3: The adversary issues the EphemeralKeyReveal queries on both the
Test session and its matching session.

– The action of SIM is identical to that of CASE 2. However, as the value
Y ∗ is from the matching session maintained by the simulator SIM , a more
concise proof strategy is as following.

– SIM chooses uniformly u ←R (Z∗
N )+\QR+

N and sets h = u2. Then, SIM
chooses a, b ∈ [N/4] and computes g = h2k, A = hga, B = hgb, where

k=1 . Then, SIM sets the static public keys of party Â and B̂ to be A,B
respectively.
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– The simulation is identical to CASE 2. However, the reduction is more direct
as SIM knows loggY

∗. From value Z1 = (Y ∗B)loggX
∗+loggA, with the knowl-

edge about loggX
∗ and loggY

∗, SIM directly derives Z = CDH(A,B) =

g(loggA)(loggB) = g(a+
1
2k )(b+ 1

2k ) = h2k(ab+ 1
2k a+ 1

2k b+ 1
4k2 ) = h(2ab+a+b+ 1

2 ).
Then, SIM can extract v = h1/2 with the knowledge about a, b. Thus,
with two non-trivial different square roots u, v of h, SIM can factor N by
gcd(u− v,N) (or gcd(u+ v,N)).

CASE 4: The adversary issues the StaticKeyReveal queries on both the party Â
and its peer B̂.

– SIM chooses uniformly u ←R (Z∗
N )+\QR+

N and sets h = u2. Then, SIM
chooses x, y ∈ [N/4] and computes g = h2k, X∗ = hgx, Y ∗ = hgy, where

k=1 . Then, SIM sets the ephemeral public keys of Test session and match-
ing session to be X∗, Y ∗ respectively.

– The simulation is simple as SIM knows all the static private keys. The re-
duction is as follows. From value Z1 = (Y ∗B)loggX

∗+loggA, with the knowl-
edge about loggA and loggB, SIM directly derives Z = CDH(X∗, Y ∗) =

g(loggX
∗)(loggY

∗) = g(x+
1
2k )(y+ 1

2k ) = h2k(xy+ 1
2k x+ 1

2k y+ 1
4k2 ) = h(2xy+x+y+1

2 ).
Then, SIM can extract v = h1/2 with the knowledge about x, y. Thus,
with two non-trivial different square roots u, v of h, SIM can factor N by
gcd(u− v,N) (or gcd(u+ v,N)).

CASE 5: The adversary issues the StaticKeyReveal query on the party Â and
the EphemeralKeyReveal query on the matching session.

– The action of SIM is identical to that of CASE 1. The more concise proof
strategy is as following.

– SIM chooses uniformly u ←R (Z∗
N )+\QR

+
N and sets h = u2. Then, SIM

chooses a, b ∈ [N/4] and computes g = h2k, X∗ = hgx, B = hgb, where

k=1 . Then, SIM sets the ephemeral public key of Test session and the

static public keys of B̂ to be X∗ and B respectively.
– The simulation is identical to CASE 1. However, the reduction is more direct

as SIM knows loggY
∗. From value Z1 = (Y ∗B)loggX

∗+loggA, with the knowl-
edge about loggA and loggY

∗, SIM directly derives Z = CDH(X∗, B) =

g(loggX
∗)(loggB) = g(x+

1
2k )(b+ 1

2k ) = h2k(xb+ 1
2k x+ 1

2k b+ 1
4k2 ) = h(2xb+x+b+ 1

2 )

Then, SIM can extract v = h1/2 with the knowledge about x, b. Thus,
with two non-trivial different square roots u, v of h, SIM can factor N by
gcd(u− v,N) (or gcd(u+ v,N)).

CASE 6: The adversary issues the EphemeralKeyReveal query on the Test ses-
sion and the StaticKeyReveal query on the party B̂.

– This case is symmetric to CASE 5, and omitted.

Together with all the subcases CASE 1-CASE 6, the success probability of
SIM is

Pr[SIM ] ≥ max{ max
i=1,2,3,5,6

{ 1

mn2
pi}, 1

m2
p4} (18)
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where pi is the probability of the event that the cases occurs and the adversary
M succeeds in this case. If there is an adversary M who succeeds with non-
negligible probability in any cases above, we can solve the factoring problem.
This completes the proof of Theorem 2.

5 The Schemes with Non-constant k

UP Protocol over QR
+
N . An example with non-constant k is UP protocol

[16] which was originally described in a cyclic group of known prime order q
and provably secure under gap assumption. Here we show that UP protocol is
provably secure under the factoring assumption if it works over QR

+
N .

Â B̂

(A = ga) (B = gb)

x ∈ [N/4], X = gx y ∈ [N/4], Y = gy

X−−−−−−→
Y←−−−−−−

Z1 = (Y Be)x+a Z1 = (XA)y+be

Z2 = (Y B)x+ad Z2 = (XAd)y+b

where e = h(Y ), d = h(X) where e = h(Y ), d = h(X)

sk = H(Z1, Z2, X, Y, Â, B̂) sk = H(Z1, Z2, X, Y, Â, B̂)

Fig. 2. UP protocol over QR
+
N

Theorem 3. Suppose that the factoring assumption holds for RSAgen, h,H are
hash functions modeled as random oracles, then UP protocol over QR+

N (Fig. 2)
is a secure authenticated key exchange protocol in the eCK model described in
Appendix A.

Sketch of proof. The proof is similar to that of section 4.1 with a difference that
in the setup SIM has to guess the value k as it is not a constant, which results in
a loss of a factor. In the following, we provide a rough discussion on the setting
of value k, and the more details will be given in the full version. Assume that
Test session is Πs∗

Â,B̂
. We take into account the following two cases in which the

setting of the value k is different.

CASE 1: SIM chooses uniformly u ←R (Z∗
N )+\QR

+
N and sets h = u2. Then,

SIM chooses k, b ∈ [N/4] and computes g = h2k, X∗ = hgx, B = hgb. SIM sets
the ephemeral public key of Test session and the static public key of B̂ to be X∗

and B respectively.
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In the interaction with the adversary M , SIM answers the query h(Y ∗) with
value k + 1 where Y ∗ is the incoming message of Test session. This implicitly
sets k = e− 1 where e = h(Y ∗).

CASE 2: SIM chooses uniformly u ←R (Z∗
N )+\QR

+
N and sets h = u2. Then,

SIM chooses k1, k2, b ∈ [N/4] and computes k = k1k2, g = h2k, A = hga, B =
hgb. SIM sets the static public keys of Â and B̂ to be A and B respectively.

In the interaction with the adversary M , SIM sets h(X∗) = k1 and h(Y ∗) =
k2+1 where X∗ is the outgoing message of Test session, and Y ∗ is the incoming
message of Test session. This implicitly sets k = (e − 1)d where e = h(Y ∗) and
d = h(X∗).

HMQV Protocol over QR
+
N . HMQV protocol [10] is another typical example

with a non-constant k which was originally described in a cyclic group of known
prime order q and provably secure under gap assumption. Here we show that
HMQV protocol is provably secure under the factoring assumption if it works
over QR

+
N .

Â B̂
(A = ga) (B = gb)

x ∈ [N/4], X = gx y ∈ [N/4], Y = gy

X−−−−−−→
Y←−−−−−−

Z = (Y Be)x+ad Z = (XAd)y+be

where e = h(Y, Â), d = h(X, B̂) where e = h(Y, Â), d = h(X, B̂)

sk = H(Z,X, Y, Â, B̂) sk = H(Z,X, Y, Â, B̂)

Fig. 3. HMQV protocol over QR+
N

Theorem 4. Suppose that the factoring assumption holds for RSAgen, h,H are
hash functions modeled as random oracles, then HMQV protocol over QR

+
N (Fig.

3) is a secure authenticated key exchange protocol in the eCK model described in
Appendix A.

Sketch of proof. We provide a rough discussion on the setting of value k, and the
more details will be given in the full version. The proof strategy also applies to
the variants of HMQV, e.g., CMQV,FMQV and SMQV. Assume that Test ses-
sion is Πs∗

Â,B̂
. We take into account the following two cases in which the setting

of the value k is different.
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CASE 1: SIM chooses uniformly u ←R (Z∗
N )+\QR+

N and sets h = u2. Then,
SIM chooses k1, k2, x, b ∈ [N/4] and computes k = k1 − k2, g = h2k, X∗ =
hgx, B = hgb. SIM sets the ephemeral public key of Test session and the static
public key of B̂ to be X∗ and B respectively.

In the interaction with the adversary M , SIM answers the query h(Y ∗, Â)
with value k1 where Y ∗ is the incoming message of Test session. In the repeat
experiment, SIM sets h(Y ∗, Â) to be k2. This implicitly sets k = e − e′ where
e, e′ are two different response values of h(Y ∗, Â) in Forking lemma.

CASE 2: SIM chooses uniformly u ←R (Z∗
N )+\QR

+
N and sets h = u2. Then,

SIM chooses k1, k21, k22, b ∈ [N/4] and computes k = (k21−k22)k1, g = h2k, A =
hga, B = hgb. SIM sets the static public keys of Â and B̂ to be A and B re-
spectively.

In the interaction with the adversary M , SIM sets h(X∗, B̂) = k1 and
h(Y ∗, Â) = k21 where X∗ is the outgoing message of Test session, and Y ∗ is the
incoming message of Test session. In the repeat experiment, SIM sets h(Y ∗, Â)
to be k22. This implicitly sets k = (e − e′)d where d = h(X∗, B̂) and e, e′ are
two different response values of h(Y ∗, Â) in Forking lemma.
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A. Security Model

In this section, we review the eCK security model for authenticated key exchange
protocols. For the details of the original eCK model, see [11, 15].

Participants. We model the protocol participants as a finite set U with each
Ui ∈ U being a probabilistic polynomial time (PPT) Turing machine, which may
execute a polynomial number of protocol instances in parallel. Πs

Ui,Uj
(i, j ∈ N)

denotes s-th instance of participant Ui with peer Uj .

Adversary Model. The adversary M is modeled as a PPT Turing machine
and has full control of the communication network and may eavesdrop, delay,
replay, alter and insert messages at will. We model the adversary’s capability by
providing it with oracle queries.

– EphemeralKeyReveal(Πs
Ui,Uj

) The adversary obtains the ephemeral pri-
vate key of Πs

Ui,Uj
.

– SessionKeyReveal(Πs
Ui,Uj

) The adversary obtains the session key for a
session s of Ui, provided that the session holds a session key.

– StaticKeyReveal(Ui) The adversary obtains the static private key of Ui.

http://eprint.iacr.org/
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– EstablishParty(Ui) The adversary can arbitrarily register a user on behalf
of the party Ui. This way, the adversary totally controls the party Ui. If a
party is registered by the adversary, then it is called dishonest (ormalicious).
Otherwise, it is called honest.

– Send(Πs
Ui,Uj

,m) The adversary sends the message m to the session Πs
Ui,Uj

and gets a response.
– Test(Πs

Ui,Uj
) Only one query of this form is allowed for the adversary. A ran-

dom bit b̂ is chosen, if b̂ = 0 then the real session key is returned; otherwise,
an uniformly chosen random value ζ is returned.

Definition 1 (Matching Session). Let Πs
Ui,Uj

be a completed session with

identifier (Ui, Uj , out, in, role), where Ui is the owner of the session, Uj is the
peer, and out is Ui’s outgoing message, in is Uj’s outgoing message, and role is
the Ui’s role in the session (initiator or responder). The session Πt

Uj ,Ui
is called

the matching session of Πs
Ui,Uj

, if the identifier of Πt
Uj ,Ui

is (Uj , Ui, out, in, role),

where out = in, in = out, role �= role.

Definition 2 (Freshness of eCK model). Let instance Πs
Ui,Uj

be a completed
session, which was executed by an honest party Ui with another honest party Uj.
We define Πs

Ui,Uj
to be fresh if none of the following three conditions hold:

– The adversary M reveals the session key of Πs
Ui,Uj

or of its matching session

(if latter exists).
– Uj is engaged in session Πt

Uj ,Ui
matching to Πs

Ui,Uj
and M issues either:

• both StaticKeyReveal(Ui) and EphemeralKeyReveal(Πs
Ui,Uj

)
queries; or
• both StaticKeyReveal(Uj) and EphemeralKeyReveal(Πt

Uj ,Ui
)

queries.
– No sessions matching to Πs

Ui,Uj
exist and M issues either:

• both StaticKeyReveal(Ui) and EphemeralKeyReveal(Πs
Ui,Uj

)
queries; or
• StaticKeyReveal(Uj) query.

As a function of the security parameter κ, the advantage of the PPT adversary

M in attacking protocol Σ is defined as AdvAKE
M,Σ (κ)

def
= |Pr[b = b̂] − 1

2 |, where
Pr[b = b̂] is the probability that the adversary queries Test oracle to a fresh

session, outputs a bit b which is equal to the bit b̂ of Test oracle.

Definition 3 (AKE Security). An authenticated key exchange protocol Σ is
said to be AKE-secure if following two conditions hold

1. If two parties complete the matching sessions, they compute the same session
key.

2. For any PPT adversary M , the probability AdvAKE
M,Σ (κ) is negligible.
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