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Boolean functions, from F2n to F2, have been playing an important role in stream
ciphers, because they can be used in their pseudo-random generators to combine
the outputs to several LFSR (in the so-called combiner model). Recall that the
keystream (which is bitwise added to the plaintext for producing the ciphertext)
is in such framework the sequence output by the function during a sufficient
number of clock-cycles. The combiner Boolean function must then be balanced,
that is, have uniform output distribution, for avoiding some straightforward
distinguishing attack; and it should be correlation-immune of highest possible
order.

An n-variable Boolean function f(x1, . . . , xn) is correlation-immune of some
order m < n (in brief, m-CI) if fixing at most m of the n input variables
x1, . . . , xn does not change the output distribution of the function, whatever
are the positions chosen for the fixed variables and the values chosen for them
(a balanced m-CI function is called m-resilient). Such m-th order correlation
immunity allows resisting the Siegenthaler attack [15] at the order m, which
is a divide and conquer cryptanalysis using the existence of a correlation be-
tween the output to the function and m input bits xi1 , . . . , xim , to make an
exhaustive search of the initialization of the LFSRs of indices i1, . . . , im (given
a sub-sequence of the keystream), without needing to know the initialization
of the other LFSRs. The initialization of these other LFSRs can subsequently
be recovered by diverse methods, allowing rebuilding the whole keystream. Of
course, a correlation attack at the order m+ 1 is possible if the function is not
(m+ 1)-CI, but the attacker needs then to know a longer part of the keystream
for recovering the initialization of m+1 LFSR in order to rebuild the rest of the
keystream. The function must also have large algebraic degree for allowing re-
sistance to the Berlekamp-Massey attack [12] and lie at large Hamming distance
from affine functions, that is, have large nonlinearity, for allowing resistance to
the fast correlation attack [13] and its variants.

These constraints were roughly the only ones needed on the combiner func-
tion at the end of the last century (recall that all that can be done for asserting
the security of a stream cipher is to ensure that it resists all the known attacks
and has enough randomness for hoping resisting future attacks; indeed, no at-
tempt has been successful for building an efficient stream cipher whose security
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could be proved like for block ciphers). Since the beginning of this century, a
series of cryptanalyses called algebraic attacks has been discovered: the standard
algebraic attack [9], the fast algebraic attack [8] and the Rønjom-Helleseth at-
tack [14] (see a survey in [2] recalling the corresponding constraints on Boolean
functions). No construction of infinite classes of resilient functions allowing resis-
tance to all attacks on the combiner model is known yet, even when the notion of
correlation-immunity is weakened as proposed in [7]. The study of CI functions
has become then (maybe temporarily) more theoretical than really practical,
from cryptographic viewpoint.

A new role in cryptography for correlation-immune functions, which renews
their interest in cryptography, has appeared very recently in the framework of
side channel attacks (in brief, SCA).

The implementation of cryptographic algorithms over devices like smart cards,
FPGA, ASIC, leaks information on the secret data, leading to very efficient SCA.
These attacks allow recovering the key from few plaintext-ciphertext pairs in a
few seconds if no counter-measure is included in the algorithm and/or the device.
Recall that for being considered robust, a cryptosystem should not be cryptanal-
ysed by an attack needing less than 280 elementary operations (which represent
thousands of centuries of computation with a modern computer) and less than
billions of plaintext-ciphertext pairs. This high level of security is achievable
when the attacker has no information on the data processed by the algorithm
when the cryptosystem is run. This model of attack is called the black box crypt-
analysis model. In practice, as soon as the cryptosystem runs over some device,
some information on this data leaks through electromagnetic waves or power
consumption; a more appropriate model is then that of grey box cryptanalysis,
in which the attacker does not have access to the exact data processed by the
device (this would correspond to a white box model) but to a partial information
on this data, which can be for instance a noisy version of the Hamming weight
of some sensitive variable depending on a few bits of the secret key. He can then
measure the leakage during a series of implementations with the same key and
different plaintexts, and apply statistical methods to determine the most prob-
able values of these few bits. This is particularly problematic when the cipher
is implemented in smart cards or in hardware. And it is particularly true for
iterative ciphers like block ciphers since it is then possible to attack the first
round, when the diffusion is not yet optimal.

Fortunately, counter-measures exist, but they are costly in terms of running
time (more in software applications), of implementation area (in hardware ap-
plications) and program executable file size (in software), all the more if they
need to resist higher order side channel attacks (the d-th order attack computes
the variance of the d-th power of the leakage for determining the most probable
value of the sensitive variable; the complexity of the attack is exponential in the
order). In fact, the cost overhead is then too high for real-world products.

The most commonly used counter-measure is a secret-sharing method called
masking. It is efficient both for implementations in smart cards (which are
software implementations including a part of hardware) and FPGA or ASIC
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(hardware implementation). The principle of masking is to replace every sen-
sitive variable Z by a number of shares M0, . . . ,Md such that the knowledge
of some of them, but not all, gives no information on the value of Z, and the
knowledge of all of them allows recovering this value. In other words, Z is a
deterministic function of all the Mi, but is independent of (Mi)i∈I if |I| � d.
The simplest way of achieving this is to draw M1, . . . ,Md at random (they are
then called masks) and to take M0 such that M0 + · · ·+Md equals the sensitive
variable, where + is a relevant group operation (in practice, the bitwise XOR).
This counter-measure allows resisting the SCA of order d.

Correlation immune functions allow reducing, at least in two possible ways,
the overhead of masking while keeping the same resistance to d-th order SCA,
when the leak is simply (a noisy version of) a linear combination over the reals
of the bits of the sensitive variable (such asumption is quite realistic in general):

– by applying a method called leakage squeezing, which allows achieving with
one single mask the same protection as with d ones, with d strictly larger
than 1. This method has been introduced in [11] and further studied in [10];
it has been later generalized in [3] to several masks. In its original single-mask
version, it uses a bijective vectorial function F ; the mask M1 is not processed
as is in the device, but in the form of F (M1). The condition for achieving
resistance to d-th order SCA is that the graph indicator of F , that is, the 2n-
variable Boolean function whose support equals the graph {(x, y)/y = F (x)}
of F , is d-CI. Such graph is a complementary information set code (CIS code
for short), in the sense that it admits (at least) two information sets which
are complement of each other. The condition that the indicator of this CIS
code is m-CI is equivalent to saying that the dual distance of this code is at
least d+ 1.

– an alternative way of resisting higher order SCA with one single mask con-
sists in avoiding processing the mask M1 at all: for every sensitive variable Z
which is the input to some box S in the block cipher, Z is replaced by Z+M1

where M1 is drawn at random, and Z +M1 is the input to a “masked” box
SM1 whose output is S(Z) (or more precisely, is a masked value of S(Z),
since the process of masking must continue during the whole implementa-
tion). This method, called Rotating Sbox Masking (RSM), obliges, for each
box S in the cipher, to implement a look-up table for each masked box SM1

(in fact, this is costly in practice only for nonlinear boxes). To reduce the
corresponding cost, M1 is not drawn at random in the whole set of binary
vectors of the same length as Z, but in a smaller set of such vectors. The
condition for achieving resistance to d-th order SCA is that the indicator of
this set is a d-CI function. Of course, given d, we wish to choose this non-zero
d-CI function with lowest possible weight, since the size of the overhead due
to the masked look-up tables is proportional to the Hamming weight of this
d-CI function (note however that if the cipher is made like the AES, with
identical substitution boxes up to affine equivalence, the substitution layer
can be slightly modified so as to be masked at no extra cost: the affine equiv-
alent boxes are replaced by masked versions of a same box). Moreover, with
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RSM, some keys are indistinguishable; specifically, the attacker recovers the
affine space equal to the set of null linear structures of the indicator of the
masks, translated by the correct key. This means that an exhaustive search
is required to finish the side-channel analysis [6].

In both cases, this needs to use correlation-immune functions of low weights
(with a particular shape in the case of leakage squeezing since the function must
then be the indicator of the graph of a permutation). Most of the numerous stud-
ies made until now on CI functions dealt with resilient functions, and it happens
that the known constructions of resilient functions do not work for constructing
low weight CI functions. We shall review what is known on CI functions in this
framework and on CIS codes, basing us on the survey work [1] on minimal weight
CI functions in at most 13 variables and on the papers on CIS codes [5,4]; we
shall investigate constructions.
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