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Abstract. Anonymous identification schemes in ad-hoc groups are cryp-
tographic primitives that allow a participant from a set of users to
prove her identity in that group, without revealing her actual identity or
the group secret key. All the existing ad-hoc anonymous identification
schemes in the literature make use of the bilinear pairing operation, re-
sulting in a computational overhead. In this paper we propose a novel
anonymous identity-based identification scheme for ad-hoc groups with-
out using bilinear pairings. This scheme, to the best of our knowledge,
is the first of its kind which does not use pairing operations. The proof
of our scheme is based on the hardness assumption of RSA problem.
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1 Introduction

An identification(ID) scheme allows an entity called a prover(say Alice) to se-
curely identify herself to another entity called a wverifier(say Bob). ID schemes
enable the prover to convince a verifier that she is indeed the same entity which
she claims to be, by showing that she knows some secret information without
revealing her secret information. Secure identification schemes were introduced
by Fiat and Shamir [I] followed by many other identification schemes [2I3//4].
Anonymous identification scheme is yet another important primitive which has
wide ranging applications in the domains of e-commerce and auctions. Ad-hoc
group refers to participants from a user population that can form group in an
ad-hoc fashion(without the help of a group manager). An ad-hoc anonymous
identification scheme is a multi-user cryptographic primitive that allows par-
ticipants from a user population to form ad-hoc groups and then prove their
membership in such groups anonymously. In an anonymous ad-hoc group identi-
fication scheme, a member A of a group G convinces another entity B outside the
group, that she is one amongst those in G in a secure fashion without revealing
any information about her own identity, thus maintaining her privacy. This is a
very useful primitive which enables an entity A to control her privacy while en-
joying privileges of the groups. There are many applications of such anonymous
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identification schemes such as providing access to a resource to only certain priv-
ileged group of users without the need for the user to reveal her actual identity,
for entry in some restricted building by some group members only, etc. Anony-
mous authentication for dynamic group is also an indispensable component in
online auctions, electronic voting and open procurement, which are becoming
very popular business areas in e-commerce. Authenticating membership in a
group is an important task because many privileges(such as the right to read
a document, access to a hardware or application resources) are often assigned
to many individuals. While the permission to exercise a privilege requires that
members of the group be distinguished from non-members, members need not
be distinguished from one another, just a confirmation of them belonging to the
group is sufficient to authorize them to access the resource.

The concept of ad-hoc anonymous identification scheme was first introduced
by Dodis et al [5] in Public-Key Infrastructure(PKI) setting and it was extended
to identity-based setting by Nguyen [6]. The latter work makes use of the notions
of dynamic cryptographic accumulators, which in turn are derived using bilinear
pairings in their scheme. Following Nguyen’s work [6], other ad-hoc anonymous
identity-based identification schemes were proposed, some of which do not make
use of cryptographic accumulators, but still use pairings. To the best of our
knowledge, the most efficient of such schemes is the one proposed by Chunxiang
Gu et al [7], which even though do not use accumulators, still make use of bilinear
pairings.

Our Contribution: Many anonymous identity-based identification schemes for
ad-hoc groups are available, but they all make use of the bilinear pairing op-
erations. In this work we propose a new ad-hoc anonymous IBI scheme, which
preserves the security requirements for an anonymous IBI without using bilinear
maps. The proposed scheme is more efficient computationally, as the pairing op-
eration increases the computational cost incurred. Moreover, for implementing
our scheme, we do not have to be concerned for choosing appropriate bilinear
maps. The security of our scheme is based on the hardness assumption of RSA
problem in the composite group of integers.

Paper Organisation: The paper is organised as follows: In Section 2, we explain
the preliminaries required and cover the formal definitions of ad-hoc anonymous
IBI schemes along with their security requirements. In the third Section, we show
the construction of our scheme followed by its security arguments in Section 4. In
Section 5, we compare our scheme with various existing schemes in the literature.
Finally, we conclude our work in Section 6.

2 Formal Definitions and Security Model

We first describe the hardness assumption used, then proceed to describe the
canonical three-move identification protocol, followed by the formal definitions
and security model for ad-hoc anonymous IBI scheme.
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2.1 Hard Problem Assumption

Definition 2.1. RSA Problem [§]- Let N= pq be a composite integer com-
puted from two large prime numbers p and q each k-bit long, where, k is the
security parameter. Let e be a random prime number, greater than 2! for some
fized parameter 1, such that ged(e,p(N)) = 1. Let y be a random element from
VALY

We say that an algorithm I solves the RSA problem, if it receives as input
the tuple (N,e,y) and outputs an element z, such that z¢ =y mod N.

2.2 Canonical 3-Move Identification

A three-move protocol of the form depicted in Figure[lis said to be canonical as
given by Bellare et al [9]. This protocol is initiated by the prover. The prover’s
first message is called commitment, then the verifier selects a challenge uniformly
at random from a set, called challenge set C'hSet,, associated with its input v.
After this step, the prover sends a response and upon receiving the response, the
verifier applies a deterministic procedure DFEC,, to arrive at a decision whether
to Accept or Reject. The prover P has input ¢, a random tape R and maintains
a state St. The verifier V has input v and returns boolean decision d of Accept
or Reject.

Prover P Verifier V

Initial State St = (¢, R)
(CMT,St) «+ P(e; St)
cMT

CH & ChSet,
CH

(RES,St) < P(CH; St)
RES

d + DEC,(CMT,CH,RES)

Fig. 1. A canonical three-move identification protocol

2.3 Identity-Based Ad-Hoc Anonymous Identification Schemes

The definition of anonymous identification in ad-hoc groups was originally given
in the PKI setting by Dodis et al [5]. Nguyen extended the definition to the
ID-based setting [6]. The changes made by Nguyen [6] to reconcile the security
notions for the ID-based model are that: the Register algorithm is replaced by
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the KeyGen algorithm and the Setup algorithm is not required to maintain a
database of public key of users.

We follow the same definition as given by Nguyen [6], but we also elabo-
rate further to describe the formal games concerning the security of the ad-hoc
anonymous IBI schemes.

An ad-hoc anonymous IBI scheme is defined as a five tuple, ZAZD = (Setup,
KeyGen, MakeGPK, MakeGSK, TAID) of Probabilistic Polynomial Time
(PPT) algorithms which are described below:

1. Setup: The central authority, called the Private Key Generator(PKG) runs
the Setup algorithm. This algorithm takes as input the security parameter
1% and outputs the public parameters param and master secret key M,. The
PKG keeps the M to itself.

2. KeyGen: It takes as input the public parameters param, the master secret
key(Msy) and the identity of the user and outputs the private key of the
user. The private key of the user is then send to the user by PKG through
a secure channel. The identity used is the public key of the user.

3. MakeGPK: This PPT algorithm takes as input the public parameters
param, the set of identities and deterministically outputs the group public
key, which is later used in the identification protocol TAID. The algorithm
is order-independent i.e., the order in which the public keys to be aggregated
are provided does not matter. The algorithm runs in linear time in the order
of the number of public keys being aggregated.

4. MakeGSK: It takes as input param, the set of entities, an entity amongst
the set of entities and its corresponding private key, and outputs the group
secret key which is used in the group identification protocol. Its cost also
varies linearly with the number of entities being aggregated. It should be
observed that the group secret key gsi must correspond to a group public
key gpk-

5. TAID = (TIAIDp,IAIDy ) is the two party identification protocol which allows
the prover IAIDp to anonymously show her membership amongst the group
of identities constructed by him. In this protocol both the TAID p and IAIDy
takes as input the system’s parameters param and a group public key gpk.
TAIDp also has group secret key gsk as an additional input. At the end of an
IAID protocol run, IAIDy outputs a 0/1 signifying either a Reject/Accept.

2.4 Security Requirements for Ad-Hoc Anonymous IBI Scheme

There are three security requirements for an ad-hoc anonymous identification as
proposed by Dodis et al [5]. We describe them below and specify their formal
games of security in the next subsection.

1. CORRECTNESS : This property requires that during an execution of an TAID
protocol, an honest prover will always be able to convince a verifier. In other
words, if IAIDp owns the group secret key corresponding to the common
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input group public key, then the IAIDy will Accept with an overwhelming
probability, i.e. with a probability almost equal to 1.

. SOUNDNESS : This property ensures that any dishonest entity not possessing

a private key in the target ad-hoc group, will not be able to convince an
honest verifier, and even if it does, it will be with a negligibly small prob-
ability. This requirement is modelled by a game being played between an
honest dealer and an adversary and the adversary can send queries to the
Transcript Oracle, which takes as input an identity of the user and a set
of other entities and outputs a valid transcript of the IAID protocol’s ex-
ecution, where the user anonymously proves her membership of the group
formed between him and the group of entities.

The overall game is played as follows: The honest dealer runs the Setup
algorithm and sends the resulting public parameters to the adversary. After
this the adversary is allowed to adaptively ask for the key extract queries
from the User Secret-Key-Fxtract Oracle and also queries the Transcript
Oracle during the game, or even during the execution of the TAID proto-
col later as a part of its training. After a certain point, the adversary who
now plays the role of a prover, returns a target group of identities and then
executes the IAID protocol with the honest dealer. Both the adversary and
the honest dealer takes as inputs the public parameters and the group pub-
lic key corresponding to the target group. The adversary wins the game if
the honest dealer outputs Accept and the adversary does not have a private
key corresponding to an identity in the target group. The ID-based anony-
mous identification scheme provides Soundness if the probability that the
adversary wins this game is negligible.

. ANONYMITY: This requirement is modelled by a game being played between

an honest dealer and an adversary, where the adversary can send only one
query to a Challenge Oracle. This oracle takes as input two ‘identity-private
key’ pairs and a set of other identities and returns a transcript of the TAID
protocol’s execution, where the prover randomly uses one of the two private
keys to prove membership of the group formed by - the set of identities along
with the two identities from the pairs. The honest dealer first runs the Setup
algorithm and sends the resulting public parameters to the adversary. Then,
the adversary can find many pairs of ‘identity-private key’ during the game,
even after receiving the challenge transcript from the Challenge Oracle later.
At a point, she queries the Challenge Oracle and gets a challenge transcript.
The adversary then can do experiments with the system before outputting
an identity amongst the two identities. The adversary wins the game if the
identity she outputs corresponds to the private key the Challenge Oracle
used to generate the challenge transcript. The ID-based ad-hoc anonymous
identification scheme provides anonymity if the probability that the adver-
sary wins the game is negligibly more than a random guess. If this condition
holds, even if the adversary has unlimited computing resources, the scheme
is said to provide Unconditional Anonymity.



Anonymous Identity-Based Identification Scheme in Ad-Hoc Groups 135

2.5 Formal Games of Security for Ad-Hoc Anonymous IBI Scheme

We formalize the security requirements in the form of games between an adver-
sary and a challenger. The adversary will be given access to various oracles to
aid him in carrying out the impersonation attacks. Let PXC denote the domain
of the user’s public key and SK denote the domain of the corresponding user’s
secret key. We also assume PK’ to be a superset of the possible user public keys
ie. PK' 2 PK.

User Secret-Key-Extract Oracle (Opreq) User Corruption Oracle (Ocor)

IN:uel IN: ID; € PK’
RUN: dip, + KeyGEN(ID;) RUN: dip, + KeyGEN(ID;)
OUT: drp, OUT: drp,

Transcript Oracle (Oser)

IN: 8’ C PK',ID; € PK’
RUN: 1. dip, « KeyGEN(ID;)
KeyGEN is the key generation algorithm
2. If dip, =L
3. then m <L
4. Else gpk + MakeGPK (param,S’ U {ID;})
5. gsk < MakeGSK (param, S’, (dip,, ID;))
6. & (TAID p(param,gpk, gsk) <> TAIDy (param,gpk))
OUT: &

Challenge Oracle (Ocp,)

INPUT: S/ Q PIC’, (Sko,pko), (Skl,pkl)

RUN: 1. b* < {0,1}

2. If, sko <5 pko or ski % pki, then Abort
where = depicts a correspondence between the public key pk;
and the associated valid secret key sk;

3. Gpr + MakeGSK (param, S" U {pko, pk1})

4. G% < MakeGSK (param, S’ U {pki—_p~ }, (skv=, pko=))

5.1 & (IAIDp(param, gpk, gsk™) <> I AI Dy (param, gpk)

OuT: =~

Fig. 2. Oracles given to adversary attacking ad-hoc IBI scheme

Game for Correctness. For correctness, we require that any honest execution
of the TAID protocol shall terminate with the verifier outputting an Accept or 1,
with an overwhelming probability. In this game, the IAID p is given an additional
input of group secret key gsk, related to the common input gpk.
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Game for Correctness

(Vt € N)(V(u1,uz,...... JUn) €U)

Pr[param £ Setup(1%); (where t is the security parameter)
(ski, pki) ¥id KeyGEN (param, u;), i1 =1,...... ,n

gpk <+ MakeGPK (param, {pki,...... ,Pkn});

gsk < MakeGSK (param, {pka,...... ,Dkn}, (sk1,pk1)); such that,

[A[Dv(paramagpk)IAIDp(param,gpk,gsk) = 1} >1- V(t)
(where v(t) is a negligible function in %)

Fig. 3. Correctness imp-atk security of IBI scheme

Game for Soundness. The soundness guarantee can be expressed in terms of
a game being played between an honest challenger and the adversary A. In the
attack game for soundness, the adversary is allowed to interact with three oracles
Oggt(the honest User Secret-Key-Extract Oracle), Ocor(the User Corruption
Oracle) and Ogc,(the Transcript Oracle) described in Figure 2

The game begins with the honest challenger running the Setup algorithm
with the security parameter 1! and handing the resulting global parameters
param to A. Then, A arbitrarily interleaves queries to the three oracles, accord-
ing to any adaptive strategy she wishes and eventually outputs a target group
S* C PK'. After a point, A(in the role of the prover) starts executing a run
of the TAID protocol with the challenger on common inputs param and gpk*=
MakeGPK (param, S*).

Also during this interaction, the adversary is still allowed to query the three
oracles Ogut, Ocor, Oger. Let T be the transcript resulting from such a run of
the TAID protocol. A wins the game if the following conditions hold:

1. Vpk* € S*, there is a valid sk*(secret key) corresponding to the pk*.

2. 7 is a valid transcript i.e., the protocol run completed with the challenger
outputting 1, and

3. Vpk* € S*, A never queried O¢,, on input pk*.

We define Succi{'d (t) to be the probability that A wins the above game.

Definition 2.2. An ad-hoc anonymous IBI is sound against active chosen-ring
attacks if any adversary A has negligible advantage to win the above game:

(VA€ N) (¥ PPTA) [Succy?(t) < v(t)]

where v(t) is a negligible function in security parameter ¢.

Game for Anonymity. We formalize the anonymity requirements for an ad-
hoc anonymous IBI scheme in terms of a game being played between an honest
dealer and an adversary A. In this game, the adversary is allowed to interact
only once with a Challenge Oracle Oc¢yp, described in Figure Pl The game be-
gins with the honest challenger running the Setup algorithm for the security
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parameter 1° and handing the resulting global parameters param to the adver-
sary. Then, the adversary A creates as many user secret key/public key pairs
as she wishes and experiments with the Make-GPK, Make-GSK, Anon-IDp and
Anon-IDy algorithms as long as she deems necessary; eventually, she queries the
Ocr, oracle, getting back a challenge transcript . The adversary then continues
experimenting with the algorithms of the system, trying to infer the random
bit b* used by the oracle O¢j, to construct the challenge 7; finally, A outputs
a single bit b’, her best guess to the “Challenge” bit b*. Define Succ4™°"(t) to
be the probability that the bit & output by A at the end of the above game is
equal to the random bit b* used by the O¢y, oracle.

Definition 2.3. An ad-hoc anonymous IBI scheme is fully anonymous if for
any probabilistic polynomial-time adversary, A has success probability at most
negligibly greater than one half:

(VA € N)(VPPTA)[Succhmon (t)- L |< v(t)

where v(t) is a negligible function in ¢.

2.6 Reset Lemma

The Reset lemma was first proposed by Bellare and Palacio [9]. The Reset lemma
upper bounds the probability, that a cheating prover Q can convince the verifier
to accept as a function of the probability that a certain experiment based on
resetting the prover yields two accepting conversation transcripts. We recall
the definition of the Reset lemma as stated in [9]. Consider again the canonical
three-move identification protocol between prover and verifier [10]. The prover’s
first message is called commitment. The verifier selects a challenge uniformly
at random from a set ChSet,,, associated with its input v and upon receiving a
response from the prover, the verifier applies a deterministic decision predicate
DEC,(Cmt,Ch,Rsp) to compute a boolean decision. The verifier is represented
by the pair (ChSet,,DEC), which when given the verifier input v, defines the
challenge set and decision predicate. Formally describing,

Reset Lemma: Let Q be a prover in a canonical protocol with a verifier rep-
resented by (ChSet,DEC), and let ¢ and v be inputs for the prover and verifier
respectively. Let acc(g,v) be the probability that the verifier outputs Accept in
its interaction with Q. In other words, the probability that the following exper-
iment returns d = 1.

Choose random tape R for Q;

St «— (g, R);(CMT, St) «— Q(e, St);

CH <% ChSet,; (RSP, St) « Q(CH, St):d « DEC,(CMT, CH, RSP);

Return d.

Let res(g,v) be the probability that the following reset experiment returns 1.
Choose random tape R for Q; St «— (¢, R); (CMT,St)<— Q(e, St)
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CH; & ChSet,; (RSPy,St; )< Q(CHy; St); dy + DEC,(CMT, CH,, RES;)

CHo ¥id ChSet,; (RSP2,St3)« Q(CHs; St); d2 + DEC,(CMT, CH,, RES;)
If(dy =1 AND ds = 1 AND CH; # CHy) return 1, else return 0.

Then,
acc(q,v) < |Ch§etv‘ + \/res(q,v).

3 Proposed Scheme

We now present our ad-hoc anonymous IBI scheme. We build on the ideas
and constructs from Guilliou-Quisquater identification scheme [II] and Herranz
ring signatures scheme [§] to construct our new identification scheme for ad-hoc
anonymous group. To the best of our knowledge, this is the first ad-hoc anony-
mous IBI scheme which does not use pairings. The various protocols involved in
the scheme are described below.

— Setup: Based on the security parameter ¢, the PKG generates two random
t-bit prime numbers p and ¢ and then computes N = pq. For some fixed pa-
rameter [, the PKG chooses a prime number e at random, satisfying 2! <e<
2!+1 and ged(e,p(n))=1, and computes d = e~! mod ¢(n). Moreover, the
PKG uses two hash functions Hj : {0,1}* — Z%, Ho : {0,1}* — {0, 1}%.
The public output of this algorithm are the param=(t,l, N, e, Hy, H2) and
the master secret key (p, g, d).

— KeyGen: When a user with identity id € {0,1}* queries or asks for secret
key, the PKG computes SK;q = H; (id)? mod N. SK4 is then sent to the user
through a secure channel. The user can verify whether the received secret
key is valid or not by checking if SK¢, = H;(id) mod N.

— MakeGPK and MakeGSK: From a given set of identities which are se-

lected in an ad-hoc fashion, the ring Y = {ID1,IDs, ....... ,ID,} is formed.
A user with identity 1D, € U having the secret key SK; runs the following
algorithm:

1. For alli € {1,2,...,n}\ {s}, do:
(a) Choose A; € ZY,.
(b) Compute R; = A mod N
and hz = HQ(Z/[, ID,', R,)
2. Choose A € Z3
3. Compute Ry = A€ H [Hy(ID;)] ™" mod N.
If R¢ =1 mod N of Ry = R; for some i # s; then GOTO Step 2, and
Repeat.
4. Compute hy = Ho(U,IDg, R;).
5. The Group Public key(GPK) is:
GPK = [ {Rs Yy, { hs } 7y U]
The Group Secret key(GSK) is:
GSK = SK.
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— IAID
The IAID protocol is depicted in Figure dl The various steps performed in
the protocol are:
1. The prover P selects a message m €r Zj and then computes U =
Hi(IDy)" -m
2. P sends U as commitment to verifier V.
3. V selects a random x €r Z} as the challenge and sends it to P.

4. P computes o1 = |(GSK)*T. A- H'Ai mod N | and o9 = m®. It then
i#£s
computes W = of - 2.
5. P sends W as the response to V.
6. V checks for consistency of W as:
n

1t W =U=- ] [(Ri.H.(ID;)")] mod N,
i=1
Then V' Accepts, else it Rejects
Prover P Verifier V

Select m €r Z
Compute U = [H1(IDs)"]-m

Send U
ey
Select x €r Ly
Send x
%
Compute,
o1 = [(GSK)*™ - A-T] Ai mod N], 02 = m*
i#s
and also compute W = of - 02
Send W
_—

Check whether,
W =U" -] R:- Hx(IDy)"

=1

If YES, then Accept, else Reject.

Fig. 4. The IAID protocol

4 Security Proof

We depict the proof of security by showing that the three required properties of
CORRECTNESS, SOUNDNESS and ANONYMITY hold true for our scheme.

1. Correctness: It can be easily seen that an honest entity of the ring acting
as prover will always be able to genuinely identify herself.
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LH.S. =W =0{-02

e

= GSK@+l)e. ge. H'Ai mod N | o9
iF£S

= (Hy(IDy)*hs)@tDe. [ TT Aimod N | - o2

1<i<n
e

= (H,(ID) @) | [T Aimod N'| -0y

1<i<n
e

= (Hy(IDy)@* ) ome - | ] Ai mod N

1<i<n
R.H.S =U"- [[ [Ri.H\(ID;)"] mod N
1<i<n
= U®- Ry - Hi(ID,)" - [ [(Ri.Hy(ID;)") mod N
iF£S
= (Hy(ID)= ") -m® - A [T (1D) ™) - Hy(IDy)" -
i#s
[1(A9) - By (IDi)" mod N

i#£s

= (Hy(IDy)@ ) me - | ] Ai mod N

1<i<n

L.H.S. = R.H.S. Hence, correctness property holds.

. Soundness: We show that, if an impersonator is successfully able to get

herself verified as an honest prover, then the impersonator should have the
knowledge of the GSK under the hardness assumption of RSA problem. We
use Reset lemma on Hs oracle to arrive at this result. We use the technique
similar to Herranz [§] to prove the security of our scheme.

We show that the advantage of any imp-ca attacker against our scheme
can be upper bounded by the advantage of a related RSA adversary and a
function of the challenge length [. We first assume an instance of the RSA
problem which the challenger will try to solve. Fix ¢t € N and let (N, e,y)
be an output of K,s, running on input ¢, where ¢ is the input parameter.
We assume that V never repeats a request. Let (N, e, y) be the instance of
RSA problem. We are going to construct a probabilistic polynomial time
algorithm A that satisfies the condition of the Reset Lemma. This algorithm
will use the impersonator Z as a sub-routine to solve the RSA problem.
Thus, the goal of A is to compute a value z such that 2¢ =y mod N. A will
try to simulate the game, required oracles and identification transcripts to
T perfectly.

We initialize the challenger machine A giving the data (N, e, y) as input to
it. The machine then runs the impersonator Z against our ad-hoc anonymous
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IBI scheme. The two hash functions Hi, Hy are modelled as random oracles,
so their values will be computed and stored by A. The RSA public key of the
master entity is defined to be (N, e) and is also known to the impersonator
Z. Without loss of generality, we can assume that the impersonator queries
the H; random oracle for the value Hy (I D) before asking the corresponding
secret key of ID. A replies to the various hash oracle queries, key extract
queries and impersonation queries of Z in a manner mentioned below:

H; queries: The machine A constructs a table T'AByy, to simulate the ran-
dom oracle Hy. For this we use the technique as proposed by Coron [12].
Every time an identity ID; is queried by A to the oracle Hy, the machine A
responds as:

First, A checks if this input is already in T ABpg,. If this is the case,
then A sends to Z the corresponding relation Hi(ID;) = PK;. Otherwise,
A chooses a bit g € {0,1}, which will be 8;=0 with probability u, and j;
=1 with probability 1-u, where we define u = (5/6)/ 2, here, Q. is the
number of extraction queries. Then, A chooses a random element z; € Z%
and defines PK; = y% -xz¢ mod N. The entry (ID;, PK;,x;, ;) is stored in
the table TABpy, . The relation Hi(ID;) = PK; is sent to Z. The condition
PK; # PK; must be satisfied for all the different entries in TABg, . If this
is not the case, the process is repeated for one of the user.

Since we are assuming that H; behaves as a random function and the val-
ues PK; are randomly chosen, the information that Z receives is consistent.

Hs queries: When Z queries the random oracle Ho, the challenger A asks
its own oracle for the output values of this hash function and then returns
it to Z.

Key Extract Queries: Every time Z asks for the secret key corresponding
to an identity ID;, the machine A looks for ID; in the table TABy,. If
B; =0, then A sends SK; =x; to Z since SK{ = PK; mod N as is required.
If 5; = 1, then the machine A cannot answer the query and halts. Note that
the probability that A halts in this process is less than 1—u<¢ = 1/6. So
with probability greater than 5/6, A will reply to the key extract queries of
7.

Identification Queries: The impersonator can ask for polynomial number
of identification transcripts for the ring of identities U’. We assume that Z
has not asked for the secret key of any of the identities in U’, because, if
this is the case, then Z can obtain a valid identification transcript by itself.
We also assume that Z has asked for the public key of all the identities
PK; = Hy(ID;) in the ring U’ to the random oracle H;. To answer an
identification query, the machine A responds as follows:

— If B; =0 for some i € {1,...,n'}, then PK; = H;(IDy) = (x;)° mod N,
so Z knows the secret key for this identity and can easily compute a valid
honest prover transcript by following the I AI D protocol.
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—IfB;=1foralli=1,...,n, then A does the following:

(a) For all 4+ = {1,...,n'},i # s, choose pairwise different A; € Z%

uniformly at random and compute R; = A§ mod N.

(b) By querying the random oracle Hs, compute h; = Ho(U',ID;, R;),
for all i« # s. We can assume that Z will later query the random
oracle Hs with these inputs.

Choose a random h, € {0, 1}%.

(d) Choose at random o’ € Z%;.

Compute R, = (o/)°.Hy(ID,)~" . T[(R;".H1(ID;)™") mod N. If

i#£Ss

Rs =1 mod N or Ry, = R; for some ¢ # s, then go back to the

previous step and repeat.

(f) At this point, the machine A falsifies the random oracle Hy by im-
posing the relation hy = Ho(U',ID;, R,). Later, when Z asks the
random oracle Hy for this input, then A will answer with the same
hs.

(¢) Return the response § = (U',U,Ry,...,Rp/, h1,..., hy,0), where
U = Hy(IDs)" - m is the commitment.

A A
¢) o
—

Since h’ is a random oracle and we are considering Hs to be a random
oracle, so the information provided to Z is indistinguishable from real ex-
ecution of the identification protocol. However, some collisions may occur
because of the values falsified by .A.

Note that in particular, no R; can appear with probability greater than
1/2% in the output produced. The collisions can occur in two ways:

— A tuple (U’',ID;, R;) that Z outputs inside a simulated ring identifica-
tion, has been asked before to the random oracle Ha by .A. The probabil-
ity of such a collision is, however, less than Qy-Q;-(1/2%) < (1/6), where
Qs, Q; are the number of Hy and identification queries, respectively.

— The same tuple (U’,ID;, R;) is output by Z in two different simulated
ring identification. The probability of this collision happening is less than
1/6 (by birthday paradox).

Combining the above two cases, we get the probability of collision to be < ;’

Summing up we have a PPT turing machine A that simulates the game
to Z which is trying to impersonate our scheme. Let’s say the probability
with which Z can successfully impersonate is €.

Now we use the oracle replay technique to machine A, with respect to the
hash function Hs. This means that by executing twice the machine A with
different instantiations of the hash function Hs we will obtain two valid tran-
scripts (U, U, R1,...,Rp,h1,... hp,x,W1) and (U,U,Rq,..., Ry, b, ...,
hl,x,Ws) with the same commitment U, same challenge = and the same
ring U, such that h; # R’ for some j € {1,...,n} and h; = h; for all
i =1,...,n such that ¢ # j. This is because the values (U,U, Ry,...,R,)
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have been chosen before the random oracles Ho and Hj differ(the oracle
replay technique). We have the two transcripts as shown below:

Wy =05-00=U" [[ [(Ri-HL(ID:)")] mod N
1<i<n
And, W = (04)° - 02 = U - ] {(R,».Hl(IDi)h?t)] mod N

1<i<n
Dividing the above two equations we get,
Wi /Wa = (01/01)¢ = Hy(ID;)" ="

We now proceed further to solve the hard problem. From above equation
we have (01/07)¢ = Hl(IDj)hj*hz'. Now we look into the table TABpg,
and look for the entry (ID,, PK;, x;,[;) corresponding to identity ID;,
since the impersonation of 7 is valid means that the secret key of user ID;
has not been queried and so, with probability (1-x), we have 8; = 1 and
PKj= Hy(IDj) =y - x5 mod N.

The relation now becomes (o1/07)°. xyL;_hJ)e =y =" mod N. Since
h; and h; are outputs of the hash function Hs : {0,1}* — {0, 1}!, we have
that | h; — R} |< 2! < e. Furthermore, the element e is a prime number, so
it holds ged(e, hj — h';) = 1. This means that there exists two integers a and
b such that ae + b(h; — h’;) =1 (by using BEZOUT’s Identity). Finally we
have the value,

(hG=hy)

z= <(0’1/0'/1)-.Z‘j )b-ya mod N

Calculating further to check the value of z¢ we have,

/3 3\ be
2¢ = <(O’1/0'/1) -xiﬁj hj)) -y®¢ mod N
€ = y(hjfh;)-b -y®¢ mod N

2 = ylhi=hi)brae  — 4 mod N
and thus, we arrive at the solution of the given RSA problem.

We are now left to analyse the probability of solving the hard problem. We
compute the probability with which the impersonator Z will indeed succeed

ie. Adv?g’}’}ca(t) as:

Adv?”,;?}ca(t): Pr[Z succeeds in impersonation AND A does not halt
AND no collisions occur]
= Pr[Z suceeds in impersonation | A does not halt AND
no collisions occur] - (1 — Pr[A halts OR collisions occur])

ze(l-g-3)=3
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Now, using the reset lemma, we calculate the probability of solving the
hard problem,

acc(St, pk) < 27+ /res(St, pk)
AdvIE () < 2710 4 [AdviE?, (1)
Advist (1) > (Adviph (1) — 2710)2

Advge (1) (5-2710)°

which is a non-negligible quantity.

3. Anonymity: With respect to a given identity and a given valid transcript
generated by an identity ID; € U in the ring U, the probability that ID;
generated the response this is exactly 1/| U |. It can be easily seen that
the TAID protocol transcript are uniform and independent of the user. By
considering any two users ¢ and j, the distribution of transcripts for both of
them are computationally indistinguishable.

We show that the transcripts of identification for any two users is similar
and is computationally indistinguishable as depicted :
Interaction Transcript by a user ID; of the ad-hoc ring;:

U, = Hl(IDZ)h‘ -my and

Wi =o0f -02, = |[(GSK)™™ . A. HAi mod N | -my
i#£s

Interaction Transcript by a user ID; of the ad-hoc ring:

Uj = Hl(IDj)hj - mo and

Wj=of, 02, = (GSK)**1. A HAi mod N | -m%
i#£s

It can be easily seen that the values of U; and U; are indistinguishable,
similarly W; and W; are also indistinguishable. Thus, the communication
transcript gives no information of the actual prover, as to who amongst the
n users of the ad-hoc ring is actually involved in the identification protocol.

5 Comparison with Existing Schemes

We compare the efficiency and the communication bandwidth consumed by
our scheme with the two previous schemes by Gu et al [7] and Nguyen [0].
Let Cg, Cp, Cj; be the computational costs of - group exponential opera-
tion, bilinear group pairing operation and bilinear group multiplicative oper-
ation respectively. In the situation when the value [, 45 A; mod N by the
prover can be pre-computed ahead of the IAID protocol execution and the value
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[T, Ri- Hi(ID;)" can be pre-computed by the verifier after it comes to know
the gpk, our scheme requires 4C'g+4C); computations on the prover’s side, and
1CEg+1C) computations on the verifier’s side. On the other hand the existing
schemes of Gu et al [7] and Nguyen [6] require 1Cg+2C) and 6Cp+ 6Cr +
12C) for the IAID p algorithm respectively, and 2Cp+ 3Cg + 1Cys and 10Cp+
10CEg + 8C)y for the IAIDy, algorithm respectively. Moreover, the scheme prosed
by Gu et al [7] assumes a maximum threshold for the ring size which is not the
case with our scheme. Our scheme also has a low communication complexity in
the identification protocol(I AID). Table [[]shows the comparison with the most
efficient existing schemes and our new ad-hoc anonymous IBI scheme. In this
table, q represents a large prime number.

Table 1. Comparison between various ad-hoc anonymous IBI schemes in TAID protocol

Scheme Our Scheme Gu et al [7] Nguyen [6]
Prover Computation 4Cg+4Cy 1Ce+2Cn 6Cp+ 6CE + 12Cn
Verifier Computation 1Cg+1Cy 2Cp+ 3Cg + 1Cy 10Cp+ 10CE + 8Chp

Communication RYAN 3| G | +Z; 71 G | +8Z;

6 Conclusion

In this paper we present the first IBI scheme for ad-hoc groups without pairings.
Anonymous IBI in ad-hoc groups are important cryptographic primitives for
access control and resource authorization services among a group of users and
hence our scheme can be widely and efficiently used for such purposes. It still
remains an open problem to reduce the computation overhead on prover’s side
and provide an ad-hoc anonymous IBI scheme in standard model and also to
propose a novel scheme where the group public key is independent of the ring
size involved in the protocol.
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